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Preface 

It is inevitable to create a vibrant environment where active research, innovation and 
entrepreneurship should become amiably infectious and eventually pandemic for the 
progression of a nation and the world, bringing new knowledge, productiveness, 
emulation, equality and opportunity for the substantial benefits of entire creatures. 

—Kumaran Shanmugam and Pitchai Balakumar, 2022 

Biomedical Research is a broad term that comprises both basic and applied 
research. Basic research focuses on underlying principles for testing the 
fundamentals of nature, including physiological processes. Its outcome is an 
understanding of how nature works, including how disease is manifested by 
pathophysiologic processes. It does not find a cure for a disease, but rather 
develops our understanding of what causes the disease. Applied research 
relies on understanding the pathophysiology of a disease, as derived from 
basic research, and attempts to identify mechanisms to reverse such patho-
physiology (i.e., finding a cure for the disease). A specific type of applied 
research is clinical research, in which a new drug is tested to determine if there 
can be a cure for a disease, or at least a reduction in its incidence. A clinical 
trial is a specific type of clinical research that tests a hypothesis about the 
efficacy of a drug by assigning patients to receive either a drug or a control 
agent. 

All forms of biomedical research involve key principles: (1) asking and 
refining a question (i.e., generating a hypothesis) such that it can be evaluated 
in a research plan; (2) designing a research protocol that provides a pathway to 
testing the hypothesis (i.e., answering the research question); and 
(3) conducting the research based on the protocol to produce interpretable 
data that forms the evidence, allowing one to conclude whether the hypothesis 
is accepted or rejected. The results of the study add further erudition to 
existing knowledge in a growing field based on contributions from other 
investigators (i.e., peers). 

Drug approval requires significant knowledge, including efficacy and 
adverse effects in experimental animals, a safe dose range in animals that 
can be mapped to a safe dose range in humans, and finally, how the drug’s 
mechanism of action can successfully interfere with the pathophysiology of 
the disease. The fields of research facilitating the acquisition of knowledge in 
these areas include toxicology, or how poisonous the drug can be at various 
doses; pharmacodynamics (what the drug does to the body); pharmacokinetics 
(what the body does to the drug); and pharmacogenomics (how genes affect
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vi Preface

This book is a crucial resource for people who aspire to engage in biomed-
ical research by fostering an understanding of the determinants of both basic 
and applied biomedical research. It covers the entire spectrum of research 
processes starting from idea generation, creative/critical thinking, conceptual-
ization, hypothesis generation, research design including clinical trial design, 
study/clinical trial implementation, data acquisition and analysis. This book 
also covers new and evolving topics such as artificial intelligence, drug 
repurposing approaches, and bioinformatics. 

This book elaborately covers publication strategies, including literature 
search, manuscript preparation, presentation, persuasive discussion, editorial 
processes, elements of peer review, and bibliometrics. In addition, it focuses 
on ethics in the conduct of research and publication, including issues of 
misconduct. Chapters on grantsmanship explore grant application 
methodologies to enhance the probability of being awarded research grants. 
Finally, the book addresses key strategies for constructing effective networks, 
securing effective mentorship, building career advancement opportunities, 
and understanding the protection of intellectual property and patent filing. 

We extend our gratitude to all of the authors and coauthors of this book for 
their contributions to the wealth of knowledge the book offers. Additionally, 
we are grateful to Dr. Naren Aggarwal, publication director, Ms. Raman 
Shukla, editor, and Mr. Kamesh Senthilkumar and his team at Springer Nature 
for their great support leading to the timely publication of the book. 

All opinions expressed in this book are those of the chapter authors and do 
not necessarily represent the opinions of the editors and their employers. 

Silver Spring, MD, USA Gowraganahalli Jagadeesh 
Vallam, Tamil Nadu, India Pitchai Balakumar 
Silver Spring, MD, USA Fortunato Senatore
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Fundamentals of a Multifaceted
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Gowraganahalli Jagadeesh, Pitchai Balakumar,
and Fortunato Senatore

Abstract

Understanding the logic of the research pro-
cess is essential before beginning to identify a
research problem. The conceptualization of a
research topic—the starting point for scientific
research—is formed after searching and
reviewing the literature and identifying a

knowledge gap. Brainstorming sessions with
a mentor may result in new and expanded
knowledge and ideas that facilitate
formulating a research question, generating a
hypothesis, and specifying an objective, all of
which subsequently evolve into a study
design. These steps are interconnected to
address the study’s scientific rationale and rel-
evance. Research proposals or protocols
should be evaluated based on whether they
are interesting, novel, well-designed, feasible,
and impactful. Planning the research will
include detailed methods describing how the
study will be carried out and how to analyze
the data generated from the experiments. After
analyzing the data, the researcher should be
ready to write a scientific paper. Publication
in a peer-reviewed journal is the gateway to
building on the collected knowledge, further
advancing the field, and helping the researcher
obtain funding. The latter is often contingent
on high-quality antecedent research with data
leading to a new hypothesis as the basis of new
research. New research potentially will pro-
duce results that can fill knowledge gaps by
establishing facts and developing principles

The opinions expressed herein are those of GJ and FS and
do not necessarily reflect those of the U.S. Food and Drug
Administration.

G. Jagadeesh (✉)
Retired Senior Expert Pharmacologist at the Office of
Cardiology, Hematology, Endocrinology, and
Nephrology, Center for Drug Evaluation and Research,
US Food and Drug Administration, Silver Spring, MD,
USA

Distinguished Visiting Professor at the College of
Pharmaceutical Sciences, Dayananda Sagar University,
Bengaluru, Karnataka, India

Visiting Professor at the College of Pharmacy,
Adichunchanagiri University, BG Nagar, Karnataka, India

Visiting Professor at the College of Pharmaceutical
Sciences, Manipal Academy of Higher Education
(Deemed-to-be University), Manipal, Karnataka, India

Senior Consultant & Advisor, Auxochromofours
Solutions Private Limited, Silver Spring, MD, USA
e-mail: GJagadeesh2000@gmail.com

P. Balakumar
Professor & Director, Research Training and Publications,
The Office of Research and Development, Periyar
Maniammai Institute of Science & Technology (Deemed
to be University), Vallam, Tamil Nadu, India
e-mail: directorcr@pmu.edu; pbalakumar2022@gmail.
com

F. Senatore
Division Cardiology & Nephrology, Office of Cardiology,
Hematology, Endocrinology and Nephrology, Center for
Drug Evaluation and Research, US Food and Drug
Administration, Silver Spring, MD, USA
e-mail: Fortunato.Senatore@fda.hhs.gov

# The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
G. Jagadeesh et al. (eds.), The Quintessence of Basic and Clinical Research and Scientific Publishing,
https://doi.org/10.1007/978-981-99-1284-1_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_1&domain=pdf
mailto:fredsenatore@gmail.com
mailto:Fortunato.Senatore@fda.hhs.gov
mailto:pbalakumar2022@gmail.com
mailto:pbalakumar2022@gmail.com
mailto:Fortunato.Senatore@fda.hhs.gov
https://doi.org/10.1007/978-981-99-1284-1_1#DOI


while discovering unexplored territory in the
field.

4 G. Jagadeesh et al.

Keywords

Research process · Novel idea · Research
question · Hypothesis · Objective · Scientific
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1.1 Introduction

Research is the original intellectual investigation
undertaken to gain or establish new knowledge,
fill potential knowledge gaps, and understand
concepts in any one facet of a major subject
specialization. It includes the generation of a
multitude of ideas leading to new or substantially
improved scientific insights with relevance to
societal needs. A goal of research is to validate
or reject hypotheses and refine existing knowl-
edge and disseminate the findings for the public’s
benefit. Whether basic research, applied research,
a clinical trial, developmental research, or obser-
vational analytical research conducted by acade-
mia, industry, or a government regulatory body,
the fruits of labor help everyone involved; both in
biomedical and clinical research, and the research
community in general. A further goal of research
is to extend human knowledge by finding answers
to questions.

Research is inclusive and based on teamwork;
it is inherently a social and cooperative venture,
and increasingly, a global one. In this context,
senior scientists or managers and senior

leadership, including the department head, direc-
tor, president, and vice chancellor, should facili-
tate research by instilling a positive research
climate, including pathways for collaboration
between laboratories, departments, and
institutions organizing and making research
resources available and accessible.
Collaborations should also encourage hands-on
workshops, interactive seminars, lectures, and
journal clubs, all aimed at mutual respect for
individual autonomy while integrating the concat-
enation of evolving thought. It takes a whole
research community to sculpt a novice graduate
student into a scientist [1].

Table 1.1 Key elements of the research protocol or research project

Element Purpose

Research topica The keystone of the study. It begins, drives, and ends the study
Research questiona A relationship between two or more variables is phrased as a question
Hypothesisa Relationships are phrased as declarative statements that the planned research is designed to

test
Objectivea The purpose of the research question from which the hypothesis is generated
Significance of the
study

Why is the research question important? What are the implications of the study?

Materials and methods Experimental design, methods, subjects, variables, data analyses, and statistics
aConsidered four cornerstones of a research project or a protocol

Scientific research follows standard processes
and norms. Research is both theoretical and empir-
ical. It is theoretical because the starting point for
scientific research is the conceptualization of a
research topic that stems from ideas crystallized
after a search and review of the literature. A suc-
cessful research project is built on four
cornerstones: researchable topic, research ques-
tion, hypothesis, and objective [2] (Table 1.1).
Research is empirical because all the planned stud-
ies involve a series of experiments, observations,
measurements, analyses of data, manuscript
writing, and finally, publication. Understanding
the research processes that include all the above
stages in sequence (Fig. 1.1) is a key step in the
scientific enterprise and is considered essential to
success in a scientific career. The time spent
researching a problem is just as important as the
time spent solving it.

This chapter provides a strategic overview of
the logic and organization of sequential steps



involved in the development of a research project
and the dissemination of findings.
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Fig. 1.1 The research
process begins with a
research statement
culminating in the
publication of research
findings, in the form of
original research articles or
a thesis

1.2 Graduate Students, Novice
Researchers, and Mentorship

Education at the graduate level and beyond offers
an opportunity to conduct research and pursue a
research career, provided one is innovative and
has a passion to discover. This can happen by
applying logic with perseverance and perspira-
tion, or hard and smart work. It is a long journey;
and for this, one needs the ambition and resilience
to rise in the competitive world of academia and
research. They should act swiftly and be an agile
learner. A successful researcher must also be
smart, creative, motivated, hard-working, and
skillful. Additionally, good communication skills
(see Chaps. 49 and 50), both oral and written, are
required. Together, the abovementioned traits and
skills will increase a researcher’s probability of a
successful scientific career.

As a graduate student, first one must observe
others’ activities in the laboratory and study a vast
amount of literature related to the subject of their
research. In addition, one inevitably will attend
hands-on training workshops, seminars or journal
clubs, scientific meetings, and conferences

[3]. All information gleaned from these activities
is worthwhile to consider before formulating a
research topic and hypothesis or theory.

The research mission can only be accom-
plished with the help of infrastructure—a fully
equipped laboratory, information research center,
an environment conducive to study,—and the
expert support of a mentor, advisor, guide, or
supervisor. The role of the mentor (see
Chap. 55) in inspiring, supporting, and imparting
research skills to a novice researcher or graduate
student is of supreme importance. Thus, a student
should choose a mentor whose work they admire
and who is well supported by grants and
departmental infrastructure [4]. Before meeting
with faculty, the student might explore the
mentor’s current scholarship, research, mentoring
experience, and recent publications. That person
should be a good match for the student’s interests
and expectations [5]. In mentor-led student
research, the mentor is only a catalyst, the student
is the reactant doing the bench work, data analy-
sis, and preparation of the draft manuscript for
publication (see chapters in Part VIII). However,
the mentor’s role in manuscript preparation and
promotion may also be as a co-reactant with the
student to ensure its successful publication in an
indexed journal (Chap. 40). Most graduate
students and young researchers have not been



exposed to multistep research processes, particu-
larly the development of a study protocol or a
project, the first step in scientific research
planning. Thus, broad-based training in the scien-
tific methods of research and communication is
very necessary for freshmen. The subsequent
sections introduce the research processes and dis-
cuss in detail their relevance and applications
under different scenarios. They are also covered
in several chapters of this book.
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1.3 Methods of Thinking
or Reasoning

How do you develop a research project? Broadly,
there are two ways of approaching any problem:
deductive or inductive reasoning [3, 6, 7]. Deduc-
tive reasoning is a top-down logic. It is based on a
series of logical arguments starting with a set of
sequential research questions, hypotheses, and
objectives, and followed by experimental study,
data acquisition, data analysis, and discussion
(Fig. 1.2). The hypothesis is generated at the
initiation of the research process, whereby the
research will lead to either confirmation or rejec-
tion of the hypothesis. The researcher considers
every aspect of the study and works all the way to
a conclusion with a reasonable degree of cer-
tainty. As knowledge is expanded and gained
during the process, the argument shifts from

general to a specific component, or a divergent
to convergent structure. For example, a double-
blind controlled clinical trial always starts with a
hypothesis, e.g., a test drug lowers blood pressure
in comparison to the placebo, or a test drug is not
inferior to a reference drug. It is further illustrated
with an example in Box 1.1.

Fig. 1.2 Inductive or deductive research. Research
involves both inductive and deductive reasoning and
thinking. Inductive reasoning is more open-ended and
exploratory at the beginning, while deductive reasoning
is narrower and is concerned with testing, confirming or
refuting a hypothesis

Inductive or synthetic reasoning or thinking
works in the reverse. The conclusion is based on
a series of observations or measurements made in
the laboratory (Fig. 1.2). No hypothesis or theory
is set in the beginning. For example, it is observed
that different forms of plant extracts are studied
for lowering blood pressure or blood cholesterol.
Based on these observations, a hypothesis can be
generated. Thus, the emphasis is changed from
specific observations to making broader
generalizations and theories.

Box 1.1 Deductive Reasoning

Theory [8, 9]
1. Prorenin (PR), renin (R), and (pro)renin

receptors [(P)RR] are functionally inter-
related in pathophysiological conditions.

2. There is a relationship between elevated
levels of circulating (pro)renin and
(pro)renin-induced activation of (P)RR
and incidences of hypertension, cardiac
fibrosis, glomerulosclerosis, diabetes
(nephropathy and retinopathy), and
end-organ damage.

3. It involves both angiotensin
II-dependent and -independent (dual)
signal transduction pathways creating
additive cardiovascular and renal
pathogenesis.

4. (P)RR is essential for cell survival and is
an integral part of early organ
development.

5. PR, the (P)RR, v-H+-ATPase, and
Wnt/β-catenin signaling are all
interconnected.

Hypotheses are developed based
on the above theory

(continued)
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1.1 (continued)

1.

Box

Elevated circulating PR plays a patho-
logic role in the induction of diabetic
nephropathy.

2. Nonproteolytic activation of PR (i.e., PR
and (P)RR) contributes to the develop-
ment of cardiac fibrosis.

3. PR and activation of (P)RR cause
glomerulosclerosis.

4. Activation of R, PR, and (P)RR is an
underlying cause of cardiac and renal
damage.

5. (P)PRs do not play a role in pathologic
conditions linked to high renin levels.
However, (P)RR blockade is beneficial
in pathologic conditions associated with
high plasma prorenin and low plasma
renin levels noted in diabetic subjects.

6. Both the RAAS-dependent and -inde-
pendent signal pathways are involved
in diabetic nephropathy.

7. High and persistent levels of (pro)renin
activate not only the angiotensin
II-independent signaling cascade but
also the canonical Wnt/ß-catenin signal-
ing, triggering renal pathologies.

1.4 The Elements of a Research
Protocol or Research Project
(See Table 1.1)

The first critical step in a research enterprise is
selecting a suitable research topic based on inter-
est, need, opportunity, and motivation. A well-
defined topic drives the study and is crucial in
moving the project forward. It is articulated by
identifying and developing specific research
question(s) that stem from a novel scientific idea
based on a sound concept. It originates from a
review of literature, voracious reading on the
subject matter, discussion and brainstorming
with the mentor and colleagues, and attending
scientific meetings and conferences. After selec-
tion of a topic, the deductive reasoning research
process begins.

1.4.1 Reviewing the Literature,
Getting to Know the Unknown

Research is to see what everybody else has seen,
and to think what nobody else has thought. Albert
Szent-Györgyi (1937 Nobel Prize winner, Nobel
Prize in Physiology or Medicine)

Reviewing the literature is the most important
step in pursuing scientific research, providing a
critical in-depth understanding of and updating
the researcher on a particular topic. The pertinent
literature review helps budding researchers iden-
tify their research niches, while it helps
established researchers to identify the reasons
for further research in their fields of
expertise [10].

To conduct original research, one should be
aware of past and ongoing research in their
field. A focused, thoughtful, and critical review
of the literature will help in building a cogent
problem statement and a clear research ques-
tion. A strong conceptual framework will solid-
ify the proposal.

A systematic and careful review of literature
(a) will provide background material on what has
already been done in the area (awareness),
(b) helps to avoid duplicating the study, (c) may
suggest variables, techniques, or measuring tools
that could be useful in planning the study,
(d) includes information that could be valuable
in interpreting the conclusions of the study,
(e) reveals present unique ideas useful to current
and future studies, (f) may identify limitations of
the previous studies (e.g., unresolved questions),
and (g) may identify inconsistencies in findings,
controversies, or contradictions among studies.
More importantly, the literature search and thor-
ough review facilitate the identification of knowl-
edge gaps in the existing literature and provide an
opportunity to extrapolate inventive ideas requir-
ing new research. This process introduces and
explains findings that support the new research,
synthesizes the main conclusions of literature rel-
evant to the research problem, highlights unre-
solved issues or questions within the literature,
and helps to establish the originality and signifi-
cance of the new research [10–12].



8 G. Jagadeesh et al.

For a complete review of this topic, including
how to search the biomedical literature, see
Chap. 37.

1.4.2 The Basis for the Development
of Ideas

If I have 300 ideas in a year and just one turns out
to work, I am satisfied.

(Alfred Bernhard Nobel 1833–1896, owner of
355 patents)

The best research ideas are those uncovered
through a step-by-step developmental process—
rather than through a “Eureka!” moment. In other
words, a great idea does not arise in an explosive
moment but rather forms in a very slow process of
aggregation, crystallization, and organization of
multiple thoughts into one big idea., e.g., stalac-
tite and stalagmite mineral formation. The idea is
the product of creativity and critical thinking. An
understanding of creativity (resulting from crea-
tive thinking), critical thinking, and logic are
important for all researchers, novice or
established in generating new concepts and
ideas for solving a research problem. There is no
force in the universe more powerful than an idea
(quote from Victor Hugo, the French poet, and
novelist). It requires looking at the old and dis-
covering the new. For a more in-depth discussion
on the development and formation of ideas, read
Chap. 2 by Runco.

Successful research requires several modes of
thought: creative thinking, critical thinking,
divergent thinking, and convergent thinking. Cre-
ative thinking is the force behind problem identi-
fication, often as an extrapolating exercise from
an antecedent knowledge base. It is one of the
bases of choosing a research topic that involves
moving between divergent (considering many
possibilities) and convergent (closing in on a
few possibilities and those most feasible to
study) thinking to settle upon an idea from a
selection of ideas. Critical thinking is a refine-
ment of the creative process, accomplished by
harnessing the creative aspect of problem identi-
fication and molding it into a tangible set of
concepts from which hypotheses and objectives

are generated. A mentor usually assists with this
process.

Divergent thinking is the ability to think of and
expand on original ideas with fluency and speed,
e.g., brainstorming on a broad research topic.
Convergent thinking, on the other hand, is the
narrowing and refining of those divergent many
ideas into one idea for in-depth study, i.e., project
selection [13]. Also, see Chap. 3 by Runco on
divergent and convergent thinking.

Successful research incorporates all identified
thinking paradigms, deployed both sequentially
and in parallel. The integration of these modes of
thought ultimately forms the basis of judgment, as
it uses reason and logical choices before making a
final decision [14]. The brilliant, novel idea
should be turned into work (research develop-
ment), innovation, patent, and commercialization
(see Chaps. 56 and 57). If not, it is inefficient, and
could be considered a waste of time and talent
(Fig. 1.3). In research, (e.g., postgraduate and
beyond), the idea—either first-tiered (NIVEA)
or second-tiered (see Box 1.2)—should generate
research questions, hypothesis(es), and
objectives. Subsequent laboratory work could
eventually produce a thesis; and later, could result
in a publication, a degree, and a job. Second-
tiered ideas involve the improvement or enhance-
ment of existing ideas, e.g., refining or redoing
mechanisms of action, improving or modifying
analytical methods, and alternate methods of
synthesis.

Originality can be challenging and uncertain,
but persistence breeds confidence, which in turn
builds strength of character. The ability to pro-
duce honest and original work will not only
cement the critical thinking abilities of students
but also reflect favorably on the institutions that
have gone to great lengths to reinforce their over-
all learning and infrastructure and protect their
reputations. There should be no plagiarism of
ideas. The project (thesis) should be written in
the ink of creativity, intelligence, and hard work.
Predicted growth or success in research over time
results from the combined forces of intelligence,
creativity, thinking, motivation, skill, environ-
ment, perseverance, learning strategies, and hard
and smart work.
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Fig. 1.3 The anatomy and
physiology of research

Box 1.2 Creativity Is the Idea
Creative solutions often emerge amid harsh
material constraints, such as unavailability
of resources. The generated idea(s) should
be

Novel (new and original)
Intentional (a result of thoughtful effort)
Valuable/useful/important (advancing the

existing knowledge and contributing to
society)

Excellent (noteworthy effort spent to make
it the best it can be), and

Appropriate (achievable under the existing
conditions)

Tractable (ability to answer)

Your idea is your starting point. A good idea
will put you in a strong starting position and lead
you toward a quality proposal. It should be com-
pelling and novel, aimed at moving your chosen
field forward. The basis for generating novel idea
(s) arises from in-depth knowledge related to the

subject or thesis topic, which may be gained from
a strong literature review (see Chaps. 37 and 38).

Extensive reading and text mining may enable
researchers to unearth a treasure trove of ideas
exploring the potential and significance of their
topics. Research experience and voracious
reading of scientific articles can be sparks for
igniting innovation. This involves staying abreast
of recent literature, attending meetings or
seminars, participating in discussion sessions,
and brainstorming with a mentor. Further, one
should possess a curious, sharp mind, and be a
good observer in and around the laboratory. The
better the idea, the greater the chance of writing a
quality protocol and succeeding in finishing the
work on time.

Yet, no matter how good your idea is
conceptually, you must be capable of pursuing
it. For example, it is difficult to do big things in
a small laboratory. Certain aspects are beyond
your control, such as resources, (e.g., a fully
equipped lab, library, available literature, infra-
structure), expertise, (e.g., guidance), funding,
(e.g., grants), and laboratory personnel. You will
have to convince key stakeholders, through



carefully thought-out ideas based on antecedent
facts leading to a valid hypothesis, that your pro-
posed pathway merits further intellectual and
financial consideration.
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1.4.3 Creativity and Intelligence

Creativity is the capability or act of conceiving
original or unusual ideas. Intelligence is the abil-
ity to learn from experience and adapt to changing
environments, and may be predictive of scholastic
achievement or meaningful cognitive perfor-
mance. There are “multiple intelligences” [15]
such as linguistic, mathematical, visual-spatial,
musical, physical skills, (e.g., dancing and
sports), and naturalist (e.g., understanding the
patterns in nature, studying clouds). Creativity is
a key component or aspect of intelligence, or can
be a unique trait separate from intelligence.

For the past several thousand years humans
have lived on Earth, creativity has played an
essential role in the development of civilization,
e.g., moving a rock with a lever, the discovery of
fire, invention of the wheel, and use of numbers.
Creativity involves creative thinkers, a cognitive
process applied to knowledge (e.g., a review of
literature on a topic), and the ability to be stored in
memory. It emanates, in part, through intelli-
gence. Thus, creativity can be construed either
as an aspect of intelligence, or as a unique ability
separate from intelligence. [16].

It also can be argued that creativity and intelli-
gence are two independent processes or interde-
pendent (interwoven) entities. Creativity can be
considered the end result of some intelligent idea
that leads to novel outcomes. Outcomes of crea-
tivity may depend on the environment, (e.g., an
institute, library, lab facilities, and mentors), and
the intrinsic logistical capabilities of the individ-
ual engaged in the creative process. The honing of
a student’s research skills is both a social and a
cooperative venture. The school needs to estab-
lish a positive climate by organizing appropriate
resources and making them readily available.
Assistance from all corners is needed to accom-
plish this; it takes an entire school to raise a

brilliant student, and a whole research community
to bring up a scientist [1].

What about Albert Einstein? He was intelli-
gent and creative; but above all, he was a diligent
and hardworking researcher. He said, “It’s not
that I’m so smart, it’s just that I stay with
problems longer.” Creativity and innovative
thinking, (e.g., patenting), are among our most
potent tools for thriving in a world that is at
once challenging and filled with opportunity.
We must explore both the nature and nurture of
creativity and hone a capacity for putting these
vital skills into everyday practice. For that to
happen, researchers, in addition to practicing,
must be aware of the core skills of creative think-
ing. The more you think creatively, the more
creative ideas will flow. Runco and team, in the
next two chapters, discuss at length the role of
ideas in scientific creativity and what can be done
to facilitate ideation and the creative process.

Imagination is another trait that contributes to
developing a research topic. Albert Einstein is
credited with having said, “I believe in intuition
and inspiration. Imagination is more important
than knowledge. For knowledge is limited to all
we now know and understand, while imagination
embraces the entire world, and all there ever will
be to know and understand.” Imagination is the
ability to form new images and sensations in the
mind that are not perceived through sight,
hearing, or other senses. It helps make knowledge
applicable to solving problems and is fundamen-
tal to integrating experience and the learning
process.

Imagination can also be expressed through
stories, such as fairy tales or fantasies. Children
are good at exercising their imaginations and tend
to enjoy creating make-believe situations and
stories. Since the mind travels faster than any
other known mode of transportation, we can
travel to any distant galaxy a billion light-years
away in no time. That is the mind’s power. Poets,
film directors, dance choreographers, and
scientists are examples of creative people who
harness the power of imagination.

“Logic will get you from point A to point
B. Imagination will take you everywhere.”—Albert
Einstein
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“Imagination is the beginning of creation. You
imagine what you desire, you will what you imag-
ine and at last you create what you will.”—George
Bernard Shaw, playwright

1.4.4 Choosing a Research
Topic/Problem (Table 1.1)

A Problem Well Stated is Half Solved
—Charles Kettering, head of research at Gen-

eral Motors from 1920 to 1947

The most crucial decision you will make as a
graduate or postgraduate student, or as a doctoral
candidate is choosing a researchable area or topic
that forms the basis for your future research. This
activity can be challenging and difficult and calls
for careful thought and planning. The topic is the
keystone of the study. It begins the project, drives
it, moves it forward, and concludes
it. Importantly, it dictates the remaining elements
of the study; thus, it should not be too narrow,
(e.g., yielding trivial results) or too broad, (e.g.,
not being researchable or taking longer than the
allotted time), or unfocused, (e.g., should not
cause drift). Because of these potential pitfalls, a
good or novel scientific idea must be based on a
sound concept built on the knowledge gap dis-
covered in the literature review.

Questions for consideration in choosing a
topic include [12, 17–20]:

• Is it original to the field, manageable, and
relevant to future areas of research you might
wish to pursue?

• Is it similar to work you might have already
done, (e.g., for a master’s degree), or from
your preliminary studies?

• Is it one in which you and your mentor, as well
as the research community, are interested and
in which you have some expertise?

• Does it fit comfortably with your way of think-
ing, e.g., analytical? If not, the work will be
difficult to finish.

• Is it a topic on which adequate literature is
available and accessible to you?

• Is there a strong data-driven scientific rationale
for the study?

• Is it feasible to pursue within the limits of
laboratory facilities and can it be completed
in a timely fashion?

• Does it have a focus, pose questions, and
include major variables? Is it distinguishable
from the previous study?

• Does it contribute meaningfully to the field
being investigated and is it relevant to society?

A research topic is best formulated into a question
or a series of questions. The research question is
then formulated into a hypothesis; the latter forces
us to think carefully about the comparisons
needed to answer the research question and
establishes the format for applying statistical
tests to interpret the results. A question is used
to write more detailed objectives, which drive
researchers to be particular about their methods
and to define key terms.

1.4.5 Research Question

The topic of the research is formulated into a
question, which in turn must be clearly defined
in terms of specific objectives [21]. It is the
starting point of a research project, sets the frame-
work, and will guide the rest of the study design,
so it is important to get it right at the beginning
[22, 23]. The question should be thought-
provoking, and emerge from the title, findings,
results, and problems observed in previous stud-
ies and from the literature review (Box 1.3). It
identifies a knowledge gap in the literature and
recently published reports, thus forming a basis
for writing the research hypothesis [18]. Its word-
ing should be precise to specify the new knowl-
edge to be gained [21].

A good research question should pass the
“FINER” test [24]. It should be:

• Feasible (within your capabilities, manageable
achievable in the allotted time frame and with
the available money supply)

• Interesting (piques curiosity, should generate
answers)

• Novel (innovative, emanating from a knowl-
edge gap, providing new findings or supplying
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an alternate explanation for an existing mech-
anism of action, advancing a theory)

• Ethical (receive approval from the institutional
board), and

• Relevant (to current needs, inspires future
research, contributes to existing knowledge,
applies to society).

Box 1.3 Research Questions

Examples
1. Research topic: Hepatoprotective

activities of Terminalia arjuna and
Apium graveolens on paracetamol-
induced liver damage in albino rats.
Research Questions:
How is paracetamol metabolized in

the body? Does it involve P450
enzyme?

How does paracetamol cause liver
injury?

What are the mechanisms by which
drugs can alleviate liver damage?

Which biochemical parameters are con-
sidered part of an index of liver
injury?

Which major endogenous inflammatory
molecules are involved in
hepatotoxicity?

What is the extent of hepatoprotective
activity offered by these two plant
extracts?

How does the hepatoprotective activity
of Terminalia arjuna compare with
that of Apium graveolens?

2. Research topic: Evaluation of the anti-
hypertensive effect of test substance X
in spontaneously hypertensive rats
(SHRs).
Research Questions:
Does the test substance lower blood

pressure in the SHR?
What is its magnitude of blood pressure

reduction and duration of action?

How does it differ from that of a refer-
ence drug (in terms of 24-h hyperten-
sive area, duration, and dose)?

Does pharmacokinetic half-life translate
into the duration of the antihyperten-
sive effect?

Will there be an attenuation of the anti-
hypertensive effect over time
(tolerance)?

How do plasma renin activity, test sub-
stance plasma concentration, and
decline in mean arterial blood pres-
sure correlate with each other for
dose and duration?

What could be the possible cellular
mechanism associated with the
blood pressure-modulating potential
of test substance X?

1.4.6 Hypothesis

The formulated research question is translated or
reframed into a workable or testable hypothesis
(es) (see Box 1.4). A hypothesis is generated from
the results of a previous experiment, from
published literature, or just the creative idea(s).
It should link a process to an existing biologic
pathway, and incorporate measurable results.
Additionally, it dictates the type of statistical
analysis for the data. Thus, a hypothesis is a
specific statement of a predicted relationship
between two variables, with the statistics testing
this relationship. It contains a proposition to be
accepted or rejected by the study and its results.

The study contains at least one dependent var-
iable (predictor or effect, e.g., atherosclerosis,
blood pressure) and one independent variable
(e.g., cause, such as increased consumption of a
high-fat diet, or exposure to a drug or chemical).
Examples include:

(a) Increased consumption of a high-fat diet is
associated with an increased risk of
atherosclerosis.
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(b) High dietary sodium and fat are associated
with an increased risk of atherosclerosis (and
hypertension).

The outcome (prediction) is that the independent
variable will be related (positively or negatively)
to the dependent variable.

A hypothesis forces us to think carefully about
the comparisons needed to answer the research
question, and it establishes the format for apply-
ing statistical tests to interpret the results
[21]. Tests of statistical significance are used to
compare findings from two different kinds of
treatments (e.g., placebo and drug, or test drug
and reference drug). Statistics are used in hypoth-
esis testing to ensure that the results are attribut-
able to the study drug and to gauge with a
reasonable degree of confidence that the differ-
ence between the drug and the comparator is
credible.

A study that utilizes statistics to compare
groups of data should have a hypothesis. A
good hypothesis helps in selecting an experimen-
tal design and drives the study to completion. If
the research question or objective uses any of the
following terms: greater/more/more likely/less
than, causes, leads/similar/related to, compared/
associated/correlated with, a hypothesis should be
formulated.

Types of hypotheses: The hypothesis is the
statement that the study is designed to accept or
reject (hypothesis testing). It should be written in
the present tense and use declarative sentences,
and contain the population and variables. There
are two types of hypotheses:

1. Null hypothesis (Ho): a hypothesis stating that
there is no difference between the variables or
groups being compared, e.g., a group treated
with a test antihypertensive drug versus one
treated with a placebo (independent variable),
to the measured variable, (e.g., blood
pressure).

2. Alternative or Research hypothesis (H1): a
hypothesis stating that a difference does
exist, such as a possible effect of treatment,

between the variables or groups being com-
pared to the measured variable, (e.g., blood
pressure). It gives a magnitude of difference,
(e.g., 20 mmHg) and specifies a direction,
(e.g., lowers blood pressure).
Two types of H1:
(a) Two-tailed or non-directional alternative

hypothesis: defines the magnitude of the
difference without indicating a direction,
leaving open whether it is positive or
negative relative to the control.

(b) One-tailed or unidirectional: gives a
direction in addition to magnitude, and
states that the effect of the treatment is
better than that of the control, claiming
the superiority of the drug being studied.
(For more details on statistical
comparisons between groups, see
Chaps. 29 and 30).

Box 1.4 Writing the Hypothesis

Examples
• Single oral doses of test drug X are suf-

ficiently safe and well-tolerated for dose
escalation.

• Plasma concentrations of test substance
X increase with increases in the dose,
and a linear relationship exists between
the dose and PK parameters (Cmax).

• Test article X is neither an inducer nor
an inhibitor of cytochrome P450
isoenzymes. Or, test article X does not
affect CYP activity.

• Test article X lowers blood cholesterol
in animal models.

• There is a difference between
olmesartan medoxomil and captopril in
lowering blood pressure in hypertensive
individuals. Olmesartan is better than
captopril in controlling blood pressure.

• The bioavailability and in vivo release
characteristics of drug X (or a new
modified formulation) are altered by the

(continued)
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Box 1.4 (continued)

co-administration of food. Food
interferes with the absorption of drug X.

• Supplementation of oral test substance X
at 100 mg twice daily for 4 weeks
increases endothelial function by
increasing nitric oxide bioavailability
and improves the ability of blood vessels
to dilate in patients with coronary artery
disease.

• Title of the article: Hepatoprotective and
antioxidant effects of gallic acid in
paracetamol-induced liver damage in
mice. Hypothesis: Gallic acid treatment
alleviates the progression of inflamma-
tion induced by a high dose of
paracetamol.

Is a hypothesis necessary? All biological
research, including discovery science, is
hypothesis-driven. However, not all studies need
a hypothesis These include descriptive studies,
(e.g., describing characteristics of a plant or a
chemical compound), or studies that examine
only one variable. For example, a complete
genome sequence can be determined indepen-
dently of a hypothesis, or a study on the preva-
lence of high metabolizers in a population does
not need a hypothesis except when comparing
two different sets of the population, (e.g.,
European and Indian). Studies in pharmaceutical
sciences, including Pharmacognosy and Phyto-
chemistry, Pharmaceutical and Medicinal Chem-
istry, and Pharmaceutics, are commonly done
without hypotheses, as are characterizations of
drug candidates for their pharmacokinetic
properties, e.g., establishing the absorption rate
constant of a new compound using single-pass
intestinal perfusion in rats; evaluation of drug
activities of plant material, such as ginger or
pomegranate; devising (new) methods, such as
for measuring plasma concentrations of captopril;
and developing drug formulations.

1.4.7 Objective(s)

The purpose of the objective(s) is to describe
concisely and realistically what the proposed
research is intended to accomplish, defining
needed efforts or actions, summarizing what the
researchers expect to achieve, and specifying the
scientific questions that the study is designed to
answer. A statement of objectives also is essential
for selecting the factors to be investigated, the
response variables to be measured, the data
needed to describe the effects of the factors, and
the kind(s) of statistical analysis required. Thus,
when the study is completed, the results will be
compared to the objectives and research questions
specified in the protocol. If objectives are not
defined, the project will lack clarity.

Objectives are a subset/stepping stone of the
aim and goal. Objectives should cover the broad,
long-term goals of the study. Researchers should
ensure that all the objectives are attainable within
the stated time frame, that they are connected and
related to each other, and that they are supported
by good preliminary data and scientific expertise
[25]. The objectives should cover the entire
breadth of the project; writers of objectives need
to consider contributing factors such as variables
and drug treatment.

Objectives should be “SMART”: Specific,
Measurable, Achievable, Realistic, and Time-
Bound [26]. Additionally, they provide account-
ability, are compatible with the study, and are
arranged in a logical sequence. Arranging
objectives can also involve combining them or
breaking one objective into multiple objectives
for the study. They are sometimes organized
into hierarchies: primary, secondary, and explor-
atory, and can be general or specific (Box 1.5).
Objectives in the study protocol or project nor-
mally use action verbs, such as “describe,”
“establish,” “determine,” “compare,” “evaluate,”
or “investigate.” Non-action verbs, such as,
“understand,” “appreciate,” or “study,” are used
less frequently.
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Box 1.5 Writing Objectives

Examples
1. To determine the cause-and-effect rela-

tionship between activation of the extra-
cellular signal-regulated kinase and the
effect of protein kinase C on
phenylephrine-induced contractions in
non-pregnant and pregnant ewe uterine
arteries.

2. To determine whether subcutaneous
administration of alamandine would
influence blood pressure and cardiac
hypertrophy in SHRs, and to preliminar-
ily explore the molecular signaling
pathways underlying its regulatory
effects.

3. Primary: To evaluate the safety and tol-
erability of single oral doses of
amlodipine in healthy volunteers.
(a) Secondary: To assess the PK pro-

file of amlodipine following single
oral doses.

(b) Exploratory: To evaluate the inci-
dence of peripheral edema reported
as an adverse event of treatment.

4. To study the blood pressure-lowering
effect of losartan in SHR and in
sodium-depleted marmosets after single-
or multiple-dose oral administration.

5. To evaluate the antioxidant potential of
Curcuma longa using human blood
lymphocytes in an in vitro assay.

6. To assess the antioxidant, cytotoxic, and
hepatoprotective activities of the differ-
ent extracts of Alhagi maurorum and its
phenolic metabolites.

7. To investigate the effect of ellagic acid
on the seizure threshold in two acute
seizure tests in male mice, i.e., in the
i.v. pentylenetetrazol seizure test and
the maximal electroshock seizure
threshold test.

8. To characterize the effect of food on the
bioavailability and pharmacokinetics of
the test substance in healthy human
volunteers.

9. To study the effects of a test substance
on L- and T-type calcium currents.

1.4.8 Scientific Rationale
and Significance
of the Proposed Study

Here, we discuss the rationale and the importance
of the study based on the background and
research question or hypothesis related to the
proposed study’s objectives. The rationale is the
logic behind the research project that leads to the
objective and hypothesis. It requires prior knowl-
edge and includes probability and expectation
[5]. The statement should include the current
state of knowledge relevant to the proposal, gaps
that the project is intended to fill, an unmet need
that exists and poses a problem if that gap
continues to exist, (e.g., development of a vaccine
for SARS-CoV-2, malaria, or monkeypox; unmet
medical therapy to treat patients with the
hepatorenal syndrome). The following two
examples illustrate the rationale for conducting a
study.

1. Development of an oral suspension as an alter-
native to the solid oral dosage form. Pharma-
ceutical products are dispensed in different
dosage forms, such as tablets, capsules,
suspensions, and parenteral solutions. A labo-
ratory wishes to develop an oral suspension as
an alternative to the solid dosage form, with a
rationale that it adds convenience for
physicians who can dose titrate by volume to
achieve the proper dose instead of combining
multiple tablet or capsule strengths. Also, an
oral suspension helps patients who, due to
illness, are not able to safely swallow the
solid product or may prefer a liquid formula-
tion. Patients need not manually crush tablets
or open capsules and disperse the contents in
water or juice, which may lead to inaccuracy
and result in suboptimal dosing.

2. Hypertrophic cardiomyopathy (HCM) is an
autosomal dominant genetic disease present
in approximately one in 500 individuals. Cur-
rently, no sarcomere-targeted therapies for



HCM have been developed or tested. Drugs
targeting the disease at its source might influ-
ence the downstream events to reverse left
ventricle remodeling back to normal. In this
direction, we expect that the drug, a first-in-
class small molecule allosteric modulator of
cardiac myosin, will selectively target cardiac
myosin and reversibly inhibit its binding to
actin. This reduces the aggregate force of sys-
tolic contraction and is predicted to facilitate
diastolic relaxation and improve dynamic left
ventricular outflow tract obstruction in patients
with HCM.

The reason/basis/implication for doing the pro-
posed study can be understood from the following
questions. [18, 27, 28]

1. Why is the experiment being conducted?
(Because benefits of some kind will accrue
from the application of the new knowledge.)

2. What makes your research noteworthy?
3. Is this a study to confirm, refute, or extend

previous findings or to provide new findings?
4. Is it designed primarily to test research

equipment?
5. What are the practical implications and meth-

odological advances of this study?
6. Why is this research topic important at this

time, how can the results be applied to further
research in this field or in related areas, and
what is the potential contribution of this
research to the problem(s) addressed?

7. Will it make an original contribution to knowl-
edge in the existing field?

8. What innovations will come about?

Finally, you must demonstrate that the proposed
study is designed to provide a clear answer to the
question being asked, thus providing a pathway
toward expanding knowledge and directing future
research.

Examples
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1. The proposed studies will provide insight into
the mechanisms of the pathogenesis of
enhanced alpha 1 adrenergic recep-
tor vasoreactivity in subjects with progressive
renal disease. Additional support for a

potential link between nitric oxide and sympa-
thetic activity will lay the groundwork for new
strategies in the treatment and prevention of
vascular disease among the rapidly growing
group of individuals with chronic kidney
disease.

2. The results of the current study are intended to
provide information on the relative bioavail-
ability of compound X under fasted and fed
conditions in support of the ongoing clinical
study.

3. The methods described here are simple and
can be successfully applied in quality control
for precise and rapid spectrophotometric deter-
mination of compound X and compound Y in
combination drug products.

4. These in vivo studies, coupled with extensive
in vitro studies on the protective role of Ang
(1–7) in various cell types, including
cardiomyocytes, cardiofibroblasts, and endo-
thelial cells, are clearly supportive of the pro-
tective action of Ang (1–7) in heart disease.
Enhancing Ang (1–7) action represents an
important targeted therapeutic application in
disease processes characterized by an activated
renin-angiotensin system. (Reference: J Mol
Med. (2015);93:1003–1013.)

5. In this study, we show for the first time how
multi-layer polymer films that undergo surface
or layer-by-layer degradation can provide con-
trolled and sustained drug release. Understand-
ing how drugs are released through this
strategy could provide an alternative approach
to fine-tuning and achieving a desirable drug
release profile from polymeric films. This, in
turn, would broaden the uses of these polymers
for a myriad of localized drug delivery
applications. (Reference: J Pharma Sci.
(2010);99,3060.)

1.5 Physiology of Research

Research planning should also include experi-
mental design and detailed methods describing
how the research or study will be carried out
(Fig. 1.3). This includes
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• Plan of study (study outline)
• Experimental design (see Chap. 28)
• Statistical analysis (see Chaps. 25, 29 and 30)
• Materials
• Methods, instrumentation, and measuring

techniques
• Data recording and collection
• Difficulties and limitations
• Ethical and safety issues (see Chaps. 58 and

59)
• Timeline (work schedule, experimental

targets)

The end result of the research will be the dissemi-
nation of findings as detailed articles in peer-
reviewed journals (see chapters in Part VIII),
books, or presentations at academic and scientific
meetings (see Chaps. 49 and 50).

1.5.1 Dissemination of Research
Results

An experiment is a well-conceived plan for data
collection, data analysis, and data interpretation.
Soon after completing the study and analyzing the
data, the researcher should be ready to produce a
well-written scientific paper. Postgraduate
students should learn how to write a thesis (see
Chap. 48) and a manuscript that has the potential
to advance the field and strengthen their career
prospects. Scientists must not only “do” science
but also must “write” it. Starting as postgraduate
students, scientists are measured primarily by
their publications, not by their dexterity in labo-
ratory manipulation, nor by their innate knowl-
edge, wit, or charm [29, 30]. What matters,
possibly more than the gathering of data, is how
one tells the story of the project in clear, succinct,
simple language, weaving in previous work in the
field, answering the research question, and
addressing the hypothesis set forth at the begin-
ning of the study. Additionally, the paper should
detail how the results can be applied to further
research in the field and advance our understand-
ing of the study concept. The most tangible result
of scientific research is publication. If science is
not in a form that can be read, it is dead [31].

Clarity and precision are the most important
aspects of scientific writing. Poor scientific
writing, implying poor thinking, could impede
the career prospects of the writer. For many
researchers, it is easier to do experiments than it
is to write manuscripts; however, good writing is
associated with good science [32]. Given the
number of article submissions and the number
of researchers vying for space in journals, good-
quality writing can help one stand out from the
crowd.

That said, many researchers would prefer
someone else, such as their mentors or senior
faculty, to handle the writing [32, 33]. Writing a
research paper can be as challenging as the
research itself. It is the key or gateway to success-
fully promoting their findings, a prospect that can
be daunting.

In the past, faculty believed that teaching stu-
dent was the most important aspect of the job, and
teachers devoted all their energy to excelling in
this activity. Today, the bar for entry into the
teaching profession has been raised; publishing
papers is part of the job description at all levels of
the academic career. It helps establish an individ-
ual as an expert in their field of knowledge.

Peer-reviewed publications provide
supporting evidence for evaluating the merits of
research funding requests. Prior research experi-
ence and preliminary findings supported by pub-
lication(s) open the doors for grants (see chapters
in Part X), which are essential for enabling high-
quality research. For a lengthy discussion on sci-
entific writing and publishing, see Chaps. 41–47.

Institutions at national and international levels
are ranked by organizations offering grants
(by $amount) and by publications and their
impact on society (in solving problems or
providing guidance), and patents, among other
factors. To stand out in the crowd, universities
and institutes must encourage research, and pro-
vide environments in which applicants would like
to work. Conducting cutting-edge research offers
a win-win situation for both researchers and their
institutions.

Following are some of the systematic develop-
mental and structural processes in writing a good
scientific paper. It is organized; it has a central



idea and a progression of ideas. It involves an
organic process of planning, researching,
drafting, revising, and updating current knowl-
edge for future study. The language is clear, and
the vocabulary is appropriate and varied. Finally,
its title is effective in drawing readers [32]. The
basic components of a research or original article
are (for more details, see Chaps. 41–43):
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Title: Either an indicative title. stating the purpose of
the study. or a declarative one revealing the study
conclusion, should make a good impression and
encourage readers to at least browse the paper.

Abstract: An abstract may be structured or
unstructured and consist of up to 250 words.
It contains an extraction of key points from
each section.

Introduction: Based on research literature, it gives
background details of the work, the research
question, the hypothesis-tested objectives, and
the rationale and significance of the study,
along with a brief description of why you did
the research and what it entailed.

Methods: These describe the design and controls,
with sufficient detail for replication, and statis-
tical analyses of data.

Results: These describe the findings.
Supplemented with tables and figures, they
show how the data support the research ques-
tion (see Chaps. 43 and 45).

Discussion: The root of a research paper, it
addresses whether the study answered
questions outlined in the Introduction and if
it supported the hypothesis, as well as states
major findings and comments on the strengths
of the work (see Chap. 46).

Conclusion: This contains a summary of key
study findings, states conclusions, and
discusses the outlook for future studies.

References: See Chaps. 39 and 48.

A well-prepared manuscript conforming to the
journal’s author guidelines should be marketed
through an effective cover letter aimed at creat-
ing a positive first impression on journal editors.
Once the manuscript fits the journal’s standards,
the editorial office sends it to a panel of
reviewers who are experts in the field. Peer
review, which remains the foundation of

publishing and an essential element of quality,
is a process of subjecting an author’s research or
ideas to the experts’ scrutiny, and is critical to
establishing a credible body of knowledge for
others to build upon. In the peer review process,
these experts act as a filter to keep sloppy, fraud-
ulent, or otherwise bad research out of the jour-
nal. Critical assessment of a manuscript is vital
to peer review and to the publication process (see
Chap. 47).

To develop a manuscript that passes success-
fully through peer review, authors are advised not
to write without extensively reading scientific
literature in their fields. They need to develop
good writing skills. Most importantly, they
should follow a plan, without which there can
be no experiment and no publication [2]. A
good piece of laboratory work combined with
good writing improves one’s chances of publica-
tion. In short, while writing a publishable and
citable paper is an arduous job requiring meticu-
lous planning, hard work, and persistence, it can
also be extremely rewarding.

1.5.2 Research and Publication Ethics

Research ethics is a complex subject, involving
integrity and trust at the bench, in the clinic, and
throughout the publication process. It requires a
commitment to strong ethical standards, and to
avoiding scientific misconduct, namely,
behaviors leading to fraudulent data, fabrication,
falsification, misinformation, and plagiarism. Sci-
entific misconduct is inimical to the scientific
method, leading to knowledge steeped in the
truth (see Chaps. 58 and 59).

Research ethics are governed by Good Clinical
Practice (GCP) in the United States, a guidance
that evolved from commissions and reports that
exposed and rectified unethical research practices,
specifically the Tuskegee Syphilis Experiment
conducted from 1932 to 1972 on black
Americans without their knowledge of the true
intent of the research objectives. The principles of
GCP are codified in the U.S. Code of Federal
Regulations (CFR). Similar guidance was devel-
oped globally and known as the International



Council for Harmonisation (ICH). ICH guidance
covers many aspects of clinical research (see
Chaps. 20–22). The specific guidance similar to
GCP is known as ICH-E6 [34]. This guidance
was developed in a consensus-driven paradigm
including the US, Canada, European Union,
non-European Union Nordic countries, Japan,
Australia, and the World Health Organization.
The basis of ICH-E6 was also rooted in unethical
human research, as documented in the
Nuremberg Code in 1947 [35]. Both GCP and
ICH-E6 are dedicated to ensuring that subjects
recruited to participate in a study are not harmed
and are fully informed of all potential adverse
outcomes (for details, see Chap. 23). Producing
honest and original work and avoiding uninten-
tional instances of plagiarism are discussed in
Chaps. 58 and 59.
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1.6 Conclusion

We have provided an overview of the research
process with a focus on undertaking a literature
review for idea detection, combined with creativ-
ity and critical thinking that progresses to devel-
oping the research question and hypothesis for a
suitable researchable topic. These areas of focus
firmly set up the four elements of a research
project: research topic, research question, hypoth-
esis, and objective. The basic procedures of sci-
entific research involve literature search and
review, formulating a problem, developing a
study protocol or research plan, and describing
the reasoning behind the protocol, study designs,
statistical issues, results of analysis, and data
interpretation. These procedures form a complex
chain in any scientific enterprise. Without a well-
designed plan, there could be no successful
research.

Our vision at the start of a study defines what
we will do, how we will do it, how we will
analyze it, how we will interpret it, and what its
impact will be on society. Later, effective com-
munication of study findings is necessary for the
work to be publishable and gather citations (see
Chap. 40). The merit or scientific value of a
published article stands on its own, not because

it is published in a high-impact journal, but
because it is interesting, novel, well-designed,
feasible, highly cited, and impactful. Each paper
is a stepping stone for new and continuing
research.
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of Novel Ideas

Objectives of this chapter: Summarizing

Processes Involved in the Generation 2 
Mark A. Runco and Janessa Bower 

Abstract 

This chapter focuses on the creative process. It 
explains why a focus on process is more prac-
tical than the alternatives. It reviews theories 
and research on the creative process. Some of 
the earliest process theories are summarized, 
as are more recent theories. Associative theory 
and the divergent thinking model are explored 
in detail and recommendations are offered. 
These include taking one’s time when work-
ing, the justification being that this is neces-
sary for the remote associates that tend to be 
highly original. The value of incubation is also 
presented. Very recent work using computers 
to test associations is summarized and leads to 
the concept of semantic distance. The pros and 
cons of working in groups are presented. Prac-
tical implications are noted throughout the 
chapter and collected at the end of the chapter. 
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2.1 Introduction 

Scholarship, at its best, is creative. Thus, to 
understand outstanding scholarship, there is 
good reason to look to the field of creativity 
research. That field is quite large. It started small 
and, up until the 1950s and 1960s, was not 
recognized as a legitimate scientific endeavor. 
Creativity was, early on, viewed as inextricable 
from the arts and as such was assigned to the 
humanities rather than the sciences [1–3]. That 
changed in the 1950s and 1960s thanks to the 
efforts of Guilford [4, 5], Berkeley’s Institute for 
Personality Research and Assessment [6–10] and 
a handful of other pioneers. They demonstrated 
that several parts of creativity could be objec-
tively studied. Since then the field of creativity 
research has boomed. There are now nearly two 
handfuls of scholarly journals (e.g., Creativity 
Research Journal, Journal of Creativity), as well 
as a sizable Encyclopedia of Creativity [11]. In 
addition to the utilization of objective methods, 
the field has moved well beyond artistic creativ-
ity. Creativity is now recognized in a range of 
domains (e.g., mathematics, technology, design, 
writing, morality), not just the arts. Quite a few

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_2&domain=pdf
mailto:RuncoM@sou.edu
mailto:JanessaBower@my.unt.edu
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studies have focused on scientific creativity [12– 
14]. Much of what we review herein has that 
focus. Our primary concern here is on the creative 
process and how it has been and can be used by 
scientists and scholars. We begin by looking at 
novelty and originality. These are prerequisites 
for creativity. What processes lead to novelty 
and originality? Our approach in this chapter is 
to survey theory and research on creativity and, 
when possible, to highlight implications for crea-
tive scholarship. 
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2.2 Novelty and Originality 

Novelty is an important part of creative work. 
Indeed, the standard definition of creativity [15], 
which is used or assumed in a great deal of the 
research on the topic, recognizes novelty (or some 
form of it, including originality) and effectiveness 
(or some form of it, such as utility). Neither 
novelty nor originality are synonymous with cre-
ativity. They are necessary but not sufficient. That 
being said, novelty is vital for creative work and 
can be operationalized such that good empirical 
work is possible. Indeed, there is quite a bit of 
good empirical research on novelty and 
originality. 

The most important kind of research on nov-
elty (and, more broadly, creativity) is that which 
examines the processes involved in the produc-
tion of original ideas. Process research, more than 
any other kind of research, offers information 
about the mechanisms responsible for the produc-
tion of novel ideas. Process research is often 
contrasted with research on products, personality, 
and places [16, 17]. These are the four Ps of 
Rhodes’ [16] model of creativity. The research 
on products focuses on the outcome of creative 
efforts. These may be patents, publications, works 
or art, inventions, and the like. The second P 
focuses on the creative person. This includes 
personality traits, types, or cognitive styles 
associated with creativity. Personality research 
has identified autonomy, individualism, open 
mindedness, flexibility, and wide interests as 
“core characteristics” common to most creative 
individuals. The final P in the original framework 

is place. Here the focus is on the settings and 
external forces or pressures that act upon the 
creative person or process. Simonton [18] added 
persuasion to the 4P framework, the logic being 
that creative people influence and persuade others 
with their creative ideas and products. Runco [17] 
reorganized the alliterative framework into a hier-
archy. This includes all of the categories just 
summarized but had Potential and Performance 
as the two overarching categories and all other 
approaches subsumed under one of those two. 
Since this hierarchy added Potential as a category 
of creativity research, it is known as the 6P frame-
work, with the original 4Ps and then Persuasion 
and Potential as subsequent additions. Only pro-
cess research informs us about how novelty and 
creativity come about. As Jay and Perkins [19] 
put it, studies of process can explain the mecha-
nism used by the individual to produce novelty 
and originality. Process research can also lead to 
clear recommendations. 

What has been discovered about the pro-
cesses? We will next summarize theories and 
research on the creative process and mention 
practical implications for scholarship and scien-
tific creativity along the way. 

2.3 Early Views of the Creative 
Process 

Process research frequently describes stages 
(sometimes called phases). Poincaré [20] seems 
to be the first to propose discrete stages. He 
described conscious hard work, unconscious 
dynamics, ideas moving from the unconscious 
to consciousness, and an expectation to check 
the results. Wallas [21] extended this and 
described four stages: preparation, incubation, 
illumination, and verification. Preparation may 
involve consciously identifying a task or prob-
lem, discerning given information, collecting 
information, and perhaps putting oneself in the 
right setting. Incubation involves stepping away, 
not thinking about the problem, allowing the sub-
conscious to turn over the problem while the 
individual consciously works on other things 
[22]. Illumination is the a-ha when ideas click
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and the solution becomes evident. Often 
individuals are unaware of the preparation and 
incubation periods and illumination can feel like 
an instantaneous moment, but in fact the insight 
of an illumination is protracted [23]. This is inter-
esting in part because it implies that there is a kind 
of exchange between the conscious and the 
unconscious. This view was mentioned long ago 
by Spearman [24] and, more recently, by Hoppe 
and Kyle [25]. After the illumination period, 
individuals go through a verification process of 
consciously and logically assessing the practical-
ity, effectiveness, and appropriateness of the idea 
or product. Verification may involve the individ-
ual who had the insight, or others, and the idea or 
product may be accepted or revised. There is 
often a recursion after verification where the indi-
vidual goes back and revisits one or more of the 
first three stages [26]. 
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Something more must be said about prepara-
tion. That is because (a) good scholarship may 
depend on it, (b) scholars can improve their prep-
aration, and (c) there is quite a bit of theory and 
research about it. The research has demonstrated 
that problem finding is an important part of the 
creative process; and problem finding is an 
important part of the preparation stage. Problem 
finding is an umbrella term and may include 
problem identification, problem definition, o  
problem construction [19, 26]. Einstein and 
Inhelder [27, p 83] recognized something akin 
to problem finding when they wrote: “The formu-
lation of a problem is often more essential than its 
solution. . .  . To raise new questions, new 
possibilities, to regard old problems from a new 
angle, requires imagination and marks real 
advance in science.” Wertheimer [28, p 123] 
added “often in great discoveries the most impor-
tant thing is that a certain question is found. 
Envisaging, putting the productive question is 
often a more important, often a greater achieve-
ment than the solution of a set question.” Guilford 
[4] described “sensitivity to problems” in his 
structure of intellect theory. Torrance [29, p  16] 
recognized “the process of sensing gaps or 
disturbing missing elements and formulating 
hypotheses” in his theory of creativity. Standing 
back, it is clear that preparation is important for 
good creative work, and that this may involve 

finding a good problem. Getzels [30] actually 
claimed that a good solution of any sort requires 
a good problem. Also important is that problems 
can be redefined such that creative solutions are 
likely. Scholars need not accept problems or 
questions as they receive them. They may modify 
the problem so it is more meaningful. 

Research on the incubation stage [22, 31] also 
has clear practical implications. An obvious 
implication is that it is useful to take one’s time 
rather than working quickly or rushing. Further, it 
is useful to think about a topic or problem, but 
then think about other things. This will allow 
incubation to occur. Incubation can be useful 
during the preparation stage and when finding a 
good problem. Very likely it is wise to invest at 
least as much time into selecting the topic of one’s 
work as in the exploration of that topic–and per-
haps incubate before settling on a problem or 
focus for one’s work. 

Importantly, the research on problem finding 
shows clearly that creative insights often occur 
when problems are questioned. This fits with the 
suggestions from the creativity literature about 
questioning one’s assumptions; however, the 
practical idea, in the context of problem finding, 
is to ensure that one’s investment is on the right 
topic or problem. It can even help to change how 
problems are represented. Changing the scale of a 
problem (zooming in or zooming out) can suggest 
new and novel ideas as well. Adams [32] went 
into detail about all of the ways that problems and 
assumptions can be questioned (also see Runco 
[33] on tactics for dealing with assumptions). 

2.4 More Recent Views 
of the Creative Process 

A more recent conception of the creative process 
was proposed by Mumford et al. [34]. They 
started with three premises: (a) creative problem 
solving requires the production of high quality, 
original, and elegant solutions to complex, novel, 
ill-defined problems; (b) problem solving requires 
knowledge or expertise; and (c) although differ-
ent performance domains impose different 
knowledge requirements, and stress processes 
differently, similar processes would underlie



creative thought in most domains. Their model 
includes eight domain-general, aspects of the cre-
ative process. Each step moves linearly but also 
can move back to revisit a previous step, much 
like the recursion mentioned earlier. The steps are 
(a) problem definition, (b) information gathering, 
(c) concept/case selection, (d) conceptual combi-
nation, (e) idea generation, (f) idea evaluation, 
(g) implementation planning, and (h) adaptive 
execution. 
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Another example of a process model of crea-
tivity is the two-tier model [35]. It recognizes 
problem finding and verification, both mentioned 
above, as well as ideation, which involves the 
production or generation of new ideas. These 
three things are all on one primary tier. A second-
ary tier includes influences on the primary tier. 
These influences include knowledge and motiva-
tion (the latter being one example of an 
extracognitive influence). Knowledge may be 
declarative or conceptual or procedural (i.e., 
“know-how”). Procedural knowledge is often tac-
tical; the individual knows to utilize some tactic. 
In that sense, he or she knows how to increase the 
probability of finding original ideas. The 
questioning of assumptions mentioned earlier is 
an example of a tactic, as is “change the represen-
tation of the problem.” 

2.5 Divergent Thinking 

It is useful at this point to employ a “zoom in” 
tactic and focus the research specifically on idea-
tion. Ideation is nicely operationalized in models 
of divergent thinking (DT); and these models of 
DT are highly testable, include clear descriptions 
of process, and are highly practical. There are a 
number of implications for scholarship. 

There are two theoretical bases for DT. One is 
the structure of intellect theory that Guilford 
[4, 5] proposed (and investigated for his entire 
career). The other is associative theory, which is 
certainly one of the clearest examples of process. 
It helps to explain the origins of originality, which 
ties it to creativity, but also applies quite broadly 
to all ideation. 

2.5.1 Associative Theory 

Associative theory describes thinking in terms of 
associations. The basic supposition is that a per-
son has an idea (or some other mental element), 
and it somehow leads to another idea, and then 
another, and then another, and so on. Thinking is, 
then, a kind of chain. This associative process can 
lead to creative ideas. It does not always do so, 
but it can. 

Some associative research holds the premise 
that creative potential and word association abil-
ity are correlated such that more creative people 
can make more word associations when given an 
initial stimulus [36]. Many studies have 
supported Mednick’s theory [37, 38] although 
some [39] have questioned the validity of his 
Remote Associates Test (RAT) [40]. A typical 
RAT gives a series of three-word stimuli, such 
as safety/cushion/point, and the examinee must 
think of a word or concept that relates to all three. 
In this example, the answer is “pin” (i.e., safety 
pin, pincushion, pin-point). The more of these 
associations an individual can make, the higher 
their RAT score. One problem with the RAT is 
that it is highly verbal. Indeed, there are questions 
about it having a verbal bias, meaning that 
individuals with high verbal scores would always 
do well on the test and individuals with low 
verbal abilities would always do poorly, regard-
less of level of creative ability. If this is the case, 
what is the RAT measuring? Creative potential or 
verbal ability? 

The research on associative processes has clear 
implications for scholarship. This is apparent in 
the initial work by Mednick [36] but also in 
demonstrations by Milgram and Rabkin [41] and 
Runco [42]. Their investigations showed that 
ideas tend to become more original as time goes 
by. Mednick referred to remote associates as 
original ideas that are only found after the initial 
and more obvious or rote ideas are depleted. The 
investigations are easy to describe: examinees are 
asked to generate a list of ideas and given ample 
time to produce a long list. Next, the halfway 
point of that list is found and the first half is 
compared to the second half (the latter



representing ideas that were found only late in the 
associative chains). Originality tends to be higher 
in the second half of the ideas. Recent research 
has used more robust methods to examine time 
and avoided the dichotomization implied by 
comparisons of halves [43]. Here again, more 
time leads to more originality. We might say 
that good scholarship is more likely if there is 
ample time. 
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Some fairly recent thinking about associative 
theory draws from new technologies. Examples 
of this will be presented below. First, the theoret-
ical bases of DT should be summarized. Associa-
tive theory represents one base, the other being 
the structure of intellect model. The next section 
summarizes key points from this model and goes 
into detail about what DT tells us about the crea-
tive process. 

2.5.2 Structure of Intellect 

Guilford’s [5] structure of intellect theory eventu-
ally described 180 orthogonal cognitive abilities 
and capacities. Guilford presented this theory as a 
cube and distinguished between intellectual 
products, intellectual contents, and intellectual 
operations. The theory as a whole was not very 
well received. There were compelling criticisms 
of the subjective factor analytic methods used. 
Several groups have continued to use the entire 
structure of intellect model in their work on crea-
tivity and cognition [44, 45] but most work has 
focused on one particular part of this model, 
namely the concept of divergent thinking. DT 
has proven to be distinct from convergent think-
ing and conventional intelligence and is one of 
the most influential concepts in the field of crea-
tive studies. Divergent thinking tests may be the 
most commonly used assessment for the potential 
for creative problem solving (and problem 
finding), and many training programs focus on 
divergent thinking. 

For the present purposes, what is most impor-
tant is the idea that original thinking results from a 
process that diverges. Conventional thinking, in 
contrast, results from convergent thinking. When 
thinking convergently the individual takes the 

available information and looks to correct or con-
ventional ideas. When thinking divergently the 
individual uses information as a starting point. 
The individual’s thinking literally diverges; it 
relies on neither convention nor normative logic. 
Such divergence often leads to original ideas. 

Divergent thinking is apparent when the indi-
vidual produces many ideas (“ideational flu-
ency”), a large proportion of which are novel 
(“ideational originality”) and varied (“ideational 
flexibility”). Quite a bit of research suggests that 
one of the best ways to find original ideas is to 
produce a large number of ideas. This of course is 
consistent with the idea of remote associates and 
has implications for scholarship. 

2.5.3 Social Influences 
on the Creative Process 

Quite a bit of work looks at the creative process in 
social contexts. It needs to be recognized, espe-
cially in endeavors like scholarship. Runco and 
Beghetto [46] described a process that is both 
personal and then social. They described 
intrapersonal creativity as primary (and first in 
the process) and interpersonal judgments as sec-
ondary. The unique thing about this view is that it 
focuses on the interpretive bases of creativity. As 
Runco and Beghetto [46] explained it, human 
cognition is a constructive process. This is espe-
cially obvious in perception. Humans do not 
merely take in information and process it in its 
raw form. Instead, we add to the information if we 
need to do so to make it meaningful, and some-
times we ignore parts for the same reason. 
Expectations come into play as well. Perception 
can be viewed as a very basic creative process 
because meaning is created. Runco and Beghetto 
used this reasoning to describe intrapersonal cre-
ativity. The original aspect of their work was to 
take it one step further–to a second step in the 
process. There the result of the intrapersonal 
interpretation is judged by an audience. The audi-
ence may be peers, supervisors, teachers, or 
whomever. Their secondary creativity involves 
the construction of meaning by the audience! 
Just as the individual creator constructs meaning,



so too must an audience when it considers the 
idea produced by the individual. 
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Other research on the interpersonal stages of 
the creative process points to the importance of 
risk taking. This comes as no surprise, given that 
there is always some risk involved in original 
thinking. An original idea is by definition novel 
and new. This means that other people have not 
thought of it. If they had thought of it, it would 
not be original. This in turn means that the indi-
vidual who produces the new idea will not really 
know how other people will react. Further, if the 
idea is highly original, it is probably unconven-
tional. This means that the novel idea is not a part 
of normative thought. If a person works on a 
problem and has an idea, but it is a conventional 
idea that fits with current norms, there is little risk. 
This individual can accurately expect acceptance 
precisely because the idea is a conventional one. 
But what of an idea that is novel and thus uncon-
ventional? There is no way to predict how others 
will react. This is why there is always a risk to 
offer an original idea to an audience. 

Interpersonal processes may also be involved 
as ideas are formed. Any one idea is the result of 
an individual’s thinking (although two or more 
individuals could think of the same idea at the 
same time), but procedures like brainstorming 
attempt to use groups to increase the likelihood 
that individuals in a group will find original ideas. 
Admittedly, one of the three guidelines for brain-
storming is “quantity over quality.” Members of a 
brainstorming group are told to produce as many 
ideas as they can (quantity) and to postpone con-
sideration of the quality (including originality) of 
the ideas. It is postponement, however, because at 
some point ideas must be evaluated. The third 
guideline for brainstorming groups is to hitchhike 
or piggyback. This means that individuals are told 
to take someone else’s ideas and extend that same 
line of thought. Brainstorming is quite popular, 
but a great deal of research questions its efficacy 
[47, 48]. Several things may occur in a group to 
preclude highly original ideas. There is social 
loafing, for example, which means that when 
working in a group many people do not put as 
much effort into the attempt to solve a problem. 
Risk is also relevant here because a person may 

take risks with original ideas when alone because 
there is no one to judge them, but there is a risk if 
someone else hears the ideas. In fact it is a linear 
thing: there is no risk when working alone, a bit of 
risk if there is one other person, a bit more if there 
are two people, and so on. There is a great deal of 
risk in a large group. Much of the work on social 
influences on the creative process suggests that 
scholars should work alone, at least some of the 
time. This will facilitate original thinking. 

2.6 Discussion and Implications 

This chapter focused on the creative process. It 
distinguished the creative process from the Prod-
uct, Person, and Place emphases in the creativity 
research. It also cited research on domain speci-
ficity to argue that scholarship, including that 
leading to scientific breakthroughs, may in some 
ways be distinct from other kinds of creativity 
(e.g., musical, technological). Recommendations 
were offered singly as we moved through this 
chapter but they can be brought together in this 
Discussion. We believe that scholars should con-
sider the following: recognize that creativity is 
(a) not only expressed in the arts and that 
(b) originality is central. They should find ways 
to be original, including working alone some of 
the time and intentionally questioning 
assumptions. They should not accept problems 
as given; instead they should consider revising 
and redefining problems so that they allow origi-
nality and are aligned with one’s intrinsic 
interests. It is as important to spend time finding 
a problem as it is to spend time solving the prob-
lem. And it is important to incubate and take time 
away from one’s work and from thinking about 
the problem at hand. Step away once in a while. 
Put time into associations to find remote 
associates. 

Several points should be briefly revisited. Con-
sider the parenthetical statement above that origi-
nal ideas may sometimes be found 
simultaneously by several individuals. There is 
quite a bit of work on multiple discoveries [49] 
which suggests a kind of social influence not yet



covered, namely Zeitgeist, or the “spirit of the 
times.” 
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We should also revisit associative theory. That 
is because, as noted above, there is fairly recent 
research and theory made possible by technology, 
and in particular computers, which is directly 
relevant to the creative process and supports asso-
ciative theory. In fact it has implications for crea-
tive cognition broadly defined. Simply put, 
research is now using computers to build models 
and test theories of creativity, especially associa-
tive theory. Less relevant to the present discus-
sion, and yet quite important, is the fact that 
computers are making the assessment of creativ-
ity faster, cheaper, and arguably more reliable 
[50]. In the next few paragraphs we will summa-
rize some of the research that has something to 
say about the creative process and associative 
theory. 

The Special Interest Group on the Lexicon of 
the Association for Computational Linguistics 
has long examined word sense disambiguation. 
It has also developed SemEval, which is a pro-
gram allowing examination of semantic distance 
[51, 52]. This is the interval between associates. 
Semantic distance has proven to be predictive of 
creative potential [53]. Creative individuals may 
be good at exploring conceptual associates but 
they may also think in a way that leads to 
connections that are distant or loosely connected 
rather than adjacent or contiguous. Some 
individuals can move from idea A to idea Z but 
must do so step-by-step (e.g., from idea A to idea 
B to idea C, and so on). There is not much 
distance there. Others can go from idea A to 
idea Z with a kind of conceptual leap covering a 
great deal of semantic distance. There is an inter-
esting parallel between this line of work and the 
extensive research which has explained creativity 
in terms of loose conceptual boundaries [54]. It is 
also easy to see a parallel with the idea of remote 
associates [36]. 

Johnson et al. [55] drew from theories of dis-
tributional semantics and proposed the idea of 
divergent semantic integration (DSI). DSI 
measures the connections of divergent thinking 
within a narrative. One model of DSI, Bidirec-
tional Encoder Representations from 
Transformers (BERT), explained 72% of the 

variance in human ratings of narratives. Further-
more, the results generalized across ethnicity and 
language proficiency levels. The program is avail-
able for open use at osf.io/ath2s. In a similar vein, 
Runco et al. [56] examined the idea density 
(ID) [57] of narratives and found that ID was 
correlated with several indicators of originality 
and creativity. The indicators included citation 
impact and the hits of TedTalks, both of which 
are pertinent to scholarship. 

There are other investigations showing 
relationships between creative potential and the 
creative process with word choice, semantic sim-
ilarity, and the like [57, 58], but as mentioned 
above, the point is that technology has provided 
new tools and in some ways supported and 
refined earlier theories, including associative the-
ory. The ideas of semantic distance may be the 
best example of a refinement. A final idea to 
revisit is that the creative process is not entirely 
cognitive. Associative theory, DT, and problem-
solving and -finding are often treated as if they are 
entirely cognitive, but this is mostly because of 
the need to operationalize for research–and 
because cognitive processes are easier to 
operationalize and measure compared with emo-
tional and unconscious processes. Nonetheless 
several extra-cognitive contributions were men-
tioned above. These no doubt contribute to good 
scholarship. Risk-taking and risk-tolerance stand 
out. The two-tier model suggests that motivation 
is important. In fact there is a view that motiva-
tion is central to creative performance. This view 
points to the intrinsic motivation that was 
included in the two-tier model. According to this 
view, an individual who finds something intrinsi-
cally interesting will make careful choices about 
his or her work. Our suggestion is to make the 
choices that are described above in our 
recommendations. 

2.7 Concluding Remarks 

Creativity may be approached from various 
perspectives, including the person, the place, the 
product, or the process. This chapter argued that 
the last of these is the most useful and practical. It 
comes the closest to explaining the actual
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mechanisms by which individuals are creative. It 
also leads to recommendations. This chapter 
identified a handful of practical recommendations 
that should be considered when involved in schol-
arship, including taking risks, investing in origi-
nality, taking time to incubate, and sometimes 
working alone. 
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Abstract 

This chapter explores theories of creativity as 
they relate to critical thinking and scholarly 
achievement. It discusses domain differences 
in creativity and raises the possibility that 
scholarly creativity is distinct from other 
expressions of creativity. It also covers 
theories and research that show creativity to 
be distinct from general intelligence and criti-
cal thinking. One key idea is that creativity and 
critical thinking are not entirely distinct but 
instead sometimes work together. This chapter 
offers support for the discriminant validity and 
predictive validity of creativity and for domain 
specificity. Quite a few implications for schol-
arship are noted. 
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3.1 Introduction 

Scholarship depends on both critical and creative 
thinking. This chapter examines their 
contributions. The specific objectives of this 
chapter are implied by the three issues that are 
conveyed by its title. One concerns the domain 
specificity of creativity. Is scholarly creativity 
independent of other kinds of creativity (e.g., 
artistic, musical, engineering, mathematical)? A 
second issue concerns the contribution of creative 
thinking to achievement in the natural environ-
ment, including scholarly achievement. A final 
issue concerns the collaboration of creative and 
critical thinking. The discussion of this collabora-
tion includes an exploration of the possibility that 
creative and critical thinking are separate and 
distinct instead of both expressions of some 
more general cognitive capacity. Research and 
theory are cited and critically examined. Practical 
implications for scholarship are highlighted. It 
makes the most sense to begin with the third 
issue because that requires that creative and criti-
cal thinking are each carefully defined. Those 
definitions can then be used when exploring the 
other two issues. 

3.2 Creative and Critical Thinking 

There is more research pointing to a separation of 
creative and critical thinking than there is 
recognizing their collaboration. There is a
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historical reason for this: Early on creativity was 
not separated from general intelligence. It was 
viewed as a particular expression of intelligence, 
but dependent on intelligence. Eventually, this 
view was challenged, and only when data exam-
ined the relationships between general intelli-
gence and creativity were collected was the 
latter appreciated as a distinct talent. In fact, the 
initial data were unclear. Some of the data 
supported the theory that creativity was just a 
particular kind of intelligence [1]. Only when 
methodologies were improved was the distinc-
tiveness of creativity apparent [2]. Creativity can-
not be assessed like intelligence is assessed. If it 
is, the two seem to overlap. But when creativity 
assessments allow for original thinking and spon-
taneity, that overlap mostly disappears. We say 
“mostly” because even today the predominant 
view is that there is a threshold of intelligence, 
with individuals below that threshold unable to be 
notably creative. This is sometimes called trian-
gular theory [3, 4] because the distribution of data 
points in a bivariate (creativity and intelligence) 
scatterplot resembles a triangle. There is disper-
sion and variability at the moderate and high 
levels of intelligence (i.e., above the threshold) 
but nearly no variability below the threshold. 
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The idea that creativity and general intelli-
gence are distinct has important implications. It 
means that educators cannot just support general 
intelligence and expect creative talents to follow 
along, for example. Creativity must be targeted, 
and its distinctiveness recognized. Along the 
same lines, anyone hiring an employee must 
look specifically at creativity; they can’t just hire 
an intelligent applicant. That intelligent applicant 
may not be very creative. 

The view that creativity is distinct from intelli-
gence was taken too far. When this happened, an 
interplay was ignored [5]. Simplifying, actual 
achievement in the natural environment requires 
more than creative thinking. Creative thinking is 
usually involved, depending on the nature of the 
achievement and the domain in which the indi-
vidual is working, but it is best if the individual 
can think both creatively and critically. 
Individuals have an advantage if they can think 
in an original fashion, but they should be aware of 

gaps and limits of information as well. The indi-
vidual has a huge advantage if he or she can 
evaluate ideas after they are produced. 

It is informative to zoom in and considering 
the components of intelligence and creativity. Let 
us begin with critical thinking that is mentioned in 
the title of this chapter. It is usually associated 
with intelligence. Critical thinking can be viewed 
as a process that allows the individual to identify 
gaps and recognize what is missing or wrong with 
ideas, solutions, or conclusions. Creative think-
ing, on the other hand, tends to be productive. 
New ideas are brought into existence. They are 
original precisely because they are new. 

One often-cited model of creative thinking 
focuses on divergent thinking [4, 6, 7]. Runco 
and Smith [8] used it in an investigation specifi-
cally on what they called the evaluative compo-
nent of creative thinking. The term evaluative was 
used to avoid the word “critical.” Runco and 
Smith [8] suggested that “critical” implies that 
there is something wrong or flawed. They tried 
to avoid this connotation by discussing evalua-
tive, rather than critical, components. They also 
described a valuative component where the indi-
vidual is looking at ideas and solutions, trying to 
find their value instead of their deficiencies and 
flaws. 

Runco and Smith [8] collected data on both 
intra- and interpersonal evaluations of ideas. They 
also administered a measure of the preference for 
ideation. Analyses of their data indicated that 
intra- and interpersonal evaluative accuracy 
were moderately correlated (Rc = 0.63). Diver-
gent thinking (the production of ideas, discussed 
in detail below) was correlated with intrapersonal 
evaluative accuracy (Rc = 0.45). Interestingly, 
participants in this investigation could more accu-
rately identify popular ideas than unique ideas. 
This is notable because the latter is strongly 
related to creativity. Popular ideas, on the other 
hand, are unoriginal. By and large evaluations of 
ideas were not very accurate. Of several 
categories examined, the highest level of accu-
racy was 42%. So, at most 42% of the ideas were 
correctly categorized as popular or unique. This 
implies that people are not very good at 
recognizing their own original ideas, nor accurate



at recognizing the original ideas of others. For the 
present purposes, it is also important that a 
standardized measure of critical thinking was 
unrelated to all the idea evaluation scores. There 
may be a special kind of judgment involved in the 
evaluation of ideas that is unrelated to the 
judgments that are required by critical thinking. 
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Fig. 3.1 The overlap 
between creative and 
critical thinking 

This investigation of evaluative, valuative, 
divergent, and critical thinking is just one exam-
ple of how the components of creativity and intel-
ligence have been examined. The key conclusions 
of the research on these things are as follows: 
(a) creative thinking and its components are 
largely distinct from intelligence and its 
components, but (b) in many real-world 
situations, creative thinking and intelligence 
work together. See Fig. 3.1. 

3.3 Domain Specificity 

A very similar research approach has been used 
when studying one of the other issues mentioned 
above, namely that involving domains of creative 
performance. Here again there is an interest in 
distinctiveness, and in particular an interest in 
the distinctiveness of areas or domains in which 
an individual may be creative. 

This debate about the domain specificity ver-
sus generality of creativity has been debated by 
scholars for decades [9–13]. The domain-general 
perspective on creative thinking argues that there 
are skills, abilities, and aptitudes that can be 

widely applied regardless of the domain or disci-
pline [14, 15]. One explanation for generality is 
that there is a transference of abilities across 
domains [16–21]. A domain-specific perspective, 
on the other hand, posits that creativity and criti-
cal thinking differ from one field and domain 
(e.g., science, math, economics, music, the arts) 
to another. The idea of distinct domains goes back 
a long time. It was often assumed before creativ-
ity came under scientific scrutiny, and thus not 
surprisingly, was one part of some of the earliest 
studies [22]. Yet it was Gardner [16] who offered 
a hugely compelling argument for domain speci-
ficity. At first, he identified distinct linguistic, 
musical, logical-mathematical, spatial, body-
kinesthetic, intrapersonal, and interpersonal 
domains, and a bit later added the naturalistic 
domain. His theory was convincing because he 
drew from developmental, neuroscientific, psy-
chometric, and experimental research. 

Some research has explored the distinctiveness 
within domains, especially related to creativity 
[e.g., mathematical creativity; [23, 24]]. For 
example, mathematical creativity can be defined 
as the reasoning involved in finding variations of 
novel solutions to mathematical problems, with 
possible differences in the various branches of 
mathematics (e.g., arithmetic, algebra, geometry, 
calculus, statistics/probability). If an individual 
has strength in algebraic logic, that does not nec-
essarily mean that his or her exact skills will be 
useful to create differential equations or 
applications of Bayesian statistics. A parallel



limit may be apparent in the sciences (astronomy, 
physics, psychology, anthropology, chemistry). 
Generally speaking, scientific creativity involves 
“a kind of intellectual trait or ability producing or 
potentially producing a certain product that is 
original and has social or personal value, 
designed with a certain purpose in mind, using 
given information” [25, p 392]. Similarly, Fiest 
[26] defined scientific creativity as being able to 
create novel and useful solutions to natural and 
social scientific problems (e.g., biology, zoology, 
chemistry, physics). Simonton [27] argued that 
scientific creativity requires a “combinatorial pro-
cess” which allows a cross-pollination across 
areas. 

34 M. A. Runco and L. E. Lee

Domain specificity has been supported by psy-
chometric research on discipline-based creative 
and critical thinking [13, 28]. For instance, Adey 
and Hu [25] developed the Scientific Creativity 
Structure Model (SCSM) and created a 7-item 
scientific creativity test for secondary students. 
Domain-specific assessments have been created 
to focus on Math (Creativity Abilities in Mathe-
matics Test [CAMT; [29]], Mathematical Crea-
tivity Test [MCT; [24]], Mathematical Creativity 
Scale [MCS; [30, 31]]), Visual Arts (Test of Cre-
ative Imagery Abilities [TCIA; [32]], Test for 
Creative Thinking/Drawing Production 
[TCT/DP; [32]]), and quite a few groups have 
adapted the Consensual Assessment Technique 
[CAT; [33]] for a range of domains. The Consen-
sual Assessment Technique [33, 34] has been 
used to assess many different types of domain-
specific products using a panel of “appropriate” 
judges [34] For instance, Denson et al. [35] 
created a web-based adapted version of the CAT 
to assess engineering design products. There is 
probably more evidence in favor of domain spec-
ificity than there is showing general creative skills 
and abilities. Still, there is no reason to reject the 
possibility that there are both domain general and 
domain specific contributions to creative 
performances. 

There may be individual differences, as well. 
Consider in this regard the research on polymathy. 
Broadly speaking, polymathy is apparent when an 
individual is creative in more than one domain. 
The research of Root-Bernstein and Root-

Bernstein [36] suggests that polymathy may 
best be understood as a particular kind of inter-
domain collaboration. They studied winners of 
the prestigious MacArthur awards and found 
that, at the highest level, creative individuals 
often had a creative avocation, such as playing 
a musical instrument. They also excelled profes-
sionally in another creative domain, such as 
mathematics. What Root-Bernstein and Root-
Bernstein demonstrated so clearly was that, in 
their sample of award winners, the involvement 
in an avocation supported vocational creativity! 
Runco and Alabbasi [37] recently reported signs 
of this same thing–one domain supporting a very 
different domain–in their work with gifted 
adolescents. 

3.4 Critical and Creative Thinking 
Leading to Scholarly 
Achievement 

The third and last issue mentioned in the intro-
duction to this chapter concerned the possibility 
that creative and critical thinking contribute to 
scholarly achievements. If they do 
contribute, how? Are there both general creative 
and critical skills that support scholarship as well 
as domain specific skills? 

One step towards an answer holds that creative 
thinking is required for good problem solving 
[5, 38–40] and scholarship often requires the 
solving of problems. Creative problem-solving 
is flexible, so the individual can adapt to changes 
in problems or situations. Creative problem-
solving is original, so the individual may think 
of novel and new solutions and not rely on old 
ones. This is quite important for advancement in 
almost every field. Generality is implied by the 
fact that creative problem-solving helps in a vari-
ety of situations, so a person may solve problems 
in one context (e.g., when collecting data or doing 
research) but then be able to solve problems that 
are discovered in different situations (e.g., when 
writing up results of an investigation or 
presenting results to one’s peers). 

Very importantly, creative thinking is not only 
expressed in problem-solving. It is also expressed



in problem finding [41]. As a matter of fact, some 
researchers hold that problem-finding is more 
important than problem-solving and that a crea-
tive solution requires a creative problem 
[42]. Einstein pointed to the importance of 
problem-finding when he wrote: 
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The formulation of a problem is often more essen-
tial than its solution. . .To raise new questions, new 
possibilities, to regard old problems from a new 
angle, requires imagination and marks real 
advances in science [43, p 83]. 

This quotation refers to problem formulation, and 
as a matter of fact, problem finding is an umbrella 
concept. It has been called problem construction, 
problem discovery, problem definition, problem 
identification, and so on. Some of these are just 
different labels for problem-finding, but some 
indicate different problem-finding processes. 
That is the case for problem identification, 
which is the label for literally finding a problem, 
in contrast to problem definition, which may 
occur well after a problem has been found. Prob-
lem definition may include problem re-definition, 
which is important because sometimes creative 
insights result from changes made to a problem. 
The problem is not accepted as it is encountered. 
Instead, the person makes changes to it, which 
allow new insights. 

Research has demonstrated that some 
individuals are good at problem-finding but not 
good at problem-solving, and vice versa. Or 
course some individuals are good at both. What 
may be most important is that scholars should 
invest in problem finding, to identify good 
research problems. They should also question 
the assumptions of given problems. They may 
also question the way problems are represented. 
Think here about Einstein solving problems with 
Gedankenexperiments. He used visual thinking to 
solve problems in physics and mathematics. 
Root-Bernstein [44] and Adams [45] both 
suggested changing the way problems are 
represented as a tactic for original thinking. 

These ideas should be related to the domain 
differences outlined in the section above. That is 
because both creative and critical thinking are 
important in most domains, but in some domains, 
creative achievement may be more dependent on 

one than the other. In some of the arts, for exam-
ple, divergent thinking may be more important 
than convergent [46]. 

Psychometricians approach the question of 
how creative and critical thinking contribute to 
scholarship and achievement with analyses of 
predictive validity. This is one of the more impor-
tant kinds of validity. (Early in this chapter we 
discussed the relationship of creativity with intel-
ligence. In psychometric terms, the concern there 
was discriminant validity.) Data indicate that cre-
ative thinking does have good predictive validity. 
Care must be taken, however, because a great deal 
depends on the criterion used when calculating 
predictive validity. It may sound tautological but 
creative thinking tests only have good predictive 
validity when the criterion depends on creativity. 
Creativity tests would not have good predictive 
validity if a measure of general intelligence or 
conventional thinking was used as a criterion. 
When the criterion does depend on creative talent, 
however, predictive validities are good. In fact, 
one longitudinal study demonstrated that certain 
creativity tests (measuring divergent thinking) 
had surprisingly good predictive validities after 
50 years [47]! Divergent thinking tests were 
administered in the 1950s and 1960s and used 
as estimates of creative potential. Criterion 
measures were administered 50 years later. The 
correlation between the predictors and the criteria 
was above 0.30. One study with children also 
used divergent thinking tests as an estimate of 
creative potential and reported predictive 
validities of over 0.50 [13]. 

We have referred to divergent thinking 
(DT) several times in this chapter. That is because 
DT is often used to describe creative thinking. DT 
tests allow objective research because they are 
reliable. Thus, they are often used to estimate 
the potential for creative thinking in the empirical 
research on creativity. In addition to good reli-
ability, they have good theoretical bases [4, 7]. It 
would be good to go into more detail about DT 
here because there are several implications for 
scholarship. 

DT is cognition that moves in different 
directions. It diverges. This is in contrast to con-
vergent thinking, which is the process used when



o

one particular (correct or conventional) idea is 
desired. The thinking converges on that particular 
idea. The individual may need to identify the US 
State that is surrounded by water, the farthest west 
of all other states, and the last to enter the US 
(August 1959). Thinking must converge on 
Hawaii. What if the individual is asked for a list 
of all of the unique features of Hawaii? Or asked 
for modes of transportation that could be used to 
get to Hawaii? These last two questions are open-
ended and allow the individual to generate a large 
number of answers. That is characteristic of diver-
gent thinking. There is openness and the possibil-
ity of finding a large number of ideas. Other DT 
tasks used in the research ask for alternative uses 
to some common object (e.g., a pencil), 
improvements of some product (e.g., a chair), 
instances of some category (e.g., all of the strong 
things you can think of), or solutions to some 
realistic problem (e.g., being out in the rain with-
out an umbrella). 
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DT tests allow ideation. There are quite a few 
studies on how to improve ideation. Indeed, there 
are several meta-analyses of methods to improve 
ideation [48–50]. These suggest that it is usually 
best to work alone, avoid hurrying and time 
limits, and focus on truly divergent (e.g., unusual, 
weird, surprising) ideas, at least at first. Working 
alone may come as a surprise, especially if you 
are familiar with brainstorming. That is essen-
tially group DT, but come to find out, when in 
groups there is a tendency towards production 
loss (fewer ideas are produced) and social loafing 
(individuals put less effort into the task at hand). 
It may be that there is sometimes a benefit t  
working alone and later working with other 
people. 

Just above we suggested looking for weird 
ideas early in the process. This may be justified 
by asking, what is good DT? This may be 
answered by looking at the results of DT. The 
obvious one is just productivity. This is labeled 
ideational fluency. A person who does this well 
will produce a large number of options and 
solutions. Then there is ideational originality. 
This is operationalized in terms of the uniqueness 
or unusualness of the ideas produced. If a person 
produces many ideas but they are all quite 

common and conventional, originality is lacking. 
But if an individual produces ideas that few 
others, or perhaps no one else thinks of, original-
ity is high. This is quite important because most 
scientific definitions of creativity require some 
sort of originality [51]. Looking to weird ideas 
sometimes helps when trying for original ideas. 
The last thing to look for in DT is ideational 
flexibility. This is apparent when the individual 
produces ideas tapping a diverse set of conceptual 
categories. In other words, the person’s ideas are 
notably varied. If a person is asked to name strong 
things and answers Supergirl, Superman, 
Spiderman, Superboy, the Hulk, and so on, there 
is not much variation. Thus, this is indicative of 
low flexibility of thought (a correlate of which is 
rigidity.) But if that person answers Superglue, 
Superboy, gravity, love, hardwood, and faith, 
etc., there is more variation. Each of these ideas 
taps a different conceptual category. Flexibility is 
high, which is a very good thing. Certainly, the 
task just used as an example is quite simple 
(strong things) but there are realistic tasks on 
tests of DT, and more importantly, problems and 
tasks encountered when doing scholarly work are 
often at least partly open-ended and would prob-
ably benefit from thinking divergently. 

The research on DT has been extended by the 
fairly recent research on new computer models of 
creative cognition and the computer scoring of 
ideas. The hand scoring of divergent thinking 
tasks is an arduous process. It was used for 
decades and required the check of inter-rater reli-
ability. The automated computer scoring of DT 
ideas using text-mining methods, such as latent 
semantic analysis (i.e., semantic-based 
algorithms; SBA), has gained traction. Semantic 
analysis involves measuring the semantic dis-
tance of words and phrases based on their latent 
similarity [52, 53]. To assess verbal creativity, 
Acar et al. [54] compared text-mining systems 
(the Open Creativity Scoring freeware platform 
[https://openscoring.du.edu/; [55]], TASA 
[Touchstone Applied Science Association; [56]], 
EN 100k [57], and GLoVe [Global Vectors for 
Word Representation 840B; [58]] to automati-
cally score originality on the activities used in 
the verbal form of the Torrance Test of Creative



Thinking (i.e., Unusual Uses Test [UUT], Just 
Suppose Test[JST]). They found that using text-
mining methods can quite reliably score original-
ity for UUT and JST. The usage of semantic 
distance scoring to quickly and automatically 
score divergent thinking tasks shows promise 
for making scoring divergent thinking tests more 
efficient for educational purposes (e.g., gifted 
identification). Thus, schools could more easily 
identify students with creative potential in verbal 
tasks and align them with advanced programs to 
encourage their creative productivity (and future 
scholarly achievement in their domains of inter-
est). For the present purposes what may be most 
important is that the computer research has 
supported the idea of DT and the conception of 
originality. 
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3.5 Discussion and Implications 
for Scholarship 

This chapter points to creativity as required for 
good scholarship. Critical thinking is also 
discussed, but mostly we cited the creativity 
research. In fact, recall here that one issue in the 
research on creativity, at least early on, concerned 
the distinctiveness from general intelligence. 
General intelligence is an umbrella term that 
includes things like knowledge, logic, convergent 
and critical thinking. Also keep in mind that the 
view presented here is that good scholarship 
requires creative thinking but also things which 
can be separated from creative thinking–includ-
ing critical thinking. 

Some views of scholarship relegate creativity. 
Consider in this regard all of the work on citation 
impact (CI). This research uses algorithms that 
calculate indices of CI. These algorithms do not 
include any measure of creative talent. They are 
based on the degree to which an author or publi-
cation is cited by others. It may be that authors 
and publications which are creative tend to be 
cited by others, but certainly authors and 
publications are often cited for reasons unrelated 
to their creativity [59]. There is also reason to 
suspect that highly creative works will be 

misunderstood, disliked, and unrecognized. 
After all, creative works may not fit with conven-
tional thinking. At the extreme they may suggest 
paradigm shifts [60] and paradigm shifts will 
usually threaten individuals who have a large 
investment in existing paradigms [61]. 

One new method has been developed to quan-
tify scholarly creativity and replace or supplement 
CI. Forthmann and Runco [62] started with the 
idea that impact, like that estimated by CI, is 
distinct from the quality of scholarship (including 
originality and creativity). This distinction had 
been explored earlier [59]. Quoting Forthmann 
and Runco, 

Following extensive evidence from creativity 
research and theoretical deliberations, multiple 
indicators of openness and idea density are 
operationalized for bibliometric research. 
Correlations between impact and the various open-
ness, idea density, and originality indicators were 
negligible in two large bibliometric datasets (crea-
tivity research: N = 1643; bibliometrics dataset: 
N = 2986) [62, p  1]. 

These negligible correlations supported the dis-
criminant validity of the indicators of creativity 
that were operationalized by Forthmann and 
Runco [62]. They were also interested in the 
convergent validity of those same creativity 
indicators. These were significant and in line 
with previous bibliometric research but not large 
in the sense of effect sizes. 

Forthmann and Runco [62] looked deeper with 
an exploratory graph analysis of “the nomological 
net of various operationalizations of openness and 
idea density.” They examined several measures of 
variety because of its relationship to flexibility of 
thought. These included how many different 
journals were cited and how many different 
authors were cited. Disparity measures (also 
operationalized in terms of journals and authors 
cited) “were found to be strongly connected 
nodes in separate clusters. Both idea density 
indicators (based on abstracts or titles of scientific 
work) formed a separate cluster.” 

What is important in this work is that it (a) is 
exploratory, (b) offers tentative confirmation 
of the discriminant validity of the originality of 
published works, (c) offers tentative evidence of



the convergent validity of published works, and 
(d) points to specific things in written works (e.g., 
the variety of journals and authors cited) that 
might be indicative of a scholar’s original think-
ing. This last point might be considered a theme 
of this chapter: originality is vital for creativity, 
and the creativity of scholarship is not guaranteed 
by merely being informed, logical, and conven-
tional (i.e., fitting in with what others are doing). 
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Other concrete suggestions were mentioned 
above, in addition to the scholar’s writing style. 
One suggestion was that scholars take their time 
when working. This will increase the likelihood 
of finding remote associates, which are often 
highly original [63, 64]. Importantly, it is not 
just time on task that is important. In other 
words, although it is good to consciously concen-
trate on a problem, it is also useful to take time 
away from the task. Quite a bit of research 
suggests that the incubation that occurs when 
the individual is not concentrating on a task is 
very useful [see [40] for a review]. Quite a few 
suggestions follow from the model of divergent 
thinking. It is a good idea to have a large number 
of ideas, for example, and to vary one’s 
perspective. 

3.6 Concluding Remarks 

Creative thinking may overlap with some kinds of 
intelligence and critical thinking. It is possible to 
operationalize each so there is minimal overlap, 
but in the natural environment, there is overlap, 
and that overlap is useful. Achievement in the 
natural environment requires both creative and 
critical thinking. It probably also requires motiva-
tion and drive [65] and, in many domains, exper-
tise. The contributions of each of these things 
varies from domain to domain. Although research 
on domain specificity has not examined the dis-
tinctiveness of scholarship, that research 
concludes that creativity differs from domain to 
domain and, interestingly, that some domains 
complement other domains (e.g., mathematics 
and science, music and bodily-kinesthetic 
abilities). This brief overview of the creativity 
research, though focused on three issues 

(discriminant validity, domain specificity, and 
predictive validity), identified quite a few practi-
cal implications for scholars and scholarship. 
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Abstract 

The effects of drugs or chemicals are studied at 
every plausible level of complexity involving 
pure proteins, cells in tissue culture, intact 
isolated tissue, in situ perfused organs, and 
intact animals, including normal, surgically 
modified, and transgenic animals. Each of 
these models has its own protocols, 
methodologies, techniques, and data analyses. 
The research protocol is a roadmap for 

research that graduate students and early-
career researchers can use to build track 
records and expertise in their fields. It is devel-
oped by integrating a multitude of ideas that 
emanate from the identification of a knowl-
edge gap found while conducting a literature 
search. Next, it is processed into selection of a 
research topic of interest, followed by asking 
intriguing research questions, and the develop-
ment of hypotheses and objectives. This chain 
of procedures described in the research proto-
col follows a well-organized plan of study that 
forms the basis of a clinical investigation or 
exploration of cellular mechanisms and molec-
ular targets for potential new chemical entities. 
The protocol also describes the study back-
ground, rationale, and significance; design 
and methods; and data analysis using the 
right kinds of statistical tests, among others, 
within a clinical trial or an experimental study. 
It is designed to provide a satisfactory answer 
to the research question. In effect, the protocol 
is a written reminder of things to do when 
conducting the study. In this chapter, we 
describe a systematic and step-by-step 
approach to planning research protocols, 
including five examples at three levels of com-
plexity in a hierarchical manner from cells to 
intact animals. 
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4.1 Introduction 

Before a researcher begins any kind of pharmaco-
logical experiment or clinical trial of a drug, a 
well-organized plan of the study, or the research 
protocol, is necessary. A protocol is a road map 
for research that evolves from the outline of the 
study plan, and eventually forms the basis of 
competent research and/or a grant proposal. It is 
the structural support for the research in the form 
of a thesis, dissertation, or publication [1]. The 
protocol explains what will be done in the study 
by detailing each component and how it is to be 
carried out [2]. 

The research protocol is procedural and 
contains a set of instructions and procedures, 
(i.e., methodology), to be implemented through-
out the study. It will serve as a reminder of things 
to do [3, 4]. On the other hand, a research pro-
posal is a formal and detailed statement of what 
and why one intends to conduct it. In addition, it 
presents and justifies a plan of action, shows how 
the researcher proposes to pursue the study, and 
sets the scope of the research [5]. The proposal is 
usually larger than a protocol with a budgetary 
component. Grant proposals are submitted to a 
granting agency to request funding for short- or 
long-term research [3] (see Chapters in Part X). A 
thesis (Chap. 48) and project may have several 
study protocols. Thus, both protocol and proposal 
are built on the same platform. Mentorship plays 
an important part in protocol and proposal devel-
opment and in the guidance and support of early 
career researchers [6] (Chap. 55). 

Protocols are fundamentally the researcher’s 
plan for how to conduct a research study—be it 
an experiment or a clinical trial. A clinical trial 
investigator should deliberate on all the problems 
that could arise during the trial (seeChapters in Part 
IV). In both kinds of studies, well-defined research 
questions, hypotheses, objectives, and methods, 
including experimental design (Chap. 28), data 

analysis, statistics (see Chaps. 29 and 30), and 
limitations to the study should cover every possi-
ble setting or problem that might arise [2]. The 
law of biological variation makes the study more 
complicated than it seems on paper; therefore, it is 
essential for the researcher to extensively review 
publications on the selected research topic in 
order to have an in-depth knowledge of research 
methodology, study design, observations, and 
measurements; as well as how the data is col-
lected, analyzed, tabulated, plotted or graphed, 
interpreted, and used in subsequent research (see 
Chaps. 37 and 38). The outcome of such studies, 
if planned and executed well, should define or 
establish the mechanism of action of drugs at 
cellular or molecular levels, or explore the phar-
macology and therapeutic properties or benefits 
of a synthetic or natural compound for additional 
studies. In this chapter, we review the develop-
mental process of planning for a study, illustrated 
with a few examples of how a study protocol is 
structured. This process is initiated immediately 
after the development of a study outline based on 
a review of literature and topic selection (see 
Chaps. 1 and 38 for details). 

4.2 The Basis for Protocol 
Development 

Research projects generally are comprised of four 
components: writing a protocol; performing 
experiments; tabulating, analyzing, graphing the 
data; interpreting (discussion); and writing a the-
sis and/or a manuscript for publication. Protocols 
lack both results and the interpretation of those 
results that lead to answering research questions. 
Thus, the protocol is the first step of scientific 
research planning and an essential planning tool 
for a study (Box 4.1). 

Box 4.1 Important Considerations 
for a Protocol 
It is the critical first step in identifying a 
process that will lead to answering the 
research question.
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Box 4.1 (continued)

It helps the candidate organize their 
research in a logical, focused, and 
efficient way. 

Writing a research protocol takes a great 
deal of time, since it requires thoughtful 
consideration. 

A systematic step-by-step approach is 
essential for planning the details of a study. 

It helps the candidate receive feedback 
from their advisor(s) and senior colleagues. 

It helps to ensure that a researcher’s 
work is on course to be completed on time. 

It is a written reminder of things to do. 
Without a well-designed protocol, there 

can be no research or experiment. 

Early-career researchers who wish to build a 
track record and expertise in their preferred fields 
need the supervision of a mentor in writing a 
protocol, proposal, and thesis. The mentor will 
provide insight, valuable guidance, and step-by-
step instructions in both the anatomy and physi-
ology components of the research. The guidance 
begins with the study outline, preparation of the 

draft, and finalizing the protocol. Writing a 
research protocol takes time, as it requires an 
extensive review of the literature, followed by 
brainstorming sessions and discussion with the 
mentor or advisor, statistician, and colleagues. 
Once the anatomy aspects are successfully 
completed, the physiology of the research begins, 
leading to the successful completion of the study 
and eventual publication of the work (Fig. 4.1). 

Fig. 4.1 Developmental 
process in planning for a 
protocol 

4.2.1 Essentials of a Study Protocol 

After identifying a research problem or topic, a 
strong review of literature will help in generating 
novel ideas. A novel idea will drive the chosen 
field ahead. Stronger ideas tend to have more 
robust starting positions. The idea should lead to 
the enumeration of research questions, followed 
by generation of hypothesis(es) and objectives 
(Box 4.2). These elements of a protocol should 
explain the study by answering the questions: 
why (question and background information), 
how (study design and rationale), who (target 
and study population), what (variables to be 
measured), and so what (significance of results 
and contributions to knowledge) [7]. The chances 
of writing a quality protocol depend on creativity, 
critical thinking, logic, the current state of
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that the project is intended to fill. 
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The literature review, one of the essential parts 
of research, identifies limitations of previous 
studies, unresolved or unanswered questions, 
poor methodology, improper data analysis, and 
weaknesses in understanding the phenomenon or 
theory that the authors could not explain. More 
importantly, it provides background material for 
the study and suggests variables, helps avoid 
duplication, and presents ideas, including knowl-
edge gaps useful in designing the study [4]. These 
aspects should be exploited to establish the origi-
nality of the new research. 

4.2.2 Research Topic 

A clear understanding of the statement of a prob-
lem is the first and foremost step in building the 
protocol [7]. This is an important decision all 
researchers make before venturing into a study, 
as it requires careful thinking and planning. Also, 
a good or novel scientific idea based on a sound 
concept is essential in formulating a research 
topic. Choosing an appropriate research topic is 
a challenging and labor-intensive task and is 
based on reading published studies and several 
proposals, brainstorming with the mentor, and 
attending conferences and scientific meetings. 

Creative thinking in choosing a research topic 
involves moving between divergent (considering 
many possibilities) and convergent (closes on a 
few and most feasible to study) thinking [8]. Crit-
ical thinking is important in selecting the chosen 
idea. Thus, critical thinking is convergent think-
ing, and is part of creative and analytical thinking 
[8]. It is also judgmental, as it incorporates 
reasoning and logical choices before making a 
final decision. A researcher needs to ensure that 
the topic is original to the field, manageable, and 
relevant to future areas of research they may wish 
to pursue. The well-researched topic has great 
potential to generate research questions and 
objectives [9]. Above all, a researcher should 
choose an important subject area that interests 

and inspires them, and for which they feel they 
can develop a “passion” [6]. 

4.2.3 Research Question 

The second step in the anatomy of research is the 
search for a research question. It emerges from 
the title, observations, results, and problems 
observed in previous studies, and from the litera-
ture. Research problem or statement, theory or a 
phenomenon observed, and study designs take 
the form of a series of research questions. This 
step establishes a relationship between two or 
more variables and connects with established the-
ory and research by way of thought-provoking 
questions. The research question sets the frame-
work for additional literature searching and 
guides the research as the implications of the 
findings are compared with and draw attention 
to any limitations. Each section of the research 
must answer the researcher’s chosen questions 
[10]. Furthermore, research questions should be 
precisely defined so that their answers will pro-
vide new knowledge when the study is 
completed [6]. 

4.2.4 Hypothesis 

A question should be rendered or reframed to 
form a hypothesis. It can originate from the 
completed experiment or an experiment in prog-
ress, from published literature, or just the creative 
idea(s). A hypothesis is a specific testable state-
ment of prediction. It is accepted or rejected by 
the study and its results. A formalized hypothesis 
contains at least one dependent, (e.g., measure-
ment of heart rate, blood pressure), and one inde-
pendent, (e.g., high-fat diet, the effect of a drug), 
variable and how these might be related. Studies 
that use statistics to compare groups of data, (e.g., 
vehicle- or placebo-treated groups vs. drug-
treated groups), should have a hypothesis. A 
good hypothesis helps in the selection of an



experimental design and drives the study to 
timely completion. 
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4.2.5 Objectives 

The formulated research question should be 
developed into a hypothesis, followed by 
objectives. Objectives are statements highlighting 
what can be achieved by conducting the research. 
These could consist of a single main objective, or 
several, organized into primary, secondary, and 
exploratory objectives. They should be clear, pre-
cise, concise, and realistic so as to be achieved in 
a given time frame, and are developed logically 
from a description of the research problem based 
on knowledge gaps. The objectives are also 
linked to research questions, hypotheses, and 
study designs. 

Box 

1. 

4.2 Elements of a Research Protocol 

2. 
Research topic 

3. 
Research question 

4. 
Hypothesis 

5. 
Objectives 

6. 
Research design and methods 

7. 
Statistical analyses of data 

8. 
Difficulties and limitations 

9. 
Ethical and safety issues 
Rationale and significance of the pro-
posed research 

4.2.6 Summary 

The success of research largely depends on a 
protocol with clear processes or procedures 
derived from addressing the proposed questions. 
It relates the defined research questions and 
objectives to other relevant literature, and dissects 
the evaluating objectives into a sequence of steps 
that describe a method for investigating each 
objective, leading to a reasonable and convincing 
conclusion. Upon completion of the study, the 
research work should have made a worthwhile 
contribution to the field, proposing, supporting, 
or rejecting a new or improved concept, theory, or 

model. Also, it should contribute new data or 
information to existing knowledge, and offer a 
new or improved solution for analyzing the data, 
new methods of analysis, or new ways of 
interpreting the mechanism of action. Finally, 
the work should be publishable and gather 
citations. 

4.3 Writing Study Protocols: 
Models and Examples 

The expanding number of molecular targets for 
potential drugs has enlarged the arena for a grow-
ing list of pharmacologic studies involving a vari-
ety of techniques. Several kinds of experiments 
with variations within the following three major 
classes of studies are available in the literature. 
We describe in brief study protocols for in vitro, 
ex-vivo, and in vivo studies that are commonly 
used in pharmacology research to assess the 
actions of potential drug candidates. In these 
examples, the background information is 
restricted to a few paragraphs (although more 
could be written) on the class of investigative 
drug and the disease for which it is intended. 

4.3.1 In Vitro Studies 

4.3.1.1 Cell-Based Study 

Topic 
Activity and potency determination of test drug X 
in cell-based relaxin family peptide receptor 
1 cAMP assay. 

Introduction 
Human relaxin (relaxin 2) is a peptide endoge-
nous pregnancy hormone secreted predominantly 
by the corpus luteum. The circulating level of 
relaxin increases during the first trimester of preg-
nancy in humans wherein it inhibits uterine con-
traction and induces growth and softening of the 
cervix. Also, it induces favorable cardiovascular 
changes that support the hemodynamic and meta-
bolic demands of gestation [11]. It promotes 
vasodilation, increases renal blood flow and



glomerular filtration rate, and reduces both sys-
temic vascular resistance and renal resistance 
leading to increased cardiac output and global 
arterial compliance [12]. Several studies have 
suggested relaxin is a potential treatment for 
heart failure as it reverses or attenuates cardiac 
hypertrophy, fibrosis, and inflammation [13, 14]. 
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Many in vitro studies have demonstrated 
in-depth insights into the mechanisms and signal 
transduction pathways associated with relaxin 
and serelaxin (a recombinant form of human 
relaxin-2) cardiovascular and renal actions. 
Relaxin (relaxin2) binds and activates G protein-
coupled relaxin family peptide receptor 
1 (RXFP1) selectively with greater efficacy than 
RXFP2. The major signaling and extensively 
studied signaling mechanism for both RXFP1 
and RXFP2 receptors is the ability of relaxin to 
rapidly increase intracellular levels of cAMP 
through Gαs stimulation of adenylyl cyclase. 
This has been demonstrated in several cell lines 
expressing either human, Cynomolgus monkey, 
rat, or mouse RXFP1 receptors [15]. RXFP1 is 
expressed in both endothelial and smooth muscle 
cells in a wide range of arteries and veins [16, 17], 
and the tubules of the kidney [18]. The binding of 
relaxin activates a variety of downstream signal 
transduction pathways besides adenylyl cyclase 
such as MAP kinases, nitric oxide signaling, and 
tyrosine kinase phosphorylation [19, 20]. 

Test substance X is a small molecule agonist 
for the RXFP1 and is being developed as a poten-
tial therapeutic agent for the treatment of a spe-
cific cardiovascular disease. It is unlikely to exert 
any effect on the other relaxin family peptide 
receptors. 

Research Questions 
Does the test substance X increase the production 
of cAMP by activating RXFP1? Is the test sub-
stance a full agonist and equipotent to relaxin in 
the human recombinant RXFP1 cAMP assay? 
Does the test substance stimulate cAMP produc-
tion in a concentration-dependent manner? What 
is the comparative potency of the test substance 
relative to relaxin in cell lines expressing human, 
Cynomolgus monkey, or rat RXFP1? 

Hypothesis 
cAMP elevation is the major signaling pathway 
for both RXFP1 and RXFP2. Test substance X 
stimulates RXFP1 resulting in cAMP production 
in recombinant Chinese hamster ovary (CHO) 
cells transfected to express the human RXFP1. 
Like human relaxin, the test substance may 
exhibit a similar activity in humans, Cynomolgus, 
and rat RXFP1. 

Objectives 
Test substance X and reference compound relaxin 
are tested head-to-head in cAMP accumulation 
assays in cell lines stably expressing either 
human, Cynomolgus monkey, rat, or mouse 
RXFP1 in ovary cells. The primary objective is 
to assess the species selectivity and potency of 
test substance X relative to relaxin. The second-
ary objective is to assess selectivity within the 
RXFP family, both test substance X and relaxin 
are tested for their ability to modulate cAMP in 
cell lines stably expressing the human RXFP2, 
RXFP3, and RXFP4. Increased production of 
cAMP in CHO cells is used as the pharmacody-
namic endpoint. 

Methods 
Chinese hamster ovary recombinant cells or 
cultured human vascular smooth muscle cells 
expressing either human RXFP1, Cynomolgus 
monkey RXFP1, rat RXFP1, or mouse RXFP1 
receptors are employed. For assay details measur-
ing cAMP production consult the references 
(luciferase reporter assay). Test substance X and 
relaxin are tested in duplicate at 12–14 different 
concentrations. To assess selectivity within the 
RXFP family, both compounds are tested for 
their ability to modulate cAMP in CHO cell 
lines expressing the human RXFP2, RXFP3, 
and RXFP4. 

Data Analysis 
Data from individual concentration-response 
curve replicates are analyzed and best fitted 
using GraphPad Prism software nonlinear regres-
sion sigmoidal dose-response model. Intrinsic 
activity (defined as the ratio of maximum cAMP



production observed for the test substance 
divided by the observed maximum cAMP pro-
duction for the reference ligand relaxin), EC50 
(the concentration at which the response is 
one-half-maximal), relative EC50, and potency 
(defined as the sum of affinity and efficacy rela-
tive to reference ligand derived from EC50 
values) are calculated from the concentration-
response curves. Statistical analyses are 
performed on raw data using a suitable test, with 
statistical significance accepted at p < 0.05 level. 
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Projected Results 
The results of the protocol should be aligned with 
the known apriori findings from previous 
datasets. Similar to relaxin, test article is expected 
to stimulate cAMP production in CHO-human 
RXFP1 cells. The native human relaxin is likely 
a more potent activator of RXFP1 than test sub-
stance. It is likely to activate humans, rats, and 
other species RXFP1 with similar or less but 
comparable potency to relaxin. Furthermore, test 
substance is unlikely to elicit any activity on 
RXFP3 and RXFP4. 

Limitations of the Study 
As noted in the introduction, in addition to 
stimulating cAMP accumulation, relaxin also 
initiates additional intracellular signaling actions 
such as cGMP accumulation and ERK phosphor-
ylation. Test substance G protein coupling prefer-
ence, full agonist activity, the kinetics of binding, 
tachyphylaxis, and saturation in response are not 
part of this study. 

4.3.1.2 Studies in Isolated Tissues 

Topic 
Effect of test drug X on angiotensin II-induced 
contractile response in isolated rabbit thoracic 
aorta. 

Introduction 
Hypertension is a major risk factor for the devel-
opment of cardiovascular, cerebral, and renal vas-
cular abnormalities. High blood pressure is also 
prevalent in patients with diabetes mellitus. Its 
prevalence increases with advancing age. Various 

strategies are employed to achieve the target 
blood pressure. The treatment regimens often 
involve more than one class of drugs acting 
through different mechanisms with unique 
properties that could prove to be superior to con-
ventional therapy. One of the pharmacologic 
approaches targeting both blood pressure control 
and related structural and functional 
improvements of the heart and blood vessels is 
to interrupt the renin-angiotensin-aldosterone 
axis [21]. 

The renin-angiotensin-aldosterone system 
(RAAS) is an important regulatory component 
in the maintenance of cardiovascular homeostasis 
and body fluid composition in normal and hyper-
tensive subjects. Its principal peptide, angiotensin 
II, elicits several important pharmacologic actions 
such as vascular contraction and an increase in 
blood pressure, release of aldosterone from the 
adrenal cortex, enhancement of sympathetic out-
flow, and modulation of central effects such as 
drinking behavior [22]. Molecular biology and 
the development of angiotensin II receptor 
blockers (ARBs) have demonstrated the existence 
of a family of angiotensin II receptor subtypes. Of 
these, AT-1 and AT-2 receptors are the dominant 
receptor subtypes activated by angiotensin II. The 
AT-1 receptor mediates vascular contraction, the 
release of epinephrine in the adrenal medulla, and 
renal sodium reabsorption, which together cause 
blood pressure elevation. Thus, the antagonism of 
angiotensin II at the AT-1 receptor site constitutes 
a class of important antihypertensive agents [23]. 

The discovery of drugs targeting AT-1 
receptors dates to saralasin, a peptidergic angio-
tensin receptor blocker (ARB). It was of limited 
use because of its short duration of action, 
injectable form, and partial agonist activity. The 
breakthrough came with the introduction of 
losartan, the first orally active non-peptide ARB 
in 1995. Soon after there was a flood of this class 
of drugs that subsequently lead to the approval of 
eight nonpeptidic AT-1 selective angiotensin II 
receptor antagonists [24]. 

Current research in a laboratory, for instance, 
has focused on the development of orally active 
nonpeptide angiotensin II receptor antagonists as 
new antihypertensive agents. The investigative



substance is purported to antagonize the action of 
angiotensin II in experimental models. 
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Research Questions 
Does the test substance selectively antagonize the 
contraction induced by angiotensin II in the rabbit 
aorta? Is the inhibition of angiotensin II-induced 
contraction of aortic smooth muscle dose-
dependent? What is the nature of antagonism? Is 
it surmountable competitive antagonist without 
suppressing the maximum contraction? Does the 
test substance induce any agonistic effect in this 
tissue at a maximum concentration? Is the test 
substance more potent than losartan, a 
reference drug? 

Hypotheses 
It is hypothesized that test substance X selectively 
and competitively antagonizes the contraction 
induced by angiotensin II. It does not inhibit the 
contraction induced by other vasoconstrictor 
substances such as potassium chloride, norepi-
nephrine, and serotonin on aortic tissue. It is not 
inferior to the reference drug, losartan. 

Objective 
The primary objective is to evaluate the inhibitory 
effect of test substance X on the contraction 
induced by angiotensin II and other 
vasoconstrictors in isolated rabbit aorta. The sec-
ondary objective is to compare the potency of test 
substance X with losartan. 

Methods 
Thoracic aorta is excised from male New Zealand 
White rabbits (2–2.5 kg) (guinea pig or rat aorta 
can also be used), cut in the size of 3–4 mm, and 
mount in an organ bath containing Krebs physio-
logical solution. The solution is gassed with 95% 
oxygen/5% carbon dioxide and maintained at 37 ° 
C. After an hour of stabilization, angiotensin II, 
and various vasoconstrictor substances (potas-
sium chloride, norepinephrine, and serotonin) 
are applied at a single or cumulative dose and 
after observing a constricting reaction, they are 
relaxed completely by repeatedly washing with 
Krebs solution 3–4 times. A maximum 
constricting reaction is expected by applying 

angiotensin II or various vasoconstrictor 
substances cumulatively. After establishing a 
control response to a vasoconstrictor, tissue is 
treated with test substance or losartan at two or 
three concentration levels for 30 min and then, 
challenged with a vasoconstrictor. The responses 
are recorded on a polygraph. 

Data Analysis and Statistics 
A successful concentration-response curve to an 
agonist reflects the sensitivity of tissue and 
measures its potency at the EC50 level (the con-
centration of a drug that induces a response half-
way between the baseline and maximum). It 
should be noted that the curve is also defined by 
other three parameters, the baseline response, 
the maximum response, and the slope. A shift in 
the concentration-response curve to the right in 
the presence of test substance X or reference 
compound gives the potency of an antagonist. 
The data is analyzed by a statistical tool that fits 
the logEC50 which can be converted to the EC50. 
Results are expressed as group mean ± SD The 
relative potency of test substance X is determined 
based on EC50 derived from the concentration-
response curve or pA2 value. The statistical sig-
nificance of differences between mean data is 
evaluated using suitable statistical tests. The dif-
ference is taken to be significant when P < 0.05. 

Projected Results 
Isolated thoracic aorta has been used to define the 
selectivity and compare the potency of angioten-
sin II receptor antagonists at the AT-1 receptor 
site. The selectivity of ARBs is demonstrated by 
their inability to relax the contractile effects of 
KCl, norepinephrine, and serotonin. Additionally, 
AT-2 receptor antagonists such as PD123177, 
and CGP42112A do not antagonize the contrac-
tile effect of angiotensin II in the aorta. Based on 
the nature of the antagonism on the 
concentration-contractile response curve for 
angiotensin II on this tissue, the antagonists can 
be competitively surmountable (shifting the curve 
to the right with no depression of maximal 
response) or competitively insurmountable 
(concentration-response curve shifts to the right 
with the depression of maximal response as a



result of a slow off-rate from AT-1 receptor bind-
ing sites) [25]. Besides two classes of antago-
nism, a few antagonists demonstrate inverse 
agonism, expressing different degrees of negative 
intrinsic efficacy. This property is studied mostly 
by biochemical and receptor binding assays (for 
details, see [25]. 
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Limitations of the Study 
The selectivity of a test substance for angiotensin 
II receptors can only be evaluated by receptor 
binding techniques using the AT-1 receptor-pre-
dominant bovine adrenal cortical or rat lung 
membrane and AT-2 receptor predominant 
bovine cerebellar membranes. The rate of associ-
ation and dissociation of test drugs from AT-1 
receptor sites can be demonstrated from 
radioligand binding studies [25, 26]. 

4.3.2 Ex Vivo Study 

4.3.2.1 Perfusion Preparation 

Title 
Effect of test substance X on arginine vasopressin 
(AVP)-induced decrease in renal blood flow in 
the isolated perfused kidney preparation. 

Introduction 
In this example, we consider test article X pur-
ported to be a vasopressin V1 receptor antagonist. 
AVP is an endogenous hormone formed in the 
magnocellular neurons of the hypothalamus and 
released from the posterior pituitary in response 
to hypotension, decreased blood volume, 
decreased intravascular volume, and increased 
plasma osmolality [27]. Under normal physiolog-
ical conditions, AVP has a limited role in the 
regulation of blood pressure, and a drop of 
>10% stimulates AVP release [28]. During hypo-
tension and hypovolemia, AVP acts as a potent 
vasoconstrictor with little or no antidiuretic effect 
as its level surges [29]. The biological effects of 
AVP are predominantly mediated by three vaso-
pressin receptors (V1, V2, V3) and at a slightly 
high concentration stimulate oxytocin (OT), and 

purinergic (P2) receptors with different tissue 
specificity and intracellular pathways 
[27, 30]. Pressor V1 (or V1a) receptors are mainly 
expressed on vascular smooth muscle, 
cardiomyocytes, platelets, liver, and CNS but 
are also expressed in high density in the renal 
medullary interstitial cells, vasa recta, extracellu-
lar loop 2, and epithelial cells of the collecting 
duct and specialized renal cells like glomerular 
mesangial cells or cells of the macula densa that 
control the release of renin [27, 31, 32]. The 
vasoconstriction is the result of increased intra-
cellular calcium via the Gq/11-phospholipase 
C-coupled phosphatidyl-inositol-triphosphate 
and calcium signaling pathway [33]. 

The V1 receptors in the renal cortical and 
medullary vasculature facilitate vasoconstriction 
of renal blood vessels affecting overall renal 
blood flow [34]. This activity decreases renal 
medullary blood flow inducing pathological pro-
cesses such as tissue hypoxia [31] contributing to 
chronic kidney disease (CKD) progression. It 
may be noted that CKD is common in people 
with diabetes and high blood pressure 
[35]. These findings suggest that drugs that selec-
tively target the action of vasopressin at the V1 
receptors of renal blood vessels are well suited for 
the treatment of CKD. In this context, test 
article X, presumed to be a vasopressin V1 recep-
tor antagonist, is evaluated by addressing V1 
receptor antagonism in an isolated perfused kid-
ney model. The preparation is stable for a long 
period and has been used for several physiologi-
cal and biochemical studies including drug dispo-
sition studies and effects on renal function given 
that the functional integrity of the entire nephron 
is preserved. Thus, it is used to investigate the 
glomerular filtration rate, the tubular reabsorption 
of water and sodium and their urine excretion, 
some aspects of the secretory function of the 
kidney (e.g., renin secretion), and the renal 
metabolism [36]. 

Research Questions 
Does test article X selectively antagonize 
AVP-induced reduction in renal blood flow and 
venous volume? Does the inhibition of



AVP-induced vasoconstriction within the kidney 
result in dose-dependent increase in blood flow? 
Does test article X induce any agonist effect in 
this tissue at a maximum concentration? 
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Hypotheses 
It is hypothesized that test article X selectively 
antagonizes V1 receptors in the renal vascular bed 
increasing overall renal blood flow and venous 
volume. The high selectivity for the V1 receptor 
is unlikely to inhibit other vasopressin receptor 
subtype (V2) in the renal bed and has low poten-
tial to cause unwanted off-target related side 
effects. 

Objective 
The primary objective is to evaluate the inhibitory 
effect of test article X on vasopressin-induced 
vasoconstriction measured by renal blood flow 
and venous volume. 

Methods 
The isolated perfused rat/mouse kidney is an 
appropriate model for the study of the effects of 
drugs and their modulators on the physiological 
and biochemical aspects of renal function. Here 
we describe the effect of test article X on 
vasopressin-induced decrease in renal blood 
flow and venous volume as a consequence of 
vasoconstriction. 

Male Sprague Dawley/Wistar rats weighing 
about 300 g body weight and aged 12–15 weeks 
are anesthetized. Incisions are made along the 
midline to open the abdominal cavity. A perfu-
sion cannula is inserted into the abdominal aorta 
and is advanced to the origin of the left renal 
artery and fixed in this position. The aorta proxi-
mal to the left renal artery is ligated, and perfusion 
(Krebs-Henseleit buffer) is started in situ. The 
urethra followed by the renal vein is cannulated, 
and the left kidney is excised, placed in a thermo-
static moistening chamber, and perfused (typi-
cally through a peristaltic pump with a pressure 
sensing transducer placed between the pump and 
the tissue) at a constant pressure of 100 mmHg 
[37, 38]. The venous and urethral effluent is 
drained outside the chamber and collected for 

additional studies such as analysis of sodium, 
potassium, glucose, renin secretion/activity, and 
creatinine clearance [38]. After the stabilization 
of the system, AVP, and test drug dissolved in 
perfusate is infused into the arterial limb of the 
perfusion cycle. After continuous infusion of 
AVP establishes a reduction of the rate flow and 
venous volume, a single or cumulative concentra-
tion of test article (in the presence of a vasocon-
strictor) is added to the dialysate every 4–5 min 
and the response is continuously recorded. 

Data Analysis and Statistics 
Data is expressed as group mean ± SD. At least 
two parameters are calculated, decrease/reduction 
in flow rate and reduction of venous volume by 
AVP. Dose-dependent inhibition of vasoconstric-
tor response on these two parameters by test arti-
cle is analyzed. A minimal effective 
concentration (that is statistically significantly 
different from the control) and concentration-
dependent inhibition of agonist-induced reduc-
tion in responses are calculated. The statistical 
significance of differences between mean data is 
analyzed by a suitable statistical tool. The differ-
ence is taken to be significant when P < 0.05. 

Projected Results 
Vasoconstrictors such as vasopressin, angiotensin 
II, and adenosine (A1 receptor activa-
tion) decrease renal venous volume and renal 
blood flow. A minimal effective concentration 
and dose-dependent inhibition of agonist-induced 
reduction in responses are calculated for the test 
substance. 

Limitations to the Study 
The perfusion circuit should be air and bubble-
free anywhere in the system. Constant perfusion 
pressure should be established before perfusing 
with drugs and the drug concentration should be 
held constant wherever possible. The preparation 
is likely to develop edema in the animals at some 
time in the study. It is not a reliable preparation 
for studying the nature of the antagonism of test 
substance to vasopressin.
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4.3.3 In Vivo Studies 

4.3.3.1 Example 1: Evaluating 
the Antihypertrophic 
Cardiomyopathic Effect of Test 
Substance X 

Topic 
Acute and chronic effect of an orally active test 
article for anti-hypertrophic cardiomyopathic 
effect on systemic and left-ventricular hemody-
namics, and cardiac performance in conscious 
chronically instrumented dogs. [It can also be 
studied in rats or mice.] 

Introduction 
Hypertrophic cardiomyopathy (HCM) is an 
obstructive disease with mechanical obstruction 
to the left ventricular outflow tract characterized 
by left ventricular hypertrophy, 
hypercontractility, reduced ventricular chamber 
size, and diastolic dysfunction or impaired dia-
stolic relaxation [39, 40]. Histopathologically, it 
includes myocyte hypertrophy and disarray, 
microvascular remodeling, and fibrosis [39]. The 
clinical onset of the disease is the result of hyper-
activity of the sarcomere, the functional unit of 
myocytes, which underlies systolic and diastolic 
dysfunction [41]. 

Given that HCM is a disease of the sarcomere, 
approximately 40% of the affected individuals 
have mutations in one or more genes encoding 
sarcomeric proteins [42]. Mutations increase 
myosin heads [43] and that is the basis of 
hypercontractility [44]. In vitro biochemical 
analyses suggest that disease-causing mutations 
in cardiac myosin increase force production rela-
tive to wild type by about 50% [45]. 

One of the targeted pharmacologic approaches 
to relieve hypercontraction and left ventricular 
outflow tract obstruction that could improve func-
tional capacity and symptoms is by direct inhibi-
tion of cardiac myosin motors during the 
sarcomere contraction cycle. This is accom-
plished by inhibiting the transition of myosin 
from the off-actin state to the on-actin state and 
thereby promoting diastolic relaxation 

[42]. Mechanistically, the target drug should 
decrease the ability of ‘myosin’ to bind to 
‘actin’ in the strongly bound state (i.e., stabilize 
the ‘weakly-bound’ or off-actin state of myosin), 
which translates to decreased contractile force of 
the myocardium. The reduction in cardiac con-
tractile force is expected to alleviate LVOT 
obstruction in HCM patients by counteracting 
the excessive thickening of the left ventricular 
wall of the outflow tract since LVOT obstruction 
is a primary cause of morbidity in the majority of 
symptomatic HCM patients [46]. A reduction in 
sarcomere contraction producing a 10–20% 
reduction in left ventricular ejection fraction 
(reduction in fractional shortening of cardiac 
muscle) relative to baseline (control) might be 
beneficial to HCM patients. 

Drugs that selectively target cardiac myosin 
and reversibly inhibit its binding to actin reduce 
the aggregate force (and thus power output) of 
systolic contraction and are predicted to facilitate 
diastolic relaxation (lusitropy or distensibility) 
and are predicted to improve dynamic LVOT 
obstruction in patients with HCM. The recently 
approved drug mavacamten, the first in the class, 
has been demonstrated to improve heart function 
by selectively inhibiting the enzymatic activity of 
cardiac myosin [47, 48]. 

The test article is a small molecule allosteric 
inhibitor of the cardiac sarcomere to oppose the 
increase in cardiac contractility. 

Research Questions 
Does decreased contractile force of the myocar-
dium measured as a reduction in ventricular ejec-
tion fraction or reduction in fractional shortening 
of cardiac muscle promote diastolic relaxation? Is 
a decrease in cardiac contractility exposure 
dependent? Is there a correlation or dose-response 
relationship between increased inhibition of frac-
tional shortening and increased relaxation of car-
diac muscle leading to heart failure? What is the 
dose titration to exposure level (Cmax)? 

Hypothesis 
The primary hypothesis of the study is that car-
diac myosin inhibition by investigative



compound reduces cardiac hypercontractility, 
improves left ventricular diastolic filling, and in 
turn increases stroke volume. Test substance 
decreases cardiac function, which in turn would 
decrease cardiac output and arterial blood pres-
sure. This would reduce cardiac contractility 
(reduction in fractional shortening or ejection 
fraction) an essential feature for combating 
hypercontractility prevailing in HCM. The arte-
rial baroreflex is expected to stabilize arterial 
blood pressure with minimal changes in heart 
rate. The secondary hypothesis of the study is 
the functional inhibition (decrease in contractil-
ity) of test substance X is exposure (Cmax, AUC) 
dependent. 
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Objectives 
The primary objective of the study is to evaluate 
the effect of oral doses (single or repeat doses) of 
test article X on systemic and left ventricular 
function correlating to a decrease in cardiac con-
tractility measured as a decrease in ventricular 
ejection fraction, fractional shortening, and 
dP/dtmax (LV+dP/dt). The secondary objective 
is to correlate the blood levels of the drug with 
hemodynamic responses. The exploratory objec-
tive is to learn safety measures as these kinds of 
drugs are purported to have a narrow therapeutic 
index. In such a case, the test drug might cause 
heart failure as a result of excessive diastolic 
relaxation. What is the hard stop of test drug at 
LVEF <50? The additional exploratory objective 
is to find if the administered dose causes any 
adverse, unexpected effects. 

Methods 
The studies are performed on male Beagle dogs 
(approximate age 18–22 months weighing 
22–30 kg) placed in individual cages and receiv-
ing a measured amount of food at a fixed interval 
(s) and water ad libitum. The animals are chroni-
cally instrumented (telemetered) under anesthesia 
for providing a single lead ECG and systemic 
(arterial) and left ventricular pressures, coronary 
blood flow, and LV diameter. Also, catheters are 
placed in the descending thoracic aorta for arterial 
blood sampling and blood pressure measurements 
and in the coronary sinus for myocardial venous 

blood sampling. Echocardiography is performed 
for EF and fractional shortening measurements 
(refer to published papers for methodology 
details, for example, [49]). Following surgery, 
all animals are allowed to recover for at least 
14 days. 

Study Design 
Male dogs (n = 5 animals/dose level/treatment) 
are randomly assigned to receive a vehicle (con-
trol group), a single dose of test article, or a single 
dose of the reference drug. Both drugs are 
administered in a gelatin capsule or, are dissolved 
in a 0.9% saline vehicle or suspended in a suitable 
vehicle and administered orally by gavage for 
n number of days. For a single dose study, a 
crossover design (see Chap. 28) is recommended 
provided the terminal half-life of the drug is hours 
and not days. 

Based on the results of in vitro studies and 
having known or established the selectivity and 
potency of test substance for the target site (inhi-
bition of the enzymatic activity of myosin), it is 
advisable to begin the study with single ascending 
oral doses. The doses may be spaced on an arith-
metic or linear scale (e.g., 1, 2, 3, 4, 5,. . .  mg/kg) 
or a narrow increase between doses) rather than 
on a logarithmic scale (e.g., 1, 3, 10, 30,. . .mg/kg) 
given that a small reduction (10–20%) in contrac-
tility/ejection fraction is sufficient to achieve the 
target effect. A substantial reduction (>20%) 
would result in excessive relaxation of the cardiac 
muscle resulting in diastolic failure and animals 
might die from heart failure suggesting a narrow 
therapeutic index. The chronic oral doses (one or 
more dose levels on a narrow scale administered 
daily for n number of days) are selected based on 
the results of a single dose range-finding study. 
For systemic exposure, blood samples are col-
lected via either the jugular or peripheral vein 
before dosing and at frequent intervals starting 
from 30 min to 24 h post-dose. 

The following parameters are measured before 
dosing (at baseline) and at various intervals (e.g., 
1, 3, 5, 8, and 24 h following the onset of treat-
ment) and those should be described with the 
obtained data in the results section. For reference, 
time-matched cardiovascular data is collected in a
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Measurements

Treatment

Hemodynamic Cardiac performance Electrocardiographic

LVESP, dP/dtmax, dP/dtmin CO, LVd, Vmax QTcF

subset of untreated animals serving as control. 
Both peak and dose responses are evaluated at a 
steady state (Table 4.1). 
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Table 4.1 Acute and chronic hemodynamic, cardiac and electrocardiographic effects of test article and reference drug in 
conscious healthy dogs at different intervals post-dose 

Single or multiple oral 
dose study 

Plasma 
conc, ng/ml 

MBP, PP, LVEDP, EF/FS, SV, EDV, ESV, HR, PR, QRS, QT, 
At 
specified 
intervals 

Baseline (pretreatment) 
Day 1 (single dose), 
change in % 
Subsequent days 
(chronic), change in % 

Typical parameter measured pretreatment (baseline) followed by the duration of dosing 
CO cardiac output (calculated), L/min), dP/dtmax and dP/dtmin peak rates of left ventricular pressure increase/decrease 
during systole and diastole (respectively) mmHg/s, EDP and ESP left ventricular end-diastolic and end-systolic pressures 
(respectively), mmHg, EF left ventricular ejection fraction, %, FS fractional shortening, %, LVEDV and LVESV left 
ventricular end-diastolic and end-systolic volumes (respectively), ml, LVd LV diameter, mm, SV left ventricular stroke-
volume (calculated) ml, MBP mean arterial blood pressure mmHg, PP pulse pressure mmHg, Vmax estimated maximal 
velocity of contractile element shortening. ECG: HR heart rate, bpm, PR, QRS, and QT duration of the electrocar-
diographic intervals reflecting atrioventricular (PR) and ventricular conduction (QRS), as well as repolarization (QT), ms, 
QTcF rate-corrected (Fridericia) QT interval, ms 

Hemodynamic measurements: mean blood 
pressure, systolic blood pressure, diastolic 
blood pressure, left ventricular end-diastolic and 
end-systolic volumes, dP/dtmax and dP/dtmin 

(peak rates of left ventricular pressure increase / 
decrease during systole and diastole, respec-
tively), aortic pressure, left ventricular diameter. 

Electrocardiographic Measurements 
Cardiac performance: Ejection fraction, fractional 
shortening, estimated maximal velocity of con-
tractile element shortening (Vmax), cardiac out-
put (calculated), stroke volume, LV volume, LV 
diameter. 

Fractional shortening is calculated by this 
equation: 

FS= 100× LVEDD-LVESDð =LVEDD½  
Left ventricular end-diastolic dimension 
(LVEDD), end-systolic dimension (LVESD) 
and heart rate are measured by transthoracic 
echocardiography. 

At the end of the chronic study, the heart is 
removed and analyzed histologically for myocyte 
hypertrophy. 

Statistical Analysis 
Descriptive statistics (mean and standard devia-
tion) are used to summarize the measurement 
results (both absolute values and changes from 
baseline/pre-dosing values (as % change)). 
Measured values are expressed as percent change 
relative to baseline (set as 100%) or relative to 
reference drug if it is part of the study. For spe-
cific cardiac functional parameters, blood pres-
sure, and SVR, comparative statistics are used. 
Data recorded before and after the administration 
of test article are compared using a suitable 
statistical tool. The responses are compared at 
time points using paired Student’s t-test (see 
Chaps. 29 and 30). 

Projected Results 
Test article and reference drug are expected to 
decrease LV function characterized by decreased 
ejection fraction, fractional shortening, and 
dP/dtmax (LV+dP/dt) to varying extents. There



could be a modest increase in heart rate with or 
without QT interval change. These effects might 
vary qualitatively and quantitatively with acute 
and chronic dosing. In addition to LV systolic 
function measurement, there could be an effect 
on arterial blood pressure- systolic, diastolic, and 
MAP. With the oral administration of drugs, the 
effect on the parameters will be evident after 
n number of days of treatment, peak, and 
stabilized after n number of days. The effect will 
be more gradual in onset. 
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Study Limitations 
The question remains as to what extent the data 
are directly related to the target site action (e.g., 
myosin inhibition), off-target effects, and to what 
extent are to reflex effects. These questions can be 
addressed by repeating experiments in the pres-
ence of independent variables such as autonomic 
nervous system blockers and reversing the effect 
(reduction in contractility) by dobutamine. This 
helps in defining or narrowing down the mecha-
nism of action of an investigative test article. This 
can be monitored by the plasma concentration of 
drugs. 

4.3.3.2 Example 2: Evaluating 
the Antihypertensive Effect of a 
Test Article 

There are several rodent and non-rodent models 
to study the antihypertensive effect of test 
drugs with a diverse range of mechanisms of 
action such as targeting the various stages in the 
renin-angiotensin-aldosterone axis, SNS, CNS, 
vasculature, oxidative redox signaling, kidneys, 
and calcium channels. Recently Jama et al. [50] 
have described several animal models to study 
hypertension, including genetic, diet, pharmaco-
logic, and surgical models of hypertension. Here 
we describe the commonly used spontaneously 
hypertensive rat (SHR), a genetic model of hyper-
tension that mostly responds to renin inhibitors, 
ACE inhibitors, and AT-1 receptor antagonists 
(see [24] for a review on this topic). 

Title 
Evaluation of the antihypertensive effect of test 
drug X in the SHR. 

Introduction 
The text should focus on the development of a 
new drug and its primary pharmacologic action 
based on previously conducted in vitro and 
ex vivo studies. The following protocol is devel-
oped on the assumption that a laboratory focuses 
on developing drugs that reduce the production of 
angiotensin II or prevent its binding to the target 
receptor, AT-1 (for details, see references 
[24, 51]). It is the assumption that test drug X is 
a putative AT-1 receptor antagonist. A short 
introduction to ARBs should precede outlining 
the objectives and hypothesis of the study. Also, 
if the investigator wishes to learn the potency and 
duration of action of test substance X in compari-
son to established or prototype drugs such as 
losartan, then comparative parameters should be 
included in the study design. 

Research Questions 
Does test article X statistically significantly lower 
blood pressure relative to baseline or vehicle con-
trol in SHR? Is reduction in blood pressure dose-
dependent, and is the reduction sustained for 
n hours at ≥ED50? How does the magnitude 
and duration of the hypotensive effect of test 
drug X compare with the reference drug? Is 
there tolerance to blood pressure reduction 
over time? Is there a good fit between test 
substance’s increased plasma concentration and 
blood pressure reduction (% change relative to 
baseline) to dose and time after administration 
of test article X? 

Hypothesis 
Test substance lowers blood pressure in SHR. 
If a comparator or reference drug is used in the 
study, then the blood pressure-lowering effect 
of test substance is as effective as equal doses 
of the reference drug (non-inferiority). For a 
multiple-dose study, plasma concentrations of



test substance increase dose-dependently with a 
proportionate decrease in blood pressure. For a 
chronic study, the drug does not accumulate over 
time and there is no tolerance. 
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Objectives 
The primary objective of the study is to evaluate 
the potency and duration of action of test sub-
stance X. In this study, measuring blood pressure 
and heart rate are two dependent variables. 
Additional objectives are specified based on the 
independent variables chosen. Pharmacologic 
intervention such as combination with other 
drugs is considered an independent variable with 
levels. Consequently, the study design is different 
from the variables chosen. 

(a) To evaluate the relative potency (efficacy 
may not be the correct choice of word here 
since it is mainly used with agonists rather 
than with antagonists) of test substance X 
and losartan (reference drug), both in single 
and repeat dose studies. 

(b) In a chronic study, the objective of the study 
is to evaluate the effectiveness and stable 
maintenance of blood pressure (degree and 
duration of decrease in blood pressure). 

(c) To evaluate the additive effect of the combi-
nation of test substance X with diuretic 
hydrochlorothiazide, or a calcium channel 
blocker amlodipine. 

The secondary objective is to study the peak 
hypotensive effect and duration of hypotension 
as a function of the plasma concentration of test 
article X. 

The exploratory objective constitutes studying 
the adverse effects of test drug X on chronic 
administration (e.g., 3 weeks or more) on 
elevations in both plasma creatinine, urea, and 
potassium. It may be noted that hyperkalemia is 
one of the listed adverse effects of AT-1 receptor 
antagonists. It is usually offset when given in 
combination with a diuretic [24]. 

Methods 
Both acute (single escalating dose of 1, 3, or 
10 mg/kg) and chronic (1 or more mg/kg/day a 
week or more) effects of test drug are studied in 

conscious male SHR (21–25 weeks of age and 
300–470 g body weight). Rats are housed in 
individual cages and receive food and water ad 
libitum. Rats are chronically instrumented to 
record blood pressure and heart rate at least a 
week before the start of the experiment. Animals 
are randomly assigned to receive the vehicle, test 
substance, reference drug, or combination 
(n = 6–7 animals/dose/treatment). Test substance 
and reference drug are dissolved or suspended in 
a suitable vehicle and administered orally by 
gavage. A control group is treated with the vehi-
cle. Blood pressure and heart rate are recorded 
continuously or during and after cessation of drug 
treatment in conscious, freely moving rats. For 
determination of plasma concentration of test sub-
stance and reference drug, blood samples are 
collected either from the same group or from a 
satellite group at varying time intervals starting 
from 15/30 min to 24 h post-dose. 

Study Design 
It can be single escalating doses (e.g., 1, 3, or 
10 mg/kg) or chronic/repeat dose study. For the 
latter study, animals will receive the vehicle, test 
substance, or reference drug, once daily, by oral 
gavage at least for 10 days. The additive effects of 
the drug can be studied by administering it with or 
without hydrochlorothiazide, or amlodipine 
(Table 4.2). 

Observation and Measurements 
For a single dose study, blood pressure and heart 
rate are continuously monitored for 24 h after 
administration. For repeat dose study, both 
parameters are monitored continuously for the 
first 24 h and at several time intervals daily and 
after cessation of drug treatment. Such recording 
is essential to locate the maximal response at X 
dose at Y h after administration and for 
ascertaining the duration of blood pressure 
reduction. 

Data Analysis and Statistics 
Treatment-induced effects on blood pressure 
(mmHg) and heart rate (beats per minute, bpm) 
are expressed as change from baseline 
(pretreatment) and relative to control at half-



Dose (mg/kg)

Δ bpm

24-h

– –

hourly or hourly intervals. Data from each animal 
are expressed as the group mean ± SD 
(Table 4.2). Statistical analysis is performed on 
raw data determining ‘minimum detectable differ-
ence’ (MDD), a statistical indicator of the 
smallest effect size that can determine in an 
experiment. Also, the data should determine the 
dose-dependent effect, time to reach peak 
response, or maximum change in MAP 
(if delayed substantially relative to reference 
drug might indicate the test article is a pro com-
pound and time is needed for the formation of the 
active metabolite(s)) and the duration of response 
(varies with the dose that may or may not increase 
the hypotensive response but prolongs the antihy-
pertensive effect that could last beyond 24 h after 
dosing which could be reflected in plasma 
concentrations of test drug). Also, the ‘duration’ 
(sustainability of hypotension) and the ‘magni-
tude’ of the effect are calculated at each dose for 
each treatment. The raw data is transformed into 
% change relative to its baseline and control at 
each dose for each treatment. 
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Table 4.2 Study design for a single dose studya 

Mean arterial blood pressure Heart rate 

Δ mmHg rel 
to baselineb 

% Change rel 
to controlb 

Hypotensive 
area, %.hc 

% Change rel 
to control 

0–24 h at 
30 min 
interval 

0–24 h at 
30 min 
interval 

0–24 h at 
30 min 
interval 

0–24 h at 
30 min 
interval 

0 vehicle x ± SD x ± SD – 

Test article 
1 
3 
10 
30 
Reference drug 
Combination: Test article and 
HCTZ or amlodipine 

HCTZ hydrochlorothiazide, rel relative 
a A similar design is drawn for a repeat dose study of duration of a few days to a few weeks 
b Change in MAP relative to its baseline is transformed from mmHg at half-hourly intervals into % change 
c For an explanation, see under data analysis and statistics 

The 24-h hypotensive area (% change of mean 
blood pressure from pre-dose versus time after 
administration at hourly intervals, expressed as 
%.h) is analyzed with the AUC by the trapezoidal 
rule at each dose group for each treatment. The 

hypotensive outcome is evaluated by applying 
an analysis of covariance for change from base-
line for 24-h mean blood pressure. Any signifi-
cant difference between vehicle and treatments 
(treatment combination or reference drug) is sta-
tistically analyzed by ANOVA, followed by 
Tukey’s multiple comparison test. A P value of 
less than 0.05 is considered statistically signifi-
cant. This measure determines the relative 
potency of treatment. If the plasma concentration 
of test substance X is one of the parameters of 
the investigation, then the magnitude of blood 
pressure reduction to plasma concentration 
and time after dosing is calculated and plotted. 
Furthermore, a PK/PD relationship is explored. 
The long PK half-life translates into a prolonged 
duration of the antihypertensive effect of test 
article which also can be known from radioligand 
binding kinetic studies [26]. 

4.4 Concluding Remarks 

The planning of a study must be done step-by-
step and in a systematic way. Identifying a 
research problem, selecting a topic, and writing 
a protocol are prerequisites in the scientific enter-
prise and are essential to the success of a study.



should not be construed to represent US FDA’s views or
policies.

The research question and the study design are the 
two most important components of a study proto-
col that enables the study to begin. Formulated 
research questions should be developed into a 
hypothesis, followed by objectives. A clearly 
written purpose statement for the study should 
be included with the protocol. In this chapter, 
protocols were described at three levels of com-
plexity, with five examples in a tiered manner 
from cells to intact animals, demonstrating that 
without a well-designed plan, no research project 
or experiment can proceed. 
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Studies 5 
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Abstract 

Drug development is a complex process and is 
tailored specifically to a given therapeutic indi-
cation, the target patient population, the thera-
peutic platform/s of choice (small molecules/ 
biotherapeutics/gene therapy) and the route of 
administration. Non-clinical toxicology stud-
ies are critical to establishing the safety of new 
pharmaceutical candidates to enable first in 
human (FIH) clinical studies, to support the 
continued progression through phases of clini-
cal development and finally for the registration 
with regulatory authorities to support a mar-
keting application. Well designed and 
executed toxicology studies thus enable a 
smooth transition of new molecular entities 
through milestones of clinical development. 
This chapter aims to explain the general scien-
tific principles and key considerations in the 
basic design of repeat-dose toxicology studies 
with a focus on small molecules and the 
exceptions applicable to study designs for 
biotherapeutics and gene therapies. 
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5.1 Introduction 

Drug discovery in the pharmaceutical industry is 
a rigorous, rational iterative process with 
integrated participation from various scientific 
disciplines. Safety assessment is an essential 
component of the marketing application of a 
new drug and requires the sponsors to conduct a 
comprehensive spectrum of non-clinical studies 
to assess the pharmacology, pharmacokinetic and 
toxicokinetic properties and toxicological effects, 
in relation to its exposure in humans in clinical 
use for the proposed therapeutic indications. 
Non-clinical toxicology assessments to establish 
human safety are thus an integral part of the 
regulatory requirements for the conduct of 
human clinical trials with new molecular entities 
[1, 2] as well as for the subsequent registrations 
after the completion of clinical trials. These 
include a combination of in-vitro and in-vivo 
assessments to demonstrate the efficacy of the 
intended therapy, elicit potential toxicities as 
well as demonstrate human safety. In-vivo studies 
in pertinent animal models (see Chap. 15) 
conducted in a controlled setting are critical for 
the assessment of toxicological effects of a drug.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_5&domain=pdf
mailto:Ravi.peri@alexion.com
https://doi.org/10.1007/978-981-99-1284-1_5#DOI


These include single- and repeat-dose toxicity 
studies, reproduction and development studies 
(see Chap. 6), genotoxicity (mutagenicity) studies 
(see Chap. 7), and carcinogenicity studies (see 
Chap. 8) and are designed to elicit toxicological 
endpoints and guide human safety in clinical 
trials (see chapters in Part IV) [3–5]. They typi-
cally include endpoints such as histopathological 
assessments, carcinogenicity assessments, 
embryofetal malformations and developmental 
milestones that cannot readily be assessed in 
humans. These studies are conducted in healthy 
laboratory animals, with rats and mice being the 
predominant rodent species, and dogs, nonhuman 
primates, rabbits, and minipigs/pigs as the second 
large animal species. Dose-response relationships 
across a wide range of doses and exposures are 
established in these studies and are necessary to 
assess toxicokinetics, monitor adverse events/ 
findings, potential translation to humans, and 
reversibility of those findings during a post-dose 
recovery period. When target organs of toxicity 
are identified in repeat-dose studies of up to 
1 month duration, it is imperative to investigate 
if the severity of the finding exacerbates in 
sub-chronic and chronic toxicity studies of longer 
duration, and if the findings are recapitulated at 
lower doses [6]. 
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Several considerations go into the design of 
various toxicology studies, but in general are 
governed by the modality/platform of the 
intended therapy (small molecules/biologics/ 
gene therapies, etc.), the target chemical/product 
class, the stage of clinical development to be 
supported by the therapy, the pertinent regulatory 
guidelines, good laboratory practices, and institu-
tional animal care and use committee (ACUC) 
guidelines. 

A comprehensive description of the 
considerations that go into the design of all toxi-
cology studies is beyond the scope of a single 
chapter, hence this article aims at describing the 
general scientific principles applicable to all stud-
ies. Applicable exceptions to study design with 

biotechnology derived products and gene therapy 
studies are highlighted in subsequent sections. 

5.2 General Scientific Principles 

Toxicological assessment starts very early in the 
discovery process. Initial assessments for new 
drug targets include the identification of pharma-
cological receptor engagement and potential 
consequences of agonism or antagonism utilizing 
a transgenic rodent model with either target 
overexpression or knock-out. For drug targets 
with established or approved therapeutics, poten-
tial toxicological liabilities can be obtained from 
published literature, and or documents submitted 
to regulatory agencies such as Summary Basis for 
Approval (SBA) submitted to US FDA or Human 
medicine European Public Assessment Report 
(EPAR) submitted to European Medicinal 
Agency (EMA). 

For the results and toxicology study data to be 
accepted by regulatory authorities over the world, 
it is imperative that the test facility be accredited 
by American Association for Accreditation of 
Laboratory Animal Care (AAALAC) or Interna-
tional Laboratory Accreditation Cooperation 
(ILAC), and all pivotal toxicity studies are 
conducted under good laboratory practices 
(GLP) as specified in the Code of Federal 
Regulations Title 21, Part 58 (CFR Title 21 Part 
58) [7] or in the Organization for Economic 
Co-operation and Development (OECD) [8], to 
ensure the quality and integrity of test data. These 
studies can be conducted either at appropriately 
qualified sponsor laboratories in-house or at well-
established contract research organizations 
(CROs). 

For small molecules, an assessment of 
genotoxic potential is conducted in accordance 
with guidelines specified in ICH S2 (R1). Muta-
genicity assessments are conducted in-vitro in an 
AMES study in bacterial reverse mutation assays 
in the presence and absence of metabolic activa-
tion. Clastogenicity assessments investigate chro-



mosomal damage and are conducted in-vitro in 
mammalian cells or mouse lymphoma 
thymidylate kinase assays, in the presence and 
absence of metabolic activation. In-vitro assays 
are usually followed up with in-vivo micronuclei 
assessments in rodent bioassays where chromo-
somal damage/aberration is evaluated in 
hematopoietic cells (see Chap. 7). Safety pharma-
cology assessments are conducted in compliance 
with guidelines specified in ICH S7A and ICH 
S7B and are described later in this chapter. The 
core battery of studies includes the assessment of 
effects on cardiovascular, central nervous, and 
respiratory systems, and should generally be 
conducted before human exposure. In accordance 
with guidelines specified in ICH S3A, in-vitro 
metabolic and plasma protein binding data for 
animals and humans and toxicokinetic 
assessments (e.g., absorption, distribution, metab-
olism and excretion) in the species selected for 
repeated-dose toxicity studies are evaluated prior 
to the conduct of repeat-dose toxicological stud-
ies. If exposures to metabolites in humans are 
expected to be greater than 10% of the parent 
drug-related exposure, or at significantly higher 
levels than the exposures observed in toxicity 
studies, additional toxicological assessments of 
metabolites may also be warranted (see 
Chap. 13). 
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Pivotal toxicology studies in support of an 
Investigational New Drug (IND), New Drug 
Application (NDA) or Biological Licensing 
Application (BLA) are typically conducted in 
two mammalian species [3], a rodent (e.g., 
Sprague Dawley or Han Wistar rats, CD-1 mice) 
and a non-rodent (Cynomolgus monkeys, Beagle 
dogs, New Zealand white rabbits, Yorkshire pigs, 
Yucatan or Gottingen minipigs). The choice of 
appropriate species is an important consideration 
in toxicology studies. Interspecies variability in 
the homology of the receptor target or expression 
patterns of the receptor target may attribute to 
differences in binding affinities of drugs, the cou-
pled second messenger signal transduction 
pathways engaged and may contribute to 
differences in pharmacology as well as the 
exaggerated pharmacology and toxicology 

associated with the manipulation of the target. 
The differences in tissue distribution of the 
druggable target in humans and preclinical spe-
cies may also result in differences in target organ 
toxicities. Hence, the selection of appropriate ani-
mal species for the conduct of toxicological stud-
ies is extremely important. 

Acute toxicity assessments in two species at 
appropriate high doses either by the intended 
route of clinical administration or by parenteral 
administration are warranted to define the upper 
bounds of limits of toxicity to establish a maxi-
mum tolerated dose (MTD) and to establish 
potential inter-species and intra-species 
variabilities. However, one needs to be cognizant 
of the limitations posed by the high doses, the 
potential non-linearity of findings to lower doses 
and exposures, and distortion of physiological 
and pathological mechanisms as well as drug 
disposition at high doses due to saturation of the 
ADME processes. The acute toxicity studies may 
be followed up with appropriate exploratory 
dose-range finding toxicity studies designed to 
illustrate toxicity at the high dose and to establish 
clear No Observed Effect Levels (NOEL) or No 
Observed Adverse Effect Levels (NOAEL) to 
drive exposure multiples for human safety at 
projected efficacious exposures. These explor-
atory non-GLP toxicity studies with appropriate 
toxicokinetic endpoints help delineate the doses 
selected for pivotal repeat-dose GLP toxicology 
studies. 

The requirements of repeat-dose toxicological 
studies are dictated by the therapeutic indication, 
the scope of clinical trial being supported, and the 
stage of clinical development. The general 
guidelines for the design of such studies are 
described by the regulatory authorities https:// 
www.fda.gov/drugs/guidance-compliance-regu 
latory-information/guidances-drugs, https://  
www.ema.europa.eu/en/human-regulatory/  
research-development/scientific-guidelines/non-
clinical/non-clinical-toxicology, and are in con-
formance with the guidance set forth by the inter-
national conference on harmonization https:// 
www.ich.org/page/ich-guidelines. Though the 
specific elements that go into the design of

https://www.fda.gov/drugs/guidance-compliance-regulatory-information/guidances-drugs
https://www.fda.gov/drugs/guidance-compliance-regulatory-information/guidances-drugs
https://www.fda.gov/drugs/guidance-compliance-regulatory-information/guidances-drugs
https://www.ema.europa.eu/en/human-regulatory/research-development/scientific-guidelines/non-clinical/non-clinical-toxicology
https://www.ema.europa.eu/en/human-regulatory/research-development/scientific-guidelines/non-clinical/non-clinical-toxicology
https://www.ema.europa.eu/en/human-regulatory/research-development/scientific-guidelines/non-clinical/non-clinical-toxicology
https://www.ema.europa.eu/en/human-regulatory/research-development/scientific-guidelines/non-clinical/non-clinical-toxicology
https://www.ich.org/page/ich-guidelines
https://www.ich.org/page/ich-guidelines
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individual studies are governed by specific guid-
ance documents [9] listed in Table 5.1 below, the 
general guidelines and principles are described by 
ICH M3 (R2). 
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Table 5.1 ICH Guidance documents for toxicology studies 

1 S1A-S1C—Carcinogenicity Studies 
S2—Genotoxicity Studies 

3 S3A-S3B—Toxicokinetics and Pharmacokinetics 
S4—Toxicity Testing 
S5—Reproductive Toxicology 
S6—Biotechnology Product 

7 S7A-S7B—Safety Pharmacology Studies 
S8—Immunotoxicology Studies 
S9—Nonclinical Evaluation for Anticancer Pharmaceuticals 

10 S10—Photosafety Evaluation 
11 S11—Non-clinical Biodistribution Considerations for Gene Therapy Products 
12 M3—Nonclinical Safety Studies 
13 M4—Common Technical Document 
14 M6—Gene Therapy 
15 M7—Mutagenic Impurities 

To support the first in human clinical studies, 
toxicological assessments in two different mam-
malian species (rodent and non-rodent) of appro-
priate duration need to be conducted 
[1]. However, for biotechnology derived 
products, depending on the lack of expression of 
the therapeutic target in one of the non-clinical 
species, studies in a single species may be 
deemed adequate [10]. The Route of administra-
tion of the test drug and the dosing duration and 
frequency in the non-clinical toxicology studies 
need to mimic the intended route of clinical 
administration in humans, and the frequency of 
administration in humans. Typically, non-clinical 
toxicology studies of up to 2-week duration are 
sufficient to support clinical dosing up to 2 weeks, 
toxicology studies of up to 6-months duration are 
sufficient to support clinical programs of up to 
6 months duration, and chronic toxicity studies 
(6-months in rodents and 9-months in non-rodent) 
are required to support clinical studies of greater 
than 6-months duration. However, to support a 
marketing application the recommended duration 
of studies is 1-month in rodents and non-rodents 
for clinical studies of up to 2-weeks, 3-months in 
rodents and non-rodents for clinical studies of 
greater than 2-weeks up to 1-month duration, 

6-months in rodents and non-rodents for clinical 
studies of greater than 1-month to 3-months dura-
tion, and chronic toxicity studies (6-months in 
rodents and 9-months in non-rodent) are 
recommended to support clinical studies of 
greater than 6-months duration [11, 12]. In some 
instances, for some biotechnology derived thera-
peutics, toxicology studies of up to 6-month dura-
tion in non-rodent species may be considered 
adequate. 

5.3 Basic Design Elements of GLP 
Study Protocols

• Objectives: Well defined study title with 
clearly outlined objectives and scientific 
justifications for the selection of dose groups 
and controls chosen in the study. Key 
endpoints to be assessed in the study and 
their timing should also be clearly delineated.

• Key personnel: Key personnel responsible for 
various aspects of the study conduct and 
auditing and their contact details must be 
clearly outlined in the study protocol 
[13]. The Study Director has overall responsi-
bility for the technical conduct of the study, as 
well as for the interpretation, analysis, docu-
mentation and reporting of results, and 
represents the single point of study 
control [14].
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• Animals: Clear assignment of animals to each 
dose group and recovery arms (if applicable) 
of the study. 
– Typically for rodent studies of 1- to 

3-month duration, 10–15 animals/sex/ 
group are assigned to the main study and 
5 animals/sex/group to the post-dose recov-
ery period. Animals are assigned at an age 
of 7–8 weeks unless otherwise justified 
with a scientific rationale in the study pro-
tocol (e.g., for juvenile studies rodents as 
young as post-natal day 7–8 can be 
assigned, depending on the pediatric trial 
being supported). The inclusion of an 
appropriate post-dose recovery period is 
critical to monitor the recovery of any 
adverse findings observed during the 
in-life part of the study and at the end of 
the dose necropsy. The assignment of 
animals to the recovery phase may vary 
depending on the study and sponsor 
preferences, with some only assigning 
controls and high-dose groups to the recov-
ery phase, while others assign post-dose 
recovery animals to all dose groups. Based 
on the study design, additional rodents (3–5 
animals/sex/group) may be assigned to the 
study for toxicokinetic assessments at 
defined time points in the study. Depending 
on the study design if interim necropsy peel 
offs are included (e.g., 1-month peel off 
necropsy on a 3-month study) additional 
animals would have to be incorporated 
into each dose group. For chronic toxicity 
studies in rodents, typically 20 animals/sex/ 
group may be assigned to the main study. 
Thus, it may be apparent that the require-
ment of animals in rodent toxicology stud-
ies can vary based on the individual study 
needs and the complexity of the design. 

– For non-rodent studies of 1- to 3-month 
duration, or for chronic toxicity studies typ-
ically 3–4 animals are assigned to the main 
study and 2 animals to the post-dose recov-
ery period. Dogs are typically 6–9 months 
of age at study onset, and nonhuman 
primates (NHP) are ≥2 years old. The 

assignment of animals to post-dose recov-
ery groups may vary between studies and 
sponsors. Unlike rodent studies, 
toxicokinetic assessments in large animals 
can be obtained from the blood/plasma 
samples collected from animals assigned 
to the main study and post-dose recovery 
phase. 

– 3Rs of animal testing: While it is critical to 
power the toxicology studies adequately to 
get meaningful interpretable results from 
them, scientists need to be cognizant and 
responsible in the use of animal models. A 
thorough consideration must be given to the 
principles of the 3Rs that include replace-
ment, reduction and refinement [15]. While 
“replacement” may not be feasible in 
in-vivo toxicology studies emphasis can 
be given to “reduction” by optimizing the 
dose groups, using fewer animals per 
group, combining efficacy, toxicokinetic 
and toxicological assessments in a single 
study when feasible and limiting post-dose 
recovery to controls and high dose groups 
only, and “refinement” by modifying hus-
bandry and experimental procedures to 
eliminate animal pain and distress, and 
improve their welfare. An example of a 
typical animal allocation table is illustrated 
in Table 5.2.

• Test Article: The test article or the active 
pharmaceutical ingredient (API) used in the 
toxicology studies must be representative of 
the batch used in clinical studies in terms of 
identity (batch, lot, form, etc.), strength, 
purity, stability, etc. The impurities present in 
the tox batch must also be representative of the 
clinical batch so that they can be qualified as 
per ICH Q3 and M7 specifications. The 
excipients or inactive ingredients used in 
formulations must be adequately qualified 
based on prior use in toxicology studies, or 
published literature. The safety profile of any 
novel excipient/s to be used in the formulation 
need to be assessed either in a stand-alone 
study or as a concurrent arm in the proposed 
toxicology study. The stability of the test
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Table 5.2 Animal allocation for repeat dose toxicity studiesa 

b c 

Number of animals 

Toxicityd Recoverye Toxicokineticsf 

Male Female Male Female Male Female 

1. Control 0 0 10/3 10/3 5/2 5/2 3/0 3/0 
2. Low 3 1 10/3 10/3 5/2 5/2 3/0 3/0 
3. Mid 10 3.33 10/3 10/3 5/2 5/2 3/0 3/0 
4. High 30 10 10/3 10/3 5/2 5/2 3/0 3/0 
a This table represents an example of animal allocation to GLP repeat-dose toxicology studies of 4 weeks or longer 
duration. If interim necropsies are built into the study design, the dose-groups and number of animals assigned to the peel 
off phase differ based on the study objectives 
b Doses in the study typically span 1–2 log units depending on the tolerability and the feasibility of formulate. Dosing 
frequency may vary and depends on the intended dosing frequency in the clinics. Doses mentioned in this table are just 
representative examples 
c The concentration of the dosing solution has to be appropriately adjusted to account for the maximal dose volumes that 
can be administered by a given route of administration and vary by the species of choice 
d For the main toxicity assessment, typically 10–15 rodents and 3–4 non-rodent species are assigned to the dose groups 
e Animal allocation on the recovery arms can vary. Typically, 5 rodents and 2 non-rodents are assigned to the recovery 
phase. The inclusion of recovery groups also varies among studies. Some studies assign recovery animals to all dose 
groups, while others may prefer assigning them only to control and high-dose groups, or control, mid-dose and high-dose 
groups 
f Allocation of animals for toxicokinetic investigations is optional. For rat studies, if sufficient blood/plasma samples can 
be collected from the main study animals without interfering with other study endpoints, composite TK samples are 
collected and separate TK animals are not assigned. Typically, n ≥ 3/sex/time point are assigned to rodent studies 
depending on the toxicokinetic design, the number of TK days and samples collected on each day. A composite TK 
profile is established with any given animal not bled more than 3–4 times over a period of 24 h. Typically, study 
endpoints other than survival, body weight and food consumption are not collected from the animals assigned to the TK 
group. For non-rodent species, separate animals are not assigned to the TK group 

article in the formulation under the conditions 
of storage also needs to be established either 
ahead of the study conduct or as an assessment 
of an ongoing GLP study. The assessment of 
homogeneity and concentration of dosing 
solutions under the conditions of storage and 
use constitutes an integral part of a toxicity 
study and needs to be conducted using 
validated analytical methods. Dose volumes 
and maximal limits established within the test-
ing organizations are dependent on the test 
species and route of administration. Hence, 
test article concentration and the maximal vol-
ume that can be administered play a crucial 
role in deciding the maximal dose of the test 
article that can be administered.

• Dose Selection: Dose selection is given care-
ful consideration in study design and thor-
oughly whetted out prior to protocol 
initiation [16–18]. Toxicokinetic and toxicol-
ogy data generated from shorter duration 5- to 
10-day dose range finding exploratory 

toxicology studies provide valuable informa-
tion in dose selection for FIH enabling GLP 
toxicology studies. In the absence of signifi-
cant toxicities in the exploratory studies, the 
top dose selected for the GLP studies may be 
the limit dose of 1000–2000 mg/kg or alterna-
tively the maximal feasible dose. However, if 
acute toxicities are observed in the range 
finding studies, or a maximal tolerated dose 
is established, that is taken into consideration 
for defining the top dose in the GLP studies to 
elicit target organ toxicities without signifi-
cantly compromising the health of the animal 
or confounding the interpretation of results 
[16, 17]. The low dose is chosen with the 
intent to provide exposures equivalent to or 
greater than the projected human efficacious 
exposures and is expected to be the NOAEL 
dose. The mid dose is selected to elicit an 
intermediate tox profile and is expected to 
provide 3 to 10-fold higher exposures relative 
to the NOAEL (see Chap. 13).
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• Observations and Parameters Evaluated: 
These vary depending on the study design, 
but commonly evaluated parameters include: 
– Toxicokinetics and metabolite identifica-

tion/monitoring (mainly for small 
molecules): It is very important to establish 
a dose exposure relationship for toxicities, 
hence toxicokinetics constitutes an integral 
part of most study designs. Blood samples 
can be collected at defined intervals post-
dose and processed to an appropriate matrix 
(whole blood/plasma/serum) for 
bioanalytical verification of drug 
concentrations using validated methods 
and subsequent toxicokinetic analysis. 
Samples are collected early in the study, 
typically on Day 1 of dosing and towards 
the end of the study prior to necropsy to 
ensure the consistency of exposures. In 
studies of longer duration such as chronic 
toxicity studies, toxicokinetic analysis can 
be built in the interim phases as well. For 
small molecules drug accumulation can 
happen depending on the saturation of 
elimination mechanisms or distribution to 
non-vascular compartments and conversely 
a decrease in exposures can be observed 
with repeat-dosing if there is induction of 
metabolizing enzymes. For biotherapeutics, 
the formation of neutralizing antidrug 
antibodies can lead to exposure loss, 
thereby limiting the scope of long-term tox-
icity studies. For small molecules, if the 
metabolic pathways are well characterized 
and metabolites are likely to be produced in 
non-clinical species at a concentration 
>10% it is imperative that the 
concentrations of metabolites be measured 
and a toxicokinetic profile of the major 
metabolites be monitored (see Chap. 13). 

– Food Consumption, Body Weights and 
Body Weight Gains: The food consumption 
and body weight assessments begin during 
the pre-study phase and are conducted rou-
tinely throughout the dosing phase as well 
as post-dose recovery period at specified 
frequency (typically on a weekly interval) 

and help monitor the effect of the test article 
on the growth of the animals relative to 
concurrent control animals assigned to the 
study and historical controls to provide 
additional perspective if needed. 

– Clinical Observations: Animals are 
observed cage side for general behavior 
and health daily or as per the intervals 
specified in the study protocol and any 
unusual observations are brought to the 
attention of the veterinary staff for follow 
up. The observations in addition to the gen-
eral health of the animal must include 
endpoints such as clinical signs of toxicity, 
the onset, frequency, duration, and poten-
tial reversibility of findings, and moribun-
dity and mortality. 

– Physical exams: These are conducted by 
trained veterinary staff during the 
pre-study phase prior to the administration 
of test articles to ensure the selection of 
healthy animals for the study and at appro-
priate intervals during the in-life part of the 
study to monitor health. The physical 
examinations include neurological and 
respiratory evaluations. Ophthalmologic 
examinations are also routinely conducted 
in toxicology studies. Additional physical 
examinations of animals exhibiting overt 
toxicity are conducted at the discretion of 
the staff veterinarian. 

– Safety Pharmacology Parameters: Unless 
the knowledge of the drug target or the 
chemical class of molecules dictates dedi-
cated stand-alone safety pharmacology 
studies, these endpoints are built into the 
repeat-dose toxicology studies [19] typi-
cally prior to dose initiation and prior to 
the terminal necropsies and include respira-
tory and CNS assessments in rodent studies 
and respiratory, CNS and cardiovascular 
assessments in large animals. Additionally, 
in accordance with the guidance (ICH 
S7B), especially for small molecules, dedi-
cated cardiovascular safety pharmacology 
studies are conducted in telemetered 
animals (dogs or monkeys) to assess the
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impact of the test article on hemodynamic 
parameters and ECG intervals, and to 
assess any proarrhythmic liability. 

– Clinical Pathology: Clinical pathology 
encompasses a cumulative assessment of 
hematology, serum chemistry, urinalysis 
and coagulation parameters. These are 
very tightly regulated in the body and any 
perturbations in these may point to specific 
target organ toxicity. In rodents, clinical 
pathology assessments are conducted prior 
to the onset of dosing and once prior to the 
terminal necropsy. In large animals the 
assessments are typically conducted twice 
prior to dosing and once prior to terminal 
necropsy. Assessments at additional time 
points can be built into the study as deemed 
necessary. Additionally, in some studies, 
the serum, urine and plasma matrices can 
be collected for investigating biomarkers of 
efficacy as well as toxicity. 

– Necropsy and anatomic pathology: Com-
plete necropsy is performed on all animals 
at the end of dose or post-dose period, and 
those that are either found dead or 
euthanized in moribund conditions. A com-
prehensive list of organs (specified in the 
protocol) is collected, weighed and stored 
in an appropriate fixative for microscopic 
analysis [20]. A comprehensive list of 
tissues to be collected in repeat-dose studies 
was published by Bregman et al. [20]. For 
microscopic analysis some sponsors prefer 
to analyze the top dose and the control 
groups and based on the target organs 
identified specific analysis of those tissues 
at the mid and low dose groups is 
conducted. Alternately some sponsors pre-
fer to analyze all tissues at all dose levels. 
Pathologists can apply special stains to 
investigate the target organs or perform 
more detailed electron microscopic analysis 
as deemed appropriate, in consultation with 
the study director and appropriate protocol 
amendments.

• Analysis and Interpretation of Results: 
Analysis of results is the most critical aspect 

of a toxicology study and must be performed 
by qualified scientists using specified standard 
operating procedures and applying appropriate 
statistical methods where applicable. Pertinent 
staff including the study director, study moni-
tor (where applicable), toxicologist, analytical 
and bioanalytical scientists, TK scientist, clin-
ical and anatomic pathologist and other 
specialists should formulate and review results 
from their respective sections and document 
the key findings. Additionally, during an 
integrated review of the study data, the results 
must be evaluated in totality and an integrated 
risk assessment be formulated.

• Study Report: All the aspects of a toxicology 
study in its entirety must be capitulated in an 
integrated study report. While specialist 
scientists may interpret results from various 
parts of the study and author the sub-sections 
of the report, the Study Director needs to 
assimilate components of each of the 
sub-reports into a main toxicology report, 
write a concise and accurate study summary, 
and sign the final report prior to official dis-
semination and archival. 

5.4 Key Considerations 
for Toxicological Assessments 
of Biotechnology Derived 
Pharmaceuticals 

Biotechnology derived products is a broad term 
that applies to products derived from a variety of 
expression systems including bacteria, yeast, 
insect, plant, and mammalian cells intended for 
diagnostic, therapeutic, or prophylactic uses. The 
active pharmaceutical ingredients or diagnostic 
agents include proteins and peptides, and their 
derivatives, often produced by cell cultures or by 
recombinant DNA technology. Some examples 
include growth factors, enzymes, hormones, 
recombinant plasma factors (involved in coagula-
tion), cytokines, monoclonal antibodies, etc. Even 
though the basic tenets of toxicology testing 
remain similar to those described earlier in this 
chapter and are governed by ICH M3 (R2) [1], the



main guidance driving the nonclinical studies is 
ICH S6 (R1) [21]. There are several exceptions 
including the duration of chronic toxicity studies 
[10, 22] that will be elaborated on in this section. 
These include: 
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– Test material specifications: Often the test 
articles may be produced by an established 
validated manufacturing process in the initial 
stages of drug development but may undergo 
changes (such as the cell lines or reagents used 
in the manufacturing, processing and purifica-
tion, formulations etc.) during clinical devel-
opment. In such instances, it is essential to 
establish the bioequivalence of the newer 
product using validated bioanalytical assays 
and if necessary, further pharmacological and 
toxicological characterization. Biotechnology 
derived products are associated with unique 
impurity profiles that may differ significantly 
from small molecules. These arise from 
contaminating host cell proteins (HCP) and 
can lead to allergic reactions, immunopatho-
logical effects and additional risk of infections, 
and hence need to be tightly controlled during 
manufacture. 

– Biological activity/pharmacodynamics: 
Biological activity can be evaluated in appro-
priate in-vitro cell culture assays in cell lines 
expressing the recombinant species-specific 
receptors and may be predictive of activity in 
the preclinical species or humans. Such 
in-vitro studies help determine receptor occu-
pancy, receptor affinity, and/or pharmacologi-
cal effects, and in selecting an appropriate 
animal species for in vivo pharmacology and 
toxicology studies. For monoclonal 
antibodies, the immunological properties 
including antigenic specificity, complement 
binding, cytokine release, and tissue cross-
reactivity should be defined in detail. Tissue 
cross-reactivity studies should be conducted in 
a range of animal and human tissues. 

– Species selection: Often biotechnology derived 
products are designed for human use and may 
not cross-react with a similar specificity and 

affinity with epitopes of receptors expressed in 
all animal models. Hence, it is important to 
conduct tests to identify the relevant animal 
species for evaluating pharmacological activity 
as well as for conducting toxicological studies. 
Though toxicology studies are normally 
conducted in two animal species, in the absence 
of two relevant species, it may suffice to con-
duct the studies in a single species [8]. For 
example, for many monoclonal antibodies that 
do not cross react with rodent receptors, it 
suffices to conduct the studies in a single rele-
vant non-rodent species such as non-human 
primates. In the absence of a relevant 
non-clinical species, studies may be conducted 
using surrogate homologous ligands in appro-
priate animal models or transgenic animals 
expressing the relevant human receptors. How-
ever, the limitations of such studies should be 
recognized, and they may not always be predic-
tive of clinical efficacy or safety. 

– Dosing (route of administration and fre-
quency): Most biotechnology derived products 
are administered clinically by a parenteral 
route and non-clinical studies should mimic 
this taking into consideration the pharmacoki-
netics/toxicokinetics and the bioavailability of 
the product in the species being used. Local 
tolerance testing is an essential endpoint 
evaluated in most toxicity studies. If a 
given formulation and dose volumes pose a 
challenge, an alternative parenteral route may 
be acceptable if it provides adequate exposures 
and bioavailability. Dose selection follows the 
criterion as described earlier in this chapter and 
the intent of the toxicology studies is to find a 
toxic dose, a NOAEL, and an intermediate 
dose with an appropriate dose-response rela-
tionship. There may be instances when the 
maximum feasible dose may not elicit 
toxicities. In such instances, an attempt must 
be made to demonstrate a pharmacodynamic 
response to demonstrate target engagement 
and a scientific rationale and an exposure mul-
tiple to the proposed clinically efficacious 
exposure must be provided.
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– Immunogenicity, Pharmacokinetic and 
toxicokinetic effects: Biotechnology derived 
products such as monoclonal antibodies tend 
to have a long half-life in plasma. This should 
be taken into consideration in designing an 
appropriate dosing regimen both in preclinical 
toxicology studies as well as human clinical 
trials. Unlike the small molecules that tend to 
have a daily dosing regimen, these products 
may be administered at a reduced frequency of 
once a week or once every 2 weeks depending 
on the bioavailability and plasma clearance. 
Many biotechnology-derived pharmaceuticals 
intended for humans are immunogenic in 
animals. Assessment of innate immune 
responses (cytokine release, hematologic 
responses, etc.), as well as antidrug antibodies 
are key elements in these studies. Antibody 
responses, the onset of response, titer, the 
number of responding animals, and 
neutralizing or non-neutralizing, should be 
well characterized and documented. The effect 
of ADA on PK/PD correlation, impact on 
toxicokinetics, adverse events, and the emer-
gence of toxicological events should be taken 
into consideration while interpreting the 
results. However, the induction of antibody 
formation in animals to a foreign human pro-
tein may not always be predictive of the poten-
tial formation of antibodies in humans or the 
translatability of animal toxicities to humans. 
Though humans may develop antibodies 
against humanized proteins, it may or may 
not significantly impact the therapeutic 
responses. However, ADA-mediated loss in 
exposure in toxicology studies may limit the 
scope of the toxicology program, as consistent 
exposures may not be maintained over the 
duration of the study and may also preclude 
the conduct of meaningful long-term 
assessments including the chronic toxicology 
studies, reproductive toxicology (especially in 
non-human primates with long gestation 
period) and juvenile toxicity studies. 

– Exceptions to toxicity testing: Biologics, or 
biotechnology-derived therapeutics, are not 
typically expected to interact directly with 

DNA or other chromosomal material, so they 
do not require genotoxicity assessments which 
is critical to small molecules. However, 
genotoxicity assessments may be necessary 
for certain products, such as antibody-drug 
conjugates, where the biotherapeutic is linked 
to a small molecule through an organic linker. 
Carcinogenicity assessments are also generally 
not applicable to biologics. Instead, the poten-
tial for carcinogenicity should be assessed 
based on the mechanism of action, biological 
activity, target patient population, and fre-
quency and duration of dosing. In some 
instances, carcinogenicity studies may be man-
dated, but the relevance of the target in the 
rodent species used in the carcinogenicity 
studies needs to be given careful 
consideration. 

5.5 Key Considerations 
for Toxicological Assessments 
for Gene Therapy 

Over the past two decades, significant strides 
have been made in developing gene therapies 
for rare genetic disorders including the approval 
of Luxturna for the treatment of patients with 
confirmed biallelic RPE65 mutation-associated 
retinal dystrophy that leads to vision loss and 
may cause complete blindness in certain patients, 
and Hemegenix for treatment of the genetic 
bleeding disorder Hemophilia B. Significant 
gene-therapy research programs are actively 
being pursued by pharmaceutical companies for 
several rare genetic disorders. Even though, these 
projects present unique opportunities for patients, 
toxicological assessment of the safety of these 
therapies poses unique challenges as well [23] 
This section summarizes some of those 
challenges [24]. 

– Unlike small molecules or biotherapeutics 
such as monoclonal antibodies that are 
administered for long periods of time and 
need repeat-dose chronic toxicity studies to 
support them, gene therapy involves a single
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administration of the construct of interest and a 
long term follow up [25]. 

– Unlike the exposure multiples of 50× or higher 
that are targeted at the high doses for small 
molecules, and 10× for monoclonal 
antibodies, the multiples with viral vector 
gene therapies are at or slightly above the 
clinically efficacious exposure. Several factors 
including the target population, transgene 
product potency, vector tropism, promoter 
strength and formulation limits play an impor-
tant role in determining the high dose. 
Biodistribution endpoints that are optional for 
small molecules and biotherapeutics are criti-
cal for toxicological assessment of gene 
therapies. 

– Regulatory requirements: Regulatory 
requirements for gene therapies across the 
globe are more flexible and are evolving. The 
demand for rapidly delivering life-
transforming gene therapies to patients 
challenges the extent of non-clinical character-
ization and toxicity assessments that can be 
completed expeditiously. Sponsors may typi-
cally include assessments in single species or 
single sex for a given species when appropriate 
and may reduce the number of animals and or 
dose groups in studies to condense the 
timelines, but the true impact of such 
modifications to study design and to patient 
safety is gradually evolving. 

– Animal species: The animal species chosen for 
toxicology studies are based on their suscepti-
bility to infection with the viral vector, the 
efficiency of transduction, the pharmacologi-
cal response to the transgene, similarity in 
physiology and anatomy to humans, the ability 
to tolerate the gene therapy product, and the 
feasibility of the delivery method. The choice 
of single species is justified when the pharma-
cological target organs are transduced, vector 
safety is known, there is optimal human trans-
gene expression and a predicted response, and 
the underlying disease state being treated can 
be capitulated in that model. The use of sexu-
ally mature animals in studies to assess repro-
ductive toxicity and germline transmission 
needs careful consideration. Many of the rare 
genetic disorders treat pediatric patients, and 

hence appropriate inclusion of juvenile 
animals in toxicology studies may be required. 
Rodent models when pertinent may include 
the standard strains of rats and mice for toxi-
cological assessments or transgenic or knock-
out models for efficacy assessments. 
Non-rodent models are often screened for 
pre-existing neutralizing and or binding 
antibodies to viral capsid as exclusion criteria 
to select animals for the study. The practice of 
concomitant administration of immunosup-
pression either intermittently or for the entire 
duration of dosing to prevent infusion 
reactions or transient immune responses, and 
the choice of a such treatment regimen, espe-
cially in non-human primate studies vary 
across the industry. 

– Study design: In some instances, the inclusion 
of appropriate toxicity and biodistribution 
endpoints in the efficacy studies enables them 
to be substituted for standalone toxicity stud-
ies. The default duration of FIH-enabling 
study is typically 3–6 months. Since most 
assessments are performed after the adminis-
tration of a single dose of gene therapy, it is 
common for sponsors to build in appropriate 
interim necropsy intervals to assess 
biomarkers, biodistribution and toxicity 
endpoints at the end of 1-, 3- and 6-month 
intervals post dose, as appropriate. It is typical 
to include 2–3 dose groups in the study and 
include 5–20 animals/sex/group for rodent 
studies and 3–6 animals/sex/group for 
non-rodent studies. The number of animals 
enrolled in the study needs to be appropriately 
modified if interim necropsies are built into the 
study. Biodistribution assessments are 
conducted either in exploratory standalone 
studies, or are included in the pharmacology/ 
toxicology studies, and can be conducted 
either on a limited subset of tissues or an 
exhaustive tissue list [26, 27]. Most assessed 
analytes in these studies measure transgene 
DNA and or mRNA, using validated quantita-
tive polymerase chain reactions (qPCR) or 
reverse transcriptase (RT)-PCR methods, and 
limited immunohistochemical analysis is 
conducted in targeted tissues to measure the 
expression of a protein of interest [27].
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– Known toxicities with Gene Therapy: Liver is 
the main tissue target of systemically 
administered gene therapies and hepatotoxic-
ity is the most common side effect observed 
non-clinically and in the clinic. In some 
instances, this may be driven by cytotoxic T 
lymphocyte responses to the transduced liver 
cells. The clearance of the transduced cells 
may also result in the loss of the transgene 
expression over time. The other known 
toxicities associated with gene therapy include 
dorsal root ganglion (DRG) and/or peripheral 
nerve toxicity, adverse immunogenicity and 
inflammatory findings, and insertional 
mutagenesis [26]. 

– Genomic insertion assessments: Depending on 
the viral platforms chosen for transduction the 
construct may either have an episomal expres-
sion (adenoviral vectors AAV) or get 
integrated into the nuclear DNA (lentiviral 
vectors) [28]. Genomic insertions have the 
potential to produce frame shift mutations 
and trigger an oncogenic response, hence 
assessment of insertional mutagenesis is 
given important consideration in gene 
therapies. When necessary, such analysis 
should be conducted using validated linear 
amplification-mediated (LAM)-PCR methods. 

– Immunogenicity: Immunogenicity 
assessments are typically included in most 
gene therapy programs and can include assess-
ment of binding and or neutralizing antibodies 
to either the capsid or the transgene or a com-
bination of both. Depending on the therapeutic 
program, additional immunological 
assessments for hematological endpoints, 
cytokine release, or other adverse events may 
also be included in the study design [26, 29, 
30]. 

– Safety Pharmacology: Standalone safety phar-
macology studies are not routinely conducted 
for gene therapy products but appropriate car-
diovascular, respiratory and CNS assessments 
are integrated into toxicology studies at 
designated peel off intervals in the study. For 
therapies targeted to the brain, additional CNS 
endpoints for efficacy and toxicity are built 

into the study, and extensive histopathological 
sampling and analysis are routinely 
incorporated into the studies. 

– Regulatory interactions: Since gene therapy 
represents a gamut of expression platforms to 
treat inherited disorders for many rare 
diseases, and the field is still evolving, it is 
imperative that the sponsors of such studies 
interact with regulatory agencies where they 
intend to register the products. Such 
interactions prior to the conduct of the studies 
help avoid confusion and streamline the devel-
opment path for such therapies. These 
meetings could be either informal meetings 
such as the initial targeted engagement for 
regulatory advice (INTERACT) meeting with 
CBER early in the program, or more formal 
binding meetings with US FDA or EMA, 
PMDA, Health Canada, Paul Ehrlich Institute 
(PEI), etc. Since this is an evolving discipline, 
one should be wary that there may be potential 
differences in the opinions and inputs provided 
by different regulatory agencies, and the spon-
sor is obliged to design optimal studies to be 
accepted globally. 

5.6 Concluding Remarks 

Design of toxicology studies is a multidisciplin-
ary scientific exercise that includes the coordi-
nated interactions among the study director, 
toxicologist, clinical and anatomic pathologists, 
formulation specialists, analytical and 
bioanalytical scientists, statisticians, toxicokinetic 
scientists, technical staff for the conduct of the 
study, veterinary staff, and quality assurance 
department. The specific requirements and scope 
of toxicology studies vary depending on the stage 
of development of the therapeutic entity, the 
target biology and mechanism of action, the 
modality and platform of therapy (small 
molecules/biotherapeutics/gene therapy, etc.), 
the route of administration and the duration of 
dosing. Well designed and executed toxicology 
studies facilitate a smooth transition during the 
regulatory reviews and avoid unnecessary
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duplication of studies that may become 
impediments or cause delays in the initiation or 
execution of clinical studies in humans. As 
outlined in the chapter, there are multiple regu-
latory guidelines that detail the essential elements 
of toxicology studies. All studies must be driven 
by a well-defined study protocol that clearly 
enlists the objectives of the study and the key 
parameters and endpoints to be evaluated. The 
chapter has tried to highlight the key scientific 
principles governing toxicology studies with a 
focus on general principles that apply to small 
molecules, biotherapeutics, and gene therapy 
products. However, it does not delve into an 
exhaustive description of design elements for 
specialized toxicology studies like phototoxicity, 
genotoxicity, safety pharmacology studies, repro-
ductive toxicity, juvenile toxicity studies, and 
carcinogenicity assessments and readers are 
directed to the appropriate guidance documents 
and are discussed elsewhere in this book. 
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Toxicity Studies

General Design Considerations 
in Reproductive and Developmental 6 

Wendy Halpern 

Abstract 

Developmental and reproductive toxicity stud-
ies are conducted with the objective of 
identifying adverse effects relevant to fertility, 
pregnancy and development. Many 
approaches are used to enlighten our under-
standing of reproductive toxicity. Each seg-
ment of the testing paradigm focuses on 
slightly different objectives, with an overarch-
ing goal to understand the mechanistic and 
exposure relationships of candidate therapeu-
tics that drive toxicity. There are established 
standard design approaches for these develop-
mental and reproductive toxicity (DART) 
studies. The DART strategy for each program 
should carefully consider the intended patient 
population and existing knowledge regarding 
the toxicity profile, exposure relationships and 
expected pharmacology. Overall, mammalian 
DART studies are large and complex, and 
require substantial planning and experience 
for appropriate design and interpretation. 
DART testing is typically conducted in mam-
malian rodent species (mouse or rat), with a 
second non-rodent species used to further 
evaluate teratogenic potential (often rabbit), 
but in some cases, studies can be combined, 
refined, or avoided. In addition, there are 
non-mammalian tools that can aid in strategy, 

study design and/or data interpretation. This 
chapter will explore considerations for the 
use and design of both ‘standard’ and alterna-
tive study types and tools to inform pharma-
ceutical and biopharmaceutical drug 
development. 
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6.1 Introduction 

Nonclinical developmental and reproductive tox-
icity testing (DART) has a special place in drug 
development because clinical studies rarely 
assess reproductive function or pregnancy in 
patients. Therefore, there are detailed interna-
tional and regional regulatory guidance 
documents that can help clarify the regulatory 
expectations for nonclinical DART testing to sup-
port both the conduct of clinical trials and even-
tual labeling. The primary objective of this 
specialized nonclinical testing is to inform 
physicians and provide a risk assessment to all 
patients of reproductive potential, with aspects of 
development, parturition and lactation further 
focusing on patients who might become pregnant. 
Success requires the combination of the knowl-
edge that drug developers have regarding their 
specific molecule programs, the specialized
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functional expertise of reproductive toxicologists 
and scientists needed for the smooth execution 
and interpretation of DART studies, and the guid-
ance available to understand and meet regulatory 
expectations. This chapter will explore, at a high 
level, strategic and practical approaches to sup-
port nonclinical DART testing based on scientific 
rationale and consistent with the current regu-
latory guidance. However, this topic is very 
broad in scope and the reader is encouraged to 
utilize additional texts for detailed protocols and 
additional information, e.g. [1–4]. 
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The International Council for Harmonization 
(ICH) has developed several guidances that each 
address specific aspects of DART testing for can-
didate therapeutics. Of these, the recently adopted 
ICH S5(R3) is a current and comprehensive 
resource for internationally harmonized 
approaches to DART testing, mostly focused on 
in vivo DART studies conducted in mammals 
[5]. However, it also acknowledges the growing 
role of alternative approaches, including in vitro, 
ex vivo and nonmammalian testing that might 
eventually contribute to an overall reduction in 
animal use. The ICH S5(R3) also acknowledges 
general consistency with the previously adopted 
ICH M3(R2), which specifies the timing for test-
ing relative to the size and population of the 
clinical trial program [6, 7], with an expansion 
of options around regional differences for inclu-
sion of patients who could become pregnant in 
early clinical trials. In addition, it is consistent 
with the ICH S6(R1) for biopharmaceuticals, 
acknowledging both the low potential for risk 
based only on physicochemical characteristics of 
protein therapeutics, as well as the challenges of 
DART testing with highly specific 
biopharmaceuticals. The ICH S6(R1) details an 
in vivo pregnancy study design specific for mono-
clonal antibodies given to nonhuman primates as 
a combined embryo-fetal development/ pre-and 
postnatal development (EFD/PPND) study, as 
well as other approaches that can be acceptable 
[8]. Finally, the ICH S9 and the ICH S9 Q/A 
highlight some exceptions that apply to the devel-
opment of novel therapeutics intended for use in 
an advanced cancer setting [9, 10]. These and 
other guidance documents relevant to drug 

development can be found through the ICH 
website (www.ich.org), or through regionally 
specific health authority sites (e.g., www.fda. 
gov); the specific references in this chapter are 
taken from the harmonized guidance publication 
date as a Federal Register Notice from the 
US FDA. 

Developmental and reproductive toxicity is 
often described with reference to lifecycle 
segments, as illustrated in Fig. 6.1. However, as 
described in the ICH S5(R3), an integrated testing 
strategy (ITS) for each individual program should 
be the first step, with accumulated experience 
informing prioritization and utility of additional 
testing. Although specific guidance is provided to 
aid appropriate study and program design, there is 
no single set of studies appropriate for all 
programs, and flexibility is intended to enable a 
program-specific approach. In some cases, com-
bined studies can be used, while other situations 
may benefit from expanded testing prior to defin-
itive studies. Table 6.1 highlights the different 
study types described in this chapter with 
examples of the types of endpoints evaluated. 
While there are several ‘optional’ or ‘for cause’ 
endpoints that can be included based on specific 
program concerns, there are others that are routine 
for many who conduct these studies, especially in 
routine species for testing. 

The timing of when to conduct dedicated 
DART testing during the drug development pro-
cess has long been a challenge. These studies are 
large, complex, and need to be conducted with 
appropriate dose levels to ultimately support reg-
istration and labeling. Because of this, DART 
data are often not available for early clinical trials, 
and all regions require the incorporation of 
stringent measures to prevent pregnancy. 
Embryo-fetal development studies conducted 
with pregnant animals of two species are consid-
ered a key component for the risk assessment for 
teratogenic potential of novel therapeutics, and 
these ‘Segment 2’ studies are typically the first 
dedicated DART studies conducted for a drug 
development program. One exception is for 
highly specific biopharmaceuticals, such as 
monoclonal antibodies, which can have a low 
potential for direct teratogenic effects. Based on

http://www.ich.org
http://www.fda.gov
http://www.fda.gov


the ICH S6(R1), nonclinical testing during preg-
nancy for biopharmaceuticals is typically 
conducted in parallel with Phase 3 to support 
registration and labeling [8]. A general example 
of timing of DART testing relative to clinical 
development is shown in Fig. 6.2. 
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A: Mating to Fertilization 

B: Fertilization to Implantation 

C: Implantation to Closure 
of the Hard Palate 

D: Closure of the Hard Palate 
to Birth 

E: Birth to Weaning 

Segment 1 

Segment 2Segment 3 

F: Weaning to Maturity 

Juvenile 

Fig. 6.1 Lifecycle segments for reproduction and devel-
opment. A = Copulation to Fertilization, B = Fertilization 
through Implantation, C = Implantation through Closure 
of the Hard Palate (end of major organogenesis), D = Clo-
sure of Hard Palate to Parturition, E = Birth to Weaning, 

F = Weaning to Maturity. Standard DART testing typi-
cally includes Segment 1/FEED studies (A–B), Segment 
2/EFD studies (C), and Segment 3/PPND studies (C–F). 
Juvenile toxicity (E, F) and general toxicity (F) data can 
also contribute to risk assessment 

The data from the EFD and general toxicity 
testing have an important role in establishing 
dose/exposure and dose/toxicity relationships, 
including potential exposure differences in the 
dam during pregnancy. These data can then help 
inform the design of additional reproductive func-
tion studies such as fertility and early embryonic 
development (FEED) studies, and PPND studies, 
both of which are typically limited to a single 
rodent species (mouse or rat). In the US, dedi-
cated FEED studies in rodents are typically 
conducted parallel to Phase 2 clinical efficacy 
studies for small molecule therapeutics, or paral-
lel to pivotal Phase 3 studies for large molecules 
with high pharmacologic specificity. It has been 
shown that large molecules are unlikely to be 
present at high levels in the semen, and that 
there is a negligible risk for transmission of intact 

protein therapeutics to a conceptus of a female 
partner who is, or may become, pregnant [11, 12]. 

For drugs intended for use in an advanced 
cancer setting, and especially those drugs that 
are known to be genotoxic, the potential repro-
ductive and developmental risk to patients and 
their offspring can often be assumed. There are 
also potential risks to maintaining pregnancy with 
cancer immunotherapies [13], and there can be 
challenges in achieving clinically relevant 
exposures in the absence of maternal toxicity in 
nonclinical studies with anticancer 
pharmaceuticals. However, for drugs intended to 
treat indolent or slowly progressive cancers, espe-
cially those cancer types that occur in younger 
patient populations, additional reproductive test-
ing can be warranted. A case-by-case approach to 
pharmaceuticals intended to treat other 
(non-oncology) life threatening or severely 
debilitating conditions can be appropriate with 
regard to design and timing of nonclinical studies. 
This also applies to candidate therapies outside 
the scope of the ICH S5(R3), such as gene, cell 
and tissue-based therapies, and to some



toxicity FEED FEED (fetus) (fetus) (dam) (F1)

non-antibody based biopharmaceuticals such as 
enzyme replacement therapies, where a weight of 
evidence using existing available information 
regarding molecule class, mechanism, and dis-
ease context will drive the rationale and strategy 
for additional nonclinical testing [8, 14]. 
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Table 6.1 DART study endpoints 

General Male Female 
pEFD, 
EFD 
(dam) 

pEFD EFD PPND PPND 

InLife Observations Routine Routine Routine Routine Routine Routine 
Body Weight (Serial) Routine Routine Routine Routine Routine Routine Routine Routine 
Organ Weights Routine Routine Routine Routine Routine 
Macroscopic Pathology Routine Routine Routine Routine (exams) (exams) Routine Routine 
Microscopic Pathology Routine Optional Optional Optional Optional Optional 
Copulation (Vaginal 
Plug) 

Routine Routine 

Estrous Cycle (Cytology) Optional Optional Routine 
Corpora Lutea Routine Routine Routine 
Uterine Implantation 
Sites/Scars 

Routine Routine Routine Routine 

Viable Fetuses/Offspring 
(F1) 

Routine Routine Routine Routine Routine 

Early Resorption (F1) Routine Routine Routine Routine 
Late Resorption (F1) Optional Optional Routine Routine 
Nonviable Fetus/ 
Offspring (F1) 

Routine Routine Routine Routine Routine 

Fetal External Exam (F1) Routine Routine 
Fetal Visceral Exam (F1) Optional Routine 
Fetal Skeletal Exam (F1) Optional Routine 
Pre-Weaning 
Developmental 
Milestones (F1) 

Routine 

Vaginal Opening (Female 
F1) 

Routine 

Preputial Separation 
(Male F1) 

Routine 

Behavior/Locomotion 
(F1) 

Routine 

Learning and Memory 
(F1) 

Routine 

Breeding Test (F1), also 
includes FEED endpoints 
(F1/F2) 

Routine 
(F1/F2) 

Exposure/Toxicokinetics Routine Optional Optional Routine Optional Optional Optional Optional 

F1: offspring of F0 (dosed males or females) 
F2: offspring of F1 

Because DART testing is resource-intense and 
requires large numbers of laboratory animals for 
testing, and because laboratory species do not 
always correctly predict human risk, there is 

strong interest from both regulators and drug 
developers to explore alternatives to mammalian 
in vivo testing. The methods that are specifically 
discussed in the ICH S5(R3) include in vitro, 
ex vivo and nonmammalian in vivo approaches 
[5]. At present, none of these alternative 
approaches are considered equivalent to, or an 
improvement over, standard and established 
in vivo testing paradigms, and qualification is 
needed for use as a replacement for in vivo studies



in a regulatory setting [5, 15]. However, as addi-
tional experience is gained, this may change in 
the future, and there is already progress toward 
establishing qualified options [16, 17]. In addition 
to the alternatives discussed in the ICH S5(R3), 
newer in vitro methods such as complex 
microphysiological systems (MPS), in silico 
methods for prediction of toxicity, as well as the 
use of -omics data, are also being explored 
[15, 18]. Already, results from these approaches 
can contribute to early screening, investigation of 
mechanisms of toxicity, and the overall weight of 
evidence for an ITS to support risk assessment. 
Continued cross-functional communication 
between physicians, developmental 
physiologists, drug developers, and environmen-
tal and agrochemical toxicologists will be critical 
in advancing effective alternative approaches to 
characterize reproductive and developmental tox-
icity and provide a meaningful risk assessment to 
patients. 
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Phase 1* Phase 2 Phase 3 

Acute RD tox Subacute RD tox Chronic RD tox 

Fertility 
(male/female) 

PPND (all) or 
ePPND (mAbs) 

EFD (rodent) 

pEFD 

EFD (rabbit)DRF/TK 

Variable Timing Based on 
Molecule, Clinical Population, 
and Indication Optional but can 

contribute to study 
design or defer 
definitive testing 

Clinical Testing 

Assumptions for Phase 1 and 2 are that pregnancy prevention measures are 
included in trial design, and studies are not large in scale or long in duration  

Alternative (non-mammalian) DART Testing 
(e.g., rat whole embryo culture, zebrafish model) 

Fig. 6.2 Timing of DART studies relative to clinical 
development. The figure highlights the general relation-
ship between the availability of DART study data during 

pre-registrational clinical development. There is 
variability in the studies conducted and time of completion 
based on individual program concerns 

The Key Objective of this Chapter is to pro-
vide a general introduction to nonclinical repro-
ductive and developmental toxicity testing by 
describing current testing paradigms and their 
regulatory framework, providing additional 

context for drivers of study design and interpreta-
tion, and looking forward to opportunities to 
advance the science of DART testing. 

6.2 Reproductive Toxicity 

Reproductive toxicity refers to adverse effects of 
a drug that result in impaired reproductive func-
tion. This can include, but is not limited to, struc-
tural toxicity to the reproductive tissues, or 
to neuroendocrine tissues regulating reproductive 
function. The value of reproductive toxicity test-
ing also takes into account the intended patient 
population and expected duration of treatment. A 
drug expected to be used entirely in an aged or 
young pediatric patient population might not need 
extensive reproductive testing, whereas nonclini-
cal data can provide critical information for the 
chronic or lifetime management of diseases that 
affect people of reproductive potential. 

For the nonclinical assessment, this begins 
with a knowledge of the molecule class, expected 
mechanism of activity and associated pharmacol-
ogy, along with an understanding of reproductive 
and developmental biology and physiology.



Structural effects on reproductive and endocrine 
tissues are typically first evaluated in general 
toxicity studies, and these data can help inform 
risk communication to patients participating in 
early clinical trials, especially if a clear hazard is 
identified. 
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6.2.1 General Toxicity Studies 

Most general toxicity testing in rodents is 
conducted in young adult and adult animals, and 
can provide useful information towards the need 
for and design of dedicated DART testing, which 
is often conducted with mice, rats and/or rabbits 
(see Chap. 5). The first wave of spermatogenesis 
begins in male rats at around the time of weaning, 
with spermarche about a month later [19– 
22]. Thus, a male rat of 7–8 weeks of age can 
have the histologic appearance of an adult, 
although maturation continues for another several 
weeks as subsequent waves of post-pubertal sper-
matogenesis are completed. In general, male rats 
will achieve optimal reproductive performance 
characteristics when they are at least 12 weeks 
of age [19]. 

In contrast to rodent studies, many nonrodent 
studies are conducted with dogs or macaques that 
are pre- or peripubertal in age. Macaques, in 
particular, are poorly suited for routine screening 
of reproductive pathology as group sizes are rela-
tively small, especially when divided by sex, and 
age is not reliably correlated with sexual maturity 
over the age range of animals typically used for 
toxicity studies (2–4 years) [23]. It is important 
for the pathologist to be aware of the sexual 
maturity status of both rodent and nonrodent lab-
oratory animals at the time of necropsy from 
general toxicity studies, as this is critical for the 
interpretation of pathology of reproductive tissues 
and communication of results [19]. 

In sexually mature males, reproductive pathol-
ogy endpoints in general toxicity studies typically 
include a stage-aware microscopic review of sper-
matogenic progression, as well as the macro-
scopic and microscopic assessment of 
epididymides and accessory sex glands [24– 
26]. Evaluation of sperm or semen is an optional 

endpoint that can be added for cause [27]. In 
females, tissue specific findings as well as an 
integrated assessment of the estrous cycle phase 
across the reproductive tract tissues is 
recommended [28, 29]. Although the female dog 
has infrequent and long estrous cycles which are 
not synchronized during the conduct of a study, 
which limits the ability to interpret effects on 
cycle progression during routine general toxicity 
testing, mammary tissue development with the 
first estrus is a straightforward way to confirm 
maturity [19, 30]. 

Exposure to a candidate therapeutic in toxicity 
studies may result in toxicity to the mature male 
or female reproductive tract, as detected by organ 
weights, macroscopic and microscopic pathol-
ogy assessment of tissues. Additional endocrine 
tissues (especially the pituitary, thyroid, and 
adrenal glands) can also have pathologic findings 
that contribute to the overall picture of reproduc-
tive health [31]. Finally, there can be general 
findings indicating stress that can affect the 
reproductive system and should be considered 
during study interpretation [32, 33]. Although it 
is well recognized that hormones are critical in 
the regulation and progression of both spermato-
genesis and estrous or menstrual cycles, it is not 
practical or reasonably feasible to incorporate 
sample collections for hormone analysis in stud-
ies not specifically designed for that purpose 
[34, 35]. 

Depending on the effect identified, additional 
investigative studies, or expanded testing can be 
helpful to understand the mechanism of toxicity. 
For example, a male mating test (to naive 
females) can be incorporated into a chronic toxic-
ity study in the rat if there are fertility concerns 
from earlier studies [36]. However, there are also 
situations where the toxicity is predictable, and no 
additional testing is warranted. For example, 
many drugs that kill rapidly dividing cells will 
have an effect on the spermatogonia, or germ 
cells, of the testis. Unlike the spermatocytes, 
these cells are outside of the blood-testis barrier, 
and are therefore predictably susceptible to toxic-
ity, resulting in progressively reduced spermato-
genesis and a typical histologic appearance 
[24]. The testis is generally considered a



toxicologically sensitive tissue [24]. When 
findings are identified, questions often arise as to 
the translatability and reversibility of findings. 
One common pitfall in general toxicity studies is 
to have a recovery phase of insufficient duration 
to allow reconstitution of disrupted spermatogen-
esis. In fact, for relatively short duration repeat 
dose toxicity studies, it is not uncommon for the 
microscopic pathology at the end of the recovery 
phase to be more severe than that at the end of 
dosing. This does not necessarily indicate an irre-
versible finding, but rather a finding with inade-
quate time to observe reversibility. See the 
previous chapter for a discussion on this topic. 
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6.2.2 Fertility and Early Embryonic 
Development (FEED) Studies 

The FEED studies are intended to capture poten-
tial effects on Segments A and B, fertilization 
through implantation (see Fig. 6.1). These studies 
are typically conducted in the rat or mouse, where 
reproductive and developmental milestones are 
well characterized, and there is abundant histori-
cal control data to provide context for risk assess-
ment [19, 25, 29, 37]. Fertility studies may be 
conducted earlier in development when there is a 
mechanistic concern, or may be waived entirely if 
a specific reproductive hazard has already been 
identified that precludes the intended value of the 
study. Studies that include mating during the dos-
ing phase are generally not warranted when the 
nonhuman primate or dog is the only pharmaco-
logically relevant species. The relatively low 
‘catch’ rate in macaques and single offspring per 
pregnancy means that breeding studies would be 
prohibitively large; likewise, the infrequent and 
brief periods of mating receptivity in female dogs 
means that breeding studies in dogs are impracti-
cal and rarely conducted [27]. 

While the ICH S5(R3) provides guidance for 
the design and conduct of fertility studies, there 
are a number of decision points for the drug 
developer to consider based on the context of 
the specific program. The first of these is whether 
or not a FEED study is warranted based on 
existing knowledge and patient population. If 

yes, then the next question is whether to have 
two FEED studies, a single study where both 
males and females are dosed prior to mating, or 
a combination study with either general toxicity 
testing (males), or the EFD study (females). A full 
combination or two generation design could also 
be considered if most appropriate for program 
concerns. A third consideration is how long to 
dose the males prior to the breeding phase; this 
can range from 2 to 10 or more weeks. Finally, a 
fourth consideration is whether or not to include a 
recovery phase, especially if reproductive toxicity 
is expected, or, for example, for neuroactive 
drugs that may have behavioral effects. 

As a basic guide, while combination studies 
offer the potential to reduce laboratory animal 
use, the design and approach should consider 
existing information to ensure that additional 
in vivo studies are unlikely to be requested 
[5]. The data from these studies are used to inform 
the risk assessment for reproductive toxicity and 
recommendations for contraception during drug 
development, and any findings are included in 
drug approval and labeling [11]. One common 
challenge for data interpretation and human risk 
assessment is that nonclinical species used for 
toxicity testing generally have a more robust 
reproductive capacity than humans [38, 39]. In 
addition, although both mice and humans have 
hemochorial placentae, the rodent inverted yolk 
sac can result in differences in placental transfer 
to the fetus [40]. 

FEED studies include a mating phase to model 
aspects of conception, including libido, ability to 
mate, and fertilization, none of which are cap-
tured in routine repeat dose toxicity studies. A 
general FEED study design is shown in Fig. 6.3. 
Dosing is initiated prior to cohabitation for mat-
ing to capture potential effects on spermatogene-
sis and epididymal transit in males, and estrous 
cyclicity in females. In females, a 2 week dosing 
period prior to cohabitation is adequate, with 
dosing extended through the end of organogene-
sis. In males, a longer dosing period prior to 
mating can be warranted; in some cases a second, 
recovery phase breeding can further aid interpre-
tation [41]. In studies where the females are 
dosed, estrous cycle can be monitored via daily



vaginal cytology over 2-week periods both at 
baseline and during the dosing phase prior to 
mating [42–44]. 
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Baseline 

Dose ≥ 2 weeks, and continue through implantation (~GD 6) 

C-section mid-gestation 
(~GD 13-15) 

Monitor Estrous Cycle 

Dose ≥ 2 weeks and continue through mating 
Dosing in males can be initiated earlier or extended past the breeding period to capture a full spermatogenic cycle (~ 10 weeks) 
At necropsy, assess organ weights and macroscopic appearance of reproductive tissues 

*If no reproductive tissue abnormalities in general toxicity studies of at least 2 weeks duration, can combine male and female 
fertility studies, BUT if findings are expected, should keep them separate, with one naïve rat per breeding pair. 

M
al

es
 

Fe
m

al
es

 

Cohabitate 
until plug 
(< 5 Days) 

Fig. 6.3 FEED Study. There can be variability in the sex dosed (male, female, or both), the duration of male dosing prior 
to cohabitation for breeding, and the duration of dosing during pregnancy prior to C-section or parturition 

There are both male and female-specific 
endpoints for a FEED study. For males, these 
can include organ weights and macroscopic 
pathology, with optional microscopic pathology, 
at the end of the dosing or recovery phase. Sperm 
evaluation (viability, morphology, motility) was 
routinely conducted in the past, but is now con-
sidered more of an optional endpoint included 
‘for cause’, or when a substantial effect size is 
expected, as there is often high intra- and interin-
dividual variability in sample quality. In addition, 
the male mating and fertility indices are recorded 
to track how many treated males copulate with 
their paired female, and how many of those 
females become pregnant after copulation. The 
females also have mating and fertility indices, 
and are further evaluated for estrous cycle pro-
gression, fertility and fecundity by tracking pre-
implantation losses [fewer implantation sites than 
corpora lutea (CL)], evidence of early fetal 
resorptions, viable/nonviable fetuses, and overall 
litter size. The endpoints included can vary based 
on the dosing period and on the overall study 
objectives. 

As previously noted, the assessment of func-
tional reproductive endpoints can be conducted 
with dedicated male and female studies, or as part 
of a combination study approach. If effects on 
male fertility, female cyclicity, or embryo-fetal 
development are expected based on the 

mechanism of action, or based on existing data 
from completed general toxicity or embryo-fetal 
development studies, then the FEED study or stud-
ies should be carefully designed to capture new 
information. For example, if there is evidence of 
teratogenicity in an EFD study, then a dedicated 
male fertility study may still inform 
recommendations for contraceptive use by male 
patients, if adequate margins for potential exposure 
of a partner are established. However, a dedicated 
female fertility study is unlikely to add value for 
patients who could become pregnant, since a haz-
ard to fetal development has already been 
identified and pregnancy prevention will be 
recommended. 

6.3 Embryo-Fetal Development 
Studies 

Embryo-fetal development studies are designed 
to identify developmental toxicants that result in 
malformations and embryo-fetal lethality 
(MEFL). Classic examples include thalidomide, 
which resulted in thousands of cases of infant 
death and phocomelia in the late 1950s [45–48], 
cyclopamine, which is a naturally occurring toxin 
that inhibits the developmentally important 
Hedgehog (Hh) signaling pathway [49], the reti-
noid all-trans retinoic acid, which resulted in 
malformations in rats leading to strong warnings 
against pregnancy [50, 51], and heavy metals 
such as mercury, which can cause



neurodevelopmental and musculoskeletal 
malformations [52, 53]. While not all of these 
are directly relevant to drug development, they 
are examples that have shaped the rationale 
behind, and design of, nonclinical testing 
strategies to detect teratogenic potential. There 
are many other potential pathways and 
mechanisms that could result in malformations 
during organogenesis in the developing fetus, 
but deep knowledge of a few examples with 
clear human relevant correlates has helped us 
begin to map some common adverse outcome 
pathways (AOPs). This approach is already 
being used in the environmental and agrochemi-
cal industry setting [54, 55], and may help us 
eventually predict teratogenic potential for novel 
drugs based on their mechanism of action and 
physicochemical characteristics. 
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Current recommendations are to evaluate 
embryo-fetal development in two species 
(a rodent and a nonrodent). Some regions (Europe 
and Japan) expect preliminary or definitive EFD 
data from two species to enable inclusion of 
individuals who could become pregnant in 
Phase 2 trials, while other regions 
(US) generally expect both fertility and EFD 
data prior to the initiation of Phase 3 studies. 
Under the M3(R2) guidance, the pEFD approach 
could support inclusion of up to 150 women of 
childbearing potential in clinical studies of up to 
3 months in duration [6, 7]. This guidance was 
expanded with the ICH S5(R3) to remove patient 
number and trial duration limits if the pEFD is 
expanded to include (1) additional presumed 
pregnant dams per group, (2) inclusion of skele-
tal, in addition to external and visceral, 
evaluations of the fetuses, and (3) conduct of the 
study according to Good Laboratory Practices 
(GLP) [5]. While such studies could potentially 
expand timely patient access to trials in some 
regions, an early assessment of the value in the 
pEFD appears to be predominantly in identifying 
substantial hazards for MEFL [56]. 

There are also some situations where definitive 
studies in a single species can be appropriate: 
(1) once a positive signal for MEFL has been 
identified at or near clinically relevant exposures, 
(2) for vaccine development, (3) in the setting of 

advanced cancer, life threatening or severely 
debilitating conditions, or (4) where there is a 
single pharmacologically relevant species. In 
addition, there is little value in conducting an 
EFD (or ePPND) study for biopharmaceuticals 
where there are no pharmacologically relevant 
species or species-relevant surrogate molecules. 
If available, reproductive data from genetically 
modified animal models can contribute to the 
knowledge gap, as has been done for some 
enzyme replacement therapies, cancer 
immunotherapies, and antibody therapeutics 
[13, 14, 57–59]. 

A recent review evaluated the registration 
information for the 103 new drugs approved by 
the FDA in 2020–2021 [60]. As noted for other 
prior, similar, reviews for product approvals since 
2014, the rat and rabbit are the most commonly 
used species for DART testing. Consistent with 
other systematic reviews [61–63], the embryo-
fetal development data from rats and rabbits 
often show differences in the NOAEL, as well 
as in susceptibility to maternal toxicity, which, in 
these reviews, tended to be more severe in the 
rabbit. 

It was also noted that there is a continued 
decrease in the use of NHP for DART testing of 
biopharmaceuticals (22% of BLAs approved in 
2020–2021 versus 62% of BLAs approved 
between 2002 and 2015) [60]. It is generally 
agreed that NHP, often the cynomolgus monkey, 
should only be used for DART studies when it is 
the only pharmacologically relevant species. 
With biopharmaceuticals, and consistent with 
the ICH S6(R1), alternatives to DART testing in 
NHP could include (1) the use of a surrogate 
molecule with comparable pharmacology in a 
rodent species, (2) a weight of evidence assess-
ment based on existing data relevant to the mole-
cule target, class or mechanism of action, or 
(3) no testing at all in certain instances such as 
when there is a bacterial or viral target and no 
relevant animal model. These options have 
become of even greater relevance with the 
reduced availability of cynomolgus monkeys for 
biomedical research during the SARS-COV-
2 pandemic [64].



84 W. Halpern

6.3.1 Design Considerations 

A schematic of an EFD study design is shown in 
Fig. 6.4. The definitive EFD study design, with at 
least 16 presumed pregnant females at the start of 
dosing on GD 6 or 7, is powered to reasonably 
detect treatment related MEFL at the litter level. 
Ideally, there will be a control group and three 
distinct dose levels tested, ranging from a clini-
cally relevant low dose to a high multiple (up to 
25× MRHD), preferably with minimal or no 
maternal toxicity [65, 66]. Unfortunately, as 
acknowledged in the S5(R3), this scenario can 
be difficult to readily predict or achieve for a 
variety of reasons, including altered exposures 
or tolerability by the dam during pregnancy 
[5]. However, the relationship between dose/ 
exposure and MEFL is critical [65, 66]. Many 
substances have the potential to result in develop-
mental toxicity if given at high dose levels, and 
the risk assessment process needs to consider 
both the identification of MEFL in nonclinical 
EFD studies, as well as the safety margin between 
the nonclinical NOAEL for MEFL and the 
MRHD [67, 68]. In order to best support this 
risk assessment, it is important to be aware of 
the iterative process leading to the conduct of 
the definitive studies, and to collect relevant data 
from non-pivotal studies, if conducted, to best 
inform dose selection and design. 

For an EFD conducted in the mouse or rat, 
there may be adequate exposure/toxicity data 
from the repeat dose general toxicity studies to 

consider going directly to the pivotal EFD study. 
However, a pEFD approach can also be appropri-
ate when there are already concerns for develop-
mental or maternal toxicity [56]. In this setting, a 
definitive study, or second species, might not be 
needed if a clear hazard at clinically relevant 
exposures is demonstrated. Also, if limiting 
maternal toxicity is identified in a pEFD, fewer 
dams will have been exposed at that toxic dose 
level, but the study can support the selection of a 
lower dose range for the definitive study 
conducted later in development. 

Gestation 
Timed 
Mating 

C-section ~GD 20-21 

Dam 

Dose ~GD 6-17Rat: 

Rabbit: 

Mouse: 

Dose ~GD 7-19 C-section ~GD 29 

Dose ~GD 6-15 C-section ~GD 19 

Optional: DRF/TK Study TK TK 

TK 

TK during pregnancy 
Define Tolerable Dose Range 

pEFD and Definitive 
EFD Studies have 
Same Basic Design 
Differ in Group Size 

Fig. 6.4 pEFD/EFD Study. The general timing of dosing 
is noted for studies conducted in the mouse, rat or rabbit. 
For non-pivotal studies such as DRF, pEFD and pEFD 

(enhanced) studies, size and endpoints can vary. Not all 
studies are typically conducted for each species or all 
programs 

In contrast to the rodent species, the first use of 
the rabbit as a test system may be for the second 
EFD species, so a PK/tolerability dose range-
finding study can be helpful to inform dose selec-
tion. This can be conducted in the pregnant or 
non-pregnant doe, possibly followed by a pEFD 
for early identification of pregnancy-related 
hazards. The rabbit has been a useful second 
species for the detection of MEFL [61]. However, 
for some therapeutic classes, maternal toxicity 
can preclude meaningful interpretation of study 
data [69]. For example, antibiotics can cause 
marked disruption of the rabbit hindgut flora lead-
ing to dysbiosis and reduced food consumption at 
a time of high metabolic demand, often with 
whole litter losses as a result. In addition, there 
can be developmental delays associated with 
maternal stress [33, 70] 

Whether part of a DRF, pEFD or EFD, if there 
is a separate cohort of pregnant PK animals, it can 
be helpful to assess fetal drug concentrations at



the end of the dosing period. This is not a routine 
or expected endpoint, will not be a full PK curve, 
and usually can just be compared to systemic 
exposure of the dam or doe at the last sample 
timepoint collected, but it can provide some evi-
dence of fetal exposure, or lack thereof, during 
the period of organogenesis. In general, although 
feasible, fetal exposures are not routinely col-
lected at the time of the main C-section because 
maternal systemic exposures may have already 
cleared between the end of dosing and the time 
of C-section, and because the blood collection 
process from the fetus can compromise other crit-
ical endpoints such as the fetal visceral and skele-
tal evaluations. 
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The endpoints evaluated for an EFD study 
primarily focus on fetal survival and structure 
[61]. These are methodically evaluated using 
protocols to capture the number, sex distribution, 
viability and size of pups or kits from each litter, 
as well as a detailed evaluation of the fetal 
viscera, cranium, and skeleton [4]. In addition, 
there is a macroscopic evaluation of the viscera 
of the dam at the time of C-section, including an 
assessment of implantation sites and the appear-
ance of the placenta at the maternal-fetal inter-
face. A useful lexicon to describe abnormalities in 
EFD studies has been developed and provides 
some consistency in data reporting [71]. 

Maternal toxicity is of substantial concern in 
the design of EFD studies, as it can lead to 
adverse reproductive outcomes such as increased 
resorptions, fetal deaths, and whole litter losses 
that fall under the category of MEFL. Since 
malformations can also lead to fetal losses, it is 
not possible to definitively separate these 
categories. However, indices of maternal stress 
or toxicity should be tracked and considered in 
study interpretation, and the dose selection should 
also avoid more than minimal maternal 
toxicity [5]. 

6.4 Pre- and Postnatal 
Development Studies 

The rodent pre- and postnatal development study 
builds on existing knowledge from the FEED and 

EFD studies, and contributes additional informa-
tion about functional reproductive endpoints such 
as parturition and lactation, as well as assessing 
the growth and behavior of offspring. In this 
study type, the dam is typically dosed from early 
pregnancy (GD 6–7) through weaning [approxi-
mately postnatal day (PND) 21 in the rat] 
(Fig. 6.5). This is a fairly ‘hands off’ study design 
other than dose administration. Both assessments 
of maternal toxicity and associated toxicokinetic 
characterization of exposure during pregnancy 
have been established in the EFD study. The 
PPND study should not be conducted with dose 
levels expected to result in more than mild mater-
nal toxicity, but ideally will be designed to 
achieve exposures 3–10-fold above the 
anticipated MRHD. 

Because dams are allowed to deliver on their 
own, it is often not possible to evaluate the pla-
centa or to determine accurate numbers of still-
born offspring if there is cannibalism. Rather, the 
number of viable offspring for each litter are 
determined on the delivery day, and the dams 
are necropsied at the time of weaning to assess 
the number of uterine implantation sites as well as 
to collect and preserve any macroscopically evi-
dent abnormalities from the dam (with paired 
control tissues). As with other studies in preg-
nancy, the litter is the unit of measure for the 
endpoints evaluated. 

Pup evaluations begin from parturition, when 
the number of live pups and their sex are 
recorded. After this initial assessment, pups are 
monitored daily for clinical signs and mortality, 
and are weighed twice weekly during the lacta-
tion phase to monitor growth. Early in the postna-
tal period, usually on about PND 4, the litter size 
will be culled to 4–5 pups per sex. This should be 
uniform for all litters in the study, and consistent 
with available historical data from the study site, 
as litter size will affect the rate of growth of the 
pups [72]. 

The offspring stay with their birth dam, and 
their survival and growth reflects, in part, her 
lactational success. There may also be a substan-
tial transfer of the test item into the milk, leading 
to indirect exposure of the pups. When there is 
pup mortality, it can be helpful to conduct a



necropsy to look for abnormalities, but also to 
record, for example, the presence and character 
of stomach contents. When there is morbidity and 
mortality across a whole group, euthanasia of a 
subset of pups at that dose level can be considered 
to collect blood for exposure and/or diagnostic 
purposes, and it can be helpful to consult a rele-
vant histologic atlas [1]. Exposure levels of the 
pups can be measured, for example from culled 
pups early in the postnatal period, and can con-
tribute to study interpretation overall, although 
this is not routinely done. Even when pup expo-
sure is confirmed, it can be complicated to deter-
mine the extent of gestational placental versus 
lactational transfer, the impact of the postnatally 
immature gastrointestinal system, and the transla-
tional relevance to humans [73, 74]. 
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Gestation 
Timed 
MatingDam 

Dose Dams from Implantation (~GD 6) to Weaning (~PND 21) 

Parturition 

Assess F1 Litters through MaturityRat PPND 

GestationMatingDam 

Dose Dams from ~GD21 through 
Parturition ~ GD162 (+/- 12 days) 

Parturition 

Assess F1 Offspring ~6 months 

Macaque ePPND 

Detect Pregnancy (ultrasound) ~ GD 18 

Lactation Period (3-6 months) 

Fig. 6.5 PPND and ePPND Study. In rodent PPND, 
dosing of the dam occurs from implantation through 
weaning (end of lactation), and litter evaluations encom-
pass both pregnancy outcomes and subsequent develop-
ment of offspring. In the nonhuman primate ePPND, 

dosing occurs from confirmation of pregnancy through 
parturition. The ePPND also incorporates some EFD 
endpoints such as post-partum radiographic skeletal 
assessments and visceral malformation assessment at nec-
ropsy of offspring 

Although body weight increases in the pups 
are a sensitive measure of growth, it is 
recommended that some additional preweaning 
landmarks of development and reflex ontogeny 
are also assessed. A few options noted in the S5 
(R3) are eye opening, pinna unfolding, surface 
righting, auditory startle, air righting and 
responses to light; it is not expected that all of 

these are monitored or that these are the only 
options available. For example, anogenital dis-
tance and nipple retention in male pups might be 
considered if endocrine effects are expected, for 
example, on androgen signaling [55, 75, 76]. The 
selection of appropriate preweaning developmen-
tal endpoints can be based on existing product 
knowledge to best inform the risk assessment 
for patients. 

At the time of weaning, the dams are 
euthanized for a macroscopic examination of 
viscera, including an assessment of implantation 
sites to compare with their litter size. The 
remaining pups from each litter are allocated to 
both general and specific postweaning endpoints. 
For example, all pups will continue to be moni-
tored daily to detect altered behavior, locomotion, 
morbidity, or mortality, and will be weighed 
weekly to assess continued growth. Food con-
sumption is an optional endpoint for the post-
weaning phase, and may be conducted on a ‘per 
cage’ basis when pups are socially housed. As the 
pups mature, the timing of preputial separation 
(PS) in males and vaginal opening (VO) in 
females will be recorded. It should be noted that



vaginal opening in rats is closely linked to the 
timing of first estrus and first ovulation, but it is 
not as closely correlated in the mouse [29]. Indi-
vidual animals, often 1 male and 1 female from 
each litter, can also be used for additional detailed 
assessments. These typically will include (1) an 
assessment of sensory functions and motor activ-
ity, (2) a complex learning and memory task, such 
as a water maze, (3) a test of breeding 
(non-littermate pairs from each dose group), and 
(4) necropsy with macroscopic and microscopic 
evaluation of tissues. Depending on the litter size 
and mechanistic concerns, additional testing can 
be included. Also, necropsy endpoints can be 
conducted subsequent to other testing (sensory/ 
motor or learning/memory). 
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6.5 Pre- and Postnatal 
Development Study, Enhanced 
Design, in Macaques 

When the nonhuman primate is the only 
pharmacologically relevant species for a biophar-
maceutical such as a monoclonal antibody, a pre-
and postnatal development study, enhanced 
design (ePPND) can be appropriate [8, 77]. This 
single study approach effectively combines 
segments C through E, based on the expectation 
that there will be a low placental transfer of 
antibodies to the fetus during the period of organ-
ogenesis [78]. A schematic for the ePPND study 
in macaques is also included in Fig. 6.5. In this 
setting, fertility is only assessed indirectly via 
pathology of the reproductive tract tissues [5]. 

The ePPND has some species-dependent 
differences as compared to a rodent EFD or 
PPND study. Macaques almost always have a 
single offspring per pregnancy, and adverse preg-
nancy outcomes are not uncommon, even in con-
trol animals. Therefore, it can be difficult to align 
on optimal group size. The ICH S5 
(R3) recommends a minimum group size of 
16 pregnant dams, although there is also literature 
to suggest that 14 can be adequate [5, 79]. As 
always, interpretability is somewhat dependent 

on effect size, so a large effect can be apparent 
with even smaller group sizes, but confidence in 
setting a NOAEL increases with a larger group 
design. Dose selection can also be challenging, 
especially if the desired pharmacology reflects 
saturation of the target; in this case, establishing 
a high multiple of the clinical exposure is not 
always feasible, and additional dose ranging 
may not add value. 

In an ePPND study, pregnancy outcomes are 
emphasized in reporting, with adverse outcomes 
that include fetal losses (resorption, abortion or 
fetal death detected via gestational ultrasound), 
stillbirths and early postnatal mortality. Morbidity 
and mortality can be associated with premature 
birth or dystocia, so gestation length is also 
tracked for each dam. The postpartum period 
assessments can include observation of mater-
nal/infant behavior and nursing, neurobehavioral 
and reflex assessment of the offspring, a radio-
graphic skeletal assessment when the offspring 
are about a month old, and additional monitoring 
of growth and mobility milestones during the 
lactation phase. Offspring are typically followed 
for at least 1 month, and often several months, 
with study endpoints driven by specific program 
concerns. These can include PK (often single time 
points, usually paired with the dam), 
immunotoxicity, and terminal phase necropsy of 
offspring for visceral assessment and pathology. 

Overall, ePPND studies in macaques require 
long lead times and are subject to the availability 
of mature animals for breeding and appropriate 
housing. These studies can take several months to 
enroll the requisite number of pregnant dams, and 
have both a relatively long (~4–5 months) dosing 
phase as well as postnatal monitoring; thus the 
in-life phase of the study often exceeds 1 year. 
With the currently limited availability of 
macaques for this type of study, both regulators 
and drug developers are seeking alternative 
solutions for DART testing for highly specific 
large molecules [64]. A weight-of-evidence 
approach can help prioritize the most impactful 
studies to conduct [80].
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6.6 Concluding Remarks 

DART assessments are a critical component of 
the drug development process, and ultimately 
contribute to drug labeling and use. There are 
both detailed protocols and regulatory guidance 
to aid drug developers in designing an informa-
tive nonclinical DART program for risk assess-
ment for patients. This is a broad topic; patients 
want to know about the potential impact of 
pharmaceuticals on their current and future fertil-
ity, they want to know if they need to observe 
stringent pregnancy prevention, and they want to 
know what to do if they become pregnant. There 
is a wealth of historical knowledge from nonclin-
ical mammalian DART studies which, combined 
with clinical data from various types of pregnancy 
registry, can help inform patient risk assessment. 
At present, the testing paradigms outlined in the 
recent S5(R3) provide clear guidance to drug 
developers, with some flexibility for individual 
programs. As additional alternative approaches 
continue to be explored and qualified, the 
paradigms for the most relevant and informative 
testing may shift. Continued diligence and vigi-
lance in cross-functional communication are crit-
ical to continue to advance our ultimate objective 
of clear and appropriate risk assessment for 
patients. 
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Abstract 

Genetic toxicology is a sub-discipline of toxi-
cology dealing with the potential of 
compounds to cause damage to the genetic 
material, deoxyribonucleic acid (DNA), by 
various endogenous or exogenous 
mechanisms. DNA damage can range from 
gene mutations to large chromosomal 
alterations. Such DNA damage is implicated 
in many human diseases and disorders includ-
ing heritable effects and the multistep process 
of malignancy (cancer). It is vital to screen for 
compounds with potential genotoxic activity 
for which there is possible human exposure to 
control, eliminate, and prevent unwarranted 
exposure to such compounds. In this chapter, 
protocols for standard genetic toxicology 
assays employed to evaluate pharmaceuticals 
which are accepted by regulatory agencies 
globally are discussed. 
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7.1 Introduction 

A physical, chemical or biological agent that can 
cause DNA damage is known as a genotoxin or a 
mutagen. Genotoxic agents are ubiquitous. They 
are present in foods, pharmaceuticals, industrial 
chemicals, pesticides, environment, tobacco 
products and cosmic radiation [1, 2]. Humans 
are exposed to hazardous chemicals frequently 
by several means including occupational expo-
sure. It has been reported that 4% of all human 
cancers are caused by occupational exposures and 
up to 30% among blue-collar workers [3, 4]. Thus 
human exposure to genotoxic agents is a likely 
possibility in this day in age. Exposure to 
genotoxic agents can potentially induce DNA 
damage in somatic cells which is associated with 
the multistep process of carcinogenicity and is 
considered a primary concern. DNA damage in 
germ cells may lead to heritable damage and/or 
infertility in offspring [4]. 

DNA damage or changes in DNA can occur 
within the sequence of nucleotide bases, or at a 
larger scale by alteration of chromosome structure 
(clastogenicity) or number (aneugenicity) 
induced by direct or indirect mechanisms. The

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_7&domain=pdf
mailto:Ramadevi.gudi@fda.hhs.gov
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direct DNA damage is generally caused by 
chemicals like alkylating agents such as methyl 
methane sulfonate or active metabolites like 
benzo (a) pyrene that interact with the DNA 
helix. Indirect mechanism of DNA damage 
involves chemical interactions with other cellular 
macromolecules, e.g., microtubules/spindle appa-
ratus. DNA damage is also produced by reactive 
oxygen species (ROS) involving environmental 
toxins that interact with DNA leading to adduct 
formations. Not all induced changes to the DNA 
lead to mutations. DNA damage events are com-
mon occurrence, and the human body receives 
tens of thousands of cellular DNA damage per 
day. When the cell sustains DNA damage, and if 
the damage is extensive, the cell undergoes apo-
ptosis or programmed cell death, effectively 
releasing it from becoming a mutant cell. If the 
damage is less severe in single-strand DNA dam-
age, it can be repaired by cellular DNA repair 
processes by means of base excision repair, 
nucleotide excision repair, or mismatch repair 
returning the cell to its undamaged state. If the 
damage is incorrectly repaired or incompletely 
repaired prior to DNA synthesis such as in 
double-strand breaks, this can lead to a fixed 
inappropriate base pairing and/or formation of a 
mutation. Note that not all types of DNA damages 
will result in a mutation and not all mutations will 
result in cancer or other health effects. The carci-
nogenic initiation process of a specific mutation is 
dependent on the gene and the tissue affected. 
Most mutations may be largely neutral (e.g., pas-
senger mutations) [5]. However, mutations in 
genes involved in critical steps cellular and/or 
biochemical functional pathways (e.g., oncogene, 
tumor-suppressor gene, or a gene that controls the 
cell cycle) can result in a proliferative or survival 
advantage that yields expansion of a clonal cell 
population [6]. 
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It is conceivable to assume that exposure to 
chemical mutagens has a high probability of 
being initiators of carcinogenesis (genotoxic 
carcinogens). It is important to screen for 
chemicals with potential mutagenic activity for 
which there is possible human exposure because 

carcinogenic effects of genotoxic carcinogens 
will not be evident for many years, ultimately 
defeating the purpose of clinical monitoring. Reg-
ulatory agencies worldwide have taken measures 
to detect and /or identify genotoxic compounds to 
control or eliminate levels prior to human expo-
sure. Genotoxicity testing has become part of 
safety evaluations of all new chemical entities. 
The assay systems and the protocol designs used 
are determined by international consortiums that 
include participation of regional regulatory 
agencies for a variety of products. This chapter 
will focus on the genetic toxicology evaluation of 
pharmaceuticals for human use. 

7.2 Global Approach 
to Genotoxicity Testing 
of Pharmaceuticals 

In 1990, the International Council for 
Harmonisation (ICH) of Technical Requirements 
for Pharmaceuticals for Human Use was 
established. This organization brought together 
regulatory authorities and the pharmaceutical 
industry trade groups to harmonize technical 
aspects of safety testing for pharmaceuticals 
through the development of a series of guidelines 
[7]. The ICH provides globally accepted 
guidelines on specific aspects of regulatory 
genotoxicity tests for pharmaceuticals (ICH 
S2A) [8], A Standard Battery for Genotoxicity 
Testing of Pharmaceuticals dealing with (ICH 
S2B) [9]. In 2012, (ICH S2 R1) [for Genotoxicity 
testing and data interpretation for pharmaceuticals 
intended for human use, replaced S2A and S2B, 
[10]. This guideline provides approaches for 
genotoxicity testing on how and what assays to 
conduct, as well as data interpretations. In addi-
tion, ICH also recommends the latest Organiza-
tion for Economic Co-operation and 
Development (OECD) [11] test guidelines and 
the reports from the International Workshops on 
Genotoxicity Testing (IWGT) as relevant 
references for developing genotoxicity assay 
protocols for pharmaceuticals for human use.



OECD 474 Mammalian Erythrocyte
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7.3 Genetic Toxicology Assays 

Over the past 40 years, more than 200 genetic 
toxicology assay methods have been developed to 
measure DNA damage for use in the detection of 
mutagenic activity and assessment of potential 
human risks. The objectives of genetic toxicology 
testing are primarily two-fold, (1) hazard identifi-
cation with respect to DNA damage at the early 
stages of drug development. Hazard identification 
allows for several predictions including a carci-
nogenic mode of action, heritable germ cell dam-
age, and a study of DNA damage. (2) determine 
the mechanism of action for carcinogens 
(genotoxic vs. non-genotoxic agents). 
Genotoxicity studies are conducted in both 
in vitro and in vivo test systems to detect DNA 
damage. The types of DNA damage endpoints 
detected in the genetic toxicology assays include 
mutations, changes to chromosome structure or 
number, single strand (SSBs) and double strand 
DNA (DSBs) breaks, DNA repair and biomarkers 
of DNA damage. Additional changes in DNA 
damage include DNA cross-linking and DNA 
intercalation [12]. 

Out of several test methods, a standard 3-test 
battery has been recommended for genotoxicity 
assessment of pharmaceuticals for prediction of 
potential human risks, interpretation of study 
results, and with a main purpose of improving 
risk characterization for carcinogenic effects due 
to alterations in the genetic material (ICH S2 R1). 
The test battery incudes : 

1. Assessment of mutagenicity in a bacterial 
reverse gene mutation test (commonly known 
as Ames Test). 

2. Assessment of genotoxicity in mammalian 
cells in vitro. 
or 

3. Assessment of genotoxicity in rodents in vivo. 

The protocols for the genetic toxicology standard 
battery are based on the testing guidelines devel-
oped by OECD. 

OECD 471 Bacterial Reverse Mutation Test 
OECD 473 In Vitro Mammalian Chromosome 

Aberration Test 

Micronucleus Test 
OECD 475 Mammalian Bone Marrow Chromo-

some Aberration Test 
OECD 476 In Vitro Mammalian Cell Gene Muta-

tion Assays Using the Hprt and xprt locus 
OECD 487 In Vitro Mammalian Cell 

Micronucleus Test 
OECD 488 Transgenic Rodent Somatic and 

Germ Cell Gene Mutation Assays 
OECD 489 In Vivo Mammalian Alkaline 

Comet Assay 
OECD 490 In Vitro Mammalian Cell Gene Muta-

tion Test using the thymidine Kinase Gene 

This chapter will focus on (1) Bacterial Reverse 
Mutation Test, (2) In Vitro Mammalian Cell 
Micronucleus Test, and (3) Mammalian Erythro-
cyte Micronucleus Test, as these are the most 
commonly used standard test battery for 
genotoxicity assessment for pharmaceuticals. 

7.4 Bacterial Reverse Gene 
Mutation Test 

The bacterial reverse gene mutation test uses spe-
cific amino acid(s) requiring bacterial tester 
mutant strains of Salmonella typhimurium 
(S. typhimurium) and Escherichia coli (E.coli) to 
detect point mutations of one or a few DNA 
base-pairs [13–15]. In this test, the mutagenic 
potential of a test article or compound and its 
metabolites is evaluated by measuring its ability 
to induce reverse mutations at the histidine locus 
of several strains of S. typhimurium and at the 
tryptophan locus of E coli strain WP2 uvrA with 
or without the use of exogenous metabolic acti-
vation system called S9 containing liver micro-
somal fraction. This test system has been 
demonstrated to detect a diverse group of chemi-
cal mutagens [16]. The principle of this test is to 
determine whether a test article is mutagenic by 
testing its capacity to revert mutations present in 
the parent tester mutant bacteria (auxotroph) and 
restore the functional capability of the bacteria 
(prototroph or wild type) to synthesize an essen-
tial amino acid histidine/tryptophan, thus the



name of the assay is defined as reverse mutation 
assay. The revertant colonies of the bacteria fol-
lowing the test article treatment are detected by 
their ability to grow in the absence of the amino 
acid required by the mutant parent test strain. It 
has been reported that bacterial mutation assays 
detect 90% of carcinogens as mutagens 
suggesting a high correlation between carcinoge-
nicity and mutagenicity. However, this test may 
not be appropriate for certain classes of chemicals 
that are cytotoxic to bacteria (e.g., certain 
antibiotics) and those that interfere with the mam-
malian cell replication system (e.g., some topo-
isomerase inhibitors and some nucleoside 
analogs). In such cases, OECD 471 recommends 
additional mammalian mutation tests to be 
conducted. 
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7.4.1 Test System 

The test strains S. typhimurium and E. coli each 
have defective genes involved in histidine and 
tryptophan, respectively, and thus have lost the 
ability to synthesize histidine or tryptophan. The 
recommended set of bacterial strains are 
S. typhimurium TA98, TA100, TA1535, 
TA1537 and E. coli WP2 uvrA [17]. These strains 
have been demonstrated to be sensitive to a wide 
range of mutagenic and carcinogenic chemicals. 
Each strain only detects a certain type of damage, 
thus typically five strains are needed to detect the 
different types of mutational events. These tester 
strains are primally sensitive to three types of 
mutational events: (1) basepair substitution muta-
tion involving the substitution of one base to 
another, (2) frameshift mutation that alters the 
reading frame of the DNA by insertion or deletion 
of one or more bases, (3) DNA cross linking 
agents that covalently bind the two strands of 
the DNA double helix. Tester strains employed 
in the assay (TA98, TA100, TA1535, TA 1537, 
and TA 97) revert from auxotroph (histidine 
dependence) to prototrophs (histidine indepen-
dence) when exposed to mutagens that induce a 
specific type of mutations as described above. 
Tester strains E.coli WP2 and TA102 are used 
to detect DNA cross-linking agents, oxidizing 
mutagens, and hydrazines. 

Mutations are rare events and even the sim-
plest organisms have very effective DNA repair 
systems. To enhance strain sensitivity to detect a 
wide variety of carcinogens as mutagens, many 
mutations have been introduced into the strains 
[18, 19]. The genotype of some of the more 
commonly used test strains are described in 
Green and Muriel [17]. 

7.4.2 Preparation of Tester Strains 

The tester strains are obtained from a recognized 
supplier to ensure that the cells are well 
characterized and traceable and follow the 
instructions for cell culture maintenance, and test-
ing [14, 20]. 

7.4.3 Exogenous Metabolic 
Activation 

Certain promutagens and procarcinogens when 
tested in vitro require metabolic activation to 
convert them to their active forms (e.g., 
polyaromatic hydrocarbons, azo dyes and 
amines). In vitro test systems generally lack 
in vivo metabolic properties. Therefore, exoge-
nous activation system (S9) has been developed 
[21]. Other liver enzyme inducing agents such as 
a combination of phenobarbital and 
β-naphthoflavone that are equivalent to Aroclor-
induced S9 have also been developed [22, 23]. In 
vitro S9 activation systems cannot fully compen-
sate mammalian in vivo metabolic systems. Thus, 
the in vitro test systems do not provide direct 
correlation on the mutagenic and/or carcinogenic 
potency of a test article to the in vivo mammalian 
systems. The S9 is commercially available and is 
stored frozen at -70 °C for 2 years. The S9 
homogenate is characterized by several mutagens 
to verify for its activity to metabolize (e.g., benzo 
(a)pyrene, dimethylbenzanthracene, and 
2-aminoanthracene) to forms mutagenic to 
S. typhimurium TA100. The S9 is used in combi-
nation with a co-factor-supplemented post-
mitochondrial fraction (S9 mix) that is prepared 
immediately before use.
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7.4.4 Test Article Formulation 

Appropriate solvents to formulate the test articles 
are determined ahead of time. The commonly 
used solvents for Ames assay are water, dimethyl 
sulfoxide (DMSO), ethanol, and acetone to test 
up to 5 mg/plate. Other solvents may be used to 
achieve the 5 mg/plate dose including 
acetonitrile, dimethyl formamide, methanol, 
polyethylene glycol, propylene glycol, 
N-methyl-2-pyrrolidone, ethylene glycol methyl 
ether, and dimethylacetamide. 

7.4.5 Positive Controls 

The positive controls used concurrently with the 
assay are listed OECD test guideline 471. Results 
obtained from positive controls are used to ensure 
system performance and the validity of the test 
system but not to provide data for comparison 
with the test article. 

7.4.6 Experimental Design 

The bacterial mutation assays are commonly 
conducted in two phases. A preliminary toxicity 
assay to establish the concentration range of the 
test article to use in the definitive mutagenicity 
assay. The definitive mutagenicity assay is a con-
firmatory assay to evaluate the mutagenic poten-
tial of the test article. 

The test article is added to the plates using the 
options of plate incorporation method or a 
preincubation method (Fig. 7.1). The plate 
incorporation method was originally developed 
by Ames et al. 1975 [13]. In this method, top 
agar, S9 mix or buffer or blank, tester strain and 
test article dosing solution are mixed with molten 
selective top agar, and then plated onto the sur-
face bottom agar plates. After the plated mixture 
is solidified, the plates are incubated for approxi-
mately 48–72 h at 37 °C. This method is com-
monly used and is sensitive to many mutagens. It 
is not sensitive to all mutagens (e.g., 
nitrosamines, divalent metals, aldehydes, azo 

dyes, pyrrolizidine alkaloids, allyl compounds, 
and nitro compounds). To overcome the limita-
tion of the plate incorporation method, 
a preincubation method was developed by Yahagi 
et al. [24]. In the preincubation method, S9 mix or 
sham (buffer) is added to preheated culture tubes 
(37 °C) and to these tubes added tester strain and 
test article dosing solution. After mixing, the 
tubes are incubated for 20–60 min at 37 °C. At 
the end of the incubation, selective top agar is 
added to each tube and the mixture is overlaid 
onto the bottom agar plates. After the overlay is 
solidified, the plates are incubated for approxi-
mately 48–72 h at 37 °C. At the end of the 
incubation period, the plates are removed and 
the number of revertant colonies per plate are 
counted or stored in the refrigerator at 2–8 °C 
until colony counting could be conducted. 

Fig. 7.1 Ames assay standard study design 

7.4.7 Cytotoxicity and Mutagenicity 
Evaluation 

The cytotoxicity is assessed based on the charac-
terization of the bacterial background lawn using 
a dissecting microscope [25]. Evidence of toxicity 
is scored in comparison to the vehicle control 
plate and documented along with the revertant 
counts for each of the test plate. Toxicity is 
assessed based on a decrease in the number of 
revertant colonies per plate and/or a thinning or 
disappearance of the bacterial background lawn.



The test article precipitation is evaluated after the 
incubation period by visual examination without 
magnification. A total five analyzable test article 
concentrations with a minimum of three 
concentrations that are non-toxic are required to 
assess the data. A concentration with a >50% 
reduction in the mean number of revertants per 
plate compared to the mean vehicle control value 
is considered toxic. As appropriate, colonies are 
enumerated either by hand or by colony 
counter machine. Revertant colonies generally 
appear as isolated colonies 1–2 mm size in diam-
eter. Triplicate plating should be used at each test 
article concentration for adequate estimation of 
variation. The revertant colony data from individ-
ual plates, mean and standard deviation of 
colonies per concentration with and without S9 
should be presented for the test article and posi-
tive and negative (untreated and/or solvent) 
controls. 

98 R. Gudi and G. Krishna

Fig. 7.2 Negative (a) and positive (b) plates from standard Ames assay showing revertant colonies. (Figure courtesy of 
Ms. Emily Dakoulas, Senior Scientist, Department of Genetic Toxicology, Inotiv) 

The criteria to evaluate the study results are 
based on the evidence of dose-related increase of 
the mean number of revertant colonies at one or 
more test article concentrations relative to the 
vehicle control in presence and/or absence of 
metabolic activation systems (S9) [26]. For the 
test article to be considered as positive in an Ames 
test, it must induce a dose-related increase in the 
mean number of revertant colonies/plate at least 

in one tester strain over a minimum of two 
increasing concentrations of the test article. 
Biological relevance of the results should be con-
sidered first. Statistical methods may be used to 
support evaluating the test results [27], but not 
used solely as a determining parameter for a posi-
tive response. Generally, the data are concluded 
positive, if there is a dose-related increase of 
equal to or greater 2–3-fold in the number of 
revertant colonies in comparison to vehicle con-
trol and clearly above the corresponding histori-
cal vehicle control range (Fig. 7.2). Ames assay 
could be done in a miniaturized version (single 
plate containing 6 well, generally tested using 
2 Ames tester strains TA98 and TA100) prior to 
standard Ames assay as screening and use small 
quantity of test article [28]. The results of this 
assay serve as a guide during the drug discovery 
process and assist in selecting suitable drug 
candidates and not intended for regulatory 
submission. 

7.5 In Vitro Mammalian Cell 
Micronucleus Test 

In vitro micronucleus (MN) assay detects damage 
to chromosomes in mammalian cells (primary 
cells or established cell lines). Chromosomal



damage (aberration) involving structural damage 
to chromosome (chromosome breakage) or loss 
of whole chromosome(s) result in the formation 
of micronucleus or micronuclei (plural). Micro-
nucleus contains chromosome fragment or whole 
chromosome that is not integrated into the main 
nucleus. A test article that induces structural chro-
mosome aberrations or chromosome fragment(s) 
in cells is defined as a clastogen. A test article that 
interacts with the parts of mitotic and meiotic cell 
division (spindle apparatus), may lead to loss of 
whole chromosome(s) resulting in abnormal 
chromosome number in the cells is defined as an 
aneugen and the process is called aneuploidy. 
Thus micronucleus test allows for the detection 
of both clastogens and aneugens. Micronucleus 
test can also be performed in vivo utilizing the 
bone marrow and/or peripheral blood 
erythrocytes in rodents described later in this 
chapter. Micronucleus test is an alternative test 
for in vitro chromosome aberration test. 
Micronuclei can be detected in interphase cells, 
and the analysis of the damage is easier, and less 
time consuming, comparatively less subjective 
than the chromosome aberration assay. 
Micronuclei represent chromosome breakage 
(clastogen) or loss of chromosome (aneuploidy) 
that has been transmitted to the daughter cell 
(Fig. 7.3), unlike chromosome aberrations scored 
in metaphase cells may not be transmitted. In both 
cases, the cell with MN or aberrant chromosome 
may not survive depending on the extent of 
damage. 
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Fig. 7.3 Mechanism of 
micronucleus formation 

The in vitro MN test can be conducted with or 
without the actin polymerization inhibitor cyto-
chalasin B (cyto B). Addition of Cyto B in the 
treatment medium blocks the separation of 
daughter cells after mitosis (cytokinesis block), 
leading to the formation of binucleated cells 
containing two main nuclei with a smaller 
nucleus or is otherwise called micronucleus 
(Fig. 7.4). The cytokinesis blocked method 
allows for easy identification and analysis of 
micronuclei. Presence of micronuclei in the binu-
cleated cells represents completion of one mitosis 
and damage to DNA following the recent treat-
ment with the test article [29, 30]. 

The in vitro MN test can be conducted in a 
variety of cell types, and in the presence or 
absence of cyto B [31, 32]. These include primary 
human peripheral lymphocytes (HPBL) in the 
presence of cytochalasin B and TK6, CHO, 
CHL and L5178Y cell lines, in the presence or 
absence of cytochalasin B. As an example, 
in vitro MN test in HPBL with the binucleated 
cyto B blocked method is discussed to evaluate 
the potential of a test article to induce 
micronuclei. The test should be conducted with 
and without S9 mix, as discussed previously. 

7.5.1 Preparation of Cells 

A peripheral blood sample (0.5 mL per culture 
tube) is obtained by venipuncture from a young 
healthy adult donor (approximately 18–35 years



of age), non-smoking, with no known recent 
exposures to genotoxic chemicals or radiation. 
The blood sample is collected directly into tubes 
containing sodium heparin and then held at room 
temperature prior to addition to the standard com-
plete culture medium with 2% phytohemaggluti-
nin (PHA) in centrifuge tubes. PHA is added to 
stimulate lymphocyte division. The cultures are 
incubated at 37 °C in a humidified atmosphere of 
5% CO2 in the air for 44–48 h prior to treating the 
cells with the test articles. 
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Fig. 7.4 Role of 
cytochalasin 

7.5.2 Test Article Formulation 

Appropriate solvents to formulate the test articles 
are determined ahead of time. The commonly 
used solvents for in vitro mammalian cell assays 
are water, DMSO, ethanol, acetone to test up to 
0.5 mg/mL. Organic solvents (DMSO, acetone 
and ethanol) should not exceed 1% (v/v) and 
water or saline solvents should not exceed more 
the 10% (v/v) in the treatment medium. 

7.5.3 Positive Controls 

The positive controls should be used concurrently 
with the definitive MN assay are mitomycin 
C (-S9, clastogen) and cyclophosphamide (+S9, 

clastogen), and vinblastine (-S9, Aneugen). 
Additional positive control chemicals can be 
found in the test guideline OECD 487. 

Cyto B obtained commercially is prepared in 
DMSO to achieve a final concentration of 3–6 μg/ 
mL in the culture medium. 

7.5.4 Experimental Design 

In vitro MN assay is performed in two phases, a 
preliminary cytotoxicity assay to determine the 
test article toxicity to the cells and to select appro-
priate concentrations to evaluate in the definitive 
MN assay. 

In the preliminary cytotoxicity assay, the 
highest concentration recommended for 
pharmaceuticals is 1 mM or 0.5 mg/mL, which-
ever is lower for freely soluble or non-toxic test 
articles. For non-toxic articles with limited solu-
bility, the highest concentration, should be the 
lowest concentration with visible precipitate in 
cultures, provided the presence of precipitate 
does not interfere with scoring of the slides. Eval-
uation of precipitation can be done by naked eye 
or light microscopy at the end of treatment. In 
addition, pH and osmolality of the highest test 
concentration prior to dosing is measured and pH 
is adjusted to neutral. The osmolality of the 
highest concentration, lowest precipitating



Þ

concentration and highest soluble concentration 
in the treatment medium is measured. 
Concentrations with excessive osmolality of 
20% higher than the vehicle should be avoided, 
because extreme physiological conditions includ-
ing pH and osmolality can cause chromosome 
damage in vitro [33]. 
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Test article cytotoxicity is measured using the 
cell growth inhibition method compared to vehi-
cle control. The cell growth inhibition when using 
cyto B is measured using the cytokinesis blocked 
proliferation index (CBPI) method [34]. The 
CBPI indicates the average number of nuclei per 
cell and is used to calculate cell proliferation. For 
cytotoxic test articles, the test concentrations 
selected should cover a range cytotoxicity 
(no cytotoxicity to moderate cytotoxicity) to aid 
selection of appropriate concentrations for 
analysis. 

Cell culture treatments are performed after 
48 h stimulation with PHA. Duplicate cultures 
are included per concentration in the definitive 
micronucleus study. All culture tubes are 
centrifuged and refed with 5 mL complete 
medium for the tubes assigned to the 
non-activated treatment for 4 and 24 h or 4 mL 
culture medium for the tubes assigned to 4 h of 
S9-activated system + 1 mL of S9 mix. The cell 
cultures are treated with 50 to 500 μL of vehi-
cle (depending on the type of formulation vehicle 
selected), or test article dosing solution. After the 
4-h treatment in the presence or absence of 
S9-activated systems, the treatment medium is 
removed by centrifugation and washing with 
phosphate buffered saline (CMF-PBS), and 
re-fed with complete medium containing cyto B 
at 3–6 μg/mL and returned to the incubator for 
additional 20 h prior to harvesting. For the 24-h 
treatment in the absence of S9, cyto B is added at 
the beginning of the treatment with test article. 

The treatment is terminated at 72 h from the 
initiation of cell cultures or at the end of 24 h 
from the initiation of the treatment (Fig. 7.5). 

CBPI ¼ No: mononucleate cellsð Þ þ  2 ×No: binucleate cellsð Þ þ  3×No: multinucleate cellsðð Þ 
Total number of cellsð Þ  

7.5.5 Cell Harvesting and Staining 

Cells are collected by centrifugation, and cell 
pellets are resuspended in a hypnotic solution 
(0.75 M potassium chloride) for 1–2 min and 
fixed with fixative (methanol: glacial acetic acid, 
25:1 v/v). A few drops of the evenly suspended 
cell suspension are applied to the slides and air 
dried and stained with acridine orange. With acri-
dine orange staining, the main nuclei and the MN 
stain fluoresce greenish yellow in the background 
of dull reddish orange cytoplasm (Fig. 7.6). 

7.5.6 Slide Analysis 

The criteria to score binucleated cells are those 
with, (1) main nuclei that are separate or that 
touch and even overlap as long nuclear 
boundaries can be distinguished and of approxi-
mately equal size, (2) main nuclei that are linked 
by nucleoplasmic bridges. Cells with trinucleated, 
quadrinucleated, or multinucleated cells or apo-
ptotic should not be included in the scoring. 
Slides are evaluated by fluorescence microscopy 
using a blue excitation filter and a yellow barrier 
filter at ×1000 magnification. 

For cytotoxicity, at least 500 cells per culture 
are evaluated by fluorescence microscopy using a 
blue excitation filter and a yellow barrier filter for 
the number of cells with one nucleus (mononu-
cleated cell), two nuclei (binucleated cell) and 
three or more nuclei (multinucleated cell) for 
CBPI. The test article toxicity is demonstrated 
by a decrease in CBPI relative to the concurrent 
vehicle group.
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Fig. 7.5 In vitro MN 
treatment scheme 

Fig. 7.6 Acridine orange-
stained human lymphocytes 
showing mononucleated 
and binucleated cells with 
micronuclei. 
(Figure courtesy of 
Dr. Shambhu Roy, 
Principal Scientist, 
Department of Genetic 
Toxicology, Inotiv)
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Thus, a CBPI of 1 (all cells are mononucleate) 
is equivalent to 100% toxicity. 

7.5.7 Selection of Treatment 
Concentrations 

1. For toxic test articles, the highest concentra-
tion should be with 55 ± 5% cytotoxicity 
(reduction in CBPI compared to concurrent 
vehicle control). 

2. For poorly soluble test articles that are not 
cytotoxic, the highest concentration should be 
the lowest concentration with visible precipi-
tate at the end of the treatment. 

3. For freely soluble and non-toxic test articles, 
the highest concentration should be 1 mM or 
0.5 mg/mL, whichever is lower. 

For the definitive MN assay, duplicate cultures 
should be used per concentration of test, vehicle 
and positive control articles. Duplicate cultures of 
one or two concentrations of positive controls are 
included in each treatment condition. Based on 
the toxicity profile of the test articles, 4–6 
concentrations may be selected to test to cover 
the non-toxic to the toxic range. The toxicity 
profile of the test articles may differ in each treat-
ment condition, as new test article concentrations 
are selected to test in the definitive assay. Con-
current toxicity profile using CBPI method should 
be determined in the definitive assay. Based on 
the toxicity profile (CBPI) of the test article, at 
least three concentrations of the test article, vehi-
cle control and one concentration of positive con-
trol should be selected for MN endpoint scoring 
as described in the selection of treatment 
concentrations. The microscope slides for MN 
analysis are prepared as described above fixed 
and stained with acridine orange. 

7.5.8 Micronucleus Scoring 

To ensure unbiased data collection, all slides from 
the study are independently coded before the 
microscopic analysis. Slides are evaluated by 
fluorescence microscopy using a blue excitation 

filter and a yellow barrier filter at ×1000 magnifi-
cation. The scoring criteria for MN are, (1) the 
diameter of MN should be less than one-third of 
the main nucleus, (2) MN should be separate from 
or marginally overlap with the main nucleus as 
long as there is clear identification of the nuclear 
boundary, and (3) MN should have similar 
staining as the main nucleus. The incidence of 
MN formation is determined in 1000 defini-
tive binucleated cells (BN) from each culture 
(2000 binucleated cells from each concentration). 

The micronucleated binucleate (MNBN) cells 
scoring data from the test article and positive 
controls are analyzed using statistical methods 
for significance compared to vehicle control 
groups. In addition, a trend analysis is performed 
for a dose-response relationship. The test article is 
considered negative if none of the test article 
concentrations demonstrate a statistically signifi-
cant increase in the incidence of MNBN cells 
compared to vehicle control. The test article is 
considered positive, if there is a statistically sig-
nificant increase in the incidence of MNBN cells 
at least in one concentration with an appropriate 
dose-response relationship in a trend test, and the 
increase is above the testing laboratory’s histori-
cal negative/vehicle/solvent control data [35]. 

7.6 Mammalian Erythrocyte 
Micronucleus Test In Vivo 

Like the in vitro genotoxicity assays, erythrocyte 
MN assay is the most widely used in vivo rodent 
assay to complete the 3-test standard genotoxicity 
assessment battery [36]. 

The original Test Guideline OECD 474 for 
MN assay was adopted in 1983 and has been 
revised based on the scientific progress made 
over the years [37]. Latest revisions such as inclu-
sion of genotoxicity assessment into toxicology 
studies, flow cytometry scoring, and interpreta-
tion of the data comprehensively along with drug 
exposures so 3R (refine, reduce and replace) con-
cept of minimizing animal use is practiced, yet 
quality data are generated [38, 39]. In vivo mam-
malian MN test considers metabolism, pharmaco-
kinetics and DNA repair processes that contribute



to the totality of whole animal responses to a test 
article and helps better understand and 
complements genotoxicity detected by an 
in vitro system. Like in vitro MN assay, in vivo 
mammalian MN test detects the test article’s abil-
ity to cause damage to the chromosomes or spin-
dle apparatus of erythroblasts. This test is 
generally conducted using erythrocytes sampled 
either in the bone marrow or peripheral blood 
cells of mice or rats. 
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The primary objective of conducting MN test 
is for hazard identification of test articles that 
cause cytogenetic damage as identified by using 
either microscope or automation, resulting in the 
formation of MN containing either chromosome 
fragments or lagging chromosome(s) during cell 
division/maturation process. As bone marrow 
erythroblasts develop into immature erythrocytes 
(referred to as a polychromatic erythrocyte (PCE) 
or reticulocyte), the main nucleus is extruded 
leaving behind any remaining MN in the cyto-
plasm. Identification of MN in these cells is easy 
because they lack the main nucleus. An increase 
in the frequency of MNPCEs in treated animals 
over the background levels is an indication of 
induced structural or numerical chromosomal 
aberrations. Newly formed MNPCEs are selec-
tively identified and quantitated by special 
staining followed by either visual scoring using 
a microscope, or by an automated analysis such as 
flow cytometry. Enumerating sufficient number 
of PCEs in the peripheral blood or bone marrow 
is greatly facilitated by using an automated scor-
ing platform which are acceptable alternative to 
manual evaluation. Automated systems that can 
enumerate MNPCEs include, but are not limited 
to, flow cytometers, image analysis platforms, 
and laser scanning cytometers. On as needed 
basis, understanding whether a MN in PCE is 
due to chromosome fragment(s) or from whole 
chromosomes, can be verified with specialized 
fluorescent staining specific to kinetochore or 
centromeric region of DNA, which are hallmarks 
of intact chromosomes. Lack of kinetochore or 
centromeric DNA indicates that the MN contains 
only fragments of chromosomes (clastogenicity), 
while the presence suggests chromosome loss 
(aneugenicity). 

In the MN assay, rodent bone marrow is con-
sidered as the target tissue since erythrocytes are 
produced in this tissue. Enumerating MNPCE in 
peripheral blood is acceptable in other nonrodent 
species for which adequate sensitivity to detect 
article that causes structural or numerical chromo-
somal damage in these cells has been 
demonstrated and scientific rationale are 
provided. Frequency of MNPCE is the principal 
endpoint. However, the frequency of mature 
erythrocytes (routinely known as 
normochromatic erythrocytes, NCEs) that contain 
MN in the peripheral blood also can be used as an 
endpoint in species without strong splenic selec-
tion or interference against MN cells and when 
animals are treated continuously for a period that 
exceeds the lifespan of the erythrocyte in the 
species used (e.g., 4 weeks or more in the 
mouse). One of the limitations of this assay is: if 
there is evidence that the test article, or its metab-
olite(s), will not reach the target tissue, such as 
bone marrow, MN assay may not be appropriate. 

7.6.1 Primary Basis of the Assay 

Experimental animals are administered with the 
test article by an appropriate route, usually the 
same route as the clinical route of administration. 
When bone marrow is used for sample collection, 
the animals are humanely euthanized at an appro-
priate time(s) after test article treatment, the bone 
marrow is aspirated from femur, and slide 
preparations are made and stained. When periph-
eral blood is used, the blood is collected at an 
appropriate time(s) after test article treatment, and 
slide preparations are made and stained. When 
drug treatment is administered acutely, it is essen-
tial to select harvest times at which the treatment-
related induction of MNPCE can be detected 
considering the pharmacokinetic properties of 
the test article. In the case of peripheral blood 
sampling, enough time must also have elapsed 
for these events to appear in circulating blood. 
Preparations are analyzed for the presence of MN, 
either by manual visualization using a microscope 
or by automated methods. Vehicle (solvent) and 
positive controls are used to verify the assay



performance, thus, validity. However, if the labo-
ratory is proficient in conducting MN assay, then, 
positive control slides/samples from a prior 
experiment may be incorporated for MN 
counting, thus reducing unnecessary animal use 
(3R concept). Overall, the historical control data 
in each lab and/or published literature facilitate 
the interpretation of MN assay results, particu-
larly for biological significance and relevance to 
human conditions. 
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7.6.2 Assay Methodology 

Test system—Generally, the animal selection 
consists of commonly used strains of healthy 
young adult mice, rats (6–10 weeks old) or 
another relevant mammalian species may be 
used. Conventional laboratory diets may be used 
with an unlimited supply of drinking water, being 
housed individually or in small groups (no more 
than five per cage) of the same sex and treatment 
group. 

7.6.3 Preparation of Test 
Formulation Doses 

Depending on type of test articles, for example: 
solids should be dissolved or suspended in appro-
priate vehicles. Liquids may be dosed directly or 
diluted before dosing. Inhalants can be 
administered as a gas, vapor, or a solid/liquid 
aerosol, depending on their physicochemical 
properties. Wherever possible, it is preferred to 
use of an aqueous solvent/vehicle, such as: water, 
physiological saline, methylcellulose solution, 
carboxymethyl cellulose sodium salt solution, or 
oil based solvents including olive oil and corn oil. 
Positive controls (e.g., cyclophosphamide, ethyl 
methanesulfonate, methyl methanesulfonate, 
mitomycin C (as clastogens); colchicine or vin-
blastine (as aneugens), article should reliably pro-
duce a detectable increase in MN frequency over 
the spontaneous level, at a single harvest time. 

7.6.4 Assay Conducting Procedure 

If there is no toxicological gender difference 
response then, genotoxicity studies could be 
conducted with one gender, thus, reducing animal 
use and practicing 3R principles. Nevertheless, 
data showing differences between genders (e.g., 
differing systemic toxicity, metabolism, bioavail-
ability, bone marrow toxicity, etc. including e.g., 
in a dose-range-finding study), then, it is impor-
tant to test in both sexes. Keeping maximum 
tolerated dose in mind, a minimum of five analyz-
able animals per sex per group with three test 
article dose groups, concurrent vehicle and posi-
tive control groups. 

7.6.5 Selection of Doses 

Selection of doses is based on a preliminary dose 
range-finding toxicity study or on existing toxi-
cology information preferably in the same labora-
tory aimed to identify the maximum tolerated 
dose (MTD). A minimum of three dose levels 
separated by a factor of 2, but by no greater than 
4 is used. For nontoxic test articles, the highest 
dose should be 2000 mg/kg/day. For toxic 
articles, the MTD should be the highest dose 
administered and the lower dose levels should 
generally cover a range from the MTD to a dose 
producing little or no toxicity. Concurrent nega-
tive control groups are included for each tissue 
collection time. When multiple collection times 
are used, a single positive control group is 
included at 24-hr sample collection time. Maxi-
mum volume that can be administered by gavage 
or injection at one time should be 5–10 mL/kg 
(exceptions up to a maximum of 20 mL/kg). 
Experimental animals should be observed for 
clinical signs, body weight changes and recorded 
daily following treatment. During dosing period, 
at least twice daily, all animals should be 
observed for morbidity and mortality. Animals 
with severe toxicities should be humanely 
euthanized with relevant documentation. Under



certain circumstances, animal body temperature 
may be monitored considering that certain treat-
ment induced hyper- and hypothermia have been 
implicated in causing spurious results leading to 
difficult interpretation of data. When possible, a 
blood sample should be taken at appropriate time 
(s) to permit investigation of the plasma levels of 
the test article to demonstrate that exposure of the 
bone marrow occurred, where warranted and 
where other exposure data do not exist. 
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7.6.6 Cell Processing 

From the experimental animals, bone marrow 
cells are obtained using femurs or tibias, by 
aspirating using a needle attached to syringe 
containing 0.5–1 mL heat inactivated fetal bovine 
serum and collected into tubes. Cells are pelleted 
by centrifugation, and the supernatant is 
discarded leaving a small amount of serum with 
the pellet. Cells are re-suspended, and a small 

drop of the suspension is spread onto a clean 
glass slide (two slides per animal). Slides are 
air-dried and fixed in methanol and stained with 
acridine orange for microscopic evaluation. For 
the peripheral blood, small volumes of the periph-
eral blood sample are obtained by bleeding from 
the tail vein or other appropriate blood vessel 
according to animal welfare standards. Peripheral 
blood smear preparations are made and then 
stained for microscopy with acridine orange 
(Fig. 7.7) or  fixed and stained appropriately for 
flow cytometric/automated analysis. Additional 
staining methods including anti-kinetochore 
antibodies, FISH with pancentromeric DNA 
probes, or primed in situ labelling with 
pancentromere-specific primers, together with 
appropriate DNA counterstaining are used to 
help identify the nature of the MN (chromo-
some/chromosomal fragment) to determine 
whether the mechanism of MN induction is due 
to clastogenic and/or aneugenic activity. 

Fig. 7.7 Acridine orange-stained rat bone marrow cells. (Figure courtesy of Dr. Shambhu Roy, Principal Scientist, 
Department of Genetic Toxicology, Inotiv)
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7.6.7 Enumeration of MN 

Scoring of slides (including positive and negative 
controls), should be blind coded before counting 
to avoid scorer bias of the treatment condition; 
such coding, however, is not necessary when 
using automated scoring systems which do not 
rely on visual inspection and cannot be affected 
by operator bias. The proportion of PCEs (imma-
ture) among total (immature + mature) 
erythrocytes (TEs) is determined for each animal 
by counting a total of at least 500 TEs for bone 
marrow and 2000 TEs for peripheral blood to 
determine target tissue toxicity and drug expo-
sure. At least 4000 PCEs per animal should be 
scored for the incidence of MNPCEs. Evidence of 
exposure of the bone marrow to a test article may 
include depression of the PCEs to TEs ratio or 
measurement of the plasma or blood levels of the 
test article. However, in the case of intravenous 
administration, evidence of exposure is not 
needed. Alternatively, absorption, distribution, 
metabolism and excretion (ADME) data, 
obtained in an independent study using the same 
route and the same species can be used to demon-
strate bone marrow exposure. It is important to 
use appropriate statistical tests (Analysis of Vari-
ance and Armitage trend test) to aid significance. 
The criteria for a valid test are (1) Vehicle control 
MNPCEs must be within 95% control limits of 
the historical control range, (2) A statistically 
significant increase in MNPCE is noted in the 
positive control compared to concurrent negative 
control, (3) There should be generally, five 
animals/sex/group or dose. A negative result 
indicates that there is no significant increase in 
MNPCE at any dose level compared to the con-
current control. A positive result indicates that 
there is a significant dose-dependent increase in 
MNPCE at one or more dose levels compared to 
concurrent negative control. In cases where the 
response is not clearly negative or positive, fur-
ther investigations including analyzing more cells 
or performing a repeat experiment using modified 
experimental conditions could be useful. In rare 
cases, even after further investigations, the data 
will preclude concluding that the test article 
produces either positive or negative results, and 

the study will therefore be concluded as 
equivocal. 

7.7 Follow-Up Studies for Positive 
Genetic Toxicology Assays 

Periodically genetic toxicology studies, particu-
larly in vitro test systems, may produce positive 
results. Positive genetic toxicology results are 
expected due to direct interaction with genetic 
material and are not anticipated to detect 
non-genotoxic carcinogens (liver enzyme 
inducers, peroxisome proliferators, hormonal 
carcinogens). Published literature evaluating a 
large database of 700 chemicals suggests 
75–95% of rodent non-carcinogens are positive 
in one or more in vitro genotoxicity assays lead-
ing to “false” positives or “misleading” positives 
[40]. It has been reported in a survey that approx-
imately 30% of approved (marketed) drugs are 
positive in at least one in vitro genetic toxicology 
test [41]. In vitro mammalian cell assays are posi-
tive more often than Ames assay. A clear positive 
or negative result does not require a verification. 
Inconclusive results or equivocal results should 
be repeated with modified doses. There could be 
several confounding factors for the positive 
results, e.g., due to the presence of a mutagenic 
impurity, highly cytotoxic concentration, one out-
lying culture or animal, the magnitude of the 
response, reproducibility, etc. A weight-of-evi-
dence approach is taken for regulatory decision 
making to assess the biological relevance of the 
positive finding to humans. Appropriate follow-
up studies are conducted to verify the reproduc-
ibility of the initial positive results [42]. 

Per (ICHS2(R1)), If the Ames assay is posi-
tive, two appropriate in vivo assays should be 
conducted in two different tissues. 

The follow-up assays recommended for Ames 
positive are 

1. In vivo Big Blue transgenic mouse mutation 
assay with justification on the selection of 
tissue/organ 

2. In vivo Pig-A Assay for Ames assay positive 
without S9
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MN containing centromere 

Fig. 7.8 Acridine orange stained binucleated cells (a) 
without MN (b) with MN containing centromere 

A positive in vitro MN could be the result of 
either two different modes of action (MOA), a 
direct acting clastogen or a non-DNA reactive 
aneugen as discussed previously. It is important 
to distinguish between these two MOAs. The 
recommended assay for positive in vitro or 
in vivo MN is to conduct additional staining 
methods (anti-kinetochore antibodies, FISH with 
pancentromeric DNA probes) to identify the 
contents of MN (Fig. 7.8). A presence of centro-
mere in the MN indicates aneugenic MOA and 
absence of centromere in the MN indicates 
clastogenic MOA [43]. 

If an in vitro chromosome damage assay is 
positive, then, a second in vivo assay such as 
comet assay in liver cells is recommended to 

further confirm the results (OECD TG 489). 
Under alkaline conditions (>pH 13), the comet 
assay can detect some forms of DNA damage 
(e.g., strand breaks, alkali labile sites, adducts). 
Following the test article treatment, the length of 
DNA movement from the nucleus is a measure of 
fragmented DNA (Fig. 7.9). 

Nucleus 

Nucleus 

Nucleus Fragmented DNA 

Control Treated 

Fig. 7.9 Comet assay (liver cells) 

If the in vivo MN study is positive, while all 
the in vitro genetic toxicology studies are nega-
tive, a nongenotoxic MOA such as disturbed 
erythropoiesis or physiology (such as hypo/ 
hyperthermia) could be the cause for a 
contributing factor [44]. Changes in body temper-
ature during the test article treatment can induce 
MN in vivo. Follow-up studies for positive 
in vivo MN studies to repeat the in vivo MN 
study with implantable temperature transponders 
[45, 46]. 

7.8 Concluding Remarks 

The usefulness of genetic toxicology data in drug 
development is hazard identification. Further, 
these studies would assist in the quantitative risk 
assessment in determining a safe dose consider-
ing parameters such as no observed adverse effect 
level (NOAEL) and/or a low observed adverse 
effect level (LOAEL). These data serve as a 
place holder and form the premises for rodent 
carcinogenicity data.
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Genotoxicity testing is a key early safety 
assessment during pharmaceutical development 
as they cover multiple mechanisms. As a first 
step, screening is considered with the publicly 
existing information on the class of drug effects 
using artificial intelligence techniques, including 
in silico assessment with structure activity rela-
tionship (SAR) software such as DEREK, 
Leadscope. These tools help provide some guid-
ance regarding the structural alerts and help mod-
ify the molecule or select a potential drug 
molecule without the genotoxic safety liability. 
Then, biological genotoxicity screening tests 
(non-GLP) such as mini-Ames and mini-in vitro 
MN assays are used to minimize the need for the 
use of huge quantity of test article and for a quick 
read on the genotoxic potential during initial 
stages of drug discovery. These assays provide 
further guidance on the potential genotoxicity, if 
any. As a critical regulatory step, initially 
2 in vitro tests that follow good laboratory 
practices (GLPs) are required to support defining 
first dose in human as part of Investigational New 
Drug Applications (IND) for Phase 1. These are: a 
bacterial mutation test and an in vitro mammalian 
chromosome damage test such as: chromosome 
aberration or MN. To support Phase 2 clinical 
trials which involves repeated exposure to the 
investigational pharmaceutical, an in vivo test is 
conducted, typically consisting of an in vivo MN 
assay in rodents. The in vivo test can be 
incorporated into a repeat dose general toxicology 
study. These three tests, referred to as the ‘stan-
dard battery’ are most often completed prior to 
submission of an IND. These three tests constitute 
Option 1 for the standard battery (S2R1). Option 
2 standard battery that is considered equally suit-
able includes, generally, a test for bacterial muta-
genesis test, prior to Phase 1 clinical trial, and two 
in vivo tests in two different tissues, (1) mamma-
lian erythrocyte micronucleus test as described 
above and (2) a Comet assay in liver or DNA 
strand breakage assay prior to Phase 2 clinical 
trial. If the results are negative in all three assays 
(Ames test, In vitro MN test and In vivo MN test 
in rodents), then, the test article is considered to 
be non-genotoxic, and supportive of clinical trials 
in healthy volunteers and the intended patient 

population. If the results are clearly positive in 
all three assays, then, the test article is judged as 
genotoxic and more research to understand carci-
nogenic potential may be warranted. Whether or 
not such articles are taken into clinical testing is 
determined based on overall data considering risk 
and benefit to human subjects. For example, 
administration of genotoxic agents may be appro-
priate for certain populations in the oncology 
therapeutic area. Conversely, the administration 
of such agents may not be favored for clinical 
indications that are not considered severely 
debilitating or life-threatening. The close associa-
tion between the genotoxic and carcinogenic 
properties of chemicals makes genetic toxicology 
testing an early indicator of carcinogenic potential 
and therefore constitutes a key prioritization step 
in the selection of articles in the discovery phase 
and a critical safety screen prior to initiation of 
clinical trials. 

Disclaimer 
This article reflects the views of the author 
(Ramadevi Gudi) and should not be construed to 
represent US FDA’s views or policies. 
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Rodent Carcinogenicity Studies 8 
Mark Tirmenstein and Ravikumar Peri 

Abstract 

Rodent lifetime carcinogenicity studies are 
used to assess the carcinogenic potential of 
chemicals and pharmaceuticals to humans 
and are a regulatory requirement for most 
pharmaceuticals. In the past, 2-year rat and 
mouse studies were commonly required for 
market authorization of pharmaceuticals in 
development. These studies use a large num-
ber of animals, are costly, complex, and 
require a long time to complete. In recent 
years, the 2-year mouse carcinogenicity study 
has been largely replaced by the 6-month Tg. 
rasH2 transgenic mouse study. The 6-month 
Tg.rasH2 transgenic mouse study is less 
expensive, requires fewer animals and 
provides quicker results relative to the 2-year 
mouse carcinogenicity study. The current 
chapter will discuss some factors that need to 
be considered in determining the experimental 
design for these rodent carcinogenicity studies. 
Not all drugs in development require rodent 

carcinogenicity studies and interactions with 
health authorities are strongly recommended 
to determine if these studies are required for 
market authorization. In addition, it is well 
known that many rat carcinogens have not 
been demonstrated to represent a risk to 
humans. This has led many to call for a 
re-evaluation of the relevance of 2-year rat 
carcinogenicity studies. Recent ICH 
guidelines have shifted away from 
recommending a 2-year rodent carcinogenicity 
study as a default requirement. Instead, they 
have suggested using a weight of evidence 
approach to determine if a 2-year rat carcino-
genicity study would have value in assessing 
the carcinogenic risk of drugs in development 
to humans. 
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8.1 Introduction 

There is a long history of using lifetime rodent 
studies to assess the carcinogenic potential of 
chemicals and pharmaceuticals. The development 
of standardized 2-year carcinogenicity study
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protocols in rats and mice dates back to the 
pioneering work of National Cancer Institute 
scientists John and Elizabeth Weisburger in the 
1960s [1]. The impetus for carcinogenicity testing 
of pharmaceuticals occurred in 1968 when drug 
package inserts with a section discussing carcino-
genesis were required for newly approved 
drugs [2]. 
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An important change occurred in carcinoge-
nicity testing in mice in 1997 [2]. In that year, the 
FDA agreed to allow the use of transgenic animal 
models in the evaluation of drugs. Once Tg.rasH2 
mice became commercially available, this animal 
model gained widespread acceptance for carcino-
genicity testing in mice. Today, the 6-month Tg. 
rasH2 mouse carcinogenicity study is widely used 
and has for the most part supplanted the 2-year 
lifetime mouse carcinogenicity study in drug 
development [3]. Conducting a 6-month Tg. 
rasH2 mouse study offers several advantages 
over the 2-year mouse carcinogenicity study 
including: lower cost, reduced animal numbers 
and a shorter duration of testing. However, since 
no generally accepted alternative for the 2-year 
rat carcinogenicity study has been accepted to 
date, the overall time required for carcinogenicity 
testing in rodents is still approximately 3 years in 
duration. Despite the obvious advantages of the 
transgenic mouse carcinogenicity study, a 2-year 
mouse carcinogenicity study can still be 
conducted instead of the 6-month transgenic 
mouse study. In some cases, a scientific rationale 
may dictate the use of the 2-year mouse carcino-
genicity study instead of the 6-month transgenic 
mouse study. Either study is acceptable for a 
carcinogenicity assessment in mice. 

For now, rodent carcinogenicity studies are 
required for market authorization for most small 
molecule drugs in development, and there are 
several guidance documents that aid in the devel-
opment of the experimental design of these stud-
ies. This chapter will discuss the prerequisites of 
rodent carcinogenicity testing, the general experi-
mental design of these studies, and the interpreta-
tion of results. 

8.2 Drugs Requiring Rodent 
Carcinogenicity Testing 
Rationale 

It should be noted that not all drugs in develop-
ment require rodent carcinogenicity studies for 
marketing authorization. Small molecules that 
are intended for chronic administration (at least 
6 months continuous administration) in general 
and, to a lesser extent, monoclonal antibodies for 
chronic indications require rodent carcinogenicity 
studies. Still, drugs intended for shorter duration 
administration do not. In addition, carcinogenic 
studies are generally required for pharmaceuticals 
used frequently in an intermittent manner in the 
treatment of chronic or recurrent conditions. 
Regardless of the duration of the intended treat-
ment, carcinogenicity testing may also be 
required for drugs that elicit a cause for concern. 
This may include drugs that induce preneoplastic 
lesions (i.e., hyperplasia) in chronic toxicology 
studies and classes of drugs that have carcino-
genic properties or whose mechanism of action 
could in theory lead to tumor development. How-
ever, there is no point in testing drugs identified as 
being unequivocally genotoxic. These drugs in 
the absence of other information are thought to 
damage DNA and to be carcinogenic in humans 
as well as animals. A negative finding in a rodent 
carcinogenicity study will not change the fact that 
it has been classified as a potential mutagen. 
Biotechnology products such as antibodies or 
peptides/proteins generally do not require carci-
nogenicity testing [4]. A request for a waiver for 
carcinogenicity studies for biotechnology 
products is usually accompanied by a weight of 
evidence rationale for not conducting these stud-
ies. This weight of evidence can include data 
from transgenic, knock-out, or animal disease 
models, human genetic disease, information on 
class effects, pharmacology and mechanism of 
action, in vitro data, data from chronic toxicity 
studies and clinical data [4]. 

Many rodent carcinogens have been identified 
that have not been demonstrated to represent a



risk to humans [5], leading some to question the 
value of rodent carcinogenicity testing. It has 
been suggested that the histopathology results 
from subchronic [6] and chronic repeat-dose rat 
studies can be used in place of the 2-year rodent 
carcinogenicity study [7]. According to this ratio-
nale, noncarcinogens would not be expected to 
develop preneoplastic lesions in subchronic and 
chronic repeat-dose toxicity studies and would 
thereby not require additional testing in a 2-year 
rodent carcinogenicity study. Only those 
compounds that develop preneoplastic lesions in 
the repeat-dose toxicity studies would then be 
required to be tested in the 2-year rat carcinoge-
nicity study. 
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Recently, a new ICH guideline (TESTING 
FOR CARCINOGENICITY OF 
PHARMACEUTICALS S1B(R1) [8] has backed 
away from a default requirement for a 2-year rat 
carcinogenicity study and instead has 
recommended a weight of evidence approach for 
deciding whether to conduct this study. This 
approach is already being used at least to some 
degree for biotechnology products. It would 
emphasize a more science-based approach for 
determining if a 2-year rat carcinogenicity study 
is required. Eliminating the requirement for a 
2-year rat carcinogenicity study would be 
expected to decrease costs and timelines for 
drug approvals and reduce the number of rodents 
used in nonclinical development. According to 
the guidelines [8], some of the factors to consider 
in using the weight of evidence approach to 
decide whether to conduct a 2-year rat carcinoge-
nicity study include:

• Target Biology—how characterized are the 
biological pathways and class effects

• Secondary Pharmacology—is there off-target 
activity?

• Histopathology—were there hyperplastic 
lesions or other lesions of concern in chronic 
or subchronic studies?

• Hormonal effects—is there evidence of endo-
crine disruption and/or reproductive organ 
perturbations?

• Positive Genotoxicity—is there equivocal evi-
dence of positive genotoxicity of uncertain 

relevance to humans? If so, additional testing 
may help determine relative risks to humans.

• Immune Modulation—is there evidence of 
immune effects of uncertain relevance to 
humans? 

Regardless, if the 2-year rat carcinogenicity study 
is conducted, the guidelines recommend that a 
mouse carcinogenicity study be conducted in 
most cases. The mouse carcinogenicity study 
can be either a 2-year carcinogenicity study or a 
6-month transgenic mouse study. As was men-
tioned previously, there are considerable 
advantages to conducting the 6-month transgenic 
mouse study. 

Since 2-year carcinogenicity testing can 
require years to complete, interactions with the 
FDA are recommended early in drug develop-
ment to determine if carcinogenicity studies are 
warranted and prevent unnecessary delays. 

8.3 Experimental Design 

There are some common elements in the experi-
mental design in the 6-month transgenic mouse 
and 2-year rodent carcinogenicity studies. There 
are generally three dose groups of the drug to be 
tested (low, mid and high) along with a vehicle 
control group. If the vehicle is not a standard 
vehicle or the toxicologic properties of the vehicle 
have not been sufficiently characterized a water 
control group can also be included for compari-
son purposes. Importantly, all rodent carcinoge-
nicity studies should be conducted under GLP 
conditions. 

Other standard endpoints that are usually 
included in all rodent carcinogenicity studies are 
the following:

• Periodic dose formulation analysis and stabil-
ity testing (especially important if more than 
one batch of the drug is used in a 2-year study). 
Care should be taken not to use drug supplies 
past their expiration date.

• Daily clinical observations (including palpable 
mass assessments) and mortality checks.

• Toxicokinetic evaluations on Day 1 and after 
approximately 6 months of dosing. If major



Groupa Subgroup Dose levelb (mg/kg/day) Doseb concentration (mg/ml)

5

5
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Table 8.1 Animal allocation to 2-year carcinogenicity studies in rodents 

Number of animalsc 

Male Female 

1. Control 1. Main 0 0 50–70 50–70 
2. TK 3– 3–5 

2. Control 1. Main 0 0 50–70 50–70 
2. TK 3– 3–5 

3. Low dose 1. Main 10 1 50–70 50–70 
2. TK 12–15 12–15 

4. Mid dose 1. Main 30 3 50–70 50–70 
2. TK 12–15 12–15 

5. High dose 1. Main 100 10 50–70 50–70 
2. TK 12–15 12–15 

a Groups 1 and 2 are control groups. One of the control groups typically is the formulation buffer in which the test article is 
formulated (vehicle), and the second is typically either water or a normal saline solution 
b The doses listed are only examples. A detailed strategy to dose selection is described later in the chapter, but the high 
dose is targeted to give 25× exposure multiple when feasible; the low dose should not elicit toxicity and provide exposure 
slightly above human efficacious exposure; and the mid dose is selected based on the linearity of toxicokinetics (TK) to 
elicit some toxicities. Dose volumes and concentrations are typically adjusted based on the route of administration, with 
10 mL/kg being the maximal volume for an oral dose 
c The number of animals allocated to each dose group varies between 50 and 70 for the main study and at least 12–15 
animals/time point for toxicokinetic assessment. Only 3–5 animals are assigned to the vehicle TK groups because the 
analyte is needed just to demonstrate the absence of test article. A large number of animals are allocated to the study to 
ensure that drug-treated and control groups should have at least 25 rodents per sex per group survive to the end of the 
study for adequate statistical analysis of tumor incidence as recommended by guidelines 

metabolites or metabolites of particular con-
cern have been identified in previous human or 
animal studies, these should also be 
characterized in the toxicokinetic evaluations.

• Clinical pathology endpoints are not usually 
included but particular clinical pathology 
endpoints may have value to assess pharmaco-
dynamic effects on a case-by-case basis.

• Histopathology of representative organs and 
tissues (a full tissue list in carcinogenicity 
studies).

• Rigorous statistical analysis of tumor inci-
dence in treated animals vs. controls.

• An example of animal allocation to rodent 
carcinogenicity study is described in 
Table 8.1. 

8.3.1 Rat Strains and Number 
of Animals 

In general, the strain of rats used in the 2-year 
rodent carcinogenicity study is usually the same 
strain that has been used previously in the rat 

toxicology program (3- and 6-month repeat-dose 
toxicity studies). Target organs have been 
identified and chronic doses determined from pre-
vious repeat-dose toxicology studies in this strain 
of rat, so there is less risk in switching to a new 
strain of rat for a carcinogenicity study. It should 
be recognized that there is always the possibility 
that other strains of rats may be more or less 
susceptible to the toxicity of the drug in develop-
ment. The Sprague Dawley (SD) rat is the most 
commonly used strain of rat in toxicology studies 
for pharmaceuticals in the United States. How-
ever, SD rats are known to have a high incidence 
of certain background diseases and spontaneous 
tumor formation [9, 10]. For example, chronic 
progressive nephropathy is a major cause of mor-
tality in male SD rats. Pituitary tumors are com-
mon in male and female SD rats, and female SD 
rats have a high incidence of mammary gland 
tumors. There may be advantages in using rat 
strains that have lower mortality and a lower 
incidence of spontaneous tumors. Data provided 
by Envigo (an Inotiv Company) [11], suggests 
that Wistar Hannover rats, for example, have



lower mortality in the 2-year rat carcinogenicity 
study compared to SD rats (Fig. 8.1). However, if 
a conscious decision is made to choose a strain of 
rats different from those in which chronic toxicity 
data is conducted, it might be helpful to conduct a 
bridging toxicity study with appropriate toxicol-
ogy and toxicokinetic assessments such as a 
3-month dose range-finding study. 
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Fig. 8.1 Survival curves 
for Wistar Hannover 
and CRL:CD® (SD) rats 
over 104 weeks. (Top) 
Survival curves for male 
Wistar Hannover and CRL: 
CD® (SD) rats, and 
(Bottom) survival curves 
for female Wistar Hannover 
and CRL:CD® (SD) rats 
(Envigo White Paper: 
https://insights.envigo.com/ 
hubfs/resources/white-
papers/white-paper-wistar-
han-rat-for-carcinogenicity-
studies.pdf) 

Although the guidelines suggest at least 
50 male and 50 female rats should be used for 
each dose group [12], a larger number of SD rats 
(up to 70 per sex per group) is frequently used to 

compensate for the high mortality observed in SD 
rats. It is important to note that FDA guidance 
indicates that drug-treated and control groups 
should have at least 25 rodents per sex per 
group survive to the end of the study for adequate 
statistical analysis of tumor incidence 
[12]. Rodent carcinogenicity studies should be 
designed with this overall goal in mind. If sur-
vival becomes an issue, the Executive Carcinoge-
nicity Assessment Committee (ECAC) should be 
consulted for potential remediation strategies (see 
Sect. 8.3.5).

https://insights.envigo.com/hubfs/resources/white-papers/white-paper-wistar-han-rat-for-carcinogenicity-studies.pdf
https://insights.envigo.com/hubfs/resources/white-papers/white-paper-wistar-han-rat-for-carcinogenicity-studies.pdf
https://insights.envigo.com/hubfs/resources/white-papers/white-paper-wistar-han-rat-for-carcinogenicity-studies.pdf
https://insights.envigo.com/hubfs/resources/white-papers/white-paper-wistar-han-rat-for-carcinogenicity-studies.pdf
https://insights.envigo.com/hubfs/resources/white-papers/white-paper-wistar-han-rat-for-carcinogenicity-studies.pdf
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8.3.2 Mouse Carcinogenicity Strains 
and Number of Animals 

If a 2-year mouse carcinogenicity study is 
conducted, the same criteria with regard to the 
number of groups and the number of male and 
female mice in each group applies. In most cases, 
the strain of mice that has been used in dose 
range-finding studies should be used for the 
2-year carcinogenicity study. There are generally 
three dose groups of the drug to be tested (low, 
mid and high) along with a vehicle control group. 
Each group should contain at least 50 male and 
50 females. As with the rat, more mice may be 
included to ensure that at least 25 mice per sex per 
group survive to the end of the study for adequate 
statistical analysis of tumor incidence [12]. 

For the 6-month transgenic mouse study, there 
are also typically three dose groups for the drug 
and one or two vehicle control groups depending 
on the nature of the vehicle, with each group 
having 25 male and 25 female main study mice 
with additional mice for toxicokinetics. In addi-
tion, a positive control group (a known carcino-
gen) consisting of 10 males and 10 females is 
generally included in the 6-month transgenic 
mouse study [13]. A single intraperitoneal dose 
(75 mg/kg) of the carcinogen, 
N-nitrosomethylurea (NMU) is commonly used 
as the positive control in these studies [3]. 

8.3.3 Route of Administration 

As in all toxicology studies, where feasible, the 
route of administration should be the same as that 
used in humans. Rodent carcinogenicity studies 
where the drug is incorporated into feed can be 
conducted if necessary. However, there are sev-
eral factors which make this less desirable than 
standard oral gavage administration, such as 
variability in drug administration, difficulties in 
determining the amount of drug administered, 
stability of the drug in feed, and palatability issues 
of the drug incorporated into feed. 

8.3.4 Selection of Doses 

One of the more difficult tasks in designing rodent 
carcinogenicity studies is dose selection. Fortu-
nately, extensive guidance is provided in ICH 
guidelines (DOSE SELECTION FOR CARCI-
NOGENICITY STUDIES OF 
PHARMACEUTICALS S1C(R2)) [14]. The 
doses selected for the carcinogenicity study 
should be tolerated without significant chronic 
physiological dysfunction or mortality and pro-
vide AUC exposure margins that allow an ade-
quate margin of safety over the maximum human 
therapeutic exposures and permit interpretation of 
data in the context of clinical use. 

8.3.4.1 High Doses 
2-Year Rat Carcinogenicity Study: The high 
dose is usually selected such that anticipated sys-
temic AUC exposures are 25 times the maximum 
human AUC exposures for the drug [14]. AUC 
exposures after repeat administration for 
6-months in the chronic rat toxicology studies 
should provide the needed data for this determi-
nation. If male and female rats have different 
AUC exposures, it may be necessary to select 
different doses for male and female rats in the 
carcinogenicity study. If the 25 times exposure 
multiples cannot be achieved, a series of backup 
strategies in selecting the high dose in the rat 
carcinogenicity study can be adopted, including 
the following [14]:

• Exposure Saturation—If there is saturation in 
exposure to high doses of a drug, this rationale 
can be used to limit the high dose. If increasing 
doses do not significantly increase AUC 
exposures, there is no point in dosing at higher 
levels. In this case, the high dose would be 
limited to the lowest dose of the drug that 
induces saturation in exposure.

• Maximum Tolerated Dose (MTD)—In this 
case, the high dose would be selected such 
that it does not produce a pharmacodynamic 
or toxic response that would be expected to 
increase mortality in the high dose. The
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integrity of the study may be affected if there 
are not 25 rats remaining after the end of 
2-years of drug administration. One of the 
specific factors that characterizes toxicity in 
the ICH guidelines [14] is decrease in 
bodyweight gains. Specifically, doses that 
induce more than a 10% decrease in body 
weight gain compared to controls would not 
be expected to be tolerated in a 2-year carcino-
genicity study and may be used to define 
the MTD.

• Maximum Feasible Dose (MFD)—The high 
dose can be selected based on the highest 
dose that can be practically administered to 
rats. This could include limitations in 
formulating the drug in the selected vehicle 
or could be based on local tolerance issues 
with the drug.

• Limit Dose—If none of the above criteria 
apply, the high dose can be selected based on 
the limit dose as defined by ICH guidelines. If 
the maximum recommended human dose does 
not exceed 500 mg/kg/day, the limit dose 
would be 1500 mg/kg/day. If the human dose 
exceeds 500 mg/day the high dose can be 
increased up to the MFD. In most cases, 
other criteria will be used instead of the limit 
dose for selecting the high dose in rodent car-
cinogenicity studies. 

2-Year Mouse Carcinogenicity Study: 
The same strategy in selecting the high dose in 
the 2-year rat carcinogenicity study also applies to 
the 2-year mouse carcinogenicity study. How-
ever, in most cases in drug development, there 
may be limited experience in conducting long-
term repeat-dose toxicity studies in mice, there-
fore, an appropriate repeat-dose range-finding 
study (usually 3 months in duration) with mice 
may be necessary to assist in selecting doses for 
the subsequent 2-year mouse carcinogenicity 
study. 

6-Month Transgenic Mouse Study: The high 
dose for the 6-month Tg.rasH2 transgenic mouse 
study is generally selected based on results of a 
short term (5–7 days) and 28-day dose range-
finding studies [15]. Using these studies, an 

estimated MTD is established and used as the 
high dose in the subsequent 6-month transgenic 
mouse study. The estimated MTD is based on the 
effects of the drug on body weights, clinical 
observations, clinical pathology findings and 
gross and microscopic histopathology findings, 
and any other parameter that would be expected 
to increase mortality and/or compromise the well-
being of the animals used on the study [15]. How-
ever, this traditional way of selecting the high 
dose has been questioned based on analysis of 
previous 6-month transgenic mouse studies. An 
analysis of body weight, mortality, and tumor 
response in control and treated groups of 29 Tg. 
rasH2 transgenic mouse studies, suggested that 
the MTD was exceeded at the high and/or 
mid-doses in several studies, and the incidence 
of tumors in high doses was lower when com-
pared to the low and mid-doses of both sexes 
[15]. The decreased incidence of tumors in the 
high dose group was due to excessive toxicity 
resulting in significant decreases in body weight 
and increased mortality. These effects were 
related to high exposure toxicity and not carcino-
genic effects. 

In a recent ICH guideline [8], it was proposed 
that the high dose in the 6-month transgenic 
mouse study should be selected based on a 
50-fold AUC exposure multiple rather than the 
estimated MTD. One possible explanation why 
the MTD is often exceeded in the 6-month studies 
relates to how the dose range-finding studies are 
conducted. In most cases, CByB6F1 mice, the 
wild type littermates of Tg.rasH2 mice, are used 
instead of the transgenic mice for the dose range-
finding studies. The CByB6F1 mouse has the 
same genetic background as the Tg.rasH2 
mouse except for the omission of the transgene 
(Tg) element but it costs much less than the trans-
genic mice. Data collected from the 5 or 7-day 
dose range-finding study are used to set doses for 
the 28-day dose range-finding study, and the data 
collected in the 28-day study are used to select 
doses for the 6-month transgenic mouse study. 
There are some significant differences between 
the transgenic mice and their wild type 
littermates, with the transgenic mice weighing,



on average 10% less than their wild type 
littermates. They also appear to gain weight at a 
lower rate than their wild type litter mates. This 
bodyweight difference may make the transgenic 
mice more susceptible to toxicity than the wild 
type mice. This seems to be especially true for 
male transgenic mice. The authors proposed that a 
possible solution for this problem is to conduct 
the 28-day dose range-finding study in transgenic 
mice instead of their wild type littermates 
[15]. This would, of course, increase costs for 
conducting the 28-day dose-ranging study but 
would be expected to provide a more accurate 
MTD estimation. 
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8.3.4.2 Low and Mid Doses 
The rationale for selecting low and mid doses is 
similar for the 6-month transgenic mouse and 
2-year rodent carcinogenicity studies. Regardless 
of the method used for selecting the high dose, 
selecting the mid and low doses for the carcino-
genicity study should provide information to aid 
in assessing the relevance of study findings to 
humans. The low and mid doses are selected 
based on rodent and human pharmacokinetic, 
pharmacodynamic, and toxicity data. The ratio-
nale for the selection of these doses should be 
provided in the protocol. ICH guidelines (dose 
selection for carcinogenicity studies of 
pharmaceuticals S1C(R2)) [14] recommend con-
sidering the following points in selecting the low 
and mid doses in rodent carcinogenicity studies: 
the linearity of pharmacokinetics and saturation 
of metabolic pathways; human exposure and ther-
apeutic dose; pharmacodynamic response in 
rodents; alterations in normal rodent physiology; 
mechanistic information and potential for thresh-
old effects; and the unpredictability of the pro-
gression of toxicity observed in short-term 
studies. In practical terms, in most cases, the 
low dose should be selected to provide a dose 
without toxicity and anticipated AUC exposure 
slightly above human AUC exposures at the max-
imum human dose. The mid-dose should be 
selected to explore dose-response relationships 
and provide AUC exposures between the low 
(2–3-fold) and high doses (25-fold). 

8.3.5 Interactions with the Executive 
Carcinogenicity Assessment 
Committee (ECAC) 
at the US FDA 

The ECAC was established to ensure consistency 
in recommendations and conclusions regarding 
protocols for and results of carcinogenicity stud-
ies across review divisions. The ECAC meets 
regularly to review all carcinogenicity protocols 
and final study reports. All rodent carcinogenicity 
study protocols should be submitted to the ECAC 
for review and approval prior to initiating these 
studies. Sponsors usually submit the protocols in 
requests for special protocol assessments (SPAs), 
which the Center for Drug Evaluation and 
Research (CDER) of the FDA must complete 
within 45 days. The ECAC will review protocols 
and suggest alternative doses if necessary. Suffi-
cient time should be incorporated into drug devel-
opment timelines to ensure that feedback from the 
ECAC is provided. 

In addition, the ECAC should be notified as 
soon as possible when unexpected events occur in 
rodent carcinogenicity studies. These can include 
proposed changes in doses due to mortality or 
morbidity in the high dose group and proposed 
dosing holidays due to the condition of the 
animals and even the early sacrifice of entire 
male or female dose groups so that adequate 
numbers of animals are present for a robust statis-
tical analysis. For survival issues in rat carcinoge-
nicity studies, the ECAC standard advise usually 
includes the following:

• Terminate only the drug-treated group when 
the number of animals in that group declines to 
15 before week 100

• Terminate all groups of a sex, including 
controls, if the number of animals in a drug-
treated group declines to 15 at or after week 100

• Terminate all groups of a sex if the number of 
combined identical control animals declines 
to 20 

Feedback from the ECAC is usually provided in a 
timely manner and can ensure that the rodent car-
cinogenicity studies are successfully completed.



Routine communications with the contract 
research organization (CRO) where rodent carci-
nogenicity studies are conducted are essential for 
preventing major issues with these studies. 
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8.4 Tumor Analysis or Data 
Evaluation and Statistical 
Analysis 

Data for each sex are analyzed separately and 
statistically. Survival analyses are performed 
with a two-sided risk for increasing and decreas-
ing death with dose. Tests are performed for dose 
response and each drug-treated group against 
control using Kaplan-Meier product-limit 
estimates, along with log-rank and Wilcoxon 
tests. If there is more than one control group, the 
two identical control groups are combined for 
analysis. 

For each given tumor type, statistical analysis 
is performed if the incidence in at least one drug-
treated group is increased by at least two 
occurrences over the control group. Tests to 
compare tumor incidence are performed, with a 
one-sided risk for increasing incidence with 
dose. Tests are performed for dose response 
and each test substance-treated group against 
the control group. Tumors occurring in animals 
dying spontaneously or euthanized in extremis 
during the study are classified as one of the 
following: 

1. Fatal: The tumor was a factor in the demise of 
the animal. 

2. Non-fatal: The tumor was not a factor in the 
demise of the animal. 

3. Uncertain 

Fatal and non-fatal tumors are combined for 
analysis. 

Observable or palpable tumors are analyzed 
using the time to death or time of detection of 
the tumor. Unadjusted P-values are reported for 
tumors. An indication of a possible dose-response 
in the incidence rate of individual tumors is 
assessed on the basis of whether the tumor is a 
rare or common type (the common tumor’s sig-
nificance level is <0.005, rare tumor’s <0.025). 

A pairwise comparison of an increase in inci-
dence rates in the treated and control groups are 
tested at 0.01 or 0.05 significance level for com-
mon and rare tumors, respectively [16]. The inci-
dence rate for defining whether a tumor type is 
rare or common is based on site-specific back-
ground historical data. The criteria for combina-
tion should be based on Guidelines for 
Combining Neoplasms for Evaluation of Rodent 
Carcinogenicity Studies authored by McConnell 
et al. [17]. 

8.5 Interpretation of Results 

The main value of rodent carcinogenicity studies 
is to identify nongenotoxic carcinogens. In most 
cases, genotoxic carcinogens can be identified 
using genotoxicity assessments and do not require 
lifetime rodent carcinogenicity studies. It is gen-
erally accepted that nongenotoxic carcinogens 
have thresholds for the development of carcino-
genicity. Determination of this threshold and 
defining exposure multiples that are associated 
with the development of tumors is important for 
human risk assessments. Compounds that induce 
tumor formation at exposures that are much 
higher than the anticipated human therapeutic 
exposures elicit less concern than those that 
induce tumors at exposures that are similar to 
anticipated human therapeutic exposures. In 
most toxicology studies, a no-observed-adverse-
effect level (NOAEL) is established based on 
adverse toxicologic findings. In a rodent carcino-
genicity study, it is common to establish one 
NOAEL for target organ toxicity and another 
NOAEL for carcinogenicity or tumor formation. 
These NOAELs may be at different dose levels. A 
different NOAEL for carcinogenicity may also be 
established for males vs. females. This is espe-
cially true if tumors develop in sex organs (i.e., 
testes for males, mammary glands for females). In 
some cases, it may be helpful to identify the 
mechanism of tumor formation. There are 
established mechanisms for tumor development 
in rats, for example, that are not relevant to 
humans [5]. If this is the case, a rational argument 
can be established why the observed tumor
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formation is rat or mouse specific and is not a risk 
to humans. In general, compounds that induce 
tumors in both mice and rats are more of a con-
cern than those that induce tumors in only one 
species. However, in the absence of a species-
specific scientific rationale, carcinogenic findings 
in only one species can also raise a concern in 
human risk assessments. 
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Tumorigenic findings of marginally increased 
frequency present a challenge in interpreting the 
results. In such instances, it helps to compare the 
data with the historical controls in the laboratories 
conducting these studies to provide additional 
perspectives. Historical control data can also be 
submitted with the study reports as a part of the 
regulatory submission. It is important to note that 
some regulatory agencies conduct their own sta-
tistical analysis of the data, and preemptive sub-
mission of files containing raw data may 
minimize review questions. 

8.6 Concluding Remarks 

The requirement for conducting a 2-year rat car-
cinogenicity is currently undergoing a period of 
re-evaluation. In the past, 2-year rat carcinogenic-
ity studies were, in most cases, a default require-
ment. However, based on the knowledge that not 
all rat carcinogens represent a risk to humans, 
there is a current emphasis on using a weight of 
evidence approach to decide whether a 2-year rat 
carcinogenicity study should be conducted. This 
weight of evidence shifts the decision to conduct 
this study to one based on scientific evidence. In 
recent years, we have seen the 2-year mouse 
carcinogenicity study largely replaced by the 
6-month transgenic mouse study. This has led to 
reduced costs, shortened timelines and a reduc-
tion in the number of mice used in carcinogenicity 
testing. Overall, deciding rather to conduct a 
2-year rat carcinogenicity study on a case-by-
case basis guided by scientific evidence would 
be expected to have similar results. They are 
shortening timelines, reducing the number of 
animals used and decreasing costs. As detailed 
in the current chapter, there are several guidelines 
detailing how 2-year carcinogenicity in rats and 

mice and the 6-month transgenic mouse study 
should be conducted and especially how doses 
should be selected. The rationale for dose selec-
tion should be carefully considered and the justi-
fication for the selection of these doses should be 
documented. It is critical that the study protocol 
be submitted to the ECAC of the regulatory 
agency for approval before starting the study. 
Failure to seek feedback from ECAC could lead 
to an invalid study and a need to repeat the study. 
The experimental design should be approved 
before the study is initiated. The overall goal of 
rodent carcinogenicity studies is to determine if 
the drugs being tested represent a carcinogenic 
risk to humans. To accomplish this goal, a com-
plete list of tissues needs to be evaluated for 
tumors in sufficient numbers of treated and con-
trol animals to provide a robust statistical evalua-
tion of tumor incidence. It is also essential to 
evaluate systemic exposures following drug treat-
ment so that tumor findings can be evaluated 
relative to anticipated human exposures in the 
clinic. 
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Abstract 

The discovery of medicine started years ago 
with the use of medicinal plant parts for the 
benefit or improvement of physiological 
conditions. The traditional uses of medicinal 
plants grew tremendously with Indian medi-
cine and the Chinese medicine system. Later 
on, with time, researchers tried to isolate and 
synthesize the lead molecule of a natural prod-
uct to increase its potency. The major source of 
drugs was plants, microorganisms, animals, 
and marine. With changes in time and environ-
ment, the need for quick recovery from a dis-
ease condition was felt for many reasons and 
thus synthetic-based drugs came to market 
with many regulations. In the initial days, the 
cost of drug development was a very high and 
costly process which may go up to $400-$600 
million with the investment of 10-12 years of 

time. With the development of computer 
programs, some part of the drug discovery 
process was made easy with different software 
and programs. Many in-silico methods were 
developed by many researchers and scientists 
which boosted the drug design method and 
reduced the cost and time. The two main 
approaches of computer-aided drug design 
i.e., structure-based drug design and ligand-
based drug design changed the process of 
drug discovery completely. Different visuali-
zation techniques of the 3D structure of a 
protein helped the researchers to understand 
the nature of the protein and the way to inhibit 
that protein and receptor. Structure-based drug 
design tools like homology modeling, molec-
ular docking, and de-novo drug design helped 
in the discovery of drug molecules based on 
the detailed structure of protein whereas the 
structure-based drug design tools like 
pharmacophore mapping and QSAR 
techniques contributed to the discovery of 
drug molecules based on the nature of the 
previously reported drug and lead molecules. 
The in-silico ADMET properties prediction of 
a molecule based on the structural basis of the 
compound with the application of different 
rules like Lipinski's rule of five, Veber's rule, 
Ghosh rule, etc helped to develop a drug mol-
ecule with better pharmacokinetic and phar-
macodynamic properties, which resists the 
easy rejection of a developed molecule in the 
clinical trials. Later with the advancement of
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computers, several artificial intelligence 
approaches were developed such as machine 
learning and deep learning. These techniques 
have many applications such as drug-target 
interactions, drug repurposing, prediction of 
synthesis and retrosynthesis, etc. Illustration 
about all these aspects is presented in a sys-
tematic way in this chapter.
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9.1 Introduction 

The discovery of medicine started thousands of 
years ago with the use of medicinal plants for the 
benefit or improvement of physiopathological 
conditions. The traditional uses of medicinal 
plants grew tremendously. As years passed, 
researchers tried to isolate and synthesize the 
lead molecule of a natural product to evaluate its 
efficacy [1]. The major source of drugs was 
plants, microorganisms, animals, and marine. 
With changes in time and environment, the need 
for quick recovery from a disease condition was 
realized for several reasons and thus synthetic-
based drugs reached the market with many 
regulations. Many in-silico methods were devel-
oped by researchers which boosted the drug 
design method and reduced the cost and time. 
The two main approaches of computer-aided 
drug design i.e., structure-based drug design and 
ligand-based drug design markedly changed the 
process of drug discovery [2]. The in-silico 
ADMET properties prediction of a molecule 
based on the structural basis of the compound 
with the application of different rules such as 
Lipinski’s rule of five, Veber’s rule, Ghosh’s 
rule, paved the way to develop a drug molecule 
with better pharmacokinetic and pharmacody-
namic properties, which resisted the easy rejec-
tion of a developed molecule in the clinical trials 
[3]. With the advancement of computers, several 

artificial intelligence approaches such as machine 
learning and deep learning were developed for 
designing chemical molecules [4]. In this book 
chapter, we have enlisted the three different 
domains of drug discovery and development. 

9.2 Traditional Methods of Drug 
Design 

9.2.1 Introduction 

Drug discovery and development have a long 
history dating back to the dawn of human civili-
zation. In those primeval times, drugs were not 
just used for physical medications but were also 
connected with spiritual and godly curative. 
Mentors or holy leaders were often the 
administrators of drugs [5]. The initial drugs or 
traditional drugs were plagiaristic of plant 
products and complemented by animal materials 
and minerals. These drugs were most possibly 
revealed through an amalgamation of trial-and-
error investigation and observation of human and 
animal reactions as a result of ingesting such 
compounds [6]. Although these traditional 
medications likely developed autonomously in 
various civilizations, there are several 
resemblances, such as the use of the same basils 
to treat similar diseases. This was probably done 
by primeval traders, who may have assisted in the 
spread of medical acquaintances during their 
travels [7]. Prior to the 1800s, only medical 
herbs were accessible to treat and recover from 
illnesses. In the late 1800s, drug development and 
discovery evolved to utilize scientific methods. 
Since then, an increasing number of drugs have 
been established, scrutinized, and manufactured 
on a large-scale [8]. The modern pharmaceutical 
industry developed after World War I has deci-
sively established the use of scientific or system-
atic principles in drug discovery and 
development. Despite the abundant use of phar-
maceutical drugs today, many holy cultures have 
conserved their own traditional medicines. In cer-
tain cases, pharmaceutical drugs are used in addi-
tion to or in place of these folk remedies.
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9.2.2 Discovery of Examples 
of Traditional Medicines 

9.2.2.1 Indian Medicine 
The traditional system of medicine practiced in 
India is Ayurveda. The origins of Indian medicine 
can be traced back between 3000 and 5000 years, 
and it was once practiced only by the Brahmin 
elite in the distant past [9]. The term “Vedas” 
refers to the traditional therapies found in holy 
texts on medicinal plant concoctions. The materia 
medica is meant to be descriptive and is primarily 
focused on the medicinal use of plants [10]. Car-
damom, squill, fennel, and cinnamon are just a 
few of the herbs that have made their way into 
conventional Western medicine. The use of hen-
bane as antivenin for snakebites was first 
documented in the fourth century AD by the 
Indian physician Susruta [11]. 

9.2.2.2 Chinese Medicine 
According to folklore, traditional Chinese medi-
cine (TCM) dates back to 3500 BC, during the era 
of the mythological Sheng Nong emperor. The 
TCM scripts of ancient China have been pre-
served thanks to the dynasty system and scrupu-
lous documentation. Several important medical 
writings include the Shang Han Lun (Discussion 
of Fevers), the Huang Di Nei Jing (The Internal 
Book of Emperor Huang), and the Sheng Nong 
Ben Cao Jing (The Pharmacopoeia of Sheng 
Nong, a mythological Emperor) [12, 13]. There 
are numerous such medications in the Chinese 
pharmacopeia. Few possible Chinese herb 
constituents have been adopted in Western 
medications [14], for instance, the alkaloid 
ephedrine from Mahuang for the treatment of 
asthma [15], and reserpine from Rauwolfia for 
hypertension, emotional and mental 
management [16]. 

9.2.2.3 Egyptian Medicine 
On ancient papyrus, the written chronicles of 
ancient Egyptian medical knowledge were pre-
served. About 877 prescriptions and formulations 
for eye, skin, and gynaecological internal medi-
cine were discovered in the Ebers papyrus (dating 

from circa 3000 BC). Another document, the 
Kahun papyrus from approximately 1800 BC, 
detailed significant treatments for gynaecological 
issues [17]. The ancient Egyptian pharmacopeia 
included a wide range of therapeutic options, 
including those derived from minerals, metals, 
animals, and plant sources. Ancient Egyptians 
utilized a remarkably diverse range of plants, 
whether it was the entire plant, or only the fruit, 
leaves, juice, or root [18]. Plants of several kinds 
were included, such as acacia, anise, barley, cas-
sia, castor bean, etc. Many bioactive secondary 
metabolites found in plants, including saponins, 
diterpenes, sesquiterpenes, isochromenes, 
flavonoids, isoflavonoids, and alkaloids, belong 
to a wide spectrum of chemical families [19]. The 
Egyptian pharmacopoeia included antimony, 
alum, charcoal from charred wood, copper, feld-
spar, iron, oxide, limestone, red ochre, sodium 
carbonate, sodium bicarbonate, salt, stibnite, sul-
phur, and maybe arsenical compounds. In 
situations of boils, felonies, and burns, these 
treatments are typically suggested for their 
localized mild astringent or antiseptic effects. 
Sulfide of antimony Sulphur is used orally to 
treat bilharziasis. Calamine soothes, yellow 
ochre-hydrated iron oxide heals ankylostoma’s 
anaemia, red ochre-natural iron oxide treats 
haemorrhage, and green copper ore treats eye 
irritation [20]. 

9.2.2.4 Greek Medicine 
Greek physicians learned medicine from 
Egyptians, Babylonians, Chinese, and Indians. 
Linseed was a soothing emollient, laxative, and 
antitussive, whereas castor oil was a laxative. 
Other remedies included asafoetida gum resin as 
an antispasmodic and fennel herb to relieve intes-
tinal colic and gas [21]. It is conceivably the 
dispelling of the idea that ailments are brought 
on by supernatural forces or spells that represents 
the greatest gift of the Greeks to medicine. The 
Greeks understood that illnesses have natural 
causes. Hippocrates, the father of medicine, is 
credited with establishing medical ethics around 
400 BC [22].
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9.2.2.5 Roman Medicine 
As excellent administrators, the Romans 
established hospitals, but they were primarily 
utilised for military applications. They ensured 
that coordinated medical care was available 
through their labor [23]. Additionally, the 
Romans expanded the Greeks’ use of a pharmacy. 
Galen and Dioscorides were two eminent 
physicians of the Roman era. In Dioscorides’ 
Materia Medica, descriptions of treatments 
based on 80% plant, 10% animal, and 10% min-
eral items may be found. 

9.2.3 Different Sources of Traditional 
Drug Discovery 

There are many physiologically active molecules 
in national resources. Many modern medications 
are either produced directly from natural sources 
or were created using a base component that was 
primarily obtained from a natural source, such as 
morphine and quinine. The majority of biologi-
cally active natural products are secondary 
metabolites, which have a variety of chiral centers 
and quite complex structures. This makes it diffi-
cult to synthesize these chemicals. Instead, one 
must typically extract them from their natural 
sources, which is a time-consuming, expensive, 
and ineffective operation. A chemist would never 
consider manufacturing the fundamentally novel 
chemical structures seen in many natural 
compounds. The trioxane ring of the natural anti-
malarial drug artemisinin, which has a highly 
unstable look, is one of the most surprising 
structures [24]. 

9.2.3.1 Plant 
Lead compounds have always been abundant in 
plants (e.g., morphine, cocaine, digitalis, quinine, 
nicotine). Many of these lead compounds have 
been used to create synthetic pharmaceuticals 
(e.g., local anaesthetics developed from cocaine), 
while others are helpful medicines themselves 
such as morphine and quinine. Plants are always 
a promising source of novel medications. The 
antimalarial artemisinin from a Chinese plant, 
the Alzheimer’s medication galantamine from 

daffodils, and the anticancer agent paclitaxel 
(Taxol) from the yew tree are just a few examples 
of clinically relevant drugs that have lately been 
extracted from plants. 

9.2.3.2 Microorganisms 
Numerous medications and lead compounds have 
been developed from microorganisms including 
bacteria and fungi. These organisms produce a 
variety of antibacterial substances. After the 
discovery of penicillin (Penicillium molds, prin-
cipally P. chrysogenum and P. rubens), the 
screening of microbes gained enormous popular-
ity. To examine novel bacterial or fungal strains, 
soil and water samples from all around the globe 
were collected. This resulted in the creation of 
an incredible arsenal of antibacterial medicines, 
such as cephalosporins (Cephalosporium 
acremonium), tetracyclines (Streptomyces 
aureofaciens and S. rimosus), aminoglycosides 
(Actinomycetes), rifamycin (Amycolatopsis 
rifamycinica), and vancomycin (Bacterium 
Amycolatopsis orientalis). A few microbial 
metabolites have served as lead compounds in 
various medical specialties, although the majority 
of medications originating from microbes are 
utilized in antibacterial therapy. For example, 
the fungus Aspergillus alliaceus produces 
asperlicin, a new antagonist of the peptide hor-
mone cholecystokinin (CCK), which regulates 
appetite [25, 26]. In the brain, CCK acts as a 
neurotransmitter and is hypothesized to be 
associated with anxiety and panic attacks. As a 
result, asperlicin analogs may be useful in the 
management of anxiety. Other examples are 
ciclosporin, a fungal metabolite used to control 
the immunological response following organ 
transplants, and lovastatin, the first of the thera-
peutically relevant statins discovered to lower 
cholesterol levels [27]. Lipstatin is a natural prod-
uct that was isolated from Streptomyces 
toxytricini [28]. It blocks pancreatic lipase and 
contributed as the precursor to the anti-obesity 
drug called orlistat. Finally, rasfonin, a fungus 
compound discovered from the fermented myce-
lium of Talaromyces sp., increases cancer cell 
apoptosis but not normal cell death. It serves as 
a promising starting chemical for new anticancer



medications [29]. Curacin A from a marine cya-
nobacterium, Lyngbya majuscula shows potent 
antitumor activity [30]. 
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9.2.3.3 Marine Sources 
Discovering lead compounds from marine 
sources has also received attention. A variety of 
biologically powerful compounds with significant 
inflammatory, antiviral, and anticancer activities 
have been discovered from marine sources 
such as coral, sponges, and fish. The antitumor 
medications eleutherobin, bryostatins, dolastatin, 
cephalostatins, and halichondrin B are from 
marine sources. An easier version of halichondrin 
B was authorized for the treatment of breast can-
cer in 2010. 

9.2.3.4 Animal Source 
Animals occasionally serve as a source of 
novel lead compounds. For instance, a group 
of antimicrobial polypeptides called the 
magainins were isolated from the skin of 
the Xenopus laevis, an African-clawed frog 
[31]. These substances shield the frog against 
illness and could offer guidance for the creation 
of new antibacterial and antifungal medications 
for humans. A strong analgesic substance called 
epibatidine, which is made from the skin extracts 
of the Ecuadorian poison frog, is another 
illustration [32]. 

Animal, plant, snake, spider, scorpion, and 
insect venoms and poisons have high potency 
because they frequently interact in very specific 
ways with a macromolecular target in the body of 
prey. As a result, they have proven to be valuable 
resources for research into drugs targeting 
enzymes, ion channels, and receptors. These 
poisons frequently take the form of polypeptides, 
such as cobra bungarotoxin. The tetrodotoxin 
produced by puffer fish, for example, is a 
non-peptide toxin that is incredibly potent. 

9.2.4 Protocol for the Drug Design 
from a Natural Source 

Extracting and purifying active components from 
natural cures is part of drug discovery and 

development. Natural substances have compli-
cated chemical structures that vary in producing 
species. Several secondary metabolites have phar-
macological effects. These metabolites employ 
their actions on molecular targets that vary from 
one case to the other. These targets may be 
enzymes, receptors, transporters, transcription 
factors, or even nucleic acids. Good knowledge 
of the chemical composition of plants leads to a 
better understanding of their possible and specific 
medicinal value. When existing methods with 
advanced technologies are applied, it can lead to 
a modern revelation of drugs, benefitting medici-
nal purposes. The development of modern 
technologies has streamlined the screening of 
natural products in discovering new drugs. Aca-
demic and industrial researchers must come for-
ward for extensive research in this field. Research 
for drug discovery must create robust and prudent 
lead molecules, which progress from a screening 
hit to a drug candidate through structural elucida-
tion and structure. Steps associated with the drug 
discovery process from natural resources are 
illustrated in Fig. 9.1. 

9.3 Computer-Aided Drug Design 

9.3.1 Introduction 

The journey of a lead molecule from a laboratory 
to becoming a drug molecule and getting 
approval from a regulatory body for the better-
ment of human or animal health is a very compli-
cated and expensive process [33]. In the 
traditional methods of drug design, we presented 
information about the old and ancient methods of 
drug discovery which were based on critical 
observations and identifications of the effective-
ness of mostly plant, animal parts, and marine 
sources which can be used to treat many diseases 
and disorders. This needs decades of observations 
and generation-wise delivery of the information 
to their newborns for the use and betterment of 
the knowledge. With time as science and 
industries evolved, the number of diseases 
increased, and to fight that the drug discovery 
process needed to be changed. After the discovery



of computers (1855–1945) many things changed 
including the drug discovery and development 
procedures. With the implementation of different 
software and applications, the long process of 
drug discovery became notably short. Various 

types of software have evolved parallel at the 
same time which gave a massive boost to the 
drug discovery and development process, includ-
ing the knowledge about the disease at the cellular 
level, the nature of the protein, the arrangement of
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Fig. 9.1 Protocol for the drug design from the natural source



amino acids sequences in a protein, analyzing the 
nature and structure of receptor of a real protein 
[34]. In Fig. 9.2 the implementation of CADD in 
the drug development process is illustrated.

9 Designing Studies in Pharmaceutical and Medicinal Chemistry 131

Fig. 9.2 Different stages 
of drug discovery and 
development process 

There are many software and processes for 
Computer Aided Drug Design which are mainly 
grouped into two groups i.e., Structure-Based 
Drug Design (SB-DD) and Ligand Based Drug 
Design (LB-DD). 

9.3.2 Structure-Based Drug Design 

As the name suggests, the structure-based drug 
design starts with an understanding of the protein 
or macromolecule structure that causes the dis-
ease or disorder at the molecular level [35]. It is a 
paradigm for drug discovery that integrates the 
strengths of numerous scientific fields, including 
X-ray crystallography, nuclear magnetic



resonance, medicinal chemistry, molecular 
modeling, biology, enzymology, and biochemis-
try [36]. SBDD’s current strength relies on 
enzyme inhibitors as drugs, but recent technolog-
ical advancements have made it feasible to target 
more complicated biological targets, such as 
those that control immune activation and immune 
suppression. There are many studies where 
structure-based drug design took a crucial role in 
the drug discovery process eg., the HIV protease 
has been the main focus of research on HIV 
proteins [37]. A study of the non-peptide based 
inhibitor haloperidol, which was found using the 
DOCK program [38], has brought to light some of 
the drawbacks of structure-based design 
[39]. DOCK searches a chemical database for 
structures that fit in the rigid form and the chemi-
cal property of the binding pocket as a template 
[40]. When the ketone group in haloperidol (Ki of 
100 μM) is replaced by a thioketal ring, a mole-
cule (UCSF8) with a Ki of 15 μM is produced. 
The HIV-1 protease with its Gln7 to Lys variation 
has been investigated crystallographically in 
association with this inhibitor, which also has a 
Ki of about 15 μM for them. It is believed that the 
inhibitor binds with the dimerizing enzyme in a 
single mode. In contrast to the conformation used 
to generate the prediction, UCSF8 interacts with 
HIV-1 protease around 4.8 Å distant and rotated 
by 79° from the expected orientation. Various 
methods can be utilized in structure-based drug 
design and are described in the following 
sections. 
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9.3.2.1 Target Identification 
and Validation 

The development of medicines (small molecules, 
peptides, antibodies, or more recent modalities 
such as short RNAs or cell treatments) that will 
change the disease state by regulating the activity 
of a biological target or receptor is the preeminent 
strategy in drug discovery [41]. 

Being one of the initial steps of the drug dis-
covery and development process, target identifi-
cation and validation involves four key 
pharmacological targets that can be found in 
organisms which include receptors and enzymes, 
nucleic acids (DNA and RNA), carbohydrates, 

and lipids. Though the majority of 
pharmaceuticals on the market use proteins as a 
target, the decoded genomes of nucleic acids will 
lead the researchers’ focus toward it in near future 
[42]. The target identification of B-Raf protein is 
shown below (Fig. 9.3). 

9.3.2.2 Binding Pocket Prediction 
and Analysis 

Researchers have proposed various criteria for 
choosing a binding site because it is not an easy 
challenge to choose binding sites [44]. The over-
all shape, amino acid composition, type of solva-
tion, hydrophobicity, electrostatics, and chemical 
fragment interactions are the key characteristics 
that define a protein binding pocket [45]. The 
majority of currently accessible techniques are 
based on molecular surface similarity searches 
for functional site databases like PDB, which 
offer information on protein structures that have 
been thoroughly examined and experimentally 
confirmed. In addition, several additional models, 
including Support Vector Machines (SVM), 
Hidden Markov Models (HMM), and Critical 
Structure Prediction Assessment (CASP9), are 
used to build some of the approaches 
[46, 47]. Recently, Sasmal et al. have reported 
the binding pocket analysis of PD-L1 protein by 
implementation of SVM technique [48] 
(Fig. 9.4). 

9.3.2.3 Different Visualizing 
and Modeling Tools 
for Macromolecules 

Using experimental methods to determine three-
dimensional structures is expensive and time-
consuming. Therefore, employing sequence 
information in comparative modeling or homol-
ogy modeling to predict three-dimensional 
structures accurately results in models that are 
suitable and applicable in different fields of drug 
development [49, 50]. When an X-ray crystallo-
graphic or NMR-validated structure of a protein is 
absent, modeling the 3D structure of a protein 
from a sequence is required for drug development 
[51, 52]. When a suitable template cannot be 
found in the PDB database, various modeling



9 Designing Studies in Pharmaceutical and Medicinal Chemistry 133

Fig. 9.3 Target identification of B-Raf protein. Reprinted 
with permission from Ref. [43]. (a) B-Raf protomer kinase 
domain surface representation in different colors. The 
N-lobe (Red) and the C-lobe (Cyn) of the kinase are 
connected by a catalytic cleft (Green). (b) The key 

structural regions of B-Raf kinase; P-loop (Cyn), αC-
helix (Red), DGF motif (Pink), and AS-loop (Yellow) 
are highlighted. (c) The backbone residues’ coloration in 
this hydrophobic region surrounding amino acid V600E 
corresponds to where they are in the protein 

Fig. 9.4 Binding Pocket analysis of PD-L1 protein. Reprinted with permission from Ref. [48]. (a) The predicted binding 
pocket and sub-pockets of PD-L1 protein. (b) The main druggable pocket of the protein and crucial amino acids



techniques like threading, fold recognition along 
with different ab initio methods are applied [53].
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Fig. 9.5 Different visualization style of B-Raf macromolecule (PDB ID: 4XV2) in Biovia Discovery Studio. (a) Atoms. 
(b) Solid Ribbon. (c) Line Ribbon. (d) Surface 

The 3D predicted and experimentally deter-
mined atomic structures of macromolecules are 
seen and analyzed in great detail using visualiza-
tion tools like RasMol, PyMol, Chimera, and 
others. Recently, there has been a lot of interest 
in developing user-friendly simulation platforms 
based on computer graphics for molecular 
biologists. It is frequently used by visual editors 
to create models for a better comprehension of 
atomic data of 3D coordinates as well as in biol-
ogy for the display of simulation findings in post-
processing or studies. Biovia Discovery Studio 
Visualizer also provides a great role in visualizing 
the 3D protein model, ligand structure, and 
protein-ligand complexes. With the help of a 
sequence alignment program, it can superimpose 
different protein structures and also can predict 
binding sites. The visualization of B-Raf protein 
in different 3D visualizing models is represented 
in Fig. 9.5. 

9.3.2.4 Molecular Docking 
Molecular docking is a computer approach that 
searches for ligand shapes that can energetically 
and geometrically fit into a protein’s binding site 
[54]. To forecast the binding behavior of novel 
hypothetical molecules, docking calculations are 
necessary. Blind docking is effective when the 
binding site in the target protein structure is 
unknown since the entire protein structure is 
viewed as the binding site region; however, site-

specific docking is useful to predict the interactive 
nature of the ligand molecule if the binding site is 
known [55]. Because only specific amino acid 
residues in the binding site cavity are targeted, 
blind docking often produces less precise findings 
and requires more time and computer memory 
than site-specific docking. All energy estimates 
are based on the assumption that the small mole-
cule will use the binding mode with the lowest 
free energy within the binding site. The change 
in free energy that results from the binding is 
known as the free energy of binding and is 
expressed as: 

ΔGbinding =ΔGcomplex - ΔGprotein þ ΔGligand 

Where, ΔGbinding is free energy after the binding 
of ligands to the protein. ΔGcomplex is the free 
energy of a protein-ligand complex. ΔGprotein is 
the energy of protein only and ΔGligand is the free 
energy of ligand only. 

The force field scoring functions estimate bind-
ing affinity by using molecular mechanics force 
fields. As scoring functions, several docking 
methods use the nonbonded variables from 
AMBER and CHARMM [56]. The non-covalent 
receptor-ligand complex’s binding free energy is 
measured using empirical scoring systems based on 
chemical interactions [57]. These scoring methods 
often include separate variables for hydrogen 
bonds, hydrophobic interactions, ionic interactions, 
and binding entropy, as is the case with the Böhm 
scoring functions used in FlexX and SCORE in



DOCK4 [58, 59]. Software programs for molecular 
docking include FlexX [58], FlexiDock [59], 
DOCK [60], and AUTODOCK [61]. The molecu-
lar docking of vemurafenib with B-Raf protein, 
where the AMBER force field was utilized in 
AutoDock Vina, is represented in Fig. 9.6. 
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Fig. 9.6 Molecular docking interaction of dabrafenib with B-Raf protein using AMBER force field by AutoDock Vina 
software. (a) 3D interaction of dabrafenib and B-Raf protein. (b) 2D in interactions of dabrafenib and B-Raf protein 

9.3.2.5 Binding Free Energy 
Calculations 

Numerous attempts have been made to determine 
the binding free energy of protein-ligand 
complexes using computational methods since 
the scoring function utilized has a significant 
impact on molecular docking’s efficacy 
[62]. Over the past several years, a variety of 
methods have been suggested as less expensive 
alternatives to the quick and roughly correct esti-
mate of binding free energy. 

Molecular Mechanics Poisson Boltzmann 
Surface Area (MM-PBSA) 
The MM-PBSA method uses a continuum solvent 
model and a collection of complex, ligand, and 
receptor conformations obtained from a single 
molecular dynamics trajectory to calculate 
binding free energy [63]. It has been tested in a 
variety of systems, including protein-ligand 
and RNA-ligand complexes, with surprising 
effectiveness [64]. 

XSCORE 
XSCORE is an experimental scoring function, 
which is calibrated using data from experiments 
[65], considering van der Waals contacts, hydro-
gen bonds, deformation penalty, and hydrophobic 
interactions among the receptor and the ligand. 

Molecular Mechanics/Generalized Born 
Surface Area (MM-GBSA) 
In MM-GBSA, the free energy of binding is 
determined by combining the energy of the 
gas phase (MM), the energy of electrostatic 
solvation (GB), and the contribution of 
non-electrostatic forces to the solvation energy 
(SA) [63, 66]. Typically, a protein and ligand 
complex’s free energy of binding is calculated 
as the mean of multiple conformations that were 
derived via MD simulation trajectories. 

Molecular Mechanics-Generalized Born 
with Molecular Volume (MM-GBMV) 
The MM/GBMV technique, which is used in 
CHARMM, breaks down the contributions from 
various interactions in the free energy of binding 
of the ligand, the protein, and the complex as 
follows [67]: 

ΔGbind =ΔH- TΔS≈ΔEMM þ ΔGsol

- TΔS ð9:1Þ
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ΔEMM =ΔEint þ ΔEel- st þ ΔEvdw ð9:2Þ 

ΔGsol =ΔGgeneralized- born 

þ ΔGmolecular volume ð9:3Þ 

Here, the molecular mechanics energy changes in 
the gas phase are denoted by ΔEMM, which 
includes the changes in the internal energy 
(ΔEint), electrostatic energy (ΔEel-st), and the 
van der Waals energy (ΔEvdw). The solute and 
the implicit solvent interaction energy is denoted 
as ΔGsol, which is the total of the polar and 
non-polar contribution to the desolvation-free 
energy with the polar contribution (ΔGgeneralized-

born) calculated by the Generalized Born using 
Molecular Volume (GBMV) model which is 
implemented in CHARMM and the molecular 
volume contribution (ΔGmolecular volume), calcu-
lated by implementation of molecular volume 
within the GB module. As the goal was to deter-
mine relative binding free energies, the entropic 
contribution of the system’s vibrational modes to 
the binding free energy was disregarded [68]. 

9.3.2.6 Validation of Molecular Docking 
The validation of molecular docking is very 
essential for reporting the docking results. There 
are several reported techniques for validating 
molecular docking. Pose selection is a common 
approach that includes re-docking a substance 
onto the target’s active site with known confor-
mation and orientation, frequently from a 
co-crystal structure, utilizing docking software 
[69]. Programs are deemed to be effective if 
they can return poses that are within a 
predetermined root mean square deviation 
(RMSD) value of the known conformation 
(often 1.0 Å or 1.5 Å based on the size of the 
ligand). The validation of molecular docking was 
shown in Fig. 9.7 by superimposing the docked 
file and the original protein where the RMSD was 
found to be 0.040 Å. 

9.3.2.7 De Novo Drug Design 
De novo design is an alternative to molecular 
docking in that ligands are constructed inside 
the ligand binding domain as opposed to using 
ligands that are previously known [70]. In an 

iterative procedure, the putative ligand is 
constructed within the receptor groove, fragment 
by fragment, using the 3D structure of the recep-
tor. In de novo design, two fundamental types of 
algorithms are frequently employed [71]. The first 
one is the “outside-in-method,” which involves 
first analyzing the binding site to identify which 
particular functional groups may bind strongly. 
The ligands are created by joining these distinct 
fragments with common linker units. The second 
approach is known as the “inside-out method,” in 
which molecules are built inside the binding site 
to enhance occupancy and fit [72]. When the 
receptor structure is available, the unknown lead 
compounds can only be developed by de novo 
design. This technique can be employed in the 
reverse condition also. Various researchers have 
created several programs for creating ligands

Fig. 9.7 Validation of molecular docking. Reprinted with 
permission from Ref. [43]. The picture shows the original 
protein (deep yellow) with the co-crystal ligand 
(dabrafenib) in deep blue color, superimposed with the 
image of the protein (light blue) that had been docked 
again with the re-docked ligand (dabrafenib) in character-
istic color



from scratch. De novo design tools like GROW 
(Fig. 9.8) [73], GRID [74], LUDI [75], LEAP-
FROG [76], GROUPBUILD [77], and SPROUT 
[78] have been widely used.
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Fig. 9.8 Diagrammatic representation of De Novo Drug Design (GROW) for peptide 

In 2008, Alig et al. used a de novo fragment-
based drug design strategy to create a new canna-
binoid receptor inhibitor to treat obesity. From 
known cannabinoid receptor ligands, fragments 
were created, which were then 
pharmacophorically separated into several recep-
tor site regions. These were then combined to 
make novel ligands that inhibit or antagonize the 
receptor protein or receptor [79]. 

9.3.2.8 Homology Modeling 
Homology modeling or comparative modeling 
uses the 3D structure of a protein that has been 
experimentally discovered to forecast the 3D 
structure of another protein with a related amino 
acid sequence [80]. The amino acid sequence of a 
protein determines its structure in a certain way. 
The structure is more preserved throughout evo-
lution than the sequence, causing related 

sequences to adopt nearly identical structures 
and distantly related sequences to exhibit fold 
similarity [81, 82]. 

The phases in the multistep homology 
modeling process are as follows: 

Template Recognition and Initial Alignment 
After the identification of a homologous protein 
structure, the target sequence’s similarity to a 
prospective template should be sufficient to be 
detected by simple sequence alignment 
techniques like BLAST or FASTA. 

Alignment Correction 
Aligning the amino acid sequence with the 
standard template is the next step and for 
low-similarity sequences, one can use different 
sequences from related proteins. For instance, 
the alignment of the sequence LTLTLTLT with 
the YAYAYAYAY sequence is nearly impossi-
ble and only a third sequence TYTYTYTYT, 
which can align both of them easily, can only 
solve the issue.
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Backbone Generation 
The target’s backbone may be constructed with 
the right alignment of the template coordinates. 
The side-chain coordinates are replicated as well 
when the residues are similar. 

Loop Modeling 
After that, the gaps containing areas, caused by 
insertions and deletions are moldelled by loop 
modeling. The less precise loop modeling method 
is used to simulate these gaps. Currently, the issue 
is approached using two basic methods: 

(a) The database searching technique involves 
locating loops from existing protein 
structures and then superimposing them 
with the target protein’s major chains. It is 
possible to employ certain specialist soft-
ware such as FREAD and CODA. 

(b) The ab initio technique creates a large num-
ber of random loops and looks for one with a 
reasonable energy value, an acceptable angle, 
and a location within the Ramachandran plot. 

Side-Chain Modeling 
The side chain modeling involves analyzing the 
protein-ligand interactions at active sites of the 
protein and protein-protein contact interface 
interactions. The last interaction energy can be 
estimated by calculating the side chain’s torsion 
angle’s confirmation with nearby atoms and can 
be utilized to build a side chain and a rotamer 
library, which contains all the advantageous side-
chain torsion angles taken from recognized pro-
tein crystal structures, may be utilized. 

Model Optimization 
An energy reduction strategy for the entire model 
involves modifying the comparative positions of 
the atoms to ensure that the entire shape of the 
molecule possesses the least energy potential. By 
applying varied stimulation conditions (heating, 
cooling, putting with water molecules), the atoms 
gravitate toward a global minimum, which gives 
Molecular Dynamic Simulation (MDS) a greater 
chance of identifying the real structure. 

Model Validation 
Each homology model has flaws. There are two 
basic causes: 

(a) The proportion of target and template 
sequences that are identical. Crystallograph-
ically determined structures can be used to 
compare the model’s precision after getting 
90% or more accuracy, and a major inaccu-
racy arises if it is less than 30%. 

(b) The number of template mistakes. 

The finished model has to be assessed to confirm 
the stereochemical characteristics, φ–ψ angles, 
bond lengths, chirality, and tight contacts by dif-
ferent models such as Modeler, SWISS-MODEL 
[83], Schrodinger, and 3D-JIGSAW [84]. The 
choice of template, the method employed, and 
the model’s validation all contribute to its success. 

In 2003, Lewis et al. developed the structure of 
human CYP1A2 by using the CYP2C5 crystallo-
graphic structure (PDB ID: 1DT6) as a 
template [85]. 

9.3.3 Ligand-Based Drug Design 

When existing modeling tools cannot establish 
the structure of the target protein or it is uncertain, 
an alternative methodology is employed, ligand-
based drug design. To connect ligand activity to 
structural data, statistical techniques are used. In 
the sections that follow, various methods for 
ligand-based drug design are addressed. 

9.3.3.1 Pharmacophore Studies 
A pharmacophore is the spatial configuration of a 
group of essential properties found in a chemical 
entity that interact effectively with the receptor, 
causing ligand-receptor interaction and producing 
the therapeutic effect [86, 87]. Pharmacophore 
models are widely utilized when certain active 
compounds have been discovered but the 3D 
target protein structure is unclear [88]. A 
pharmacophoric map is a three-dimensional rep-
resentation of a pharmacophore that is created by 
describing the nature of all the important



pharmacophoric properties and the relationships 
between those features in three dimensions 
[89]. The superimposition of the active chemicals 
can reveal their commonalities by creating a 
pharmacophore map. In Fig. 9.9 the 
pharmacophore map of natural B-Raf inhibitors 
has been shown [43]. 
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Fig. 9.9 Pharmacophore mapping of natural product-based B-Raf inhibitors. Reprinted with permission from Ref. 
[43]. (a) ROC curve for validation. (b) Generated Pharmacophore. (c) Matching the compounds with the pharmacophore 

A pharmacophore can be mapped using a col-
lection of active compounds in two steps: 

1. Examining the compounds to find 
pharmacophoric characteristics. 

2. Aligning the molecules’ active conformations 
to determine the ideal overlay of the relevant 
characteristics. 

The creation and improvement of the molecules, 
as well as the placement of ligand points and site 
points (positioning of ligand atoms to macromol-
ecule atoms), are all done during pharmacophore 
mapping. Hydrophobic areas like the cores of 
aromatic rings and hydrogen bond acceptors and 
donors are typical ligand and site points. They can 
also be utilized to create molecules with exact 
properties (lead optimization). It also uses 
pharmacophore fingerprints to assess the variety 
and comparability of drugs. Additionally, it may 

be used to align substances based on the 3D 
arrangement or to develop foresightful 3D 
QSAR models. 

The zinc metal-based enzyme Matrix 
Metalloprotease-8 (MMP8) breaks down colla-
gen and aids in the development of pannus in 
rheumatoid arthritis [90]. By using a combination 
of structure-based and ligand-based methods, 
especially the pharmacophore hypothesis of 
AADRH, Kalva et al. have screened potent 
non-zinc-based inhibitors of MMP8 from the 
zinc database [90]. By creating a DKA 
pharmacophore, inhibitors for the target protein 
HIV-1 integrase were tested and eliminated 
[91]. Because of the effectiveness of the DKA 
structural analog, the DKA pharmacophore was 
transferred to the n-alkyl hydroxypyrimidinone 
carboxylic acid family’s naphthyridine 
carboxamide core, and the drug raltegravir was 
the first integrase inhibitor approved by the FDA. 

9.3.3.2 Quantitative Structure-Activity 
Relationship 

The quantitative structure-activity relationship 
(QSAR) method is a tool employed in drug dis-
covery to predict the biological activity of



bioactive molecules [92]. The association 
between the compound’s structural features and 
the relevant biological behaviors is discovered 
using mathematical and statistical techniques 
(Fig. 9.10). As a result, the QSAR model is cre-
ated utilizing structural factors to forecast a drug’s 
biological characteristics. This may be done by 
employing descriptors that are simple to calcu-
late, such as molecular weight, the number of 
rotatable bonds, and log P. The QSAR paradigm 
was developed by Hansch and Fujita as a result of 
advancements in physical organic chemistry 
throughout time and the contributions of 
Hammett and Taft in linking chemical activity to 
structure. 
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Fig. 9.10 The QSAR 
Workflow 

There are various approaches to QSAR: 

1. 1D QSAR: The affinity linked with pKa, 
logP, etc. 

2. 2D QSAR: The affinity linked with a structural 
pattern. 

3. 3D QSAR: The affinity linked with the three-
dimensional structure. 

4. 4D QSAR: The affinity linked with multiple 
representations of ligands. 

5. 5D QSAR: The affinity linked with multiple 
representations of induced-fit scenarios. 

6. 6D QSAR: The affinity linked with multiple 
representations of solvation models. 

Case Study 
The 5-hydroxytryptamine 1A (5-HT1A) serotonin 
receptor has long been considered a promising 
therapeutic target for mood and anxiety disorders 
such as schizophrenia [93]. Luo et al. in the year 
2014, established a QSAR-based virtual screen-
ing strategy to uncover novel hit compounds 
targeting the 5-HT1A receptor to address the sig-
nificant side effects of marketed medications 
targeting the 5-HT1A receptor [94, 95]. To 
begin, binary QSAR models were created 
utilizing Dragon descriptors and a variety of 
machine learning algorithms. The created QSAR 
models were then robustly tested and used for 
virtual screening in four commercial chemical 
databases in consensus. Fifteen compounds were 
chosen for testing, and nine of them were shown 
to be active at low nanomolar doses. [(8α)-6-
methyl-9,10-didehydroergolin-8-yl]methanol, 
one of the verified hits, showed potent activity 
with a binding affinity (Ki) of 2.3 nM against the 
5-HT1A receptor.
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9.3.4 MD Simulation Analysis 

MD simulation is a promising biomolecular 
dynamics area, which involves appropriate 
models, physical applications, and large-scale 
calculations [96]. MD simulations have recently 
been expanded to cellular scales, with simulations 
of a complete cell done. A molecule in MD simu-
lation may be thought of as a collection of 
charged points (atoms) connected by springs 
(bonds) [97]. The force field is utilized to repre-
sent the temporal evolution of bond lengths, bond 
angles, torsions, and non-bonding interactions 
between atoms [98]. In MD simulation, protein 
and water molecules create an in-vivo-like envi-
ronment, and a little time step is used by the 
atoms of water and protein (in fs time duration). 
Each atom’s forces are calculated and recorded in 
a file using a force field, which consists of 
equations, constants, potential energy functions, 
and potential terms for both bound and unbonded 
atoms. For MD simulation, several well-known 
and often used tools are GROMACS [99, 100], 
AMBER [101], Nanoscale MD (NAMD) [102], 
and CHARMM-GUI [103]. To execute these MD 
simulations, more powerful gear and software are 
required. 

9.3.5 ADMET Prediction 

One of the key stages in any drug discovery effort 
is ADMET because it offers information on the 
pharmacokinetics (ADME, or Absorption, Distri-
bution, Metabolism, and Excretion) and pharma-
codynamics (T), or the Toxicity (T), of lead 
compounds before wet-lab research [104]. As a 
result, it lessens the chance of experimentation’s 
time, money, and drug failure. Poor pharmacoki-
netics and pharmacodynamics were found to be 
the primary reason for the increase in cost and 
failure in the late-stage of the drug development 
process. It is now widely accepted that computer-
based ADMET prediction must be taken into 
account in the drug discovery program before 
moving on to in vitro and in vivo studies. Effec-
tive and safe drugs must have high potency, 

affinity, and selectivity against the molecular tar-
get, as well as acceptable absorption, distribution, 
metabolism, excretion, and tolerable toxicity. 
These characteristics are also present in a prop-
erly combined manner of pharmacodynamics 
(PD) and pharmacokinetics (PK). In this regard, 
a variety of programs, including SwissADME 
[105], ProTox [106], pkCSM [107], QikProp 
[108], DataWarrior [109], MetaTox [110], 
MetaSite [111], and StarDrop [112] to mention a 
few, are now available for the prediction of 
ADMET. 

The development of computers and the 
foundations of various QSAR techniques were 
used for PK research, and one such work was 
published in 1977 by Timmermans et al. on the 
relationship between 27 clonidine analogues’ 
lipophilicity and blood-brain barrier (BBB) 
permeability [113]. In order to associate in-vivo 
primary and secondary PK endpoints to octanol-
buffer partition coefficients, Hinderling et al. 
were pioneers in this field in the 1980s 
[114]. The study used many β-adrenoceptor 
antagonists as its foundation. For big datasets, 
Lipinski et al. were the first to connect several 
physicochemical characteristics to PK features in 
the 1990s; this approach later became known as 
the Rule of Five and is frequently referenced 
[115]. Other significant medicinal chemistry 
guidelines, such as those put out by Ghose et al., 
Veber et al., Egan et al., and Muegge et al., arose 
in the late 1990s and early 2000s as a result of the 
drug-likeness concept [86, 116–118]. Lipinski’s 
rule with a few other fundamental properties, 
such as refractivity, polar surface area (2D), 
polarizability, and van der Waals surface area, 
are all that it can currently be limited to. The 
number of small molecules for which early data 
on ADMET are available as references have 
substantially grown because of advances in com-
binatorial chemistry and high-throughput screen-
ing. Some of the rules for better bioavailable 
drugs are mentioned below. 

9.3.5.1 Lipinski’s Rule of Five 
In the discovery set, ‘the rule of 5’ predicts that 
poor absorption or permeation is more 
likely when:
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1. There are more than five H-bond donors. 
2. There are more than ten H-bond acceptors. 
3. The molecular weight (MWT) is greater 

than 500. 
4. The calculated Log P (CLogP) is greater than 

5 (or MlogP > 4.15). 

9.3.5.2 Ghosh Rule 
In this study, they examined the Comprehensive 
Medicinal Chemistry (CMC) database and seven 
various subsets of medicinal compounds from 
various classes. These include certain drugs that 
work on the central nervous system as well as 
conditions that are related to heart, cancer, inflam-
mation, and infection. The qualifying range 
(including more than 80% of the molecules) for 
the CMC database is 

1. The calculated log P is between -0.4 and 5.6, 
with an average value of 2.52. 

2. For molecular weight, the qualifying range is 
between 160 and 480, with an average value 
of 357. 

3. For molar refractivity, the qualifying range is 
between 40 and 130, with an average value 
of 97. 

4. For the total number of atoms, the qualifying 
range is between 20 and 70, with an average 
value of 48. 

9.3.5.3 Veber’s Rule 
For more than 1100 drug candidates being 
researched at SmithKline Beecham 
Pharmaceuticals (now GlaxoSmithKline), they 
assessed the relative significance of molecular 
features considered to impact that therapeutic 
property for oral bioavailability measurements 
in rats and suggested the properties of a molecule 
to be a good bioavailable one. The suggestions 
are 

1. The molecular weight should not exceed more 
than 500. 

2. Rotatable bonds should be 10 or fewer. 
3. The polar surface area is equal to or less than 

140 Å2 . 
4. The total number of H-bond donors and 

acceptors should be 12 or fewer. 

Additionally, by incorporating new principle 
descriptors and using computational tools created 
by the application of improved algorithms, the 
accuracy of ADMET tools can be improved. 
This will speed up the drug discovery process 
for the identification of novel drug-like 
compounds at a reasonable cost. 

9.4 Artificial Intelligence in Drug 
Discovery 

9.4.1 Introduction 

Although CADD has been a fruitful tool in 
accelerating the drug discovery process, the algo-
rithm and processing are not powerful, which 
results in low accuracy of results. Screening of 
large numbers of ligands and receptors was diffi-
cult with low precision and accuracy rates. Artifi-
cial intelligence has shown the potential to 
synergize drug discovery with CADD 
[119]. Many different AI strategies can be 
employed for drug discovery, to name machine 
learning models, deep neural networks, 
transformers, recurrent neural networks, graph 
neural networks, and convolutional neural 
networks. Along with this change in learning 
paradigms, reinforcement learning and self-
supervised have also gained a lot of attention 
nowadays. These AI methods can resolve the 
issues and barriers in the drug development and 
design process. 

9.4.2 Artificial Intelligence: From 
Machine Learning to Deep 
Learning 

The neural network, which was created as a 
computational tool in the 1980s, was used for 
the first time in 1989 to discover new drugs 
[120]. Additionally, several neural network 
approaches have been used in the design and 
discovery of pharmaceuticals. ANN was the first 
widely used technique that is helpful in the pro-
cedure of variable selection. In modeling research 
from the 1990s to the 2000s (Fig. 9.11)  [121],



new machine-learning techniques were created 
based on nonlinear modeling algorithms includ-
ing k-nearest neighbors [122], support vector 
machines [123], and random forest [124] were 
extensively utilized in place of linear regression. 
Ajay et al. proposed the idea of Drug-likeness in 
1998 to identify whether a molecule can be a drug 
or not with the help of 1D and 2D molecular 
descriptors. Based on these models, ML 
algorithms are widely used in drug discovery. 
Thus, the field of research of QSAR was 
established utilizing a prediction algorithm, such 
as linear regression, and chemical descriptors of 
the sequences [125]. 
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Fig. 9.11 Timeline of Machine Learning events in drug discovery 

In the 1980s, the idea of Deep Learning 
(DL) was first introduced with an artificial neural 
network. At that time, the data used for model 
development was insufficient therefore DL did 
not exhibit a considerable benefit over ML 
[121]. Deep Learning got a huge push during 

2008 due to developments in computer hardware 
such as GPUs and cloud computing. The Graph 
Neural Network model (GNN) was proposed in 
2009 by F. Scarselli et al.[126] and Molecular 
Graph Convolutions in 2016 [127]. 

9.5 Conclusion 

In this chapter, we discussed the journey of drug 
discovery and development from traditional 
systems to artificial intelligence. In the ancient 
era, diseases were treated with herbs by several 
systems such as Indian, Egyptian, Greek, Roman, 
and Chinese. These systems mostly include herbs 
as drugs in different forms such as paste, 
decoctions, extracts, maceration. After some 
advancements, drugs were isolated from plants, 
microorganisms, and marine animals such as pen-
icillin, cephalosporins, eleutherobin. In the
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middle era, drugs were discovered based on 
hit and trial methods and serendipity. The 
obtained leads from natural sources were 
manipulated by the means of synthetic methods 
and potent drugs were discovered such as capto-
pril, dihydroartemisinin, and artesunate. How-
ever, leads from these traditional methods 
require more than 10 years of development and 
sometimes they may fail. Towards the end of the 
eighteenth century and after World War I there 
were numerous pandemics (plague, cholera, etc.) 
as a result of low living standards. There were 
urgent needs for drug discovery through the fast-
forward process. To overcome the obligations 
of the traditional methods, researchers turn 
their path toward computer-aided drug design 
(CADD). The time-consuming process of drug 
discovery was shortened by using various soft-
ware and applications. With the help of the soft-
ware, researchers could analyze the protein of 
microorganisms, amino acid sequencing, and 
analyze the nature and structure of receptors. In 
the CADD, there are mainly two techniques such 
as structure-based drug design and ligand-based 
drug design. Structure-based drug design is the 
process in which the structure of a protein is 
analyzed then the drug is designed using several 
techniques such as target identification and vali-
dation, binding pocket analysis, molecular 
docking, de novo design, and homology 
modeling. Many drugs were discovered using 
structure-based drug designs such as saquinavir 
and aliskiren. The ligand-based drug design is 
used when the target protein structure is 
unknown. Thousands of ligands were 
downloaded from databases such as ChEMBL, 
ZINC, and PubChem and calculated the 
descriptors as per requirements for 2D and 3D 
QSAR using Dragan, PaDEL, RDkit, etc. After 
that, the ligands are screened to identify the lead 
molecules with the help of different types of 
QSAR models such as 2D and 3D. ADMET and 
drug-likeness are also predicted using CADD. 
Pharmacokinetics, pharmacodynamics, and toxic-
ity studies are helping to improve the process of 
drug discovery using various web tools such as 
SwissADME, ProTox. ML techniques and cur-
rent advancements in DL have the potential to 

boost the efficiency of the drug discovery and 
development process. In the chapter, we 
discussed ML and DL algorithms and how they 
are used in drug discovery. Deep reinforcement 
learning generates the model through experiments 
then critics decide whether the model is good 
or bad. Researchers have been able to use geo-
metric deep learning to take advantage of the 
symmetries of various unstructured molecular 
representations, which has increased the flexibil-
ity and versatility of the computational models 
that are currently available for molecular structure 
generation and property prediction. For the devel-
opment of ligand-based drugs, these are potent 
tools that can be highly helpful. 
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Abstract 

Natural products have been an important 
source of drugs for the past few centuries. 
Extraction and isolation of natural products 
involve extensive efforts, resources and take 
considerable time. It is therefore of highest 
importance to create effective and focused 
extraction and separation procedures for such 
bioactive natural compounds. To prevent con-
tamination of extracts, decomposition of sec-
ondary metabolites, or the formation of 
artifacts as a result of extraction conditions or 
solvent impurities, chromatographic separa-
tion, it is crucial to minimize interference 
from compounds that may coextract with the 
target compounds during the extraction of 
plant material. The idea, guiding principles, 
and case studies of extraction and isolation 
methodology presented in this chapter provide 
an updated view of the enormous technologi-
cal effort being made and the wide range of 
applications being established. To test the 
effectiveness of extraction, different types of 
deep eutectic solvents, viz., choline chloride, 
betaine, and L-proline with various polarity, 

viscosity, compositions, and solubilization can 
be employed. Alkaloids, terpenoids, and 
flavonoids are a class of natural product 
compounds that are the subject of the case 
studies in this chapter. 
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10.1 Introduction 

Natural Products (NPs) are molecules with 
biological properties that derive from naturally 
occurring sources, such as plants, animals, and 
microorganisms. Secondary metabolites, also 
referred to as NPs, are the byproducts of gene 
expression that are typically not necessary for 
the reproduction, growth, or development of the 
plant. They are created as a result of environmen-
tal adaptation or perhaps as a defense mechanism 
against predators; in either case, secondary 
metabolites are created to aid and improve the 
survival of the plant [1]. 

Due to the expanding global demand for 
natural products for primary healthcare, 
nutraceuticals, and herbal medicines, 
manufacturers of medical plant extracts and 
producers of essential oils are now adopting 
the best extraction techniques. To generate 
extracts and essential oils of defined quality
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with minimal variations, many techniques are 
employed. For millennia, people have used 
herbs and medicinal plants as a source of a 
wide range of bioactive components. Numerous 
diseases are treated by generations of indige-
nous practitioners using the plant raw material 
or its components [2]. 
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In order to extract active phytochemicals from 
plants, it is essential to adopt appropriate extrac-
tion procedures and techniques that yield extracts 
and fractions that are high in bioactive 
components. Thus, the yield, the type of phyto-
chemical yield, etc., depend on the extraction 
techniques [3]. 

In this chapter, the experimental protocols in 
phytochemistry and natural products, challenges 
faced in extraction and isolation techniques, 
strategies to overcome the difficulties, extraction 
protocol optimization and the concept of green 
extraction technique by using deep eutectic 
solvents as a modern extraction technique have 
been discussed. 

10.2 Basics of Extraction Procedures 
and Isolation Techniques from 
Natural Products 

Extraction is the process of utilizing specific 
solvents to separate the medicinally useful mix-
ture of numerous naturally occurring active 
chemicals that are often found inside plant 
components (tissues) [4]. It is also known as the 
treatment of plant material with a solvent in 
which the medicinally beneficial components are 
dissolved but the majority of the inert material is 
left intact. Therefore, the goal of all extraction 
processes is to separate the soluble plant 
metabolites from the residue, an insoluble cellular 
marc [5]. 

Three types of extraction processes are typi-
cally used, viz.: liquid/solid, liquid/liquid, and 
acid/base shake out. The active components 
must be extracted using suitable extraction 
techniques, which take into account, the plant 
parts utilized as the starting material, the solvent 
employed, time required for extraction, size of 

particles, and stirring/mixing in-between the 
ongoing extraction [3, 6]. 

Plant materials can be extracted using a vari-
ety of methods that range in price and complex-
ity. Percolation and maceration are two 
relatively straightforward procedures that work 
well and are affordable for the majority of 
applications. However, some specific 
applications demand more advanced and expen-
sive extraction methods requiring specialized 
apparatus, such as those used in supercritical-
fluid extraction and large-scale steam 
distillation [7]. 

10.3 Newer Extraction 
Methods/Techniques 

The development of environmentally friendly 
extraction methods for natural resources is cur-
rently a popular research topic in the multidis-
ciplinary domains of applied chemistry, 
biology, and technology. There are six guiding 
principles of green extraction while outlining a 
comprehensive approach to putting this idea 
into practice at both the scientific and industry 
levels. New and innovative technologies in case 
of extraction and isolation of phytoconstituents 
from natural sources have been employed. Pro-
cess intensification or optimization in extrac-
tion technique is done now-a-days, for 
increasing extractive yield. The use of natural 
deep eutectic solvents (NADES) in extraction 
and isolation of different classes of natural 
products is of great significance and also in 
current trend [8]. 

10.3.1 General Extraction Protocol 

The following section describes extraction of 
alkaloids, terpenoids, flavonoids and phenolics 
from selected medicinal plants. The methods 
described are those extensively carried out in the 
past from other labs and a few from our lab and 
are described for the benefit of researchers.
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10.4 Alkaloids 

A modified alternative of the traditional “acid-
base shakeout” approach can be used to preferen-
tially extract alkaloids that contain basic amines. 
Alkaloids should not be extracted using mineral 
acids and/or strong bases due to the possibility of 
formation of artifacts. The pH is changed during 
partitioning by tartaric acid and Na2CO3 in the 
alkaloid extraction method described [9]. 

In order for the basic amines to form salts and 
partition into the aqueous layer, the pH must first 
be reduced to be at least two units below their pKa 
values (along with the polar constituents, includ-
ing quaternary amines and alkaloid N-oxides). 
The organic layer separates the nonpolar 
components. The aqueous layer becomes basic 
after the organic layer has been removed, 
resulting in the free-base form of the basic 
alkaloids. With the exception of the N-oxides 
and quaternary amines, which would stay in the 
aqueous layer when these alkaloids are 
partitioned with an organic solvent, they favour 
the organic layer, resulting in a nearly pure alka-
loid fraction [10]. 

10.4.1 Extraction and Isolation 
of Phytocompounds from 
the Dried Powdered Fruits 
of Piper cubeba [11] 

Piper cubeba dried powdered fruits were 
macerated with methanol to extract the 
phytochemicals from the plant material. On a 
rotary evaporator, the combined methanol 
extracts were condensed to dryness to produce 
the extract. The hexane-ethyl acetate gradient 
was used to elute the methanolic extract using 
vacuum liquid chromatography on silica gel 
(230–400 mesh), beginning with 5% EtOAc and 
progressing through 10, 20, 40, 80, and 100% 
EtOAc. All of these fractions underwent TLC 
analysis before being dried on a rotary evaporator 
to produce residues. 

Compounds 1 (sesamin) and 2 (trans-cubebin) 
were isolated from the fraction that was eluted 

with 10% EtOAc and subjected to repeated col-
umn chromatography (CC) on Silica gel 
(230–400 mesh) using hexane-ethyl acetate gra-
dient. Repeated column chromatography on 
Silica gel (230–400 mesh) using gradient of hex-
ane and ethyl acetate from 20% EtOAc, resulted 
in the isolation of compound 3 (methyl 
trimethoxycinnamate). Repeated CC on silica 
gel (230–400 mesh) and Sephadex LH-20 led to 
the isolation of compounds 4 (pellitorine), 
5 (tetrahydro piperine), 6 (piperine), and 
7 (piplartine) from a fraction eluted with 40% 
EtOAc (6 g). Repeated CC using Sephadex 
LH-20 was used to isolate compound 8 (piperic 
acid) from the 80% EtOAc fraction (1.5 g) 
(Fig. 10.1). 

10.4.2 Extraction and Isolation 
of Alkaloids from the Leaves 
of Atemoya (Annona squamosa) 
[12] 

A powder made from dried and ground 
A. squamosa leaves was used. Hexane and 
MeOH were used to extract the phytoconstituents 
from the leaves, providing hexane and MeOH 
extracts after each solvent was removed under 
reduced pressure. 

The MeOH extract, which was initially treated 
with an acid-base extraction to provide alkaloid 
and neutral fractions, showed significant concen-
tration of alkaloids according to TLC analysis. 
With increasing concentrations of hexane, 
CH2Cl2, EtOAc, and MeOH, the alkaloidal frac-
tion was submitted to silica gel CC after being 
treated with 10% NaHCO3 solution. Fractions 
were collected. Following TLC analysis, these 
fractions were pooled . 

Asimilobine, mixture of asimilobine and 
pronuciferine, and a mixture of three 
oxoaporphine alkaloids-lanuginosine, 
liriodenine and lysicamine were obtained after 
CF-5 was subjected to preparative TLC eluted 
with CH2Cl2:MeOH (95:5 v/v), three times. A 
mixture of alkaloids, including asimilobine and 
anonaine, as well as the proaporphine alkaloid



stepharine, was obtained after pooled fraction 
7 was subjected to preparative TLC and eluted 
with CH2Cl2:MeOH (95:5, v/v), three times 
(Fig. 10.2; Scheme 10.1). 
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Fig. 10.1 Structures of 
phytoconstituents isolated 
from Piper cubeba fruits 

Fig. 10.2 Structures of 
compounds isolated from 
Annona squamosa leaves 

10.4.3 Extraction and Isolation 
Procedure of Furoquinoline 
Alkaloids from Zanthoxylum 
buesgenii [13] 

Sandjo et al. [14] isolated furoquinoline alkaloids 
from Zanthoxylum buesgenii (Engl.). The solvent 
system, DCM/MeOH (1:1 v/v) was used to 
extract phytocompounds from dried aerial plant 
material for 2 days. The material was first cut into 
small pieces, then pulverized, and the powder, 
then underwent extraction. After that, MeOH 

was used for extraction. Both solutions were com-
bined after 24 h and then evaporated on rotary 
evaporator under vacuum. The obtained crude 
extract was subjected to liquid-solid extraction 
process utilizing methanol (the liquid portion), 
n-hexane and ethyl acetate. Based on TLC 
profiling, both hexane and ethyk acetate fractions 
were pooled to obtain fraction A. 

The presence of alkaloids was detected in 
fractions A by TLC using Dragendorff’s reagent. 
Fraction A was subjected to Si gel CC. Elution 
using 100% n-hexane, n-hexane/ethyl acetate 
(gradient) and 100% ethyl acetate produced six 
pooled fractions. Maculine, Isofagaridine, 
kokusaginine, and teclearverdoornine were 
isolated and characterized using NMR analysis 
(Fig. 10.3).
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Extraction with methanol at room temperature during 72 h 

Suspended in water:methanol 9:1, partitioning with n-hexane 

Acidified with 3% HCl, Partitioning with ethyl acetate 

Basify with ammonia to pH 9 in ice cold conditions, Partitioning with CHC3 l3 

Initially 100% CHCl3, then CHCl3/MeOH 

Air dried Powdered leaves of Annona squamosa 

Ethyl acetate layer Acidified aqueous extract Hexane extract 

Collection of fractions going on and later will be combined based on the TLC analysis 

Isolation of compounds 

TLC profiling done and 

spot of 

Hexane layer 

Methanolic extract 

Methanolic layer 

Ethyl acetate extract Chloroform extract 

Silica gel column chromatography 

Scheme 10.1 Isolation of alkaloids from Annona squamosa 

Fig. 10.3 Maculine 
isolated from Zanthoxylum 
buesgenii 

10.4.4 Extraction and Isolation 
Protocol of Alkaloids from 
Leaves and Stems of Murraya 
koenigii 

Murraya koenigii leaves were dried in an oven set 
at 40 °C and pulverized into coarse powder. In an 
Accelerated Solvent Extractor, the powdered 
plant material (50 g) was successively extracted 
with n-hexane, dichloromethane, ethyl acetate, 
and methanol. The other extracts were dried 
on a rotary evaporator and kept in a refrigerator 
while the n-hexane extract was discarded. 

From the EtOAc extract M. koenigii leaves four 
alkaloids were isolated. The extract was loaded 
onto silica gel (60–120 mesh) column and eluted 
using a gradient of benzene: CHCl3 and then 
CHCl3: CH3OH. A total of five fractions were 
produced using comparable TLC techniques. 
Mahanimbine was obtained from fraction 
2 using preparative TLC with benzene: CHCl3 (3: 

2) serving as themobile phase. Re-chromatography 
of fraction 6 produced koenimbine, koenigicine, 
and clausazoline-K, respectively  [15]. 

Air dried stems of Murraya koenigii were 
extracted with DCM:MeOH (1:1) over 4 days at 
room temperature. The solvent evaporated under 
reduced pressure to obtain extract. Five fractions 
(MK-I-V) were obtained after pooling the 
sub-fractions based on their analytical TLC data, 
from the extract which was primarily subjected to 
column chromatography using silica gel 
(100–200 mesh) and eluted by increasing the 
polarity of the elution solvent system of hexane 
and EtOAc (100% hexane to 100% EtOAc). Frac-
tion I was further subjected to column chromatog-
raphy over silica gel, and the pure phytochemicals 
were obtained when the fraction was eluted. 

Four new carbazole alkaloids, 
murrayakonine A, murrayakonine B, 
murrayakonine C and murrayakonine D were 
isolated [16] (Fig. 10.4). 

10.5 Terpenoids 

The largest and the most widespread class of 
secondary metabolites is terpenoids (also known 
as isoprenoids). These are mainly found in plants



Name Example

and some lower invertebrates. The term ‘Terpen’ 
(English ‘Terpene’) was given by Kekule and was 
originally used to describe the hydrocarbons 
found in turpentine oil (German ‘Terpentin’). 
The suffix ‘ene’ in Terpenes indicates the pres-
ence of olefinic bonds. Hence, chemically, 
terpenoids are isoprene (2-methyl-1,3-
butadiene—C5H8) based secondary metabolites 
[17–19] (Table 10.1; Fig. 10.5). 
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Fig. 10.4 Alkaloids from 
Murraya koenigii 

Table 10.1 Classification of terpenoids according to the number of isoprene (C5H8) units into following classes 

No. of isoprene 
units 

No. of carbon 
atoms 

General 
formula 

Hemiterpenoids 1 5 C5H8 DMAPP, isovaleric acid, prenol 
Monoterpenoids 2 10 C10H16 Camphor, geraniol, menthol 
Sesquiterpenoids 3 15 C15H24 Farnesol, geosmin, humulone 
Diterpenoids 4 20 C20H32 Ginkgolides, retinol, steviol 
Sesterterpenoids 5 25 C25H40 Andrastin A, manoalide 
Triterpenoids 6 30 C30H48 Betulinic acid, amyrin, oleanolic acid, 

ursolic acid 
Tetraterpenoids 8 40 C40H64 Carotenoids 
Polyterpenoids >8 >40 (C5H8)n Natural rubber, gutta-percha 

In natural systems, terpenoids are 
biosynthesized from acetate activated as acetyl-
coenzyme A via acetoacetyl-coenzyme A, 
3-hydroxy-3-methylglutarylcoenzyme A, and 
mevalonate to isopentenyl diphosphate (IPP), 
which is the first precursor, having branched C5 

isoprene skeleton, in the formation of terpenoids 
[18]. Terpenoids, mainly monoterpenoids and 
sesquiterpenoids, are major components of essen-
tial oils and are responsible for the characteristic 
scent, odour and/or smell [19]. 

Extraction and Isolation 
Usually, terpenoids occur as complex mixtures 
and there are several methods available for their 
extraction [18, 20]. 

1. Mixture of lower terpenoids (mono- and 
sesquiterpenoids) are extracted by subjecting 
the plant material to steam distillation, in the 
form of essential oils. Next, the terpenoids can 
be separated from the essential oil by follow-
ing methods: 
(a) Chemical method: by treating the essen-

tial oil with agents like nitrosyl chloride, 
phthalic anhydride, etc. 

(b) Physical methods: by fractional distilla-
tion method or by using gas 
chromatography. 

2. Higher terpenoids are generally extracted from 
plant materials by successive solvent extrac-
tion or by using liquid/liquid partitioning
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Fig. 10.5 Structures of different terpenoids



Fig. 10.6 Phytoconstituents from Dandelion leaves
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(solvents used in order of their increasing 
polarity) followed by column chromatography 
to isolate the desired compound. 

Apart from the conventional methods to extract 
and isolate terpenoids, some other newer methods 
are also used, which are provided in the case 
studies given below: 

10.5.1 Isolation of Sesquiterpenes 
from Seeds of Ferula hermonis 
Using a Combination of VLC 
with Silica Gel and Gel Filtration 
Using Sephadex® LH-20 [21, 22] 

Seeds of Ferula hermonis were ground and 
extracted with 1 L of n-hexane: ethyl acetate 
mixture in the ratio of 1:1, using maceration for 
24 h at room temperature. Pooled extract was 
filtered and concentrated under vacuum; oily 
extract was obtained. The extracted oil was 
subjected to silica gel VLC using n-hexane— 
ethyl acetate in increasing polarity and fractions 
were collected. Fraction obtained with 10% thyl 
acetate in n-hexane was subjected to gel filtration 
on Sephadex® LH-20 and was eluted with chlo-
roform. Fractions were collected. 
Similar fractions were pooled together after mon-
itoring the TLC. Preparative TLC was performed 
on fractions selected based on TLC. n-hexane— 
ethyl acetate mobile phase was used as mobile 
phase which yielded 17 sesquiterpenoids, 3 of 
which were named feruhermonins A-C. 

HO
beta-amyrin 

HO beta-sitosterol 

10.5.2 Supercritical Fluid Extraction 
of Triterpenoids from 
Dandelion Leaves [23, 24] 

Triterpenoids—β-amyrin and β-sitosterol were 
extracted from freshly ground leaves of 
Taraxacum officinale (Dandelion) by SFE on a 
high pressure equipped with a 5 L NATEX 
extractor vessel using supercritical CO2. The 
flow rate of the solvent feed was kept at 7.4 kg 
CO2/kg dried leaves per hour. The accumulated 
product samples were removed at regular 
intervals and weighed. The extraction procedure 
was terminated when the increase in yield was 
less than 0.1% while 10 kg CO2 passed through 
the vessel. Extraction at the optimum pressure 
and temperature condition gave 3.2–4.0% extract 
(dry weight) of the raw material. It was seen from 
the TLC analysis that the obtained extract 
contained β-amyrin and β-sitosterol (Fig. 10.6). 

10.5.3 Isolation 
of 3-Acetyl-11-keto-b-boswellic 
Acid (AKBA) 
and 11-keto-b-boswellic Acid 
(KBA) from Boswellia serrata 
[25, 26] 

B. serrata gum resin was taken, methanolic 
extract was prepared by Soxhlet extraction 
method. The extract solution was filtered and 
concentrated under vacuum to obtain dried 
extract. Dried extract was taken and processed



to make KBA enriched fraction. The enriched
fraction was subjected to silica gel column chro-
matography. The column was eluted with hexane-
ethyl acetate mobile phase in a gradient pattern
and fractions were collected. Fraction 3 (eluted
with 15% ethyl acetate in hexane), when analyzed
using TLC, confirmed the presence of AKBA.
Fraction 4 (eluted with 20% ethyl acetate in hex-
ane) showed the spot for KBA on TLC. Both the
fractions were further purified over Sephadex
LH-20 column chromatography, followed by

semi-preparative HPLC to give 99.9% pure 
AKBA and KBA (Fig. 10.7; Scheme 10.2). 
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Fig. 10.7 AKBA and 
KBA isolated from 
Boswellia serrata 

Scheme 10.2 Isolation of 
AKBA and KBA 

Purified over sephadex LH20 

Enrichment 

Soxhlet extraction using Methanol 

Boswellia serrata gum resin (100 g) 

Concentrated and dried extract (61.8 g) 

20 g extract taken 

9 g enriched fraction 

silica gel column chromatography 

Mobile phase – hexane : ethyl acetate 

Fraction 3 Fraction 4 

AKBA KBA 

10.5.4 Isolation of Arjunolic Acid from 
Terminalia arjuna 
(Unpublished Work) 

Approximately 1 kg dried and powdered heart 
wood of T. arjuna was macerated with methanol 
thrice for 24 h. The extract obtained above was



concentrated upon rotary evaporator. The dried 
extract obtained was 45.25 g, which was 
partitioned with ethyl acetate thrice. The ethyl 
acetate fraction obtained (10.20 g) was subjected 
to silica gel column chromatography and eluted 
with hexane-ethyl acetate. Various fractions were 
collected. The fraction collected with 70% ethyl 
acetate in hexane had arjunolic acid. Other 
compounds which were isolated from other 
fractions are arjunic acid, arjungenin and 
arjunetin (Fig. 10.8). 
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Fig. 10.8 Phytoconstituents from Terminalia arjuna 

10.6 Flavonoids and Phenolics 

One of the most prevalent families of chemical 
constituents in plants are polyphenols. An exten-
sive spectrum of biological actions of polypheno-
lic substances has been reported, because of their 
chemical constituents [27]. For the treatment of 
certain modern lifestyle disorders, such as cancer, 
polyphenols have been promoted as 
nutraceuticals in human medicine [28]. In addi-
tion, these influence the colour and sensory 
qualities of fruits and vegetables. the polyphenols 
also play a significant role in plant development 
and reproduction [29]. According to the number 
of phenol rings and the structural components that 

connect these rings to one another, polyphenols 
are classified into several classes like flavonoids, 
tannins (hydrolyzable and condensed), stilbenes, 
lignans, and phenolic acids [30]. 

Flavonoids are a large class of polyphenolics 
that have low molecular weight and carbon atoms 
arranged in C6-C3-C6 configuration with two 
aromatic rings A and B joined by a 3-carbon 
bridge, mainly in the form of heterocyclic ring 
C. Variation in substitution pattern on C ring 
flavonoids further categorize flavonoids into 
isoflavones, flavonones, flavonols, 
anthocyanidines and flavanols (catechin). The 
structures of the major classes of polyphenols 
with flavonoids are listed below [31] (Fig. 10.9). 

Flavonoids and polyphenols have been 
reported to have a number of therapeutic and 
biological effects including anti-inflammatory 
[32], anti-oxidant [33], anti-cancer [34], 
antibacterial [35], antifungal [36], antiviral [37], 
anti-diabetic [38], prevention of cardiovascular 
diseases [39], anti-ulcer [40], Alzheimer’s disease 
[41], Parkinson’s disease [42]. Flavonoids and 
polyphenols are also used as nutraceuticals now-
a-days [43]. 

Out of all the listed activities, flavonoids and 
other polyphenols, mainly have key protecting 
activity for the body against free radicals,



reducing oxidative stress, acting as anti-aging 
agents and also show anti-cancer activities. 

10 Experimental Protocols in Phytochemistry and Natural Products: An Ever-Evolving Challenge 159

Polyphenols 

Flavonoids 

Fig. 10.9 Some examples of polyphenols 

The extraction and isolation of phytochemicals 
from polyphenols and flavonoids is now an attrac-
tive interest area because of all the vital functions 
of these compounds that have been enumerated 
above. There is no general standard method for 
extraction and isolation of polyphenolic 
compounds [44]. Natural phenolic compounds 
can be extracted using conventional methods 
such as heating, boiling, or refluxing; however, 
these methods have the drawbacks of losing 
polyphenols due to ionization, hydrolysis, and 
oxidation during extraction, as well as having a 
lengthy extraction period [45]. The extraction of 
polyphenols from plants has recently been made 
possible by a number of innovative extraction 
techniques, such as high hydrostatic pressure, 
supercritical fluid, ultrasound, and microwave 
assistance these techniques of extraction, are 

affordable, efficient, and near certainty for stan-
dard extraction methods [46]. 

The extraction efficiency of desired 
components and their concentration from 
polyphenols raw material were affected by sev-
eral factors like temperature, liquid-solid ratio, 
flow rate, and particle size. For instance, batch 
liquid-solid extraction at 50 °C compared to room 
temperature revealed that the phenolic content of 
almond shell extract was three times higher 
[47]. Usually aqueous, semi-polar, polar organic 
solvents (ethyl acetate, methanol and ethanol) or a 
mixture of solvents are used for extraction of 
polyphenols which make all polyphenol 
compounds, soluble/extractable, because of the 
solubility of free soluble esters and soluble 
glycosides. 

Some phenolic acid and anthocyanin 
compounds have insoluble bond complexes 
which are linked together with ester or glycoside



linkage these were extracted by using acid or base 
hydrolysis method. After extraction, they were 
separated by classical liquid chromatography if 
they were not able with normal then used counter-
current chromatography (CCC) or high-speed 

counter-current chromatography (HSCCC). 
Isolated compound structures are elucidated and 
characterized by using different spectral methods 
like NMR, IR, and Mass spectrometry [48] 
(Scheme 10.3).
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             Ground plant material 

Defat with hexane or petroleum ether 

                 Marc                        Hexane or petroleum ether Extract  

                   Extract with MeOH       (Contain fats, waxes, and chlorophylls) 

                   (Or EtOH or EtOH/H2O) 

                    Concentrate  

Methanol  

Extract 
                       Extract/ suspended with water or 10% MeOH 

                       Partition with ethyl acetate  

                               Ethyl acetate fraction Aqueous partition
    Partition with H2O saturated  

                                                         Concentrate                                                          n-butanol 

                                                                         n-butanol fraction                      Aqueous partition 
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                        (Tannins, flavonoids, phenolic acids) Flavonoid glycosides  

Separation methods used 

1. Hot extraction (soxhlet, reflux) 
2. Cold ex assisted extraction 
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3. Super critical fluid extraction 
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3. Supercritical fluid chromatography 
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Structure elucidation 
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2. Mass spectrometry 
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2. HPTLC 

3. Total phenolic and flavonoid content  

Scheme 10.3 General scheme for isolation of polyphenols and their identification
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10.6.1 Isolation of Rotenoids from 
Boerhaavia diffusa [49] 

Boerhaavia diffusa L. (Nyctaginaceae) is an 
ethnomedicinally valuable plant used for the pre-
vention of illnesses such as jaundice, dyspepsia, 
nephrotic syndrome, convulsions, and enlarge-
ment of the spleen, stomach pain, stress, and 
inflammation, because of the present of rotenoids 
type of flavonoid. 

They were isolated from the dried roots of 
Boerhaavia diffusa L. dried root material was 
first defatted with hexane and then extracted 
with methanol using a soxhlet apparatus. 
Concentrated to dry under reduced pressure 
using a rotatory evaporator and suspended in 
water and partitioned with ethyl acetate and 
dried. Then dried EtOAc fractions were subjected 
to column chromatography using silica gel 
(100–200 mesh) and eluted using mobile phase 
hexane-ethyl acetate. All eluted fractions were 
collected and combined based on TLC giving 
six pooled fractions. (BDM-F1-BDM-F6) Fur-
ther, they were subjected to the Sephadex LH-20 
CC and eluted with methanol. Isolated 
compounds were elucidated by NMR, IR, and 
HRMS (Fig. 10.10). 

Boeravinone K                      Boeravinone L                       Boeravinone M 

Boeravinone N                                      Boeravinone O 

Fig. 10.10 Rotenoids from Boerrhavia diffusa 

10.6.2 Isolation of Iridoids 
and Flavonoids from Vitex 
negundo [50] 

Vitex negundo Linn., is a shrub commonly known 
as nirgundi in Ayurveda used for antioxidant, 
analgesisc, antigenotoxic, anti-inflammatory and 
anti-convulsant activity. It has reported contain 
for various types of polyphenolic compounds. 
One of them isolation of iridoids type flavonoids 
described below. 

Powdered leaves of V. negundo were extracted 
using methanol as a solvent for 24 h by soxhlet 
apparatus. The methanol extract was dried under 
reduced pressure and subjected to a Diaion resin 
HP-20 column. Eluted gradient-wise using meth-
anol and water 0%, 20%, 30%, 40-80%, and 
100% (F-1 to F-5) sequence. Fractions F-2, F-4 
and F-5 were found mixture of nirgundoside and 
agnuside, subjected to preparative HPLC using 
methanol and water 30:70, 40:60, 60:40 ratio 
respectively, at a flow rate of 5 ml/min and frac-
tion F-3 was subjected to CC on sephadex LH-20 
and eluted with methanol. From preparative 
HPLC negundoside, agundoside, vitexin, 
isovitexin, vitexicarpin, and from Sephadex 
isolated isoorientin.
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Negundoside                                Agundoside                                   Vitexin 

Isovitexin                                                  vitexicarpin 

Fig. 10.11 Phytoconstituents from Vitex negundo 

Following is the list of compounds isolated 
and their structure (Fig. 10.11). 

10.6.3 Isolation of Flavonoids from 
Plant Tridax procumbens 
[51, 52] 

Tridax procumbens is also known as coatbuttons. 
It possesses hepatoprotective, anti-inflammatory, 
antioxidant and hypotensive properties. Dried 
powdered aerial part of the plant was sonicated 
with methanol for 10 min, and extract centrifuged 
for 5 min (1200 rpm) then the supernatant was 
filtered and subjected for gel permeation chroma-
tography on sephadex LH-20 column. The sam-
ple was eluted with 100% methanol, collected 
fractions were analysed by TLC (thin layer chro-
matography), and pooled accordingly. Three 
fractions showed a single spot on TLC, which 
was further analysed by HPLC for their purity. 
These compounds after structure elucidation by 

NMR, HRMS, and IR found to be quercetagetin-
3,6,4′-trimethoxyl-7-O-β-D-glucopyranoside, 
3-O-methyl quercetin-4′-O-β-D-
glucopyranoside, and luteolin-4′-O-β-D-
glucopyranoside, respectively (Fig. 10.12). 

10.6.4 Isolation of Tuberosin from 
Pueraria tuberosa Roots 

Pueraria tuberosa tubers contains isoflavonoids 
which shows antioxidant, anti-inflammatory, and 
anti-diabetic activity. Dried roots of P. tuberosa 
were powdered and extracted with hexane and 
then ethanol using soxhlet extractor. Extract was 
dried and subjected to CC and eluted with organic 
solvent with increasing polarity. Ethyl acetate 
fraction was re-subjected to CC using benzene: 
ethyl acetate (7:3) as an eluent. Isolated tuberosin 
was recrystallized with benzene, and evaluated 
for structure elucidation by NMR, IR, and 
UV [53].
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luteolin-4′-O-β-D-glucopyranoside 

Quercetagetin-3,6,4′-trimethoxyl-

7-O-β-D-glucopyranoside 

3-O-methylquercetin-4′-O-β-D-

glucopyranoside        

Fig. 10.12 Isolated compounds from Tridax procumbens 

10.6.5 Isolation of Flavonoids 
and other Constituents from 
Pueraria lobata Roots 

Puerarin is a marker bioactive isoflavonoid shows 
antioxidant, anti-inflammatory, and anti-diabetic 
activity. Compounds from dried roots of plant 
P. lobata were isolated by powdered and refluxed 
roots with methanol for 3 h then extract concen-
trate to dryness by reduced pressure on a rotatory 
evaporator. Then extract was suspended in water 
and partitioned with n-Hexane, chloroform, ethyl 
acetate and n-butanol. n-hexane fraction 
subjected to chromatography on silica gel column 
using hexane : ethyl acetate as a gradient (100:1 
to 0:1) gives compound lupenone with other 
sub-fraction, one of this fraction further loaded 
on column and eluted hexane: ethyl acetate as a 
gradient (20:1 to 0:1) to yield lupeol, and other 
sub-fraction which were recrystallized with 100% 

methanol to produce compound coumesterol and 
puerarol. Then the EtOAc fraction was also 
subjected for CC using CH2Cl2-MeOH (1:1 to 
0:1, gradient) yield daidzain, geninstain, 
puerarine, and puerarol B-2-O-
glucopyranoside [54] (Fig. 10.13). 

10.7 Challenges Faced 
in the Experimental Protocols 
in Phytochemistry and Natural 
Products 

Numerous naturally occurring substances have 
been identified to be capable of impeding the 
separation and purification of a desired bioactive 
plant ingredient. The following broad steps may 
aid in realising that contamination may have 
occurred during extraction
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Lupenone                                   Lupeol                           Coumesterol 

Puerarol                                     Daidzain                                  Geninstain 

Puerarine                             Puerarol B-2-O-glucopyranoside 

Fig. 10.13 Phytoconstituents from Pueraria roots 

10.7.1 Lipids 

Lipids are typically extracted using low polarity 
solvents, but when polar solvents are utilised, 
they may coextract. By running a TLC plate and 
employing iodine vapour in a sealed space to 
expose brown spots, these compounds can be 
seen. They can also be seen by doing proton 
NMR spectral measurement, which shows a 
high broad peak at roughly chemical shift value 
range 1.2 to 1.4 [55, 56]. 

10.7.2 Pigments 

Depending on the plant part treated, unwanted 
pigments like chlorophylls and flavonoids could 

be in high content. Although they are difficult to 
get rid of, but some of the following techniques 
could be used [57]. 

10.7.3 Tannins 

Vegetable tannins are polyphenols that are fre-
quently present in high concentrations in plant 
extracts, and they frequently provide false-
positive results in biological experiments as a 
result of their propensity to precipitate proteins 
via multipoint hydrogen bonding. The 
proanthocyanidins (also known as condensed 
tannins) and polyesters based on gallic acid 
and/or hexahydroxydiphenic acid and their 
derivatives are two structurally distinct groups



that can be used to classify vegetable tannins (also 
known as plant polyphenols) [58]. 
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10.7.4 Plasticizers 

Solvents, filter papers, plastic equipment, and 
chromatographic solid phases kept in plastic 
containers can all be contaminated by plasticizers. 
Dioctylphthalate ester has frequently been 
observed to contaminate plant isolates, and in its 
purest form, it is a yellow oil that significantly 
inhibits P-388 murine lymphocytic leukaemia 
cells from growing. When concentrated sulfuric 
acid or concentrated sulfuric acid-acetic acid (4:1) 
is sprayed on silica gel and heated at 110 °C for 
5 min with Rf = 0.4, TLC reveals a pink-violet 
spot (TLC solvent system: petroleum ether-ethyl 
acetate, 19:1) [59]. 

10.7.5 Grease 

Ground-glass joints in extraction equipment, as 
well as stopcocks in columns and vacuum lines, 
are lubricated with silicone grease. It can be 
identified by the following mass spectral 
fragmentation ions: m/z 429, 355, 281, 207 
and 133, and it may contaminate plant samples. 
The degradation of the aliphatic chains causes 
losses in the ion pattern at every 14 mass unit 
intervals when hydrocarbon grease is 
utilised [60]. 

10.8 Strategy for Overcoming 
Difficulties 

10.8.1 Strategy to Remove Lipids, Fats 
and Waxes 

The ground plant material can be percolated with 
petroleum ether or hexanes and left to dry before 
the entire extraction process in order to remove 
the fats and waxes from an extract. Alternatively, 
the material can be directly extracted with the 
chosen solvent and then defatted. The nonpolar 

lipid components can also be removed using col-
umn chromatography or vacuum-liquid chroma-
tography (VLC), which both employ petroleum 
ether or hexane as eluents. This enables the 
extract to be fractionated. By filtering the sample 
through a reverse-phase chromatographic col-
umn, fats and waxes can be removed from a 
contaminated sample while the lipids are retained. 
A different strategy is to add enough methanol or 
methanol-water binary mixture to dissolve the 
target component [61]. 

10.8.2 Strategy to Remove Pigments 

A selective adsorption phenomenon is a principle 
by which activated charcoal or activated carbon is 
known to decolorize solutions. Either the powder 
is mixed with the liquid to be decolored, let to 
stand for a while, and then filtered, or the solution 
can be percolated via a relatively short charcoal 
column. Heating improves the adsorption's effec-
tiveness. The drawback of charcoal is that several 
medicinally active substances, including mor-
phine, strychnine, and quinine, can also be 
adsorbed. Chlorophylls can be retained at the 
head of a neutral alumina column, however, 
they are frequently removed from extracts by 
solvent partitioning in significant quantity [62]. 

10.8.3 Strategy to Remove Tannins 
(or Polyphenols) 

The generation of a precipitate with ferric chlo-
ride can indicate the presence of tannins, and they 
can be eliminated from aqueous and nonpolar 
extracts by passing them through polyamide, col-
lagen, sephadex LH-20, or silica gel. A chloro-
form extract can be washed with 1% aqueous 
sodium chloride, the top phase can be discarded, 
and the chloroform phase can then be dried with 
anhydrous Na2SO4 for a few hours to remove 
tannins. Additionally, proteins, gelatin-sodium 
chloride solution (5% w/v NaCl and 0.5% w/v 
gelatin), caffeine, nylon, or other substances may 
precipitate tannins [62].
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10.8.4 Strategy to Remove Plasticizers 

By distilling the solvents, passing the sample 
through a reverse phase chromatographic column, 
or passing the extract or sample through porous 
alumina, plasticizers can be removed [60]. 

10.9 Extraction Protocol 
Optimization 

The strategy for developing environmentally 
friendly extraction processes for alkaloids from 
various sources provides a good solution, 
employing NDES and non-ionic surfactants as a 
green solvent. The simultaneous interaction 
effects of independent variables were critically 
analysed using the suggested mathematical meth-
odology. Instead of using traditional organic 
solvents like methanol and ethanol, Genapol 
X-80 and the NDES mixture of choline chloride, 
fructose, and water can be utilised, with the 
NDES mixture having a better extraction 
efficiency [63]. 

10.10 Use of Eutectic Solvents 

For thorough extraction of varous kinds of bioac-
tive natural products, green Deep Eutectic Sol-
vent (DES) extraction method was described 
Alkaloids, phenolic acids, flavonoids, and 
saponins were successfully extracted using the 
custom-made DESs, however, anthraquinones 
had a reduced extractability. The concentration 
of water in the DES/water combination and the 
solid-to-liquid ratio were shown to be the main 
factors affecting extraction yields after further 
optimization for alkaloids extraction using 
Response Surface Methodology (RSM). This 
offered real-world illustrations demonstrating 
the ability of DESs that efficiently and selectively 
extract bioactive chemicals from biomaterials. In 
addition, DES solvents were the first to be used to 
extract alkaloids, and Choline Chloride-Lactic 
Acid (ChCl-La) was found to be far more effec-
tive than earlier techniques necessitating the use 
of organic solvents [64]. 

10.11 Concluding Remarks 

Natural product extraction techniques, as well as 
their isolation, identification, and uses, are clearly 
and steadily gaining importance. Modern analyti-
cal processes, which are both environmentally 
benign and economically feasible, place a high 
priority on research innovation and safe extrac-
tion techniques. The extraction and isolation tech-
nique for alkaloids, terpenoids, flavonoids and 
other polyphenols from a few medicinally impor-
tant plants have been discussed in this chapter. 
The difficulties faced during extraction and isola-
tion of bioactive components have also been 
listed along with the strategies employed to 
resolve those difficulties have been discussed. 
The concept of the green extraction process and 
its optimization and use instead of conventional 
techniques have been discussed. Natural deep 
eutectic solvents (NDESs), which are environ-
mentally friendly and long-lasting, are now 
being used to extract bioactive substances or 
pharmaceuticals effectively. They typically con-
tain neutral, acidic, or basic substances that, when 
combined in specific molar ratios, result in liquids 
with a high viscosity. These can be very useful for 
phytochemistry and natural products in this 
modern era. 
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Abstract 

Multiple analytical studies are required on 
drug substances/products to maintain the qual-
ity during their lifecycle. One key regulatory 
change that has happened over the last few 
years is a heightened focus on the analysis of 
micro/trace components, which include not 
only synthetic impurities and degradation 
products but also metabolites, drug remnants 
in environment samples, drugs as adulterants, 
etc. Strategies have been proposed in the liter-
ature for the characterization of each type, and 
owing to their low concentrations, emphasis is 
on the use of sophisticated hyphenated 
instruments. While the pharmaceutical indus-
try is duty bound to carry out the desired 
analyses, the regulatory directives also offer a 
good opening for research in academia. The 
objective of this chapter is to highlight the 
regulatory requirements for the characteriza-
tion of the micro/trace components, to discuss 
the practical steps and protocols involved, and 
to provide a detailed discussion of the 
opportunities for academic scientists. 
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11.1 Introduction 

The discovery to development to market is a long 
journey traversed by a new molecule. To make 
sure that a quality drug product of a new drug 
reaches the hands of caregivers and patients, there 
is a requirement for a string of analytical activities 
(Table 11.1). 

Over the years, the demand for drug substance 
and drug product analysis has grown 
tremendously, as regulatory expectations have 
become expanded and stringent. Rather the 
whole success of regulatory approval, especially 
in the case of complex generics, is guided by an 
effective analytical characterization program 
[1, 2]. The methodology and techniques involved 
during discovery to market journey depend upon 
kind of the drug, the step of development, the 
nature of investigation being undertaken, and the 
type of product(s) chosen for marketing. Fortu-
nately, there have been advancements in instru-
mentation, whose range has also expanded to 
cater to every regulatory directive. Most modern 
instruments are sophisticated, offering high sen-
sitivity, resolution, and throughput. Irrespective 
of their cost, all innovative companies rely on the

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_11&domain=pdf
mailto:ssingh@niper.ac.in
https://doi.org/10.1007/978-981-99-1284-1_11#DOI


best analytical tools available at a given time, so 
that the final product quality exceeds normative 
expectations. 

170 D. K. Singh and S. Singh

Table 11.1 Analytical activities during new drug substance and product development 

1. Spectral data acquisition and structural characterization of new chemical entity 
2. Semi-preparatory and preparatory purification, method development for purity determination 
3. Characterization of impurities and degradation products, their synthesis/isolation and quantitation 
4. Solid-state analysis 
5. Bioanalysis, pharmacokinetics, metabolic profiling 
6. Pre-formulation studies 
7. Assay method development for phase-appropriate formulations, the applicability of compendial quality evaluation 
and functionality tests 
8. Validation of developed methods and equipment qualification (DQ, IQ, OQ, CQ, PQ, CSV, etc.) 
9. Stability testing, followed by an analysis of the samples 
10. Defining key performance indicators (KPIs) or key quality indicators (KQIs) and setting specifications 
11. Analytical methodology transfer 
12. Commercial batch testing (starting materials, intermediates, APIs, and finished formulations) 
13. Regulatory compliant documentation 
14. Implementation of innovative analytical platforms and technologies for automated/continuous manufacturing, if 
applicable 

Table 11.2 Micro/trace components of interest during the life cycle of drug candidates and their products 

Drug life cycle Micro/trace component(s) 

Drug candidate synthesis and 
manufacturing in later stages 

Impurities (organic, residual solvents, elemental, genotoxic, cohorts of 
concerns (nitrosamines, nitrosamine drug substance related impurities 
(NDSRIs), azido impurities), etc. 

Pharmacological, toxicology and 
clinical research 

Proteomics, metabolomics, biomarkers 

DMPK investigations Drugs (initial and clearance stages of PK profile) and metabolites 
Formulation development and stability 
testing 

Drug degradation products; and drug-drug (in case of FDCs), drug-excipient, 
drug-packaging interaction products 

Environmental pollution profiling Drug traces in the environment 

It may be pertinent to highlight here an empha-
sis by International regulatory, which has brought 
a sea change in quality testing operations in the 
industry. It is the requirement of qualitative and 
quantitative micro/trace analysis (Table 11.2), 
applicable today not only to new drug substances 
and drug products but also to generics. Pharma-
ceutical manufacturers often face recall orders, if 
any impurity (IMP) or degradation product 
(DP) exceeds the defined limits. Table 11.3 
provides a list of types of IMPs, their applicabil-
ity, and regulatory/compendial requirements 
issued for them. Since mid-2018, a spate of 

recalls has happened owing to nitrosamine 
IMPs, and there is the latest focus and recalls 
happening owing to nitrosamine drug substance-
related IMPs (NDSRIs) and azido IMPs in 
marketed drugs. One case example of NDSRI is 
depicted in Fig. 11.1. These IMPs are considered 
cohorts of concern, because of their carcinogenic 
and toxicogenic features. The current regulatory 
directives require proper control of their levels in 
the final products [3–7]. This chapter delves into 
the regulatory requirements for the characteriza-
tion of the micro/trace components, provides a 
brief on the practical steps involved, and 
describes in detail the prospects for academic 
researchers.
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Table 11.3 Types of impurities, their applicability, and regulatory guidelines/compendial general chapters for each 
(restricted to ICH/USFDA/EMA/USP/EP/JP) 

Impurity type Applicability Major guidelines/compendial chapters 

Organic impurities
- Starting materials
- Byproducts
- Intermediates
- Degradation products
- Reagents, ligands, and catalysts
- Geometric and stereoisomers 

Drug substances - ICH, Q3A
- USFDA, ANDAs: impurities in 

drug substances
- USP, <1086> impurities in drug 

substances and drug products
- EMA, control of impurities of 

pharmacopoeial substances
- EP, 5.10 control of impurities in 

substances for pharmaceutical use
- JP, <G0-3-172> concept on 

impurities in chemically synthesized 
drug substances and drug products 

Degradation products 
Components arising from
- Drug degradation
- Drug-impurity interaction
- Drug-excipient interaction
- Drug-excipient impurity 

interaction
- Drug-residual solvent interaction
- Degradation product-residual 

solvent interaction
- Drug-microbe interaction
- Drug/degradation product-

packaging component interaction
- Drug-drug and all other possible 

interactions in fixed-dose combinations 

Drug products - ICH, Q3B
- USFDA, ANDAs: impurities in 

drug products
- USP, <1086> impurities in drug 

substances and drug products
- JP, <G0-3-172> concept on 

impurities in chemically synthesized 
drug substances and drug products 

Residual solvents Mainly drug substances but also 
drug products

- ICH, Q3C
- USP, <467> residual solvents
- EP, 2.4.24 identification and 

control of residual solvents
- EP, 5.4 residual solvents
- JP, 2.46 residual solvents 

Elemental impurities
- Reagents, ligands, and catalysts
- Heavy metals or other residual 

metals
- Inorganic salts
- Other materials (e.g., filter aids, 

charcoal) 

Drug substances and products - ICH, Q3D
- USP, <232> elemental 

impurities-limits
- USP, <233> elemental 

impurities-procedures
- EP, 2.4.20 determination of 

elemental impurities
- EP, 5.20 elemental impurities
- JP, 2.66 elemental impurities 

Mutagenic/genotoxic impurities Drug substances and products - ICH, M7 
Nitrosamines and other cohorts of 
concern (nitrosamine drug substance 
related impurities (NDSRIs) or active 
substance-derived nitrosamines, azido 
impurities) 

Mainly drug substances but also 
drug products when the said 
impurities are the result of 
degradation

- ICH, M7
- USFDA, control of nitrosamine 

impurities in human drugs
- USP, <1469> nitrosamine 

impurities
- EMA, nitrosamine impurities
- EMA, questions and answers for 

marketing authorisation holders/ 
applicants on the CHMP opinion for 
the article 5(3) of regulation (EC) No 
726/2004 referral on nitrosamine 
impurities in human medicinal 

(continued)
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Table 11.3 (continued)

Impurity type Applicability Major guidelines/compendial chapters 

products
- EP, 2.5.42 N-nitrosamines in 

active substances 

ICH International Council for Harmonisation, USFDA United States Food and Drug Administration, EMA European 
Medicines Agency, USP United States Pharmacopeia, EP European Pharmacopoeia, JP Japanese Pharmacopoeia, ANDA 
Abbreviated New Drug Application 

11.2 The Requirement and Steps 
Involved 
in the Characterization 
of Micro/Trace Components 

When an unidentified IMP/DP peak is encoun-
tered in a chromatogram, the first requirement is 
its characterization. Then only comes organizing 
availability of its standard (usually prepared 
through synthesis once the structure is known) 
and eventually its quantitation. The conventional 
approach to the characterization of any micro/ 
trace component involves isolation/enrichment 
to enough quantity, which is suitable for mass, 

nuclear magnetic resonance (NMR) and infrared 
(IR) spectral analysis. The modern approach 
focuses on the use of a variety of sophisticated 
hyphenated techniques (Table 11.4). The benefit 
is acquisition of spectral data by direct transfer of 
the peak of interest (with on-line enrichment, as 
required) to interfaced mass, NMR and IR spec-
troscopic systems. The hyphenated mass and 
NMR tools are the mainstay instruments that 
have been employed for the characterization of 
even other minor components, like metabolites, 
biomarkers, etc. Mass spectrometers, which allow 
tandem mass analysis, are more popular for the 
quantitation of micro/trace components. There-
fore, one finds their mention in regulatory 
recommendations for the determination of 
nitrosamines and NDSRIs [8–10]. Table 11.5 
lists various kinds of mass tools and their 
applicability. 

Fig. 11.1 An example of nitrosamine drug substance-
related impurity (NDSRI) 

While developing a new drug or a generic, the 
industry ought to perform multiple activities 
targeted to an analysis of micro/trace 
components, e.g., (1) their separation from the 
main constituent(s) on the column or capillary; 
(2) identification through spiking with pure 
materials or standards (starting materials, 
intermediates, reagents, solvents, excipients, 
etc., as applicable); (3) characterization of 
unidentified ones through spectral data acquisi-
tion; (4) isolation/synthesis of characterized 
components to best possible purity, or commer-
cial procurement, if the compound of identified 
structure is pre-known and available; (5) safety 
evaluation (qualification) through predictive 
tools, followed by in vitro and/or in vivo studies; 
(6) setting of limits and specifications; (7) quanti-
tation and monitoring in laboratory/pilot/ produc-
tion and routine batch samples, and finally, 
(8) developing a control strategy. Information



LC-MS (single quad)
LC-MS (triple quad)
LC-MS-TOF
LC-MS-Q-TOF
LC-MS-TOF-TOF
LC-MS-IT (ion trap)
LC-MS-Q-IT
LC-MS-IT-TOF
LC-MS-Orbitrap
LC-MS-Q-Orbitrap
LC-IT-Orbitrap
LC-MS-FTICR
LC-MS-Q-FTICR
LC-IT-FTICR

and data generated during all these steps are 
sought by the United States Food and Drug 
Administration (USFDA) as part of the Chemis-
try Manufacturing and Control (CMC) dossier, 
and as relevant, in annual reports. This applies 
to both New Drug Applications (NDA) and 
Abbreviated New Drug Applications (ANDA). 
Based on its experience of missing data in 
ANDA applications, USFDA has been forced to 
issue a Refuse to Receive (RTR) mandate for lack 

of justification of IMP limits in ANDA 
submissions [11]. 
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Table 11.4 Variety of sophisticated hyphenated analytical techniques and their role in qualitative and quantitative 
analysis of the specific category of impurities 

Technique Utility 

LC-MS Separation, mass assessment and quantitation of organic impurities 
LC-IR Separation and IR spectrum recording of organic impurities 
LC-NMR Separation and NMR spectrum recording of organic impurities 
CE-MS Separation, mass assessment and quantitation of organic impurities, including those of chiral nature 
CE-NMR Separation and NMR spectrum recording of organic impurities, including those of chiral nature 
HS-GC-MS Separation, mass assessment and quantitation of residual solvents and volatile impurities 
GC-IR Separation and IR spectrum recording of residual solvents and volatile impurities 
ICP-MS Mass assessment and quantitation of elemental impurities 
ICP-OES Mass assessment and quantitation of elemental impurities 

Table 11.5 Various kinds of mass tools and their utility 

Variety of LC-MS tools 

Utility MS type used for the purpose 

High resolution mass spectrometry (HR-MS) TOF, Orbitrap, FTICR 
Multiple stage mass spectrometry (MSn ) Ion trap 
Tandem mass spectrometry (MS/MS) Q-TOF, Q-Orbitrap, Q-IT, IT 
Precursor ion, product ion and neutral loss scans Triple quad 
Selected/multiple reaction monitoring (SRM/MRM) Triple quad 
Post-run extracted ion chromatograms All 
Hydrogen/deuterium-exchange mass spectrometry (HDE-MS) All 
Molecular formula generator and RDB calculator Available with all 
Isotopic simulation Possible with all 

11.3 The Opportunity for Academia 

If we look into the activity possible in an aca-
demic environment, it is mainly the establishment 
of degradation chemistry of drugs through stress 
testing approach; or otherwise characterization of



metabolites, and establishing the fate of a particu-
lar drug from the perspective of environmental 
pollution. Another kind of study that can be pur-
sued in academia is a survey of multi-source drug 
substances for relative IMPs originated during 
synthesis, their extents, and the type and extent 
of DPs present in multi-source drug products. As 
the drug degradation profile is intrinsic to drug 
structure and doesn’t vary with the manufacturing 
route, a well-investigated study in literature, 
which reports drug degradation behaviour under 
a variety of extrinsic and intrinsic factors, includ-
ing temperature, humidity, light, oxidation, pH, 
etc., along with degradation route and 
mechanisms in each condition, is straight-way 
useful to all world-wide generic manufacturers 
of that drug. Certain regulatory agencies mention 
that there is no need for stress testing by individ-
ual generic manufacturers if a good degradation 
behaviour study has been reported in the literature 
[12, 13]. The same is the case with metabolite 
identification studies, and residue analysis of 
drugs and their remnants in environmental matri-
ces, which are also intrinsic. Practically, the same 
set of tools finds application in all these men-
tioned studies. However, it shall be noted that in 
an academic environment, one can only take 
projects on generic drugs, as an innovator 
involved in new drug development will not easily 
share the newly discovered molecule with acade-
mia, provided confidentiality concerns are well 
settled in advance. 
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It may be pertinent to add that projects on 
simple method development and validation for 
separation of the above enumerated type of 
components are no more considered challenging 
unless the investigation involves the characteriza-
tion of unidentified components by involving rel-
evant tools. 

The strategies/protocols for the characteriza-
tion of IMPs/DPs/metabolites/drug remnants in 
environmental samples using sophisticated 
hyphenated tools have been proposed in the liter-
ature, including several from our laboratories. 
There are many firsts to our credit, like we pro-
posed a guideline for stress testing on drugs [14], 
published a critical review on the establishment of 
stability-indicating assay methods [15], outlined 

the process for the characterization of IMPs and 
DPs using hyphenated tools [16, 17], and offered 
a comprehensive strategy for metabolite identifi-
cation during drug discovery and development 
based on ‘high-quality throughput using mini-
mum resources’ approach [18]. Also, we laid 
down a systematic strategy for the identification 
and determination of pharmaceuticals in the envi-
ronment at trace levels [19]. An example of our 
survey investigation has been the screening of 
herbal healthcare products for adulteration of 
PDE-5 inhibitors [20], for which we employed 
the strategy, reported by us in a separate publica-
tion [21]. Another survey study encompassed the 
evaluation of the presence of 25 steroidal and 
non-steroidal anti-inflammatory drugs in 
58 herbal healthcare products collected from var-
ious parts of the country [22]. 

If one critically evaluates the strategy/ 
protocols given in the referenced texts, it will be 
found that while the analyses part almost remains 
the same for both characterization and quantita-
tion, the main difference is in the nature of the 
sample, and hence the sample preparation. It is 
simple solubilization of a drug substance to opti-
mal concentration in the mobile phase when the 
target is IMP/DP analysis. This is even the case of 
forced degradation studies, where the drug is 
dissolved in the stressor solution, and the 
prepared samples are subjected to pre-fixed 
forced degradation conditions, like high tempera-
ture and/or humidity, light, oxidative environ-
ment, etc., and then diluted/neutralized before 
analysis. More experimental details can be 
found in our guidance paper [14]. For drug 
products, the best way is to follow the sample 
preparation method and procedure (based on for-
mulation type) suggested in pharmacopeial 
monographs under the related substance test. 
The same procedure can even be employed 
when a particular formulation of a new drug is 
being developed and the interest is to check for 
DPs in samples placed on stability. Before and 
after the analytical run, help can also be taken 
from Zeneth, which is asserted to be an expert 
knowledge-based software that quickly yields 
accurate forced degradation predictions 
[23]. The software is even claimed to help



determine the chemical structures of DPs detected 
by a mass spectrometer, or other detection 
methods, and to deduce the likely degradation 
pathways. A range of filters can be applied to 
provide a results tree, which is said to be consis-
tent with the experimental findings. Figure 11.2 
briefly outlines the activities related to stress test-
ing experiments. The workflow includes in 
cerebro and/or in silico prediction of hypothetical 
DPs, the conduct of experimental stress testing, 
development of stability-indicating methods, 
characterization of potential unidentified DPs, 
establishment of degradation pathway and mech-
anism of degradation, as well as in silico toxicity 
prediction of each characterized DP. Strategies to 
control non-mutagenic and mutagenic DPs are 
also included. 
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Nowadays, Quality by Design (QbD) is a well-
established systematic approach, which is used by 
pharmaceutical companies to control the DPs. 
ICH Q11 emphasizes that a control strategy is 
required for all drug substances and/or existing 
drug products to limit the levels of DPs within the 
given acceptance criteria [24]. Also, risk manage-
ment of DPs and scientific knowledge, such as 
understanding their formation, fate, and purge 
(whether the DP is removed via stabilization strat-
egy) is considered to be important. Integration of 
technology, chemistry, risk management, design 
space, and control tools is required during the 
manufacturing of the drug substance, whenever 
a particular DP, characterized during stress stud-
ies and formed during processing, is considered a 
critical quality attribute (CQA) [25]. At the same 
time, attention is also paid to the stability of the 
reaction mass to understand the formation of crit-
ical DP due to the presence of a residual reagent. 
The latter is then also considered as a CQA, along 
with the DP. The IND/NDA stability studies need 
to be repeated if the manufacturing process with 
respect to intermediate or reagent is changed 
markedly. 

In the case of drug products also, apart from 
conventional formulation stabilization 
approaches, involving the use of stabilizers, 
excipients and protective packaging, the roles of 
technology, chemistry, risk management, 
manufacturing design space, and control tools 

have assumed importance to keep a check on the 
DPs [25, 26]. IMPs in the excipients also have 
attracted significant attention as these may cata-
lyze the degradation of a drug to a 
pre-characterized DP [27]. Interestingly, a new 
focus is on the stress testing of excipients per 
se [28]. 

Overall, a big problem for the industry is to 
predict the exact level of DP, whenever it is 
considered a CQA, so as to avoid recalls from 
the market in the future. However, the recently 
launched software, viz., ASAPprime® and 
Mirabilis allow companies to make better 
decisions in such situations early in the develop-
ment process [29, 30]. These also help in quick 
reformulation and choosing the optimal combina-
tion of packaging, formulation, ingredients, and 
manufacturing process. 

For metabolite identification (metID) studies, 
the metabolites are generated in either in vitro 
systems (microsomes, S9 fractions, hepatocytes, 
and recombinant enzymes), or in vivo where 
plasma and excreta are the major sample types. 
The target of sample preparation herein is to 
obtain concentrated samples free or almost free 
of biological matrix. This is usually achieved 
through protein precipitation and solid-phase 
extraction (SPE). In one of our studies, we 
employed a novel additional step of freeze-liquid 
separation to reduce the loss of polar analytes due 
to the overloading of SPE cartridges [31]. For 
metabolite characterization, there is an advantage 
that LC-MS manufacturers provide in silico tools, 
as part of a software bundle, for both prediction 
and detection of the metabolites. Usually, the 
prediction software foretells the biotransforma-
tion of any molecule by considering all mamma-
lian phase I and phase II enzyme systems. The 
predicted structures are listed along with the accu-
rate theoretical mass of their protonated and 
unprotonated species. The metabolite detection 
software, when supplied with the LC-HRMS sys-
tem, facilitates the matching of the accurate mass 
of metabolites eluted, with those predicted. The 
software-predicted/detected metabolites and 
those additionally observed in total ion and UV 
chromatograms are confirmed using the accurate 
mass values, ring plus double bonds (RDBs)
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Predictive studies and stress testing of drug 

� In cerebro prediction of DPs 

� In silico prediction of DPs 

� Stress testing under different catalytic  

conditions and generation of stressed  

samples 

Development of stability-indicating method  

� Preliminary separation studies on stressed 

samples 

� Final method development and optimization 

using chromatography expert systems (e.g., 
ChromSword, DryLab, Fusion LC Method 

Development), column-screening models,  

DoE approach, etc. 

� Validation of stability-indicating method 

Characterization of potential DPs   

Conventional approach 
� Enrichment of DPs through stress testing 

� Isolation of DPs  

� Structure elucidation using mass, NMR, IR, 

studies, etc. 

Modern approach 
� LC-HRMS studies (accurate mass of 

protonated molecular ion(s) and fragments) 

� LC-MSn studies (origin of fragments leading to 

identification of precursors and products ions) 

� LC-NMR (supportive information for the 

confirmation of structure), and, if available 

�  LC-IR studies 

� Establishment of fragmentation pathway of the drug and DPs 

� Assignment of structure based on critical comparison of their fragmentation behavior and derived  

mass information 

� Additionally, comparison of 1 H, 13 C and DEPT NMR spectra of the drug and its DPs with respect  

to chemical shift, coupling constant (J) value and multiplicity 

� Confirmation of structure based on 2D NMR correlations, e.g., COSY, HSQC, HMBC, etc.  

Establishment of degradation pathway and 

mechanism of degradation 
In silico toxicity predictions of DPs 

Non-mutagenic 

No further control required till pass 

limit of qualification 

Toxicity alert(s) 

Yes 

Control as per ICH 

Q3A(R2)/Q3B(R2) 

Control as per ICH 

M7(R1) 

Is any of DPs formed during accelerated and/or long-term stability testing  

conditions above the qualification threshold? 

Pass 

Fail 

Qualification as per ICH Q3A(R2)/Q3B(R2) 

and/or M7(R1) 

Mutagenic 

Report limit 

No 

Fig. 11.2 Comprehensive workflow of stress testing and other studies leading to the identification, characterization, 
toxicity evaluation, and control of degradation products (DPs)



calculations, application of nitrogen rule, and 
determination of exact mass losses. The site of 
change in the drug structure because of metabo-
lism is identified through a comparison of MS 
fragmentation pattern of each metabolite with 
that of the drug. After structures of metabolites 
detected in different in vitro and in vivo samples 
are elucidated, extracted ion chromatograms 
(EICs) of the individual metabolites are evaluated 
to determine their relative amounts.
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Pharmaceuticals are produced or consumed in 
large amounts globally and it is no surprise that 
environmental pollution with them is rising pro-
gressively. Whether consumed or disposed of 
without use (due to any reason), the potent drug 
molecules eventually make their way into the 
environment and may persist as contaminants, 
either in an intact form, as a DP, or as a metabolite 
of the parent. Interest in them has got kindled 
because of tremendous progress in the analytical 
techniques for trace analysis. Reports exist on the 
effects of pharmaceutical contaminants on 
aquatic flora and fauna but long-term eco-toxico-
logical consequences, especially to humans, are 
still unmapped [32]. There are a few basic 
questions that one needs to answer before taking 
up analytical research projects in this area, owing 
to the vastness of the scope. The first question to 
answer is - what is the purpose of the study? Is it 
exploration of major pharmaceutical pollutants 
(e.g., industrial discharge in lake/water body), or 
micro/trace level contaminants (e.g., discharge 
from hospitals/households into sewage). Sec-
ondly, whether the interest is in the detection of 
targeted pollutants only, or to characterize all 
those present, and so on. The defined purpose 
hence lays down the extensiveness of subsequent 
study actions. For example, in our laboratory, we 
narrowed down the scope to evaluate the presence 
of residues of forty commonly prescribed drugs in 
ground drinking water in villages surrounding our 
institute [19]. The expected concentrations were 
at micro/trace level, so the first part of sample 
collection was procuring a minimum required 
water quantity. The analyte enrichment was the 
next key step, for which SPE was the chosen 
method. For identification of the drugs present, 
the enriched samples were subjected to LC-MS/ 

MS analysis. The identification strategy included 
matching of retention times against the standards, 
comparison of MRM transitions, matching of 
qualifier to quantifier intensity ratio 
(as suggested by the Environment Protection 
Agency), comparison of base peak MS/MS pro-
file, and comparison of accurate mass data. Even-
tually, quantification was done through the use of 
calibration curves developed using quantifier 
MRM transitions. 

As mentioned earlier, the survey testing done 
in our laboratory was targeted at observing the 
adulteration of herbal dietary supplements 
(HDSs) with synthetic drugs, like phosphodies-
terase type-5 (PDE-5)-inhibitors (viz., sildenafil, 
vardenafil and tadalafil), and multiple steroidal 
and non-steroidal anti-inflammatory agents. It 
came to our notice that unapproved analogues of 
all PDE inhibitor drugs were being found in 
HDSs, and more seriously, concealed, structur-
ally modified analogues were also being used 
increasingly. As many of these adulterants are 
unknown, the likelihood exists of much higher 
associated risk, because their effects and side 
effects are not known pre-hand. So, we focused 
to build a strategy to help identify, not only the 
approved drugs but also their known and 
unknown derivatives. This was made possible 
through a critical study of the reported mass frag-
mentation behaviour of the drugs and their known 
derivatives. We could identify one or two com-
mon mass fragments, which if observed in the 
mass spectrum of any peak in the mass chromato-
gram of the sample, would mean a strong likeli-
hood of an analogue of any one of the PDE 
inhibitors. In the case of adulteration of AHPs 
with steroidal and non-steroidal anti-inflamma-
tory agents, the strategy was simpler because of 
the availability of all involved standard drugs. 
The study primarily involved comparing ultravi-
olet and mass spectral data of the standard with 
similar data for unknown peak(s), comparison of 
retention time values, and final confirmation 
through spiking of standard(s) in the sample [22]. 

We exemplify in Fig. 11.3 a modified strategy/ 
protocol for the characterization of IMPs and DPs 
over and above the one reported by us earlier 
[17]. However, it must be understood that, apart
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Drug 

Direct infusion 

Degradation product(s) 

Selection of the ionization mode 

(ESI, APCI and APPI) and polarity 

(positive/negative) to obtain 
efficient ionization 

Optimization of solvent and 

instrument parameters to obtain 

molecular ion and fragmentation 
data 

Development and optimization of LC method 
to obtain best resolution between analytes on 

the column 

Transfer of analytes to HRMS through LC 

Selection of the ionization mode (ESI, APCI and 
APPI) and polarity (positive/negative) to ensure 

that all analytes are present in the ion 
chromatogram 

Use of instrument parameters optimized for the 

drug to obtain molecular ion and fragmentation 

data of all the analytes 
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Accurate mass of molecular ion(s) and fragments 

Determination of chemical formulae for molecular and 
fragments ions; RDB; application of nitrogen rule; isotopic 

abundance; calculation of error in mmu 

Origin of fragments leading to identification of precursors 

and product ions 

Determination of number of labile hydrogens in drug and 

DPs 

Determination of accurate mass of the losses 
(from difference of accurate mass of precursor and the 

product ion) followed by determination of their chemical 

formulae 

Establishment of fragmentation pathway of the drug and 
DPs based on general rules, losses, MSn , RDB, nitrogen rule, 

isotopic abundance, H/D exchange data 

and information from fragmentation pathway of congener 

drugs and analytes 

Determination of structural changes based on the 
comparison of mass fragmentation profile of the drug and 

DPs 

Justification of proposed structures of DPs by 

mechanistic explanation 

LC-MSn study 
(If data from HRMS analyses 

and drug MSn are not sufficient 

to describe fragmentation 

pathways and structures of DPs) 

Online H/D exchange 

MSn study 

H/D exchange 

Fig. 11.3 General strategy for the characterization of degradation products (DPs) by LC-MS tools. Duly modified after 
adaption from [17] with due permission



from a strategy/protocol, there are a lot of practi-
cal intricacies involved while carrying out exper-
imental work to generate useful data for the 
characterization of micro/trace components 
using sophisticated hyphenated instruments. One 
can find extensive discussion on these in our 
published reviews pertaining to data generation 
using LC-MS [17] and LC-NMR [33]. The nature 
of sensitivity needed even governs the purchase 
of instruments for the purpose among various 
types and models available with the vendors. 
For example, one can buy simple LC as front-
end, or instead UHPLC, or capillary/nano LC 
systems for much lower analyte concentrations. 
Similar is the situation with back-end MS and 
NMR detectors, wherein models are available 
with ever-improving resolution and sensitivity.
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11.4 Concluding Remarks 

There is a big advantage of pursuing research in 
the areas of identification and characterization of 
micro/trace components, produced either upon 
transformation (including biotransformation) or 
when present as contaminants or adulterants. 
This precursor step is critical to the quantitative 
assessment of micro/trace components in actual 
samples, and for exercising controls to comply 
with stringent regulatory limits. The matter is of 
deep regulatory interest, as it is the responsibility 
of regulators worldwide to ensure the availability 
of high-quality and high-purity products to 
patients globally. 

It is to be acknowledged that the eventual 
success of the mentioned effort requires a thor-
ough understanding and knowledge of all aspects 
involved in the steps of planning, execution, and 
data interpretation. This chapter provides 
references to resources that can be referred to for 
the conduct of successful experiments, and to 
arrive at acceptable inferences. It highlights the 
nature of investigations possible to be undertaken 
by scientists in academia. 
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Drug Delivery Systems: Lipid 
Nanoparticles Technology in Clinic 12 
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Abstract 

Drug delivery systems (DDS) aid the adminis-
tration of therapeutic cargoes to desired tissues 
to evoke a pharmacological response with 
minimal adverse effects. DDS are associated 
with the delivery of small molecules, proteins, 
and nucleic acids. The chemical nature and the 
architecture of the delivery systems facilitate 
these therapeutic agents to achieve the most 
efficient pharmacologic responses. In this 
setting, lipids are used to deliver hydrophobic 
or hydrophilic drugs in self-assembled 
vesicles. Along with the utilization of cationic 
lipids, delivery of nucleic acids on account of 
charged-based interactions has gained momen-
tum. As the field evolves, ionizable lipids are 

being synthesized which aid the fabrication of 
lipid nanoparticles (LNPs) in providing a pro-
tective environment for delivery of nucleic 
acids by avoiding enzymatic degradation. Pro-
gression in the development of synthetic lipids 
has led to the regulatory approval of mRNA 
vaccines, developed to provide immunity, by 
utilizing LNPs as delivery systems. Moreover, 
ionizable biodegradable lipids present 
immense opportunities for in vivo delivery of 
tools for genome engineering. This chapter 
highlights the biological importance of lipids, 
recent developments in the delivery of a vari-
ety of therapeutic cargoes using LNPs, types 
of lipids employed in fabrication and the 
methodologies for synthesis. Finally, the chap-
ter details the pharmacokinetics and pharma-
codynamics achieved using LNPs in advanced 
therapeutics.S. Andhari 
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12.1 Introduction 

The inherent amphiphilic nature of lipids renders 
them suitable candidates for self-assembly. This 
trait was first explored for the delivery of drug 
molecules such as doxorubicin, daunorubicin, 
amphotericin B and others, using self-assembled
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vesicles referred to as the “liposomes” [1]. The 
approval of the first liposomal drug formulation 
developed by Gabizon and Barenholz set the 
stage for the industrial boom in the field of 
LNPs technology in drug delivery [2]. Liposomes 
and different types of LNPs have been reported 
for delivery of small molecules, peptides, nucleic 
acids as well as gases such as nitric oxides and 
most recently cannabidiol [3–8]. 
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The first lipid-based formulation was approved 
by the FDA in 1995 for the administration of a 
small anti-cancer drug molecule (doxorubicin), 
while complex nucleic acids delivery for vaccina-
tion was provided with emergency approval in 
2020 [9]. The need to develop newer and more 
versatile lipids along with the need to mass pro-
duce LNPs gave rise to multiple companies 
including Lipex Biomembranes Inc., Northern 
Lipids Inc., Precision NanoSystems, Moderna 
Inc. and BioNTech SE. Therefore, LNPs cur-
rently present an extremely promising class of 
delivery systems and the sheer number of 
research articles being published, patents being 
filed and the sprouting of new companies in the 
allied fields makes them a noteworthy clinically 
implicated DDS. The key objectives of the chap-
ter are to (a) delineate the evolution of various 
types of LNPs over the years, (b) discuss the 
chemical compositions of LNPs, (c) describe the 
synthetic approaches and (d) highlight the clinical 
implications of LNPs. 

12.2 Biological Importance of Lipids 

Lipids are amphipathic molecules comprising 
hydrophobic and hydrophilic constituents, 
whose existence can be verified all around the 
living world such as in microorganisms, fungi, 
higher plants and animals [10]. They play a role 
in the formation of cellular structure, act as 
energy storage molecules and are involved in 
many biological processes, including transcrip-
tion of genes, regulation of metabolic pathways 
as well as physiological responses [11]. A new 
definition for lipids based on their structural ori-
gin has been put forth by the consortium of lipid 
metabolites and pathways strategy (Lipid 

MAPS), according to which, lipids are small 
molecules with hydrophobic/amphipathic 
characteristics, which have been generated in 
entirety or partly, by condensation (carbanion 
catalyzed) reactions of thioesters and/or by con-
densation (carbocation catalyzed) reactions of 
isoprene units [11]. 

The chemical structure of phospholipids may 
be divided into the head, core and tail region 
representing various chemical components 
(Fig. 12.1). It has been established that lipids 
play a crucial role by being the backbone of 
biological membranes as the bi-layered lipid 
membrane separates cells from the external envi-
ronment and also compartmentalizes the cells 
thus providing a special milieu for multiple 
important biochemical processes [12]. These 
membranes even serve as a significant matrix to 
promote the transmembrane protein function. 
Furthermore, they significantly advance the func-
tion of lipid second messengers whilst signal 
transduction. 

12.3 Types of Lipid Nanoparticles 

12.3.1 Liposomes 

The term ‘liposome’ was introduced in 1960 and 
has attracted great interest from the scientific 
community worldwide [13, 14]. Liposomes are 
nanosized vesicles formed due to the spontaneous 
self-assembly of amphipathic molecules in an 
aqueous milieu. These closed lipid bilayer 
structures, ranging in the size between 20 and 
1000 nm, consist of a hydrophilic core and a 
hydrophobic corona. 

Phospholipids namely phosphatidylcholines, 
phosphatidylethanolamines, phosphatidylserines, 
and phosphatidylglycerols, accompanied by 
stabilizers such as cholesterol, comprise the 
main structural components of the liposomes 
[15]. Depending upon the physicochemical 
properties of the drugs, they can either be 
encapsulated in the aqueous volume inside or 
intercalated in the lipophilic fatty acid chains 
found at the periphery of the liposomes 
(Fig. 12.2). Since liposomes are majorly



a

comprised of lipids and are nanosized in nature, 
they are duly considered to be the nascent stage of 
LNPs [17]. 
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Fig. 12.1 Chemical 
structures of various 
naturally occurring 
phospholipids. The 
phosphatidyl moiety 
comprises of the tail and 
core and head groups which 
determine the charge of the 
phospholipid 

DOXIL® and MYOCET® are amongst the first 
liposomal doxorubicin formulations to be 
approved by the FDA for commercial use 
(Fig. 12.2)  [2]. DOXIL® and MYOCET® are 
synthesized using remote/active loading of doxo-
rubicin using ammonium sulphate and citrate 
gradients to yield respective salt crystals 
(Fig. 12.3) [18]. The chemical composition of 
DOXIL® , a PEGylated liposomal preparation, 
includes hydrogenated soy phophatidylcholine 
(HSPC) (9.58 mg/mL), N-(carbonyl-
methoxypolyethylene glycol 2000)-1,2-
distearoyl-sn-glycero-3-phosphoethanolamine 
sodium (DSPE-PEG-2000) (3.19 mg/mL), cho-
lesterol (3.19 mg/mL), doxorubicin (2 mg/mL, 
3.45 mM), ammonium sulfate (2 mg/mL), histi-
dine (10 mM, buffer), and sucrose (10%, for 
isotonicity) with a total lipid to drug weight ratio 
of 16:2. The particle size being 90 nm. Similarly, 
the chemical composition of MYOCET® ,  
non-PEGylated liposomal preparation, includes 

egg phosphatidylcholine (5.4 mg/mL), choles-
terol (2.2 mg/mL), doxorubicin (2 mg/mL, 3.45 
mM), citric acid monohydrate (4.4 mg/mL), 
sodium carbonate (2.2 mg/mL), lactose 
(10 mg/mL), and sodium chloride injection (7.2 
mg/mL) with a total lipid to drug weight ratio of 
7.6:2. The particle size being 150 nm. 

In 2018, the US-FDA released a guidance 
document for liposomal drug products in light of 
the new approvals being sought after [19]. Vari-
ous liposomal formulations approved by the FDA 
are listed in Table 12.1. 

Being the most versatile drug delivery plat-
form, liposomes have been reported to undergo 
several clinical trials with an aim to come up with 
drugs related to the treatment of cancer, inflam-
mation, anaesthesia, bacterial and fungal 
infections as well as therapies related to gene 
manipulation [32]. Liposomes can broadly be 
classified based on their size and method of prep-
aration, namely, small unilamellar vesicles 
(SUV), large unilamellar vesicles (LUV) or 
giant unilamellar vesicles (GUV) and 
multilamellar vesicles (MLV) [33].
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Fig. 12.2 Pictorial representation of various liposomal 
formulations. (a) Hydrophobic drug loaded liposome. (b) 
Hydrophilic drug loaded liposome. The inset represents 
TEM micrograph of MYOCET® . TEM image reprinted 
from [16], Copyright # (2001), with permission from 

Elsevier. (c) Immunoliposome. (d) Hydrophilic drug 
loaded PEGylated liposome. The inset represents TEM 
micrograph of DOXIL® . Scale bar: 100 nm. TEM image 
reprinted from [2], Copyright # (2012), with permission 
from Elsevier 

Fig. 12.3 Schematic representation of mechanism of 
remote loading of doxorubicin in (a) DOXIL® and (b) 
MYOCET® . Information adapted from [2, 16], and 

reproduced here, Copyright # (2012, 2001), with permis-
sion from Elsevier



S. No. Products and their APIs Company Reference
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Table 12.1 Clinically approved lipid-based (liposomal) products 

Chemical 
composition of the 
lipid bilayer 

Approval 
year

A. Liposomes in cancer therapy 
1. Doxil® (USA)/ 

Caelyx® (EU) 
Doxorubicin 

HSPC: cholesterol: 
DSPE-PEG 2000 
(56:39:5 % mole 
ratio) 

1995 Sequus Pharmaceuticals Inc., 
ALZA corporation, Janssen 
Pharmaceuticals, Johnson & 
Johnson (USA) 

[2, 20] 

2. DaunoXome® 

Daunorubicin 
(discontinued) 

DSPC: cholesterol 
(2:1 mole ratio) 

1999 NeXstar Pharmaceuticals Inc., 
(USA) 

[21, 22] 

3. Myocet® (TLC D-99) 
Doxorubicin 

EPC: cholesterol 
(2:1 weight ratio) 

2000 Elan Pharmaceuticals (USA), GP 
Pharm (Spain), Teva 
Pharmaceuticals (Poland) 

[18, 23] 

4. Mepact® 

Mifamurtide 
DOPS: DOPC 
(3:7 mole ratio) 

2004/ 
2009 

Takeda Pharmaceutical Company 
Ltd. (Japan) 

[24] 

5. Marqibo® (VSLI) 
Vincristine 

SM: cholesterol 
(60:40 mole ratio) 

2012 Talon Therapeutics Inc. (USA) [25] 

6. Doxorubicin HCl 
liposome Inj. (Generic 
of Doxil® ) 
Doxorubicin 

HSPC: cholesterol: 
DSPE-PEG 2000 
(56:39:5 % mole 
ratio) 

2013 Sun Pharmaceutical Industries 
Ltd. (India), Caraco 
Pharmaceutical Laboratories 
(USA) 

[23] 

7. VYXEOS® 

Daunorubicin and 
cytarabine 

DSPC: DSPG: 
cholesterol (7: 
2:1 mole ratio) 

2017 Jazz Pharmaceuticals Inc. 
(Ireland, Europe) 

[26] 

B. Liposomes for infectious diseases 
8. Abelcet® (ABLC, lipid 

complex) 
Amphotericin B 
(AmB) 

DMPC: DMPG (7: 
3 mole ratio) 

1995 Sigma-Tau Pharmaceuticals Inc. 
(USA) (now known as Leadiant 
Biosciences, Inc., Italy) 

[27, 28] 

9. Ambiosome® 

AmB 
HSPC: DSPG: 
cholesterol 
(2:0.8:1) 

1997 Gilead Sciences Inc. (USA), 
Astella Pharma Inc. (Japan) 

[28, 29] 

C. Liposomes for pain management 
10. DepoDur® (epidural) 

Morphine 
sulphate (discontinued) 

DOPC: DPPG: 
cholesterol: triolein 

2004 SkyePharma Plc (France) [30] 

11. Exparel® 

Bupivacaine 
DEPC: DPPG: 
cholesterol: 
tricaprylin 

2011 Pacira Pharmaceuticals Inc. 
(USA) 

[31] 

D. Miscellaneous applications 
12. Visudyne® 

Verteporfin 
DMPC: EPC 
(1:8 mole ratio) 

2000 Novartis (Switzerland and USA) [28] 

API active pharmaceutical ingredient, PEG polyethylene glycol, DSPE 1,2-distearoyl-sn-glycero-3-
phosphoethanolamine, EPC egg phosphatidylcholine, DSPC distearoylphosphatidylcholine, DOPS 
dioleoylphosphatidylserine, DOPC dioleoylphosphatidylcholine, SM sphingomyelin, DMPC dimyristoyl phosphatidyl-
choline, DMPG dimyristoyl phosphatidylglycerol, DSPG distearoylphosphatidylglycerol, DPPG 
dipalmitoylphosphatidylglycerol, DEPC dierucoylphosphatidylcholine
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12.3.2 Solid Lipid Nanoparticles 

While liposomes are reported as a versatile drug 
carrier system, they are accompanied by several 
shortcomings such as the use of organic solvents, 
low entrapment efficiency and difficulty in large 
scale production. A new type of colloidal carrier 
system known as “solid lipid nanoparticles” 
(SLNs) has been proposed and found to overcome 
the mentioned drawbacks with liposomes 
[15]. Over conventional liposomes, the SLNs 
are comprised of solid lipids forming a hydropho-
bic core with a monolayer of the phospholipid 
coating [34]. The composition of the SLNs 
comprises lipids and various stabilizing agents 
such as surface-active agents and their particle 
size vary between 40 and ~1000 nm. 

SLNs offer advantages such as biodegradabil-
ity, lack of inherent toxicity, stability, reduced 
drug leakage and do not undergo hydrolysis, and 
no particle growth. In addition, SLNs are easy to 
scale up and are stable under common steriliza-
tion conditions. Furthermore, SLNs are dispersed 
in an aqueous medium, have high entrapment 
efficiency and are capable of releasing drug after 
a single injection within a few hours or over 
several days [35]. 

Various other colloidal drug carrier systems 
such as liposomes, lipid emulsions, polymeric 
nanoparticles (NPs) have also been proposed for 
the controlled delivery of drugs by the intrave-
nous route of administration. Each of these carrier 
systems offers several benefits as well as 
limitations. Generally, a low level of systemic 
toxicity and cytotoxicity is observed in the case 
of most of the carrier systems including SLNs, 
polymeric NPs, liposomes, and lipid emulsions. 
The generation of organic solvent residue by the 
SLNs and lipid emulsions is almost negligible 
while it is maximum with the polymeric NPs 
and in the case of liposomes it varies, depending 
on its composition. One of the main advantages 
offered by SLNs, liposomes and lipid emulsions 
is simple large-scale production. Furthermore, 
SLNs and lipid emulsions can be easily sterilized 
as compared to liposomes and polymeric 
NPs [15]. 

12.4 Various Lipids Used for Drug 
Delivery 

Cancer therapeutics have been revolutionized by 
the emergence of mRNA-based delivery systems 
in the form of different types of 
immunomodulating agents such as vaccines and 
chimeric antigen receptor (CAR) T-cell therapies 
[36–38]. Lipid-based nanocarriers have been pro-
posed to be the most developed tool for mRNA 
delivery. The use of lipid nanoparticle systems as 
carriers for mRNA targeting has helped in 
improving its stability by rendering protection 
against degradation in the extracellular 
compartments along with enhancement of cellular 
uptake and delivery to the intended site of action 
[39, 40]. 

The earliest lipid-based systems that have been 
reported for mRNA delivery are lipoplexes. They 
consists of positively charged cationic lipids that 
interact electrostatically with the negatively 
charged phosphate molecules in the backbone of 
mRNA. However, in a short period, the 
lipoplexes displayed several lacunae including 
in vivo instability, decreased efficiency of trans-
fection, and poor chemical tunability [41]. 

Recently, the hybrid polymeric NPs are being 
explored as novel mRNA-based DDS owing to 
their superior properties offered by them over to 
polymeric NPs and liposomes. The composition 
of hybrid polymeric LNPs comprises a core of 
mRNA loaded polymers with a lipid shell. The 
lipid coating can be arranged as a monolayer or 
bilayer of a mixture of cationic lipids or ionizable 
lipids, helper lipids, PEGylated lipids, and/or ste-
rol lipid (cholesterol) (Fig. 12.4). Hybrid NPs, 
consisting of lipid polymers, offer innumerable 
benefits such as a small particle size, enhanced 
efficiency of nucleic acid incorporation, enhanced 
surface area for further chemical modifications 
and prolonged circulation time [43]. The 
structures of various lipids used for mRNA deliv-
ery are depicted in Figs. 12.5 and 12.6 while 
various applications are enlisted in Table 12.2. 
Currently, multiple LNPs are undergoing clinical 
trials for utility as vaccines in infectious diseases 
and cancers which are enlisted in Table 12.3.
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Fig. 12.4 Cartoon representing the different components 
of LNPs for nucleic acid delivery including the helper 
lipids, PEGylated lipids, ionizable lipids, cholesterol, and 
nucleic acid cargo. The inset represents TEM micrograph 

of LNPs synthesized for the delivery of nucleic acids. 
Scale bar: 100 nm. TEM image reprinted from [42], Copy-
right # (2020), with permission from Elsevier 

12.5 Approaches for Fabrication 
of Lipid Nanoparticles 

The methods involved in the fabrication of LNPs 
can be broadly classified as ‘conventional’ 
methods such as film hydration, melt homogeni-
zation, and micro-emulsification, and ‘novel’ 
methods, such as microfluidic hydrodynamic 
focusing, pulsed jetting and double emulsion 
droplet formation. 

12.5.1 Film Hydration 

This method is comparatively easier and rela-
tively simple for fabrication of LNPs [32]. The 
organic medium comprising of the lipids is well-
dried to provide a thin layer of the film at the base 
of the vessel. Further, this film is hydrated to 
obtain a liposomal dispersion. Depending upon 
the hydration conditions, either giant unilamellar 
vesicles or multilamellar vesicles are formed. 
Either a probe sonicator or a bath sonicator can 
be of help in preparation of small unilamellar 
vesicles [33].
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Fig. 12.5 Chemical structures of various helper and stealth phospholipids utilized in fabrication of lipid NPs. Informa-
tion adapted from [40] 

12.5.2 Melt Homogenization 

This method is recommended for the fabrication 
of lipoidal dispersions that are specifically aimed 
to be delivered via the intravenous route of 
administration. It is a two-step process that 
involves homogenising the lipids in their molten 
form in an aqueous medium. The process begins 
by melting the lipids at least 10 °C above their 
melting point and then dispersing the same in a 
hot aqueous medium with the help of a mechani-
cal stirrer or ultrasonicator. The resulting pre-mix 
is further introduced into a high-pressure 

homogeniser under optimal conditions. The final 
step includes cooling the hot dispersion at room 
temperature and thus allowing the solidification 
of the oil droplets [15]. 

12.5.3 Micro-emulsification 

This method involves emulsification of micro-
heterogenous dispersions comprising organic 
phase, aqueous phase, surfactant, and 
co-surfactant. The lipids are melted at the 
required temperature and the resulting
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Fig. 12.6 Chemical structures of various cationic and ionizable phospholipids utilized in fabrication of lipid NPs. 
Information adapted from [44]



S. No. Nucleic acid cargo

microemulsion is then instantaneously dispersed 
in an aqueous medium with the help of mechani-
cal stirring. The average diameter of the dispersed 
phase droplets is mostly observed as less than 
100 nm [15].
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Table 12.2 Lipid excipients intended for delivery of nucleic acids. Information adapted from [45], Copyright # (2020), 
with permission from Elsevier 

Formulation Targeted disease 
siteComposition Ratio 

1. DOTAP: cholesterol: DOPE 1:0.75:0.5 siRNA splicing factor A549 lung 
carcinoma 

2. DODAP: DSPC: cholesterol: PEG 40:10:48:2 siRNA tetR Liver tumor 
3. DODMA: EPC: cholesterol: PEG 45:54:1 siBcl-2, miR-122 Liver tumor 
4. Cationic lipid: EPC: PEG 45:54:1 siRNA LOR-1284 Acute myeloid 

leukemia 
5. DC-cholesterol: DOPE: PEG 1:1:0.005 siRNA kinesin spindle protein Ovarian tumor 
6. DOPE: DPPC: cholesterol 

PEI-nucleic acids 
70:15:15 siRNA luciferase pCMV-luc. 

pEGFP-N1 
Ovarian tumor 

7. EPC: cholesterol: DOPE-PEI 90:10:0.5 siMDR-1 Ovarian tumor 
8. DSDAP: DSPC: PEG 40:64:6 miRNA-126 Hindlimb ischemia 
9. DLin-MC3-DMA: DSPC: 

cholesterol: PEG 
50:10:38.5: 
1.5 

mRNA cmCFTR Cystic fibrosis 

10. DLin-KC2-DMA: DOPE: 
cholesterol: PEG 

50:10:39:1 pDNA Luciferase 

DOTAP 1,2-dioleoyl-3-trimethylammonium propane, DOPE dioleoly-sn-glycero-phophoethanolamine, DODAP 
1,2-dioleoyl-3-dimethylammonium propane, DODMA 1,2-dioleyloxy-3-dimethylaminopropane, DSDAP 
1,2-distearoyl-3-dimethylammonium-propane; DLin-MC3-DMA heptatriaconta-6,9,28,31-tetraen-19-yl-4-
(dimethylamino) butanoate, DLin-KC2-DMA 2,2-dilinoleyl-4-(2-dimethylaminoethyl)-(1,3)-dioxolane 

12.5.4 Microfluidic Hydrodynamic 
Focusing 

This method comprises energetically introducing 
an alcoholic solution of dissolved lipids to go 
through the central channel of the microfluidic 
device. Lipid precipitation and self-assembly of 
the LNPs are observed due to the phenomenon of 
reciprocal diffusion occurring across the interface 
of the device (Fig. 12.7). Crossflow injection and 
methods using supercritical fluids are amongst a 
few other recently developed processes for pro-
duction of LNPs [32, 45, 57]. 

12.5.5 Pulsed Jetting 

This method was first introduced by Funakoshi 
et al. [58]. It generally resembles the technique of 

blowing soap bubbles across a loop. Through a 
micro-nozzle in the assembly, the aqueous solu-
tion is sprayed onto a thin lipoidal membrane. 
Owing to the energy gained from the aqueous 
solution, the formed bubbles are carried ahead 
that further compress the lipid membrane, thus, 
resulting in the formation of a vesicle. Although 
the method is highly efficient, it faces several 
limitations including difficulty in encapsulation 
of large molecules such as proteins, remnants of 
the residual solvent, bulky assembly, and hyper-
sensitivity towards experimental reagents and 
conditions [45, 59]. 

12.5.6 Double-Emulsion Droplet 
Formation 

This method was first described by Pautot et al. 
[60] and is a single step approach involving the 
amalgam of the organic phase, such as oleic acid, 
2-propanol + oleic acid, 2-butanol, and 1-octanol, 
with the aqueous phase (Fig. 12.8). It considers 
the stabilization of a water-in-oil emulsion using 
phospholipids, followed by the subsequent trans-
fer of the droplets to an aqueous phase. Further,



S. No. Target disease Encoded antigen Reference

these droplets converge with a second layer of 
lipids while crossing the oil/water liquid inter-
face, resulting in the formation of unilamellar 
bi-layered vesicles. This technique has been 
reported to overcome various liposome 
manufacturing limitations [62]. 
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Table 12.3 Various LNP-mRNA vaccines under clinical trials against infections and cancer 

Vaccine name and 
route of 
administration 

Clinical trial phase 
and identification 
numbera 

A. Infections 
1. mRNA-1644 

mRNA-1644v2-
Core (IM) 

HIV eOD-GT8 60 mer 
Core-g28v2 60 mer 

I 
NCT05001373 

[46] 

2. mRNA-1273 (IM) SARS-CoV-2 Spike III 
(EUA and CMA) 
NCT04470427 

[47] 

3. BNT 162b2 (IM) SARS-CoV-2 Spike III 
(EUA and CMA) 
NCT04368728 

[48] 

4. VAL-506440 (IM) Influenza H10N8 Haemagglutinin I 
NCT03076385 

[49] 

5. mRNA-1647 (IM) Cyto-megalovirus Pentameric complex 
and B glycoprotein 

II 
NCT04232280 

[50] 

6. CV7202 (IM) Rabies virus G glycoprotein I 
NCT03713086 

[51] 

B. Cancer 
7. mRNA-4157 (IM) Skin cancer Personalized 

neoantigens 
II 
NCT03897881 

[52] 

8. Lipo-MERIT (IV) Skin cancer NY-ESO-1, 
tyrosinase, MAGE-
A3, TPTE 

I 
NCT02410733 

[53] 

9. HARE-40 (ID) HPV positive squamous 
cell carcinoma 

HPV oncoprotein 
E6 and E7 

I/II 
NCT03418480 

[54] 

10. W-ova1 (IV) Ovarian cancer Ovarian cancer 
antigens 

I 
NCT04163094 

[55] 

11. mRNA-5671/V941 
(IM) 

Colorectal cancer, 
non-small cell lung 
carcinoma 

KRAS antigens I 
NCT03948763 

[56] 

CMA conditional marketing authorization, EUA emergency use authorization, NY-ESO-1 New York oesophageal 
squamous cell carcinoma 1, MAGE-A3 melanoma antigen family A, TPTE putative tyrosine-protein phosphatase, HPV 
human papillomavirus, IM intramuscular, IV intravenous, ID intradermal 
a ClinicalTrials.gov identification number 

12.6 Characterization Techniques 

12.6.1 Electron Microscopy 

Electron microscopy aids to visualize the inner 
architecture of single NPs with high resolution 

capabilities. Negative staining for transmission 
electron microscopy (TEM) and cryo-
transmission electron microscopy (cryo-TEM) 
are the two most used techniques for 
imaging LNPs. 

Negative staining involves interaction of the 
LNPs with various heavy metal salts or acids 
which form a dark contrast surrounding the 
LNPs and the LNPs themselves appear bright. 
The commonly used negative stains include 
phospho-tungstic acid and uranyl acetate. The 
primary advantage of negative staining is a 
requirement of less advanced instruments for 
imaging. However, the disadvantages of negative

http://clinicaltrials.gov


staining include the appearance of artifacts due to 
loss in structural morphology during sample prep-
aration and poor adsorption of LNPs on the grids. 
The adsorption of LNPs can be enhanced by 
coating the grids with bacitracin solution, deposi-
tion of silica or by glow discharging of grids prior 
to use [15]. 
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Fig. 12.7 Generation of 
liposomes using a novel 
microfluidic hydrodynamic 
focusing method. The 
diffusive mixing of the 
aqueous and organic 
medium inside the 
microfluidic channels, with 
an approximate diameter of 
500 μm, results in the 
formation and collection of 
varying sizes of self-
assembled phospholipids. 
Information adapted from 
[33] 

Cryo-TEM has evolved as an essential tool in 
nano-chemistry for studying the morphological 
characteristics of biological colloids. Cryo-TEM 
has been utilized extensively to evaluate the struc-
ture of LNPs extensively as it preserves the lipid 
bilayer without disruptions as in the case of nega-
tive staining. Specifically, in the case of active 
loading of doxorubicin within the liposomes 
using either ammonium sulfate or citrate 
gradients, the crystal structure within the 
liposomal compartments has been established 
using cryo-TEM. Shamrakov et al. recently 
utilized cryo-TEM to evaluate the changes in 
shape of liposomal vesicles upon corresponding 
changes in drug loading concentrations and 
demonstrated that the concentration of drug 
encapsulated in DOXIL® was optimal consider-
ing alterations in shape parameters upon increas-
ing drug concentration (Fig. 12.9a–d) 
[63]. Additional advancements in instrumentation 

have also been utilized for automated 3D 
reconstructions to study heterogeneous 
assemblies using tomography techniques [64]. 

The latest advances in cryo-EM technology 
suits even a single particle analysis. It is possible 
to elucidate the structural changes in 
macromolecules, including membrane proteins, 
which may arise due to the influence of environ-
mental conditions [65]. 

12.7 Pharmacokinetics 
and Pharmacodynamics 
of Lipid Nanoparticles 

The pharmacokinetics (PK) and pharmacody-
namics (PD) of drug molecules play critical role 
in efficacy of treatment and the physico-chemical 
properties of the molecules govern the same. On 
the other hand, for nanotherapeutics, the size, 
shape and surface charge play a critical role in 
its PK determining the therapeutic outcomes 
[66]. The in vivo distribution of NPs is facilitated 
by the circulatory system and upon injection the 
NPs first interact with the blood components 
before accumulating into solid tissues [67]. The 
interaction of NPs with blood proteins results in



the formation of a protein coat on the surface of 
NPs known as the “protein corona” which also 
governs the accumulation/elimination of NPs in 
various organs [68]. 
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Fig. 12.8 (a) A schematic illustration of the ‘octanol-
assisted liposome assembly’, a technique based on the 
double emulsion droplet formation approach, for the for-
mation of monodispersed liposomes; (b–e) Fluorescence 
microscopic images of the liposomes generated using dif-
ferent types of organic phases as a carrier for the lipids. 

The double emulsion droplets formed undergo rapid con-
version into liposomal self-assemblies with an adjacent 
side pocket of the solvent residue that is subsequently 
removed during by solvent extraction process. Reprinted 
from [61] (Open access under the Creative Commons CC 
BY license) 

Certain tissues and organs may act as filters or 
traps for NPs on a size dependent basis and each 
tissue/organ processes the NPs using varied 
mechanisms [69]. In the case of cancer, the 
leaky tumor vasculature and lack of interstitial



convection, well-known as the “enhanced perme-
ation and retention (EPR) effect” is responsible 
for the accumulation of NPs at the solid tumor site 
[70]. Thus, considering all these variables it 
becomes important to study the PK-PD 
parameters for LNPs and below we describe a 
few examples of the same. 

194 S. Andhari et al.

Fig. 12.9 Cryo-TEM micrographs of liposomes loaded 
with doxorubicin sulfate nanorod crystals with drug load-
ing concentrations of (a) 1 mg/mL, (b) 2 mg/mL, (c) 
3 mg/mL and (d) 4 mg/mL. Thus, as the initial drug 
loading concentration was increased the shape of final 

liposomes was distorted from spherical to elongated 
shape. Scale bar: 200 nm. Reprinted from [63] (Open 
access under the Creative Commons Attribution CC-BY 
license) 

Liposomal doxorubicin was one of the first 
lipid-based delivery systems to be thoroughly 
evaluated for its PK-PD profile and the whole 
journey from first clinical trials to the approval 
of DOXIL can be studied as detailed by 
Barenholz in a review article [2]. The composi-
tion of DOXIL, as discussed in the previous sec-
tion, and the vital advancements offered 
compared to previous liposomal formulations 
include the active loading of doxorubicin and 
PEGylation of lipids. The active loading of drug 
drastically reduces the leakage of drug from the 
vesicles in circulation which in turn decrease 
systemic side effects. Conversely, PEGylation of 
the lipids hinder interactions with the reticuloen-
dothelial system (RES) and thus prolong the cir-
culation time. Clinically, a dose corresponding to 
50 mg/m2 results in 300 times increase in area 
under the curve (AUC) compared to free doxoru-
bicin, the clearance reduces 250 times, and the 
volume of distribution reduces 60 times [71]. 

Additionally, studies have shown that 
liposomes can be synthesized for incorporation 
of multiple anti-cancer agents in a single formu-
lation [72]. Pakunlu et al. reported that liposomal 

formulations can be utilized for concurrent 
administration of doxorubicin and antisense 
oligonucleotides (ASO) targeting the proteins 
involved in resistance mechanisms [73]. The tar-
get proteins were namely, MDR1 gene (encoding 
for P-glycoprotein pump) and BCL2 (responsible 
for inhibition of cellular apoptosis). To formulate 
the liposomes, lipid mixture comprising egg 
phosphatidylcholine, DSPE-PEG-2000 and cho-
lesterol were utilized. The efficiency of 
formulations was compared with free doxorubicin 
in animal models (mice bearing xenografts of 
multidrug resistant human ovarian cancer cell 
line A2780/AD). The incorporation of ASO in 
the liposomal formulation caused a significant 
down-regulation of MDR1 gene and BCL2 pro-
tein. The simultaneous administration of 
PEGylated liposomal doxorubicin with ASO 
enhanced the induction of apoptosis in tumor 
cells, using terminal deoxynucleotidyl transferase 
mediated d-UTP-fluorescein nick end labelling 
(TUNEL), as observed in Fig. 12.10. Further-
more, the inhibition of P-glycoprotein and 
BCL2 enhanced the cytotoxic effects of 
PEGylated liposomal doxorubicin as well as the 
growth inhibitory effects on tumors (Fig. 12.11a, 
b). Thus, liposomes present a unique DDS which 
can concurrently incorporate tumor inhibiting 
drug molecules as well as suppressors of resis-
tance mechanisms. 

In addition, much like the PK and PD 
parameters of a drug change upon alterations in



the structure of a drug molecule, similarly, the PK 
and PD of LNPs can be altered by chemical 
modifications in lipid structures. Here, we 
describe a study by Moderna Therapeutics 
wherein the clearance and induction of immune 
response in mice obtained from LNPs comprising 
of mRNA formulated using novel ionisable lipids 
were compared with LNPs formulated using 
MC3 [74]. 
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Fig. 12.10 Fluorescent micrographs of multidrug resis-
tant tumor tissue labeled by TUNEL. The mice bearing 
tumors were treated with empty liposomes (Empty 
PEG-Lip), free doxorubicin (DOX), PEGylated liposomal 
doxorubicin (PEG-Lip-DOX) and liposomes comprising 

DOX and ASO coding for MDR1 gene and BCL2 protein 
(PEG-Lip-DOX + BCL2 and MDR1 ASO). The tissue 
samples were collected 24 h post treatment. Reprinted 
from [73], Copyright # (2006), with permission from 
Elsevier 

The novel ionisable lipids used in the study are 
comprised of ester bonds and are biodegradable. 
LNPs comprising of mRNA and ionisable lipid 

MC3 administered intra-muscularly remained at 
the administration site at a concentration of 50% 
compared to the maximum concentration after 
24 h of injection, indicating a prolonged local 
exposure. While accumulation in the liver and 
spleen after 24 h of administration was observed 
indicating systemic exposure. 

Fig. 12.11 (a) Viability of multidrug resistant human 
ovarian cancer cell lines post treatment with various 
formulations. (1) free doxorubicin, (2) PEGylated 
liposomal doxorubicin, (3) PEGylated liposomal doxoru-
bicin with ASO targeting BCL2 protein, (4) PEGylated 
liposomal doxorubicin with ASO targeting MDR1 gene 
and (5) PEGylated liposomal doxorubicin with ASO 

targeting BCL2 protein and MDR1 gene. (b) Antitumor 
efficiency of formulations. The mice bearing tumors were 
treated with (1) saline, (2) empty liposomes, (3) free doxo-
rubicin, (4) PEGylated liposomal doxorubicin and 
(5) PEGylated liposomal doxorubicin with ASO targeting 
BCL2 protein and MDR1 gene. Reprinted from [73], 
Copyright # (2006), with permission from Elsevier 

On the other hand, mRNA LNPs formulated 
using novel ionisable lipids degraded rapidly in 
muscle, spleen, and liver. Though, the lipids were 
cleared rapidly from the injection site potent 
immune responses were observed. Owing to the



biodegradability of the novel lipids, reduced 
inflammation at the injection site was noted and 
thus improved tolerability towards LNPs was 
observed. 
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Clustered regularly interspaced short palin-
dromic repeats (CRISPR) and CRISPR-
associated protein 9 (Cas9) were initially 
identified as the components of anti-phage 
defence system of prokaryotes [75]. Thereafter, 
the CRISPR/Cas9 system has been utilized as a 
technology for genetic editing, delivered primar-
ily using viral vectors, having implications in the 
treatment of a variety of diseases [76, 77]. How-
ever, due to the limitations of viral vectors includ-
ing immunological responses towards viral 
components, the focus was shifted toward the 

utility of LNPs as carriers for CRISPR/Cas9 
[78, 79]. Finn et al. reported the development of 
an LNP-based delivery platform for CRSPR/Cas9 
as a in vivo genetic editing technology for liver-
based diseases [80]. The LNPs comprised of a 
biodegradable ionizable lipid (LP01), cholesterol, 
DSPC and PEG2k-DMG as the carriers. 
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Fig. 12.12 LNPs for delivery of CRISPR/Cas9 for gene 
editing in the liver. (a) Chemical structure of LP01. (b) 
Clearance of LP01 from the murine liver. The limit of 
quantification is represented by the basal dotted line. (c) 
Editing obtained in the liver of sacrificed mice after sys-
temic injection of Cas9 mRNA and highly modified 
sgRNA LNP formulation (n = 3). (d) Concentration of 

TTR in plasma after injection of Cas9 mRNA and highly 
modified sgRNA LNP formulation in mice (n = 5). For 
(c, d) the initial dose of the formulation was either 0.3, 1 or 
3 mg/kg (mpk). For all in vivo studies CD-1 mice were 
used. Adapted from [80], Copyright # (2018), with per-
mission from Elsevier 

Streptococcus pyogenes Cas9 (Spy Cas9) 
mRNA and highly modified single guide RNA 
(sgRNA) were concomitantly incorporated within 
the LNPs to achieve knockdown of transthyretin 
(TTR) protein synthesized by the liver. The struc-
tural changes in TTR protein, resulting from 
mutations, are responsible for diseased states 
such as amyloidosis. Finn et al. demonstrated 
that the ionisable lipid, LP01 (Fig. 12.12a) was



cleared from the liver rapidly (Fig. 12.12b) with a 
t1/2 corresponding to approximately 6 h thus 
preventing potential toxicity issues arising from 
carrier components. The therapeutic effect was 
monitored by determining the genetic editing 
achieved and the reduction in serum TTR levels 
post injection of LNP formulations (Fig. 12.12c, 
d). They determined that the editing achieved in 
the liver and the corresponding decrease in serum 
concentrations of TTR were dependent on the 
initial dose of the formulation and the effect was 
sustained for 12 months. 
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Noteworthy PK-PD parameters can be 
achieved by careful alterations in the design of 
the delivery system. Changes in the physical form 
of the cargo can help reduce systemic effects and 
changes in the surface property of carriers may 
enhance systemic circulation (both exemplified 
by DOXIL). Similarly, alterations in chemical 
structures of the cargo may give a more durable 
therapeutic effect and the biodegradability of the 
carrier system may avoid toxic side effects 
(exemplified by CRISPR/Cas9 LNPs reported 
by Finn et al. [80]. 

12.8 Concluding Remarks 

The use of LNPs began as early as the 1960s and 
has sustained the interests of researchers for 
almost six decades. Advancements are continu-
ally being made to scale-up the synthetic 
approaches for liposomes as well as SLNs. 
Microfluidic and membrane extrusion techniques 
are at the forefront of commercialized fabrication 
approaches. Furthermore, new types of lipids are 
being designed and fabricated to encapsulate ther-
apeutic molecules. This revival in research and 
commercial interests in LNPs is led by mRNA 
vaccines. 

As the leading research groups rush to synthe-
size novel ionisable lipids, the precise 
mechanisms involved in the entrapment of 
nucleic acids using ionizable lipids in LNPs 
need to be explored. In addition, although LNPs 
provide PK and PD advantages, the fate of lipids 
and their toxicity require detailed in vivo 
evaluations. In the past, LNPs have assisted in 

overcoming drawbacks of anticancer drugs. Cur-
rently, they are at the frontline for the safe and 
targeted delivery of nucleic acids and in the future 
are expected to aid in the in vivo delivery of 
genetic editing technologies such as CRISPR/ 
Cas9 as well as in regenerative medicine. 
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Pharmacokinetic Studies for Drug 
Development 13 
Fred K. Alavi 

Abstract 

This chapter introduces investigators to the 
role of pharmacokinetics (PK) and 
toxicokinetics (TK) play in drug development. 
The chapter describes the type of studies, the 
timing of such studies, general methods and 
reasons for conducting them in animals. Phar-
macokinetic studies can provide a firsthand 
understanding of how an animal’s body 
absorbs, distributes, metabolizes and 
eliminates a new molecular entity (NME) 
before it’s ever assessed in humans. Despite 
some differences and variations among spe-
cies, nonclinical test species share consider-
able physiological, biochemical and cellular 
structures with humans. As such test species 
serve as invaluable models for safety testing of 
NMEs, with TK serving as the pivotal link for 
establishment of a safety margin for the thera-
peutic dose. Although this chapter does not 
cover modeling, the PK data from animals 
has been effectively used to estimate PK 
parameters in humans. Toxicokinetic studies, 
which are generally recommended for most 
pivotal toxicology studies (ICH M3 (R2): 
Guidance for industry: nonclinical safety stud-

ies for the conduct of human clinical trials and 
marketing authorization for pharmaceutics, 
2010). M3(R2) Nonclinical safety studies for 
the conduct of human clinical trials and mar-
keting authorization for pharmaceuticals. 
FDA), provide a link between target organ 
toxicity signals and drug exposure. Further-
more, exposure data (i.e., AUC, Cmax) is 
essential for the interpretation of toxicology 
findings and clinical relevance. 
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13.1 Introduction 

Pharmacokinetics (PK) is simply the quantitative 
analysis of processes involved in drug absorption 
(A), distribution (D), metabolism (M) and excre-
tion (E), collectively known as ADME 
(Fig. 13.1). Each process is affected by multiple 
factors that may vary between individual animals 
and across species as a whole. Despite variations 
among species, nonclinical ADME studies can be 
instrumental in our understanding of human 
PK. These nonclinical studies are generally 
separated into PK and TK sections. The nonclini-
cal PK studies aim to gain as much knowledge as
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possible about the kinetics of an NME while the 
primary goal of the TK studies is to link the toxicity 
signal identified in the toxicology studies to drug 
exposure in animals and clinical relevance and 
safety measures to avoid adverse effect in humans. 
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Fig. 13.1 Graphical overview of drug kinetics (absorp-
tion, distribution, metabolism and excretion) in the body 

The objective of this chapter is to introduce the 
reader to general principles of nonclinical PK, 
why and how they are done and how the informa-
tion gained from these studies applies to the clini-
cal development of a new compound. 

13.2 Exploratory PK 

An exploratory PK study in rodents conducted 
early on in drug development, when there is lim-
ited data for selecting appropriate doses for the 
pivotal nonclinical study, can be very productive. 
Pharmacokinetic data collected from an explor-
atory PK study can guide future studies with 
regard to: (a) selecting more relevant nontoxic 
doses for future well refined PK studies in rodents 
and non-rodent models, (b) vehicle composition, 
(c) route of administration, (d) blood sample col-
lection intervals to cover the elimination phase, 
(e) validation and establishment of the analytical 
methods for parent and potential metabolites, 
(f) initial assessment of area under the 
concertation-time curve to determine a rough esti-
mate of bioavailability. The information gained 
from a single dose PK study in rodents can guide 
more refined PK studies in rodents and other 
species to predict PK parameters in humans 
using interspecies scaling (Box 13.1). 

Box 13.1 Why to Do Nonclinical ADME 
Studies

• To get an initial assessment of absorp-
tion and distribution of a new drug to 
different tissues

• To understand the limits of absorption 
after oral dosing (bioavailability, F)

•
•

To collect data not feasible in humans 
To support the pharmacodynamic 
properties of a new drug

• To evaluate the metabolic profile of a 
new drug, what to expect and how to 
assess their safety

• To understand the potential hepatic first-
pass effect

• To predict human PK (i.e., interspecies 
scaling) 

It should be noted that even before an explor-
atory PK study is conducted, several factors need 
to be considered which can change the direction 
of the study. A small molecule should be 
approached differently than a large molecule/pro-
tein. A PK study with a small molecule may start 
with an oral route of administration while a large 
molecule has to be administered parenterally. The 
investigator should establish validated analytical 
methods beforehand. Knowing the 
physiochemical properties of a small molecule 
may guide the selection of a vehicle for oral 
delivery while large molecules may need to be 
buffered to reduce injection site reaction and 
improve absorption [1]. 

13.3 PK Study Design 

1. Animal model: The rat is well suited for initial 
exploratory PK studies. 

2. Dose selection: Use a dose that produces a 
concertation range detectable by the analytical 
method validated prior to the study. The dose 
may also be based on pharmacology studies.
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Fig. 13.2 A typical concentration-time curve for a PK study. The matrices used for drug concentration analysis can 
range from serum, plasma, blood, RBC, CSF to saliva 

3. Route of administration: For small molecules, 
the oral route is likely to be most successful. 
For large molecules (proteins and peptides), 
SC is favored over IV or IM. 

4. Blood collection: 0.5 mL over 24 h (i.e., 0, 0.5, 
1, 2, 4, 8, 12, and 24 h) via a tail vein under a 
heat lamp is well suited. The total should be 
limited to 10 mL/kg/day/rat. Blood collection 
timing is critical. Every effort should be made 
to collect the sample at the pre-determined 
time. Drug concentration at 60 min post dose 
is different from blood collected at 65 min post 
dose. Any change in the time blood is col-
lected should be noted as it represents a differ-
ent time interval. 

5. Analysis: LC/LCMS for small molecules and 
RIA or ELISA for proteins/peptides 

1 Definitions: Cmax is the peak drug concertation (μg/mL, 
ng/mL); Tmax, the time of peak drug concertation (h, 
min). AUC: the area under the curve is the integral of 
drug blood levels over time (μg h/mL or ng h/mL); Cl: 
systemic clearance, a measure of the body’s ability to 
eliminate drug (volume/time, i.e., mL/min), t1/2: half-
life, the time it takes for the drug concentration to decrease 
by 50%. Vd: apparent volume of drug distribution in the 
body presented in liters (i.e., L), MRT: mean residence 
time, a measure of overall persistence of compound in the 
body, h. 

6. Data evaluation: 
a. Plot of AUC: AUC defined as the area 

under the serum/plasma concentration by 
time curve. It can be plotted entering 
plasma drug concentrations collected from 
test animal at different time intervals post 
dose using a software application 
(Fig. 13.2). Software application can 

determine the AUC and other PK 
parameters. (i.e., Cmax, AUC, t1/2, Vd, 
Cl, F, MRT).1 AUC is a derived parameter 
and presented as AUC0-t (to the last detect-
able concertation), AUC0-1 (zero to infin-
ity) or AUCtau (between dosing intervals at 
steady state). 

b. An estimate of absolute bioavailability can 
be predicted from the AUC determined 
after oral and intravenous administration. 
The AUC for the IV route of administration 
(ROA) will need to be dose normalized if 
the IV dose is different than the oral dose 
which is normally the case.



availability,F = 
AUCOral 

AUCIV 
× 

DoseIV 
DoseOral 

× 100Bio 
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7. Once all of the exploratory PK samples are 
collected, analyzed and the PK parameters 
are evaluated, one can proceed with formal 
PK studies with greater efficiency. Standard 
PK studies conducted in clinically relevant 
species are formally used to determine PK 
parameters for submission to regulatory 
agencies. Using PK data from drug-sensitive 
animal models can be used to predict clinical 
PK using interspecies scaling methods. 

13.4 Absorption 

Absorption is the process of uptake of a com-
pound from the site of administration into the 
systemic circulation (i.e., blood). The plasma 
concentration of a drug is the best measurable 
correlate of biological activity. Following oral 
administration, a drug can face a gauntlet of 
biological barriers before reaching the blood (cen-
tral compartment). 

Some of the most common factors that can 
affect drug absorption are:

• Physiochemical characteristics such as ioniza-
tion, solubility, particle size, molecular weight 
and drug formulation can play a significant 
role in drug absorption and are usually consid-
ered when a new drug candidate is selected for 
clinical development.

• Gastrointestinal states such as the presence of 
food, anatomy, and physiology can impact 
drug absorption. A decrease in gastric empty-
ing, larger meal size, higher viscosity and/or 
acidity may allow for greater drug absorption.

• Hepatic and intestinal first pass effect: The 
intestine and liver are both effective 
metabolizing organs and as such, they are 
capable of removing absorbed drugs in their 
first pass through organs. Recent studies have 
shown that changes in the liver microflora may 
also alter the metabolic profile of drugs and 
result in the formation of genotoxic 
metabolites (see metabolism).

• Drug transport: gastrointestinal absorption 

– Passive diffusion is the most common pro-
cess, requiring no energy, is unsaturable, 
and follows a concentration gradient (from 
high concentration to low concentration). 

– Pore Transport is a relatively minor trans-
port mechanism, limited by pore size thus 
allowing small molecules less than 
100 MW. 

– Active transport also known as carrier-
mediated transport often employs cell 
membrane-bound proteins that require 
energy and are thus saturable. Active 
transporters can transport polar/ionic drugs 
against a concentration gradient. 

– Pinocytosis mode of transport engulfs 
drugs/particles from the luminal membrane 
into a vesicle that then transverses the mem-
brane to release the contents inside of the 
cell. This mode of transport is ideal for 
polar and large molecules (peptides, 
proteins). 

An initial indication of the extent of drug absorp-
tion can be derived from the AUC collected from 
a single dose study without intravenous dose with 
some basic assumption [2]. This will provide a 
rough initial estimate of bioavailability, but a 
more accurate measure of absolute bioavailability 
is determined following administration of the 
same drug by both the oral and intravenous 
routes. If the oral and IV dosages are not the 
same, dose normalization is required (Fig. 13.3). 
Absolute bioavailability is defined as the fraction 
(F) of the drug dose that reaches the systemic 
circulation unchanged. It is determined as a per-
centage of intravenous AUC with the assumption 
that intravenous dose absorption is 100% 
[3]. When a drug cannot be administered intrave-
nously, the relative bioavailability can be deter-
mined through comparison to a reference drug [4] 
administered via the same route (i.e., two oral 
formulations).
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Fig. 13.3 Example of 
bioavailability 
(F) determination following 
oral (10 mg/kg) and 
intravenous (1 mg/kg) 
administration of drug X 
to rats 

13.5 Distribution 

Drug distribution is defined as translocation of a 
drug throughout the body following absorption. It 
is impacted by many factors including protein 
binding, carrier-mediated transporters, and endo-
cytosis. In this section, I will be discussing the 
methods used to address drug distribution such as 
protein binding, transporters and their signifi-
cance on drug reaching the site of action. Distri-
bution as part of ADME, generally refers to the 
apparent volume of distribution (Vd), a calculated 
mathematical parameter, governed by the protein 
binding, physiochemical properties of the test 
molecule and the various forms of transporters 
distributed throughout the body. 

VD = 
total amount of drug in the body 
drug blood plasma concentration 

I will discuss the methods used to address drug 
distribution i.e., protein binding, transporters, and 
their significance on drug reaching the site of 
action later in the chapter. Nonclinical distribu-
tion studies can serve multiple purposes: 
(a) reveal the drug concertation/radioactivity in 
major tissues at a given time, (b) provide data 
on the relative affinity for a specific organ/tissue, 
(c) role of transporters, (d) evidence of fetal 
access and (e) presence in the milk, (f) provide 
an estimate of distribution in humans. In vitro 
studies can address protein binding and 
transporters while in vivo studies are generally 

carried out in rodents with a radiolabeled drug to 
determine the overall extent of the parent drug 
and its metabolites distribution throughout the 
body. Since the pharmacological activity and the 
toxicity of a drug are dependent on the drug 
concertation at the site of action, it is paramount 
to address all of the factors that can affect drug 
distribution. As a drug is distributed across the 
body to larger and larger volumes, drug 
concentrations can drop precipitously to a frac-
tion of the initial dose [5] and if the distribution is 
impacted by properties of the molecule 
(biological vs. small molecules), protein binding 
and active or passive transporters, the amount of 
the drug at the site of action can be significantly 
diminished (Fig. 13.4) while toxicity in off-target 
organs can be significantly elevated. 

It is paramount to determine drug levels in 
different tissues in order to address the potential 
sites (organs/tissues) of drug toxicity. The most 
common approach used to conduct a tissue distri-
bution study is to employ a radiolabeled form of 
the NME. In such a study, a small amount of 
radiolabeled drug is administered to rats and vari-
ous tissues are collected and the total radioactivity 
is analyzed. Tissues that demonstrate a dispropor-
tionate accumulation of drugs may represent 
potential targets of toxicity. 

Drug tissue distribution studies are generally 
performed early in drug development using mass 
balance studies that employ a radiolabeled form 
of the investigational drug [6, 7]. However, 
before a mass balance study is initiated, a



radiolabeled form of the compound has to be 
synthesized where 14 C or  3 H is chemically 
attached to the main structure of the molecule 
without leading to a loss of pharmacological 
activity. The radiolabeled drug should be free of 
labeled fragments as such impurities may distort 
the distribution data. Once the radiolabeled com-
pound is produced a small amount of the 
radiolabeled drug is administered orally or intra-
venously to rats or mice. 
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Fig. 13.4 Hypothetical dilution of a drug as it is 
distributed from the delivery site to blood to extracellular 
volume to intracellular volume. As one might expect, for a 

well distributed drug, only a fraction of the dose will reach 
the cellular target. Data source: Levine 2nd edition, 1973 
[5] 

There are alternative methods such as whole 
animal autoradiograms where the radioactivity in 
the whole animal is determined. By measuring the 
amount of radioactivity in different tissues, an 
investigator can determine if their new investiga-
tional drug reaches the anticipated target tissue 
(s) or where tissues with the highest 
concentrations could pose a safety issue. 

13.5.1 Wet Tissue Radioactivity 

For the wet tissue radioactivity method, animals 
are sacrificed at different time intervals and blood 
and tissue samples are collected from every tissue 
possible [8]. Tissue samples are weighed, 
digested and homogenized. The collection time 
may follow existing experience gained from a 
successful PK study and its collection time 

interval. To a small aliquot of a tissue sample, a 
specific amount of liquid scintillator is added, and 
the radioactivity is measured in a liquid scintilla-
tion counter. Wet tissue radioactivity is labor 
intensive but represents a highly quantitative 
method of measuring distribution of parent drug 
and metabolite radioactivity in different tissues. 
Collection and analysis of bile, urine and feces 
can further contribute to characterization of intact 
parent drug and metabolites. One of the 
limitations of the wet tissue study is precision of 
tissue distribution and difficulty measuring expo-
sure in subsections of tissues collected, such as 
measuring radioactivity in choroid plexus or renal 
cortex. 

13.5.2 Autoradiography 

Another common and relatively quick method is 
autoradiography where the whole-body radioac-
tivity is measured following administration of a 
radiolabeled investigational compound. Animals 
are sacrificed and frozen and sections are scanned 
for radioactivity (Fig. 13.5). 

Although autoradiography in the past has been 
semiquantitative and generally exploratory. 
Newer methods utilizing thinner cryosections 
(20–50 μm) with precise analytical tools have



bags, semipermeable chambers, ultrafiltration,
ultracentrifugation, rapid equilibrium dialysis,
chromatography) [ – ]. The general principle
is the same. For studies utilizing an equilibrium
dialysis bag, a small known volume of plasma is
placed in a bag separated by a semipermeable
membrane from a buffer solution containing a
known amount of the test compound (Fig. ).
Other techniques may utilize a slightly different
approach. Methods for Tests are usually done at

13.6

1311

allowed for the collection of highly qualitative 
and quantitative drug distribution data for small 
animals [10]. These new methods permit greater 
localization of radioactivity if the investigator is 
interested in determining radioactivity in specific 
regions of the tissue/organs. 
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Fig. 13.5 Autoradiographic image of a radiolabeled drug in a rat [9]. Minimal presence of radioactivity in the brain is 
due to blood-brain barrier, separating brain interstitial space from blood 

13.5.3 Protein Binding 

The objective of the protein binding studies is to 
determine the extent of drug binding to plasma 
proteins (albumin, α1-acid glycoproteins, 
globulins, lipoproteins) and occasionally to tissue 
proteins. Albumin is a large molecular weight 
protein (66,500 kDa) that binds to acidic and 
neutral compounds and constitutes about 59% 
(3.5–5 g/dl) of total plasma proteins. Albumin is 
a high capacity (6 binding sites), low affinity 
protein with binding that is rarely saturable 
while α-acid glycoprotein, AAG (40,000 kDa, 
55–140 mg/dl) is a low capacity but high affinity 
protein with 2 bindings sites that has a greater 
affinity to basic drugs. The remaining proteins in 
the plasma that makeup about 2–2.5 g/dl of 
plasma proteins are α, β, Ƴ globulins. They gen-
erally bind to cortisone, T4 (α1globulin), 
Vitamin A, D and Vitamin K (α2-globulin). 
Lipoproteins generally bind to basic, lipophilic, 
steroids and heparin. 

Order : Albumin>AAG>Lipoproteins 
>Globulin 

Protein binding studies are relatively straightfor-
ward. There are multiple in vitro methods for 
measuring protein binding (equilibrium dialysis

Fig. 13.6 Depending on the study method, the test mole-
cule will reach equilibrium. The semipermeable membrane 
allows only small molecules to move freely across the 
membrane. Newer methods can enhance the time required 
for a test compound to reach equilibrium. When compar-
ing protein binding data from tests done in triplicate, one 
should consider the variations around the mean protein 
binding. For example, the difference between mean 
human (94%) and rat (96%) protein binding may not be 
realistically different if there is an overlap in % binding 
(Rat: 96%, 95%, 97% versus humans: 96%, 94%, 92%). 
Small differences in mean protein binding are particularly 
irrelevant when the calculated values in humans (98%) and 
rats (99%) are very high



�

several drug concentration levels in triplicate. 
After equilibrium is reached, drug concentrations 
are measured by a validated analytical method, 
and the percent bound, and hence free fraction 
(fu) is determined for each species plasma.
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An interaction between a drug molecule and 
plasma/tissue protein (macromolecules) leading 
to formation of a drug-macromolecule complex 
is governed by protein binding affinity. Protein 
binding affinity (Ka) is determined by the ratio of 
k1(binding rate constant) and k2 (disassociation 
rate constant). Depending on the type of bond 
(Vander Wall forces, ionic bond, hydrophobic 
bond of α1-AG, hydrogen bond and irreversible 
covalent bond), drug-protein binding can be 
reversible or irreversible. Higher binding affinity 
(k1 > k2) will favor the drug-protein complex 
formation. Generally speaking, protein binding is 
considered negligible (0–50%), moderate 
(50–90%), high (90–99%) or very high (>99%). 

Protein½ �þ Drug½ � ⇄ 
k1 

k2 
Protein-DrugComplex½

A drug with protein binding of 96% ± 3% in rats 
is similar to 98% ± 3% in dogs when there is 
overlap even though the mean values would sug-
gest twice as much free fraction in rats. Note that 
under steady state conditions, plasma protein 
binding displacement does not affect the free 
drug concentration (Cfree) for most drugs [14]. 

Box 13.2 Why Do Protein Binding Studies 

• Only free unbound drug is pharmaco-
logically active and available for distri-
bution and metabolism and elimination

• Protein binding can be a limiting factor 
for low extraction ratio drugs in the liver 
(hepatic clearance)

• Highly bound drugs will have a limited 
reach and lower volume of distribution 
in the body

• Expect changes in potential toxicity 
when % bound varies greatly between 
species

• Drug displacement interaction-One drug 
can displace another when both bind the 
same site on plasma proteins.

• High drug concentrations can saturate 
protein binding sites, leading to a non-
linear increase in unbound drugs in the 
plasma

• Disease affecting the levels of α-acid 
glycoprotein and albumin in the plasma 
may change the free unbound fraction 
(fu) in the plasma (but not necessarily 
the drug concentration (Cfree) in plasma) 

13.5.4 Drug Transporters 

Drug transporters are proteins that can move 
drugs across biological membranes by active 
transport via ion mobilization or by passive pro-
cess across a concentration gradient. The passive 
(concertation gradient dependent) or active (ATP 
dependent) translocation of drugs across 
biological barriers into (influx) and out (efflux) 
of organs/tissues (i.e., intestine, brain, kidney, 
liver) can affect the process of drug absorption, 
distribution and excretion. 

Currently, there are more than 70 transporters 
that are divided into three superfamilies: 
ATP-Binding Cassette (ABC), Solute-Linked 
Carrier (SLC) and the Solute Carrier Organic 
anion (SLCO) superfamily [15]. The location 
and role of several well recognized human drug 
transporters are depicted in Fig. 13.7. 

The ABC transporter superfamily has at least 
7 members and these transporters hydrolyze ATP 
to translocate compounds unidirectionally across 
the cell membrane. The ABC superfamily 
members include P-gp, MRP1, and BCRP.

• Multidrug Resistance-associated Protein 1 is 
known to facilitate drug resistance and can 
efflux anions, the antioxidant glutathione 
(GSH) and the proinflammatory leukotriene 
C4.

• P-glycoprotein is an efflux transporter 
expressed on the apical side of enterocytes in 
the small intestine, the blood-brain barrier in
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Fig. 13.7 The location and function of transporters gen-
erally investigated for an experimental drug are presented 
below. Transporters recommended by the FDA in the 
investigation of drug-interactions are depicted as red 
(i.e., MDR1, BCRP, OATP2B1, OATP1B3, OATP1B1, 
OAT1 and OAT2, OAT3. Abbreviations: MATE multi-
drug and toxin extrusion, MRP multidrug-resistance 

protein, BSEP bile salt export pump, OAT organic anionic 
transporters, OCT organic cationic transporters, ENT 
equilibrative nucleoside transporters, OATP organic 
anion transporting polypeptide, PEPT1 proton coupled 
oligopeptide transporter, MDR multidrug resistance; P-gp 
P-glycoprotein also referred to as MDR, BCRP breast 
cancer resistance protein 

the brain and the blood-retinal barrier in the 
eye. P-glycoprotein can remove (pump out) 
hydrophobic drugs from cells (i.e., intestinal 
lumen) and although this activity can be bene-
ficial for blocking toxins, it can prevent drugs 
from reaching their site of action.

• Breast Cancer Resistance Protein is expressed 
in many tissues and has broad substrate 
recognition. 

The SLC superfamily has more than 65 families 
and includes OCT and OAT that are capable of 
transporting a diverse range of compounds and 

ions. These transporters have an important role in 
the distribution and elimination of many poten-
tially toxic endogenous and exogenous organic 
cations and anions. 

The SLCO (formerly SLC21) superfamily, 
also known as the OATP superfamily, has at 
least 6 families that are predominantly involved 
in the transport of large molecules such as bile 
salts, prostaglandin, xenobiotics. 

In vitro nonclinical studies are frequently 
conducted to address the potential role of 
BCRP, P-gp, OCT2, MATE1 and MATE2-K in



the transport of an NME for regulatory submis-
sion (Table 13.1).

• In vitro Caco-2 cell assay to assess efflux trans-
porter BCRP. The Breast Cancer Resistance 
Protein is expressed by the intestinal epithelial 
cells, bile canaliculus, kidney, blood-brain bar-
rier and placenta. The breast cancer resistance 
protein can actively pump small molecules 
from enterocytes into the intestinal lumen, 
from hepatocytes into the bile duct and from 
the brain into the bloodstream, effectively 
reducing drug efficacy and toxicity.

• In vitro Caco-2 cell assay to assess efflux 
transporter P-gp. P-gp is expressed in a wide 
variety of tissues including the intestine, liver, 
kidney and brain. It actively pumps small 
molecules from enterocytes into the intestinal 
lumen and bile duct, from proximal tubular 
cells to tubules, and from the brain into the 
blood.

• In vitro assay to assess drug effect on human 
OCT2, Multidrug and Toxin Extrusion 1 and 
Multidrug and Toxin Extrusion 1 (MATE1) 
and MATE2-K transporters. The OCT2 trans-
porter is located on the basolateral membrane 
of the proximal tubular cells of the kidney. The 
MATE1 and MATE2-K transporters are 
located on the lumen side of tubular cells of 
the kidney and actively excrete drugs from the 
tubular cells into the urine. Drugs affecting 
these transporters may result in drug-drug 
interactions that can impact drug toxicity and 
efficacy. 
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Table 13.1 Examples of in vitro systems to investigate transporter-mediated drugs [16] 

Transporter In vitro systems 

ABC transporters 

BCRP, P-gp Caco-2 cells, commercial or in-house membrane vesicles, knockout/down cells, transfected cells 
(MDCK, LLC-PK1, etc.) 

Solute carrier (SLC) transporters 

OATP1B1/3 Hepatocytes, transfected cells (CHO, HEK293, MDCK, etc.) 
OAT 1/3, 
OCT2 

Transfected cells (CHO, HEK293, MDCK, etc.) 

MATEsa Commercial or in-house membrane vesicles, transfected cells (CHO, HEK293, MDCK) 

CHO Chinese hamster ovary cell, HEK293 human embryonic kidney 293 cell, LLC-PK1 Lilly Laboratory cancer porcine 
kidney 1 cell, MDCK Madin-Darby canine kidney cell 
a The function of MATEs depends on the driving force from oppositely directed proton gradient; therefore, the 
appropriate pH of a MATE assay system should be employed 

The role of P-gp and BCRP in transport of the 
NME can be determined in vitro using Caco-
2 cells. A general flow chart described by 
Giacomini and Huang [15] may be considered 
when evaluating the role of transporters involved 
in the absorption, distribution and clearance of an 
NME. Briefly, if haptic or biliary secretion of an 
NME is ≥25%, you may consider determining if 
the NME is substrate for OATP1B1 and/or 
OATP1B3 in vitro. If the NME clearance by the 
kidney ≥25%, you may consider determining 
whether the NME is substrate for OAT1, OAT3, 
OCT2 and/or MAT1 in vitro. OATP1B1 and/or 
OATP1B3 in vitro. Frequently used Knockout 
animal models [17] recommended by Interna-
tional Transporter Consortium (ITC) when 
investigating role of different transporters are 
listed in Table 13.2 [17] 

13.6 Metabolism 

Biotransformation is a process by which a com-
pound is converted to another compound by a 
biological system. This takes place as soon as a 
compound enters the body and involves nearly 
every organ system with some capacity to con-
tribute to the overall breakdown of a compound. 
The liver is the principal organ involved in metab-
olism followed by the intestine, kidney, lung, skin 
and blood. The primary focus of the discussion 
here is small molecules. Biological products are 
high molecular weight entities that are typically 
composed of peptides, proteins and globulins



and/or their combination (peptides, proteins and 
antibodies). Biological products are generally 
administered via a parenteral route (IV, SC or 
IM) with distribution largely limited to the plasma 
and extracellular fluid. Since biological 
compounds are degraded by proteases and 
peptidases to smaller peptides and/or amino acid 
fragments, their degradation and metabolism are 
minimally impacted by hepatic CYP enzymes. 
However, they can affect liver enzymes responsi-
ble for the metabolism of small molecules. 
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Table 13.2 Knockout animal models to address the role of specific transporters 

Transporter Knockout models (KO) 

P-glycoprotein (P-gp) 
(ABCB1, commonly MDR1) 

Mdr1a-/- mice 
Mdrla-/- rats 
Mdr1a/1b-/- mice 

BCRP (ABCG2) Bcrp-/- mice 
Bcrp-/- rats 

P-gp+ BCRP (MDR1 + ABCG2) Mdr1a/1b/Bcrp-/- mice 

MRP2 (ABCC2) Mrp2-/- mice 
Mrp2-/- rats 

OATP1B1, OATP1B3 
(SLC01B, 1B3) 

Oat1a/1b-/- mice 
OATP1B1 or 1B3 humanised 
Oatp1a/1b-/- mice 

OCT2 (SLC22A2) Oct1/2-/- mice 

MATE1, MATE2K, MATE2 (SLC47A1-2) Mate1-/- mice 
OAT1, OAT3 (SLC22A6, 8) Oat1-/- and Oat3-/- mice 

The liver enzymes that catalyze the conversion 
of small molecules into inactive metabolites are 
the predominant determinant for the duration of 
drug action in the body. These complex liver 
metabolic reactions are divided into phase 1 and 
phase 2 metabolism pathways. Dividing the 
reactions into two phases does not mean one 
phase takes precedence over the other. A drug 
can go through both in any sequence, once or 
repetitively, or only take one route. 

13.6.1 Phase 1 Metabolism 

Phase 1 metabolism, also known as non-synthetic 
metabolism, is a process whereby one of the 
functional groups below are introduced into the 
compound. Phase 1 involves microsomal 
enzymes to catalyze lipid soluble compounds 
and non-microsomal enzymes to catalyze less 
lipid soluble substances. The addition of a 

functional group can produce a short lived reac-
tive/toxic metabolite.

• Oxidation (oxygen added)
• Reduction (oxygen removed)
• Hydrolysis
• Introduction of polar functional group 

Some of the enzymes involved in phase 
1 reactions are: Cytochrome P450, Flavin 
monooxygenase, alcohol dehydrogenase, Alde-
hyde dehydrogenase, Aldo-keto reductase, Xan-
thine oxidase, esterase, amidase, peptidase and 
epoxide hydrolase. 

13.6.2 Phase 2 Metabolism 

Phase 2 metabolism, also known as synthetic 
metabolism, generally renders a compound more 
water soluble and biologically inactive with some 
exceptions (i.e., acyl glucuronides). The five well 
recognized reactions are glucuronidation, 
sulfation, acetylation, methylation and amino 
acid conjugation. Glucuronidation is a 
low-affinity/high-capacity reaction and represents 
the most common Phase 2 metabolic pathway. 

Conjugation occurs with compounds at the site 
of the functional groups. The functional groups 
are amide (–NH2), carboxyl (–COOH), sulfhydryl 
(–SH) and hydroxyl (–OH). By conjugating with 
the functional group on a drug, glucuronidation 
increases drug solubility and facilitates renal



filtration. Enzymes responsible for phase 
2 reactions are: UDP-glucuronosyl transferase, 
sulfotransferase, glutathione S-transferase, B-ace-
tyl transferase, glutamine, B-acetyl-transferase, 
glycine B-acyl-transferase and methyl transfer-
ase. UDP-glucuronosyl transferase (UGT) is the 
most prominent phase 2 enzyme. 
UDP-glucuronosyl transferase is a membrane 
bound enzyme that requires UDP-glucuronic 
acid as co-factor and is expressed predominantly 
in the liver but is also found in the intestine and 
kidney. 
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13.6.3 Enzyme Induction 
and Inhibition 

Hepatic metabolism of drugs is governed by the 
concentration of the metabolizing enzymes [19]. 
Since high liver enzyme concentrations can 
metabolize more drugs, enzymatic induction can 
result in lower levels of therapeutic agents. The 
reverse is also true. Lower levels of liver enzymes 
will metabolize less drug and taken together 
enzyme induction and enzyme inhibition 
represents significant factors when developing 
an NME. 

Cytochrome P450 (CYP450) is an 
intracellular-membrane bound-heme-containing 
protein that catalyzes oxidative reactions and is 
by far the most prominent enzyme in the liver. 
Although the liver has the highest concentration 
of CYP450, other organs such as the intestine, 
lung and nasal mucosa also express moderate 
levels. There is substantial variation in the expres-
sion of CYP450 isozymes among individuals and 
species and there are at least 12 known families 
and 22 subfamilies of CYP450 (see the example 
for CYP3A4, Fig. 13.8). 

Fig. 13.8 General name classification of CYP enzymes 

Some of the most common liver enzyme 
inducers are barbiturates, rifampin, phenytoin 
and alcohol. In contrast, ketoconazole, verapamil 
and grapefruit juice are well known inhibitors. 
Although inducers (i.e., rifampin inducer of 
CYP2A19) can significantly reduce the concen-
tration and efficacy of therapeutic agents, 
inhibitors may pose an even greater concern. 
Inhibitors that elicit a significant increase in 
plasma drug levels have the potential to increase 
the risk of drug-related toxicity. It is on this basis 
that the development of any new investigational 
compound must include an assessment of the 
potential for liver enzyme induction and inhibi-
tion. Tables 13.3 and 13.4 list some of the most 
potent CYP450 isozyme inhibitors and inducers. 

13.6.4 Factors Affecting Drug 
Metabolism

• Age (from neonatal to mature to geriatric)
• Individual genetic variation 

(normal vs. slow vs. fast vs. ultra metabolizers)
• Interspecies differences in liver enzymes
• Body condition (obese vs. lean, liver or kidney 

function)
• Pregnancy
• Sex differences (androgenic regulated P450 

enzymes)
• Nutrition (high fat, fiber, grapefruit juice)
• Route of drug admin. (First pass effect: liver 

and GI)
• Dose (high dose → shift to less common 

pathways)
• Intestine microflora 

Effect of Age There is growing evidence that 
age plays a critical role in drug metabolism and 
excretion. The fetal and neonatal liver has imma-
ture CYP3A Sub-family, 2D6 and lower 
glucuronidation capacity (i.e., chloramphenicol 
toxicity) but normal ability to sulfate. Limited 
neonatal renal function can also slow renal clear-
ance (i.e., antibiotics) while larger total body 
water and lower protein binding can affect free 
drug concentrations.
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Table 13.3 Prominent cytochrome P450 enzyme inhibitors (derived from FDA guidances on metabolites) [18] 

CYP * 
enzymes

Strong inhibitors 
>fivefold increase in AUC or 
>80% decrease in CL 

Moderate inhibitors 
>2 but <fivefold increase in 
AUC or 50-80% decrease in CL 

Weak inhibitors 
>1.25 but <twofold increase in 
AUC or 20–50% decrease in CL 

CYP1A2 Ciprofloxacin, enoxacin, 
fluvoxamine 

Methoxsalen, mexiletine, oral 
contraceptives, 
phenylpropanolamine, 
thiabendazole, zileuton 

Acyclovir, allopurinol, caffeine, 
cimetidine, daidzein. disulfiram. 
echinacea. famotidine, 
norfloxacin, propafenone, 
propranolol, terbinafine, 
ticlopidine, verapamil 

CYP2B6 Clopidogrel, ticlopidine, 
prasugrel 

CYP2C8 Gemfibrozil Fluvoxamine, ketoconazole, 
trimethoprim 

CYP2C9 Amiodarone, fluconazole, 
miconazole, oxandrolone 

Capecitabine, cotrimoxazole, 
etravirine, fluvastatin, 
fluvoxamine, metronidazole, 
sulfinpyrazone, tigecycline, 
voriconazole, zafirlukast 

CYP2C19 Fluconazole, fluvoxamine, 
ticlopidine 

Esomeprazole, fluoxetine, 
moclobemide, omeprazole, 
voriconazole 

Allicin (garlic derivative), 
armodafinil, carbamazepine, 
cimetidine, etravirine, human 
growth hormone (Rhgh), 
felbamate, ketoconazole, oral 
contraceptives 

CYP3A Boceprevir, clarithromycin, 
conivaptan, grapefruit juice, 
indinavir, itraconazole, 
ketoconazole, lopinavir/ritonavir, 
mibefradil, nefazodone, 
nelfinavir, posaconazole, 
ritonavir, saquinavir. telaprevir, 
telithromycin. voriconazole 

Amprenavir. aprepitant, 
atazanavir. ciprofloxacin. 
darunavir/ritonavir, diltiazem. 
erythromycin, fluconazole, 
fosamprenavir, grapefruit juice, 
imatinib, verapamil 

Alprazolam, amiodarone, 
amlodipine, atorvastatin, 
bicalutamide, cilostazol, 
cimetidine, cyclosporine, 
fluoxetine, fluvoxamine, ginkgo, 
goldenseal, isoniazid, nilotinib, 
oral contraceptives, anitidine, 
ranolazine, tipranavir/ritonavir, 
zileuton 

CYP2D6 Bupropion, fluoxetine, 
paroxetine, quinidine 

Cinacalcet, duloxetine, 
terbinafine 

Amiodarone, celecoxib, 
cimetidine, desvenlafaxine, 
diltiazem, diphenhydramine, 
echinacea, escitalopram, 
febuxostat, gefitinib, hydralazine, 
hydroxychloroquine, imatinib, 
methadone, oral contraceptives, 
propafenone, ranitidine, ritonavir, 
sertraline, telithromycin, 
verapamil 

* Common CYP enzymes involved in metabolism of variety of drugs 

Similar changes also occur in the elderly 
marked by diminished CYP3A4 levels and induc-
tion capacity and reduced renal function. It is 
estimated that renal function decline by 
1ml/min/year after the age of 40. Theoretically, 
normal renal function (120 mL/min) could 
decrease to 80 mL/min by the age of 80. 

Effect of Pregnancy Placenta has high levels of 
CYP1A family. Profound induction may increase 
exposure to toxic metabolites not expected in a 
non-pregnant person. Furthermore, hormonal 
changes can affect CYP enzymes (" CYP2D6, "
CYP3A4, # CYP1A2) thus affecting drug 
metabolism.
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Table 13.4 Prominent cytochrome P450 enzyme inducers (derived from FDA guidances) [18] 

CYP
enzymes

Strong inducers 
>80% decrease in AUC

Moderate inducers 
50–80% decrease in 
AUC 

Weak inducers 
20–50% decrease in AUC

CYP1A2 Montelukast, phenytoin, 
smokers 
Versus non-smokers 

Moricizine, omeprazole, phenobarbital 

CYP2B6 Efavirenz, rifampin Nevirapine 
CYP2C8 Rifampin 
CYP2C9 Carbamazepine, rifampin Aprepitant, bosentan, phenobarbital, 

St. John’s Wort 
CYP2C19 Rifampin Artemisinin 
CYP3A Avasimibe, carbamazepine, 

phenytoin, rifampin, St. John’s 
Wort 

Bosentan, efavirenz, 
etravirine, modafinil, 
nafcillin 

Amprenavir, aprepitant, armodafinil, 
echinacea, pioglitazone, prednisone, 
rufinamide 

CYP2D6 None known None known None known 

Route of Administration After oral administra-
tion, the drug travels from the gut to the portal 
vein to the liver. Microsomal enzymes in the 
intestinal wall and gut microflora may result in a 
notable first pass effect. Rapid metabolism in the 
liver may leave little drug left to get into the 
systemic circulation. In contrast, SC and IV 
routes will reduce the initial liver and intestinal 
first pass effect. 

Effect of Sex Although male and female rodents 
generally have similar CYP profiles, 
concentrations of some CYP enzymes are 
affected by sex hormones. Examples of some 
differences in some CYP enzymes in mice, rats 
and humans are listed below. 

Species CYP enzymes 

Mice CYP2D9 is specific to male mice 
Rats CYP2C11 and CYP2A2 are specific to male 

rats 
CYP2C12 is specific to female rats 

Humans CYP3A more abundant in men than women 
CYP enzyme may account for up to 40% 
differences in PK 
CYP1A2 is more in men than women (i.e., 
caffeine) 
CYP3A4 is more in women than men (i.e., 
erythromycin) 
CYP2B6 is more in women than men 

Intestinal Microflora The role of the intestine, 
one of the largest organs involved in metabolism, 

is further complicated by the microflora 
associated with it. Studies have indicated that 
intestinal microorganisms are capable of 
metabolizing drugs [31] and under certain disease 
conditions, a change in the microbiota can result 
in the production of genotoxic metabolites 
[19]. In other instances, a bacterial enzyme can 
break down the conjugated metabolite. For exam-
ple, a glucuronidated drug is susceptible to glucu-
ronidase, a bacterial enzyme, and the removal of 
the glucuronide (by glucuronidase) can result in 
the release of the parent drug. 

Inter-Species Variations Although most CYP 
enzymes are well conserved across nonclinical 
test species (i.e., CYP2E1), there are enough 
differences in the concentrations of some 
(CYP1A, -2C, -2D and CYP3A) species to have 
an impact on drug metabolism profiles [20– 
23]. For example, humans have one CYP2D iso-
form (CYP2D6) while rats have at least 5 isoforms 
(Table 13.5). CYP2C11, an androgen regulated 
enzyme, plays an important role in male rats but is 
nearly inactive in other species and female rats. 
Humans metabolize amphetamine by deamina-
tion while rats and dogs metabolize it by aromatic 
hydroxylation. Guinea pigs (occasionally used in 
toxicology studies) have little sulfotransferase 
activity while humans possess substantial 
sulfotransferase activity and variations like these 
may result in disproportional or unique 
metabolites. Smaller animals have higher relative



amounts of CYP enzymes/kg body weight com-
pared to larger animals and humans and thus one 
would expect greater metabolism in smaller 
animals. 
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Table 13.5 Cytochrome P450 Isoformsa in different species 

P450 Human Monkey Rabbit Rat Mouse 

CYP1A 1A1, 1A2 1A1, 
1A2 

1A1, 1A2 1A1, 1A2 1A1, 1A2 

CYP2A 2A6, 2A7 – 2A10, 2A11 2A1, 2A2, 2A3 2A4, 2A5 
CYP2B 2B6 2B17 2B4, 2B5 2B1, 2B2, 2B3 2B9, 2B10, 2B13 
CYP2C 2C8, 2C9, 

2C18, 2C19 
2C20, 
2C37 

2C1, 2C2, 2C3, 2C4 2C5, 
2C14, 2C15, 2C16 

2C6, 2C7, 2C11, 2C12, 
2C13, 2C22, 2C23, 2C24 

2C29 

CYP2D 2D6 2D17 2D1, 2D2, 2D3, 2D4, 2D5 2D9, 2D10, 
2D11, 2D12, 
2D13 

CYP2E 2E1 2E1 2E1, 2E2 2E1 2E1 
CYP3A 3A4, 3A5 3A8 3A6 3A1, 3A2, 3A9 3A11, 3A13, 

3A16 
CYP4A 4A9, 4A11 4A4, 4A5, 4A6, 4A7 4A1, 4A2, 4A3, 4A8 4A10, 4A12, 

4A14 

CYP cytochrome P450 subfamily, – no information available to date 
a These are found predominantly, but not exclusively, in the liver of the relevant species [22] 

13.6.5 Nonclinical Metabolism Studies 

Metabolism studies generally follow two paths: 
(a) in vitro tests conducted generally with hepatic 
microsomes, hepatocytes, or liver slices, and 
(b) in vivo metabolism studies incorporated into 
mass balance and toxicology studies conducted in 
nonclinical animal models (Box 13.3). 

Box 13.3 Why Do Metabolism Studies 

• To determine the extent of metabolism 
(changes in drug levels can impact PD)

• To determine the metabolic pathways 
and which hepatic enzymes are involved 
in metabolism

• To identify metabolites and toxicity 
concerns whether they are pharmaco-
logically active

• To determine if the test drug will induce 
or inhibit any metabolic enzymes and 
evaluate the risk of potential drug-drug 
interactions

• To identify if the metabolism profile in 
animals is similar to humans (any evi-
dence of disproportional metabolite)?

• To determine if there is a potential sex 
difference in metabolism and associated 
toxicity 

In vitro microsomal studies are widely used to 
characterize the test drug metabolism by phase 
1 enzymes (i.e., CYP enzymes). Since liver 
microsomal preparations are commercially avail-
able for multiple species (rats, mice, rabbits, dogs, 
monkeys and humans), it is possible to character-
ize the metabolic profile for animal models of 
interest. Since in vitro microsomal studies are 
standardized and well established, most are 
conducted by contracting commercial labs similar 
to standard genotoxicity tests. Metabolism studies 
for small molecules may include:

• In vitro microsomal assay using liver 
microsomes from a wide range of test species 
(i.e., mouse, rat, rabbit, dog, monkey) and 
humans to profile and identify metabolites 
formed by microsomes from each species.

• In vitro assay using hepatocytes from a wide 
range of nonclinical animal models (i.e., 
mouse, rat, rabbit, dog, monkey) and humans
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to profile and identify metabolites formed by 
hepatocytes from each species.

• In vitro microsomal assay to identify the major 
cytochrome P450 enzymes involved in drug 
metabolism. The assay is usually directed to 
common CYP enzymes involved in metabo-
lism of small molecules (CYP1A2, CYP2B6, 
CYP2C8, CYP2C9, CYP2C19, CYP2D6 and 
CYP3A). Selective CYP enzyme inducers and 
inhibitors are used to determine the potential 
for drug-drug interactions.

• In vitro microsomal assay using human 
hepatocytes to determine the induction activity 
of a drug on common CYP enzymes 
(CYP1A2, CYP2B6, and CYP3A4). Increased 
concentration of these CYP enzymes can 
enhance the clearance of co-administered 
drugs. Selective CYP enzyme inducers are 
used as a positive control (i.e., Omeprazole, 
Phenobarbital, Rifampicin, Phenacetin, 
Midazolam, Acetaminophen, Hydroxy 
bupropion).

• In vitro microsomal assay using human liver 
microsomes to determine the inhibitory activ-
ity of a drug on common CYP enzymes 
(CYP1A2, CYP2B6, CYP2C8, CYP2C9, 
CYP2C19, CYP2D6 and CYP3A). Selective 
CYP enzyme inhibitors are used as a positive 
control (i.e., α-Naphthoflavone, Ticlopidine 
Hydrochloride, Montelukast Sodium Salt, 
Sulfaphenazole, (S)-(+)-N-3-Benzylnirvanol, 
Quinidine hydrochloride, Ketoconazole). 

Information gained from the in vitro metabolism 
studies can be used to predict in vivo biotransfor-
mation, metabolic pathways, and identity of 
metabolites. That said, in vitro studies by their 
nature, may not represent what happens in vivo. 
In vivo data collected from mass balance and 
toxicology studies are likely more reflective of 
the actual drug metabolism and metabolite forma-
tion. In vivo studies can determine whether expo-
sure to metabolites provides safety coverage to 
metabolites formed in humans. Metabolites 
formed by phase 1 are more likely to be chemi-
cally reactive and pharmacologically active while 
the opposite is true for phase 2 which usually 
renders a drug viable for renal elimination. 

13.6.6 Disproportional and Unique 
Human Metabolites 

Although there is substantial shared liver enzyme 
activity across species, there are instances where 
metabolism studies identify a unique or dispro-
portional human metabolite that may require non-
clinical safety assessment [32]. Per FDA human 
metabolite guidance [24], when the exposure for a 
human metabolite is less than 10% of total drug 
exposure in humans, with no evidence of reactiv-
ity or genotoxicity, no nonclinical safety assess-
ment is necessary. It should be noted that the 10% 
rule does not apply when the disproportional 
human metabolite is reactive or genotoxic. 

A toxicological assessment of a particular 
metabolite may not be necessary if the exposure 
levels achieved in one of the relevant nonclinical 
test species is equal to or greater than the metabo-
lite exposure levels observed in humans. When a 
disproportional metabolite is not expressed in any 
of the relevant test species, a nonclinical safety 
assessment should be considered (Fig. 13.9). 
Demonstrating that a metabolite is not pharmaco-
logically active does not eliminate the need for a 
toxicological assessment of a disproportional 
metabolite (off-target activity). 

Box 13.4 Points to Consider When a Human 
Metabolite Is Suspected

•
•

Any known or new toxicity signal

•
Potential for genotoxicity (QSAR test)

•
In vitro versus in vivo metabolite profile 
Is there biliary exposure in animal 
models

• The extent of human exposure compared 
to test species is unique or 
disproportional

• Does the metabolite accumulate with 
repeated dosing?

• Reliability and validation of the analyti-
cal assay

•
•

Synthesis of the metabolite

•
Alternate animal model 
Background knowledge of the drug class
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x 13.4 (continued)Bo 

• Metabolite is pharmacologically active 
or inactive. Pharmacologically inactive 
are not devoid of toxicity

• For drug doses <10 mg/day, a greater 
fraction of the drug related material 
might be a more appropriate trigger for 
testing

• Is metabolite a phase I or phase II prod-
uct? Phase II products-generally less 
toxic, and more water soluble (glucuro-
nide and glutathione, metabolites with 
hydroxyl group) vs. more toxic reactive 
acyl glucuronide metabolites

• Resolve any human metabolite issues 
early in the drug development 

13.7 Excretion 

Drug excretion (elimination) is defined as irre-
versible removal of a drug from the body by all 
possible routes. Drug clearance involves many 
organs including the liver (CLH), kidney (CLR), 

bile (CLB), lung (CLP) and many minor routes 
(Fig. 13.10). It is by far one of the most important 
processes. Collectively, they clear the body of the 
drug and represent the total drug clearance (CL). 
As a calculated value, CL is determined using 
mathematical formulas. CL is one of the most 
consequential PK parameters. 

Fig. 13.9 Human metabolite decision chart (FDA metabolite safety assessment guidance) 

Renal clearance (CLR) of a drug is the com-
bined process of glomerular filtration, tubular 
secretion and tubular reabsorption. Renal excre-
tion to urine is a major route of elimination for 
many drugs. The kidneys can readily filter water 
soluble and low molecular weight compounds 
(<300 kDa). Large molecules cannot be pas-
sively filtered readily due to their size except 
under certain disease conditions or age-related 
deterioration in renal function. Large molecules, 
such as albumin, can leach into the renal tubules 
in older male rats with glomerulosclerosis. In 
comparison, tubular secretion is an energy depen-
dent (active) transport process that is capable of 
excreting large molecules with high molecular 
weights and protein-bound drugs. Tubular reab-
sorption, that operates in the opposite direction, 
can return highly lipophilic compounds from the 
renal tubules back to the blood.
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Fig. 13.10 Routes of elimination and metabolism: The 
three most common pools of excretion pathways are bile, 
urine and feces. All are accessible for sample collection in 
rodents. Enterohepatic recirculation occurs when a 

compound is absorbed from the gut, metabolized by the 
liver, excreted to bile then to the gut and reabsorbed back 
into blood. This recycling can extend the half-life and 
expose the drug to more intestinal degradation 

Renal Clearance=Filtration þ Secretion
-Reabsorption 

The rate at which filtration, tubular secretion and 
reabsorption operate is governed by the amount 
of drug filtered through glomeruli (A), unbound 
drug in plasma (Cu) and glomerular filtration rate. 
Changes in any of these parameters (disease, 
decline in renal function with age, high BP) can 
significantly reduce drug clearance with a resul-
tant increase in drug exposure. Renal function 
(GFR ~120 ml/min) declines in humans by 
approximately 1 mL/min/year over age 
40, indicating that renal function should be con-
sidered if a drug is cleared primarily via renal 
filtration. Similarly, active tubular secretion 
(acid and base pumps) can be inhibited resulting 
in drug accumulation in the plasma and represents 
a notable safety concern. Knowing the role of 
tubular section in drug excretion has been 
exploited in some instances when higher plasma 
drug levels are desirable. Probenecid, a potent 
renal acid pump inhibitor has been used to 
decrease renal tubular excretion in the clinical 
setting. 

A=Cu GFR 

13.8 Toxicokinetics 

Toxicokinetic studies are essentially PK studies at 
the toxicological doses used in toxicity studies. 
The objectives of TK studies are to determine the 
relationship between systemic exposure and drug 
toxicity and how it may relate to humans. 
Toxicokinetic studies are generally conducted 
during the course of drug development and 
range from acute to chronic toxicity studies in 
rodents (i.e., rat, mouse) and nonrodents (i.e., 
dogs, monkeys) to reproductive toxicity studies 
in rats and rabbits. Toxicokinetic data collection 
from carcinogenicity studies may not be neces-
sary if there are TK data available from chronic 
toxicity studies. 

Toxicokinetic data can demonstrate the sys-
temic drug burden (API and metabolites). Plotting 
the AUC data can demonstrate the rate, extent and 
duration of exposure. The toxicity may be related 
to the rate of exposure (threshold plasma concen-
tration, mode of administration (gavage vs diet 
mixture) and/or dosage form (solution, capsule or 
micronization). As line 1 in Fig. 13.11 
demonstrates, the AUC exposure may increase 
proportional to dose or increase non-linearly and 
reach absorption saturation as in line 2. Line 3 is



indicative of absorption saturation, intolerance 
(i.e., emesis in dogs) and/or rapid drug 
degradation. 
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Fig. 13.11 Theoretical 
presentation of AUC 
exposure data representing: 
(1) dose proportional 
increase in AUC with an 
increase in dose; 
(2) non-linear increase in 
AUC representing 
absorption saturation, 
(3) exposure plateau due to 
absorption saturation, poor 
delivery and/or rapid 
degradation 

The three primary TK parameters of interest in 
toxicological studies are Cmax, AUC and Tmax. 
The Cmax is expressed as the concentration of the 
drug in a volume of plasma (i.e., μg/mL or 
ng/mL) while AUC is generally expressed as 
drug concentration time/volume of plasma (i.e., 
μg h/mL or ng h/mL). Since the primary objective 
of TK data is to relate drug exposure to toxicity, 
the determination of the AUC and Cmax are often 
sufficient to achieve this goal (Box 13.5). Phar-
macokinetic parameters such as t1/2, drug clear-
ance (Cl), and volume of distribution (Vd) have 
limited value. Drug exposures at toxicological 
doses may exceed the gastrointestinal 
(GI) absorption capacity and be excreted in the 
feces which is indicative of poor bioavailability 
(F). High doses can also exceed the clearance 
capacity in animals and result in drug accumula-
tion and potential toxicity. 

Box 13.5 Why to Do TK Studies 

• To interpret toxicology findings in rela-
tion to drug concentrations in plasma 
(see ICH S3A, 1995)

• To bridge toxicology findings to the 
clinical exposure

• To determine dose linearity/ 
proportionality (increase in AUC and 
Cmax proportional to the dose). Dose 
linearity would suggest that absorption 
and metabolism are similar over the dose 
range

• To assess the potential for drug accumu-
lation that may occur with repeated dos-
ing (first vs. the last dose)

• To explore drug receptor or enzymatic 
activity at Cmax

• To monitor parent alone or parent + 
metabolite(s) and their similarities/ 
dissimilarities among species

• To gain an understanding of “effective” 
drug exposure for unanticipated findings

• To determine gender differences in 
disposition

• To establish exposure multiples (safety 
margins) between animals and clinical 
doses based on plasma drug exposure 
(AUC, Cmax) 

Toxicokinetic studies in small animals (Box 
13.6) with small blood volume (i.e., mouse and 
rat) are often carried out in satellite animals 
treated identically to the main toxicology study



animals but used for blood sample collection only
[ , ]. In larger animals, blood samples for TK
analysis are collected from the main study
animals. In an effort to use fewer rodents in tox-
icity studies, in the spirit of the 3Rs (Replace,
Reduce, Refine), microsampling is being
employed more often. As investigators gain expe-
rience and precision analytical instruments
become more widely available, the use of
microsampling techniques to draw small
quantities of blood (<50 μL) from main study
animals has become more commonplace [ –

]. By collecting small blood volumes, repetitive
sampling can be conducted in the main toxicol-
ogy study without any significant impact on
blood hematocrit and hemodynamics.
Investigators can reduce or eliminate satellite
animals, thus reducing the number of animals
needed by half. An additional benefit of the
microsampling technique is that it allows for the
analysis of drug levels for each animal in the main
study to be used in the toxicity signal evaluations
for the same individuals, which is far superior to
an indirect comparison of exposure between sat-
ellite animals and main study animals.

28
26

2524
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Box 13.6 General Design of TK Satellite Animals in a 14-day Oral Toxicity Study in Rats

• Dose groups: 0, 20, 100 and 500 mg/kg/day for 14 days by oral gavage
• Bleeding schedule (3 rats/gender/time-point/dose-group)
• Sampling days: Day 1 and Day 14 (end of the study)
• Blood sampling consideration (10 mL/kg BW/24 h period, rats: 2–3 blood samples per rat; 

mouse: 1 sample per mouse per time period).
• Blood sample collection from control can demonstrate absence of drug in the blood. 

13.8.1 Safety Margin Calculations 

The objective of toxicology studies is to address 
the safety of an NME in humans (Fig. 13.12). 
This is most often achieved by conducting toxi-
cology studies in two species (rodents and 
nonrodents) at doses that will address the toxicity 
profile of an NME [32]. The dose level that 
produces no adverse effect (NOAEL) 2 in a non-
clinical test species is generally used to determine 
the maximum recommended starting dose in 
humans (MRSD) and to determine the safety 
margin (more accurately, exposure multiples) for 
the maximum recommended human dose 
(MRHD). As the name implies, the MRSD is 
the first dose used in human clinical trials that 
are most often conducted in healthy human 
subjects. In comparison, the MRHD is the maxi-
mum dose that can be supported by the nonclini-
cal data. 

2 NOAEL is the highest dose level that does not produce a 
significant adverse effect in the nonclinical test species.
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Fig. 13.12 Toxicology 
and TK data gained from 
animals are used to ensure 
safety in humans 

13.8.2 First Dose in humans 

In the absence of clinical experience and avail-
ability of exposure data (AUC or Cmax), which is 
normally the case with an NME, the NOAEL 
(mg/kg) established in animal toxicology studies 
is converted to the human equivalent dose 
(mg/m2 ) based on body surface area (BSA). Key 
elements you may consider for the estimating the 
MRSD are listed in Box 13.7. 

Box 13.7 Major Elements Needed for MRSD 
in Humans

• Review and evaluate animal data (rodent 
and non-rodent)

• Determine the no observed adverse 
effect levels (NOAEL)

• Convert NOAEL to human equivalent 
dose (HED)

• Select the most sensitive species or most 
relevant toxicity signal for assessing 
human risk

• Apply a safety factor (i.e., [9]) to 
increase assurance of safety for the first 
dose in humans 

Converting the NOAEL in mg/kg to mg/m2 

BSA is a reasonably reliable method for the nor-
malization of NOAEL and is, in general, consis-
tent with the NOAEL based on AUC for small 
molecules. It is therefore considered acceptable to 
estimate the MRSD based on a NOAEL that has 

been normalized for BSA. Table 13.6 derived 
from FDA guidance is used for estimating a safe 
starting dose. The table lists the conversion 
factors for most common lab animal species 
used toxicological assessment [29]. 

After NOAEL is converted to HED, a tenfold 
safety factor is generally applied to increase the 
assurance that the first dose in humans will not 
elicit an adverse effect. Humans may be more 
sensitive, or a drug may have greater bioavailabil-
ity in humans than in animals. However, you may 
increase or decrease the standard tenfold safety 
factor based on your knowledge on the pharma-
cological class and/or known toxicity profile of 
the test compound (Table 13.7). 

Two examples of MRSD calculations using 
normalized NOAEL based on body surface area 
provided are provided in Box 13.8. The MRSD 
estimates in the two examples were similar 
suggesting greater concordance between the two 
species and more confidence in the estimates. 
When the two test species (rodent versus 
non-rodent) result in two different MRSD 
estimates, it is prudent to go with most sensitive 
species that yields lower MRSD. 

Once there is clinical AUC data, the best 
approach for determining a safety margin (expo-
sure multiples) is to divide the AUC for the 
NOAEL by the AUC for the MRHD. The AUC 
representing drug exposure in the blood is the 
most relevant measure of drug exposure in 
animals and humans and is therefore preferred 
over safety margins based on BSA. However, in 
rare conditions when blood drug levels and AUC
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Table 13.6 Conversion of animal doses to human equivalent doses based on body surface area (derived from FDA 
Guidance for Industry [29]) 

To convert animal dose in 
mg/kg to HEDa in mg/kg, either 

Divide 
Animal dose 
by 

Multiply 
Animal dose 
by 

Human 37 
Child (20 kg)b 25 
Mouse 3 12.3 0.08 
Hamster 5 7.4 0.13 
Rat 6 6.2 0.16 
Ferret 7 5.3 0.19 
Guinea pig 8 4.6 0.22 
Rabbit 12 3.1 0.32 
Dog 20 1.8 0.54 
Primates 
Monkeysc 12 3.1 0.32 
Marmoset 6 6.2 0.16 
Squirrel 

monkey 
7 5.3 0.19 

Baboon 20 1.8 0.54 
Micro-pig 27 1.4 0.73 
Mini-pig 35 1.1 0.95 
a Assumes 60 kg human. For species not listed or for weights outside the standard ranges, HED can be calculated from the 
following formula: HED = animal dose in mg/kg × (animal weight in kg/human weight in kg)0.33 
b This km value is provided for reference only since healthy children will rarely be volunteers for phase 1 trials 
c For example, cynomolgus, rhesus, and stumptail 

Table 13.7 Factors to consider when deciding what safety factor to use in the calculation of MRSD 

Increase the safety factor to greater than 10 Decrease the safety factor to less than 10

• Steep dose response curve Severe toxicities or deaths in 
animals
• Non-monitorable toxicity
• Toxicities without prodromal indicators
• Variable bioavailability
• Irreversible toxicity
• Unexplained mortality
• Large variability in dose or AUC levels eliciting effect
• Questionable study design or conduct
• Novel therapeutic agent and target
• Animal model with limited utility

• Pre-clinical studies are well designed and high caliber
• NOAEL was based on chronic toxicity studies
• Similar metabolic profile and bioavailability
• Toxicities that are easily monitorable
• Toxicity finding is minimal and reversible
• Minimal toxicity experience with similar compounds
• Shallow dose-response curve
• Toxicities represent exaggerated pharmacology in 
normal animals 

cannot be determined, safety margins based on 
BSA may represent a reasonable alternative. 

Safety Margin= 
NOAEL dose in animals AUCormg=m2ð

Maximum Recommended Human Dose AUCormg=m2ð

13.9 Concluding Remarks 

Pharmacokinetic studies in animal models are a 
critical component of the nonclinical safety 
assessment for any investigational drug. Nonclin-
ical PK studies can guide and impact every aspect



the author and should not be considered as FDA’s views or
policies.
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Box 13.8 MRSD Calculations Based on BSA 

of a nonclinical development program. Pharma-
cokinetic and TK data gained from nonclinical 
study can guide and predict clinical PK 
parameters with reasonable accuracy before a 
drug is ever assessed in humans. Finally, TK 
data can serve as the critical link between toxicity 
signals and drug exposure and aid in the interpre-
tation of the toxicology findings and how they 
relate to humans. 
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Abstract 

In the past few decades, despite advancements 
in biomedical research, the success rate of 
bringing a new drug candidate to the market 
has been very low. Additionally, over the same 
time period, some approved drugs have been 
removed from the market due to toxicity 
identified after years of in-human use. Using 
new alternative methods (NAMs), such as 
in vitro models with human cells or tissues, 
specific organ models, in silico tests, and 
humanized animals may improve the accuracy 
of toxicity prediction and reduce adverse 
effects in humans. As the drug-induced liver 
and heart injury are the leading causes of drug 
attrition and drug withdrawal, this chapter 
summarizes the current development of 
human cell-based emerging technologies for 
hepatic and cardiovascular toxicity prediction 
and quantitative structure-activity relation-
ship-driven strategies in drug safety 

assessment. The limitations and challenges in 
routinely adopting the new alternative 
methods in drug development are also 
discussed. 
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14.1 Introduction 

Historically, nonclinical studies have relied 
heavily on rodent and nonrodent animals to deter-
mine the safety profile of a drug candidate before 
testing it in a first-in-human clinical trial. Primary 
objectives of nonclinical animal studies are to 
identify harmful effects, identify dosages that 
cause those effects, and determine safe exposure 
limits [1]. Nevertheless, while nonclinical studies 
have shown great accuracy in predicting safe 
starting doses and have guided appropriate safety 
monitoring decisions for clinical trials, animal 
studies do not always detect or predict all adverse 
effects in human patients. For example, some 
drugs have been withdrawn because of unex-
pected post-market hepatotoxicity and 
cardiotoxicity [2, 3]. This could have been due
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Category Platform properties Throughput Complexity Variability

to factors such as translational deficits between 
species, age group differences, the use of healthy 
animals without the inclusion of disease models, 
genetic diversity within the human population, 
and/or the relatively low number of human 
patients involved in the clinical studies. 
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Over the years, significant efforts have been 
made to promote fundamental changes in drug 
safety assessment, including complementing the 
traditional two species animal testing approach, to 
consider the use of mechanism-based in vitro 
models, combined with high-throughput assays, 
and computational bioinformatic tools for data 
analysis and risk assessment. Studies are being 
done to develop a better understanding of 
non-animal methods, such that data from alterna-
tive approaches could be used to guide decision 
making about safety and to make 
recommendations for human clinical trial 
monitoring. 

The U.S. Food and Drug Administration 
(FDA) has a long history of fostering innovation 
and advancing new technologies to meet twenty-
first century pharmaceutical safety challenges 
[4]. The recent advances in New Alternative 
Methods (NAMs), including in vitro platforms, 
ex vivo tissue models, and in silico modeling, 
hold the promise to improve the prediction of 

safety signals in conjunction with traditional non-
clinical studies. 

Table 14.1 Overview of cell-based NAMs 

Ready to use 
on-platform 
assay 

Contribution 
in regulatory 
decisions 

iPSC in 
2D cell 
culture 

Grown on multi-wells, 
homogeneous monolayer 

Relatively easy, 
many 
standardized 
assays 

Medium to 
high (96- or 
384-well) 

Low 
complexity 

Relative 
low 
variability 

A few case 
studies [6] 

Spheroid/ 
organoid 

Multiple organ-specific 
cell types, recapture 
specific function of the 
organ 

Specific 
functional 
assays are 
possible, 
challenges in 
distributing test 
article 

Medium to 
high, 
require 
skilled 
end-user 

Requires 
time (days to 
weeks) for 
the organoid 
formation 

Medium 
to high 
variability 

Rare 

Organ-
on-a-chip 

Seeded into a chip with 
fluid transport (pump or 
passive flow), and/or with 
the incorporation of 
mechanical stimulation 

Specific 
functional 
assays are 
possible, costly, 
low 
reproducibility 

Low, 
require 
skilled 
end-user 

Variable 
complexity 
depends on 
platform 
design, 
requires time 

Medium 
to high 
variability 

Rare 

The development of induced pluripotent stem 
cell (iPSC) technology has created much excite-
ment to support drug safety assessment, including 
disease- and patient-specific mechanistic studies. 
Unlike the simplified immortalized cell lines, 
which only retain some basic functions of their 
origin, iPSC-derived cells are closer in phenotype 
to that of primary cells. In addition, primary cells 
are limited by cell source variability and 
de-differentiation in prolonged culture; two 
limitations that may be circumvented with 
iPSCs. In fact, iPSC-derived cells may have 
potential to be the preferred cell type for use 
with microphysiological systems (MPS) [5], if 
the challenges in cell differentiation and matura-
tion are overcome in the near future. 

Currently, there is no consensus on what 
constitutes an MPS; however, definitions gener-
ally encompass technologies such as 3D 
spheroids, multiple cell type co-cultures, and 
organ-on-chips with the microfluidic flow of cell 
culture media (Table 14.1). The promise and 
excitement of MPS rise from the ability to gener-
ate human-relevant data to reduce the reliance on 
animal models in research and regulatory deci-
sion making. However, challenges still exist that



need to be addressed before these systems can be 
widely used, including extrapolation of results 
across species, exposure extrapolations from 
in vitro to in vivo, difficulties with replicating 
the whole organ, and maintenance in long-term 
culture [5]. 
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As hepatotoxicity and cardiotoxicity are the 
leading causes of attrition of a candidate drug in 
drug development and withdrawal post-approval, 
NAMs for cardiovascular (CV) and liver are 
being more widely used in the routine drug devel-
opment process, as compared to other organs 
[7]. In this chapter, we provide an overview of 
the NAMs used in drug safety assessment includ-
ing liver MPS and human iPSC-derivatives that 
may improve drug-induced hepato- and 
cardiotoxicity detection, and general 
considerations of quantitative structure-activity 
relationship (QSAR) modeling for toxicity 
prediction. 

14.2 Liver MPS to Aid 
the Assessment of Drug 
Hepatotoxicity 

Drug-induced hepatotoxicity has been a leading 
cause of acute liver failure and post-marketing 
drug withdrawals for the past several decades 
[8]. Conventional animal experiments and clini-
cal trials may fail to accurately identify drugs with 
low incidences of clinically significant hepatotox-
icity that later become more apparent as having 
drug-related hepatoxic effects when prescribed to 
larger patient populations in post-market settings 
[8]. Primary liver cells are considered the gold 
standard in vitro model for drug hepatotoxicity 
and drug metabolism, but their predictive value is 
far from perfect, because key hepatic functions, 
particularly drug metabolizing enzymes, are 
decreased over time after cell isolation. To 
address this issue, various MPS have been devel-
oped. Primary liver cells are cultured in 
physiologically-relevant environments so that 
hepatic functions can be better preserved. These 
liver MPS have been reported to be more effec-
tive in predicting hepatotoxicity than conven-
tional culture methods and are being 

investigated as an alternative approach in safety 
testing to supplement and reduce animal tests in 
the future. 

There are over 20 types of cells in human 
livers, but hepatocytes along with Kupffer cells, 
liver sinusoidal endothelial cells (LSECs), and 
stellate cells, which are the four primary types of 
non-parenchymal cells (NPCs), account for 
approximately 65%, 15%, 10% and 8%, respec-
tively, of all cells in the liver. The percentage of 
other cell types is very small and their role in 
predicting drug hepatotoxicity has not been 
extensively studied. Immortalized hepatic cell 
lines and iPSC-derived hepatocyte-like cells 
have been used in liver MPS for hepatotoxicity 
studies [9], but these cells lack many key 
characteristics of mature primary live cells. 

14.2.1 Liver Spheroids 

Isolated liver cell suspension can aggregate spon-
taneously, forming hepatic spheroids. Typically, 
spheroid culture is achieved by maintaining cells 
as hanging drops [10] or using ultra-low attach-
ment plates [11], both of which are commercially 
available. Hepatocytes cultured as spheroids can 
be maintained for up to two weeks and are more 
sensitive in detecting drug hepatotoxicity as com-
pared to conventional approaches, such as 
hepatocytes cultured as two-dimensional 
(2D) monolayers, mainly because essential liver 
functions are better preserved in spheroids 
[10, 11]. Hepatocytes can be co-cultured with 
NPCs, forming two-cell-type or multiple-cell-
type spheroids, which are useful in detecting 
immune-response mediated hepatotoxicity as the 
presence of the NPCs confers an immune 
response [12, 13]. However, due to unknown 
reasons, not all hepatocytes will form spheroids. 
A recent report showed that cells from 30% of 
human donors did not grow as spheroids 
[13]. Fortunately, spheroid-qualified hepatocytes 
are now commercially available. 

The performance of hepatic spheroids for the 
prediction of hepatotoxicity has been directly 
compared to conventional 2D culture. Using 
liver spheroids produced by the hanging-drop



method, 110 drugs, among which 49 were classi-
fied as non-hepatotoxic and 61 as hepatotoxic, 
were tested using the same cells cultured in 2D 
format. The accuracy achieved in predicting hep-
atotoxicity was 70% with spheroids and 53% with 
2D cultured hepatocytes [10], suggesting that 
spheroids may improve the evaluation of liver 
safety. Similarly, using the ultra-low attachment 
plates to test 100 drugs, the liver spheroids had an 
accuracy of 68%, as compared to 53% with 2D 
cultured hepatocytes, in predicting drug hepato-
toxicity [12]. In contrast, 2D cultured hepatocytes 
have also been reported to have an accuracy of 
65% in predicting the clinical hepatotoxicity of 
34 FDA-approved protein kinase inhibitors 
[14]. Furthermore, an early study involving 
344 compounds reported that primary human 
hepatocytes cultured in conventional 2D 
predicted hepatotoxicity with an accuracy of 
71% [15]. Thus, further studies involving addi-
tional cell sources, drugs, and drug classes are 
needed to further explore the potential for 
increased predictivity of spheroids over 2D 
culture. 
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14.2.2 Liver-on-a-Chip 

Primary cells can attach to certain scaffolds that 
mimic in vivo growth environments, such as cell-
to-cell communications and polarity. The 
attached cells can then be perfused using a culture 
medium, emulating the blood flow and shear 
pressure that cells are exposed to under in vivo 
conditions. This culturing approach is commonly 
called Organ-on-a-Chip. Many Liver-on-a-Chip 
platforms (Liver-Chips) are commercially avail-
able. Some of them have been investigated by 
third parties and published data suggest that 
these platforms perform better in maintaining 
cell viability, protein synthesis functions of the 
liver, and key drug metabolizing enzyme 
activities when compared with conventional 2D 
culture methods. Furthermore, the data indicated 
that the hepatotoxicity of some compounds can be 
reproduced in these systems [2, 16–18]. However, 
because Liver-Chips are generally 
low-throughput, only a small number of 

compounds have been examined so far and, there-
fore, the general applicability of Liver-Chips to 
the prediction of drug hepatotoxicity remains 
unclear. Of note, in a recent preprint publication 
that will be peer reviewed, it was found that the 
Emulate Liver-Chips predicted drug hepatotoxic-
ity with an accuracy of 78%, but only 
27 compounds were examined [19]. 

14.2.3 Synthetic Hemoglobin 
in Liver MPS 

The in vitro primary cell cultures that include 
hepatocytes usually have lower levels of mito-
chondrial oxidative phosphorylation, because 
the cells are forced to switch to glycolysis for 
energy production. To restore the oxygen levels 
and associated mitochondrial functions, a syn-
thetic hemoglobin has been developed and 
evaluated in a liver MPS platform; wherein, it 
was shown that the primary hepatocytes 
maintained higher levels of mitochondrial oxida-
tive phosphorylation, albumin production, and 
drug metabolizing enzyme activities, as com-
pared to 2D culture [20]. Since mitochondrial 
liability is an established predictor of drug hepa-
totoxicity [21, 22], these data are consistent with 
synthetic hemoglobin in MPS cultures potentially 
aiding the prediction of drug hepatotoxicity. 
However, there is currently only one commer-
cially available liver MPS with synthetic hemo-
globin, and its usefulness in drug hepatotoxicity 
predictivity has not been examined to date. 
Another liver MPS platform has been designed 
to mimic the physiological oxygen gradients in 
different zones of the liver, but this system has not 
been tested for drug hepatotoxicity or 
commercialized and its performance in 
maintaining in vivo liver functions remains to be 
confirmed by independent groups [23]. 

14.2.4 Multi-Organ MPS Involving 
the Liver 

One group has demonstrated the ability to inte-
grate 13 cell types from 13 different organs in an



MPS platform [24]; however, this is only a proof 
of concept study and the system has not yet been 
standardized or used for safety evaluation. A 
triple-organ MPS involving the heart, liver and 
skin has been reported to examine drug hepato-
toxicity and cardiotoxicity simultaneously 
[25]. This system showed that acetaminophen, 
the most implicated drug in clinical hepatotoxic-
ity, also caused significant toxicity to 
cardiomyocytes [25]. Acetaminophen is one of 
only four drugs that have been tested in this 
triple-organ MPS [25] and further investigations 
are needed to confirm its value in the assessment 
of liver and cardiac risks. In addition, key hepatic 
and cardiac functions have not been well 
characterized in this system. Other multi-organ 
MPS involving the liver have also been reported, 
but only immortalized cell lines were tested and 
therefore their clinical relevance might be 
low [26]. 

14 New Alternative Methods in Drug Safety Assessment 229

14.2.5 Issues to be Addressed 

Though liver MPS has shown some promise in 
improving the prediction of drug hepatotoxicity, 
many issues remain to be addressed. 

First, almost all liver MPS are designed or 
optimized for cells of human origin. Literature 
data on liver MPS using animal cells are scarce, 
even though the greatest experience with preclin-
ical risk assessment and prediction of clinical 
safety is based on nonclinical work in animal 
species. Thus, it remains unclear how MPS 
approaches correlate with traditional methods 
and, therefore, correlate with current risk assess-
ment practices. As one major purpose of develop-
ing MPS is to reduce animal use, MPS data 
collected using animal cells are needed to observe 
the correlation between in vivo observations and 
MPS findings. Such correlation may help build 
confidence in using liver MPS data to help predict 
human clinical hepatotoxicity. In fact, in vivo to 
in vitro correlation is easier to investigate in 
animals than in humans, as human hepatotoxicity 
data are not always straightforward. Indeed, 
establishing a causative relationship between a 

human hepatoxicity response and the drug is the 
most challenging issue in this area [27]. 

Second, the liver MPS platforms need to be 
characterized more comprehensively. Almost all 
platforms focus on the preservation of hepatocyte 
functions, while the viability and function of 
NPCs are usually unexamined or under-
investigated. A notable example is stellate cells 
that reside in a non-proliferative, quiescent state 
under healthy conditions, but are activated during 
injury, inflammation, infection, and the process of 
cell isolation and purification. Maintaining 
cultured stellate cells in the quiescent state is a 
challenging issue, and this has not been addressed 
in any Liver MPS platforms [28]. Comprehensive 
characterization of primary liver cells is important 
because standardized approaches to prepare these 
cells have not been established and vendors use 
different ways to isolate, purify and store the 
cells, which can impact the integrity and usability 
of the cell stocks for MPS. 

Thirdly, although liver MPS makes it possible 
to co-culture the major liver cell types in an 
integrated system, the adaptive or regenerative 
responses observed in vivo have not been 
investigated. The liver is unique in that it has a 
remarkable capacity to regenerate, that is, to pro-
duce new cells when a liver injury occurs. The 
extent of regeneration is a determinant of the 
patient outcome when drug hepatotoxicity occurs. 
Conventional culture methods involve only 
hepatocytes and thus do not allow the study of 
regeneration, which requires the complicated 
interaction between multiple liver cell types. 
Thus, liver MPS should be characterized for its 
ability to mimic liver regeneration, as this may 
help improve the accuracy in predicting drug 
hepatotoxicity. 

14.3 Preclinical Cardiac Safety 
Assessment with Human 
iPSC-Derivatives 

Drug-induced cardiotoxicity represents another 
leading cause of discontinuation of clinical trials 
and post-approval drug withdrawals [3]. Species



differences in the CV system, may fail to high-
light drugs that are toxic to humans which can 
sometimes go unidentified in nonclinical toxicol-
ogy and safety pharmacology studies, and vice 
versa [29]. A second possible explanation for the 
failure to detect drug-induced cardiotoxicity dur-
ing drug development is that, at present, cardiac 
safety assessment is normally only conducted in 
healthy hearts/animals, which are potentially less 
sensitive to adverse side effects, as compared to 
diseased subjects. The presence of comorbidities 
and/or cotreatments may make a subtler toxicity 
from less potent toxicants more apparent, which 
could involve a variety of mechanisms, such as 
affecting ion channel gene expression/function 
and myocyte contractility, modifying electro-
mechanical coupling and mitochondrial function, 
and inducing structure remodeling of the myocar-
dium [3]. The development of various disease 
models of NAMs may improve cardiotoxicity 
detection and prediction, which could be benefi-
cial for drug development and patients. 
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Human iPSC technology has significantly 
enhanced drug discovery and disease modeling. 
Herein, we summarize the utility of human iPSC 
derivatives for cardiac safety evaluation at the 
early preclinical stage. The potential of human 
cardiac MPS to model human disease is also 
discussed concerning how it may enhance post-
market surveillance via detection and prediction 
of risk for drug-related cardiotoxicity in specific 
patient populations that were not fully evaluated 
in clinical trials. 

14.3.1 The Usefulness of Human iPSC 
Technology on Drug-Induced 
Cardiotoxicity Detection 
and Prediction 

Drug testing with isolated adult human primary 
cardiomyocytes and ex vivo human heart slices 
resembles the potential pharmacological and tox-
icological actions of test compounds as seen in 
humans; however, due to the limited availability 
of human heart samples, applying such methods 
in routine toxicology studies and drug develop-
ment is very difficult. Although long-term culture 

of human primary cardiomyocytes and heart 
slices is feasible, it is highly debated whether or 
not the long-term cultivation systems sufficiently 
preserve the cell/tissue viability and functionality 
[30, 31]. Moreover, it is impossible to study the 
development of cardiac toxicity and pathological 
characteristics of CV disease with human heart 
tissue due to inherent limitations and 
compromised tissue integrity, as such samples 
are obtained from patients who underwent cardiac 
transplantation for end-stage CV disease or 
postmortem. 

Advancements in iPSC technology offer the 
capability to reprogram adult somatic cells into 
pluripotent stem cells, which can be further 
differentiated into many different cell types, 
such as cardiomyocytes, cardiac fibroblasts, 
endothelial cells, vascular smooth muscle cells, 
etc. [32]. The theoretically unlimited supply of 
iPSC-derived cardiomyocytes (iPSC-CMs) from 
donors with diverse genetic backgrounds may 
allow us to address the challenges that cannot be 
answered with the existing methods and tools 
currently used in preclinical studies; for example, 
to identify and understand factors that contribute 
to the variable incidence of drug-induced 
cardiotoxicity in different patient subgroups. In 
fact, since the launch of the first commercial line 
of human iPSC-CMs in 2009, iPSC-CMs are 
increasingly used in drug-induced cardiotoxicity 
detection and prediction, particularly for drug 
proarrhythmic potential assessment and cancer 
therapy-related cardiotoxicity screening [6, 30, 
33]. A multi-site validation study on the predict-
ability and reproducibility of electrophysiological 
assays with commercially available human iPSC-
CMs [34] has led to the inclusion of in vitro 
cardiomyocyte assays as appropriate nonclinical 
evaluations to assess the potential of drugs to 
induce delayed ventricular repolarization in the 
International Council for Harmonization (ICH) 
guidance for industry ICH E14/S7B Questions 
and Answers (Q & As), which provides guidance 
on best practices for the design, conduct, analysis, 
interpretation and reporting of in vitro, in silico, 
and in vivo nonclinical assays to support nonclin-
ical and clinical evaluation of drug-induced 
delayed ventricular repolarization [6, 35].
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Numerous high- and medium-throughput 
assay platforms have been developed to assess 
the function of human iPSC-CMs in monolayer 
cultures; however, human iPSC-CMs in conven-
tional 2D culture exhibit a fetal phenotype and 
may not reflect the responses of adult human 
cardiomyocytes and cardiac tissue [36]. Seeded 
human iPSC-CMs in 3D scaffold-based 
hydrogels or other materials more accurately 
mimic the alignment of cardiomyocytes in extra-
cellular matrix as seen in native heart tissue. 
When electrical stimulation is applied, 3D cardiac 
microtissues displayed adult-like gene expression 
profiles, sarcomere structure, and electromechan-
ical properties [36], which suggests that the 3D 
culture approach may have improved predictive 
potential and further supports their use for drug 
screening and disease modeling. A blinded multi-
center study evaluated the responses to 
36 compounds with known positive, negative, or 
neutral inotropic effects of human iPSC-CMs in 
2D monolayers compared to 3D engineered heart 
tissues. Compared to the 78% accuracy reported 
for animal models in predicting the contractility 
changes of the human heart, the reported accuracy 
of contractility-related assays with human iPSC-
CMs was 85% for 2D monolayers and 93% for 
3D engineered heart tissues [37]. Nevertheless, 
contaminations of cytokines or growth factors in 
natural hydrogel materials may limit the use of 
microtissue models for drug development [31]. 

As is the case with the liver, the heart is com-
posed of multiple cell types. Co-culture of 
pre-differentiated cardiomyocytes, endothelial 
cells, and cardiac fibroblasts in more complex 
3D environments (e.g., spheroids) may be more 
physiologically relevant to adult hearts and may 
better recapitulate the effects of therapeutics. For 
example, human iPSC-CMs co-cultured with car-
diac endothelial cells and cardiac fibroblasts in 
spheroids have been reported to show a similar 
sensitivity (73%) but improved specificity, for 
evaluation and detection of structural 
cardiotoxins (84%), as compared to the mono-
layer culture of human embryonic stem cell-
derived cardiomyocytes (74%) [38]. By 
integrating other types of cells into the culture, 
cardiac spheroids hold the potential to build 

highly integrated MPS that may enable the vas-
cularization, innervation, and crosstalk between 
immune cells and cardiomyocytes. 

Organoid culture is another widely used 
scaffold-free 3D culture technique that mimics 
the cellular heterogeneity of cardiac tissue. In 
contrast to 3D spheroid MPS models, the multiple 
distinguishable cell types of cardiac organoids are 
differentiated from iPSC and self-organized into 
3D structures. Several recently developed cardiac 
organoid models have built an endothelial net-
work into the organoids that resemble some 
chamber-like features during early heart develop-
ment [32]. Due to the embryonic and fetal-like 
characteristics, the cardiac organoid models are 
currently mainly used for the research of heart 
development and regeneration. The lack of repro-
ducibility is another major obstacle limiting the 
use of cardiac organoid models [31]. 

In recent years, heart-on-a-chip MPS models 
(Heart-Chips) have been developed to reproduce 
the mechanisms and reactions of heart cells to test 
drugs. The constant perfusion and mechanical 
stimulation in Heart-Chips mimic the molecular 
transport and mechanics of the heart under in vivo 
conditions. Nevertheless, most Heart-chips only 
resemble the ventricular-like tissue, given that it 
may be desirable to mimic the four-chamber 
structure and the electrophysiology of the heart 
to reliably predict the potential risk for in vivo 
cardiotoxicity [31]. The multiorgan-on-a-chip is 
another interesting development, which connects 
several organs in one MPS platform and enables 
the investigation of the systemic effects of drugs 
and their metabolites. For example, the integra-
tion of tumor, liver, and heart models can evaluate 
the efficacy of anticancer drugs and off-target 
cardiotoxicity of the parent drugs and their 
metabolites [32]. The installation of endothelial 
barriers into multiple organ chips via vascular 
perfusion has been shown to mimic the systemic 
transportation of small molecules between organs 
and enabled the prediction of the distribution of 
molecules in multiple organs [32]. Although 
these complex MPS models hold promise to pro-
vide more physiological, human-relevant data for 
in vitro to in vivo extrapolation (IVIVE), it will 
likely be necessary to reduce the cost and improve



the throughput of the heart- or multiorgan-on-a-
chip technologies to enable efficient cardiac 
safety evaluation of drugs and drug candidates 
in pre-clinical studies. In addition, the absorption 
of small molecules by polydimethylsiloxane 
(PDMS), a widely used material to build 
microfluidic organ-on-chip devices, should be 
considered in IVIVE. Developing MPS with ani-
mal cells and meaningful comparisons of the 
results obtained from traditional animal toxicol-
ogy models after exposure to well-characterized 
positive and negative reference compounds will 
be essential for the wide adoption of the MPS 
approaches in drug development and regulatory 
use in risk assessments. 
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14.3.2 Potential to Enhance 
Post-Marketing Surveillance 
with Patient- and 
Disease-Specific Human 
iPSC-Derivatives 

Although drug safety is evaluated in patient 
populations prior to market approval decisions, 
there may be patient subgroups with increased 
sensitivity to some adverse effects that don’t 
become apparent until the post-market phase. 
These cardiotoxic effects could include inhibition 
of cardioprotective survival signaling pathways 
or enhanced deleterious effects in patient 
subgroups with CV comorbidities [3]. The estab-
lishment of NAMs for various CV disease models 
could facilitate the evaluation of the potential risk 
in certain patient subgroups that were outside the 
scope of clinical trials in the initial market appli-
cation. Thus, CV disease model NAMs could be 
used in post-marketing surveillance to further 
evaluate patient subgroups, such as those carrying 
genetic variants/mutations or those with underly-
ing CV diseases. 

Human iPSC-derivatives carrying donor-
specific genetic information can be valuable 
models for disease modeling. Specifically, 
human iPSC-CMs have been used to study the 
pathogenesis of several major inherited 
cardiomyopathies, including Long QT 
syndromes, Brugada syndrome, 

catecholaminergic polymorphic ventricular 
tachycardia, arrhythmogenic right ventricular 
dysplasia, hypertrophic cardiomyopathy, dilated 
cardiomyopathy, arrhythmogenic cardiomyopa-
thy, Duchenne muscular dystrophy, Barth syn-
drome and Pompe disease (metabolic 
cardiomyopathy) etc. [39, 40]. Patient-specific 
iPSC-derived endothelial cells and smooth mus-
cle cells have effectively modeled disease 
phenotypes and/or mechanisms of idiopathic and 
family pulmonary arterial hypertension, calcific 
aortic valve disease, Marfan syndrome, 
supravalvular aortic stenosis and Williams-
Beuren syndrome [40]. Moreover, human iPSC-
CMs have been reported to recapitulate the inter-
individual variation of clinical susceptibility to 
oncology drug-induced cardiotoxicity[40]. There-
fore, growing evidence suggests that genetic 
screening and drug toxicity testing with donor-
specific iPSC derivatives may enable patient strat-
ification and identification of individuals who 
may be genetically predisposed to drug-induced 
CV toxicity. 

Several drugs have been removed from the 
market due to cardiotoxicity in patient subgroups, 
such as those with diseased hearts, that weren’t 
identified in pre-market clinical trials [3]. Thus, 
drug testing in human iPSC-based disease models 
may aid in revealing “hidden” cardiotoxicity, 
which could avoid unnecessary harm to patients. 
Human iPSC-CMs have also been employed to 
model the pathophysiological changes of com-
mon non-hereditary cardiomyopathy. For exam-
ple, chronic exposure of human iPSC-CMs to 
norepinephrine generated an in vitro model of 
heart failure, which mimicked features of clinical 
heart failure such as cardiomyocyte hypertrophy, 
contractile dysfunction, cell death, and release of 
N-terminal pro B-type natriuretic peptide, a com-
monly used clinical diagnostic biomarker of heart 
failure [39]. In addition, human iPSC-CMs 
exposed to hydrogen peroxide have been shown 
to mimic ischemic injury. A potential 
cardioprotective agent was identified in the 
human iPSC-CM-based ischemic injury model, 
which was then shown to reduce ischemia-
reperfusion injury in mice [40].
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Fig. 14.1 The basic 
flowchart for developing a 
QSAR model 
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Currently, patient- or disease-specific iPSC-
CMs and disease models of CV MPS are used 
primarily to investigate the pathophysiology of 
CV disease or mechanisms underlying certain 
disease phenotypes and to screen potential thera-
peutics. Although such disease models hold 
potential to increase our understanding of drug 
mechanisms of action, it is important to verify if 
the models can be unitized to reveal “hidden” 
cardiotoxicity, as seen in clinical practice. Careful 
validation of the in vitro disease models and 
accurate data explanation is needed to enhance 
post-marketing surveillance and avoid inducing 
severe CV adverse reactions in those vulnerable 
patients. 

14.4 QSAR Modeling 

QSAR and other emerging in silico models are 
attractive NAM approach for drug safety assess-
ment. QSAR is an approach using computational 
modeling to build a relationship between 
biological activities and the structural properties 
of chemicals. Currently, the QSAR model has 

been widely used in drug development due to its 
rapid attainment of results, and the fact that phys-
ical drug substances are unnecessary. The basic 
flowchart for developing a QSAR model is 
illustrated in Fig. 14.1. To develop a QSAR 
model, three basic components generally need to 
be considered: (1) toxicity dataset and molecular 
descriptors of compounds, (2) computational 
algorithm, and (3) model evaluation. 

14.4.1 Toxicity Dataset and Molecular 
Descriptors of Compounds 
for QSAR Modeling 

The first component of QSAR modeling is the 
toxicity dataset, which is composed of a set of 
chemicals with known chemical structures and 
measured bioactivity endpoints for prediction. 
The bioactivity endpoints are usually study-
specific but can include toxicity endpoints that 
assess carcinogenicity, cytotoxicity, or other 
measurements such as lipophilicity. For develop-
ing a QSAR model, the dataset is usually divided



into a training set for building the model and a 
validation set to evaluate the model performance. 
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The basic assumption for QSAR modeling is 
that similar compounds share similar biological 
activities. Based on this assumption, the chemical 
structures of chemicals can be compared to infer 
their potential bioactivity. To construct a QSAR 
model, chemical structures need to be 
transformed into numerical descriptors, which 
represent the structural characteristics of the 
compounds. Specially designed algorithms can 
be used to generate mathematical representations 
of chemical structures and physicochemical 
properties, referred to as molecular descriptors. 

Molecular descriptors can be qualitative or 
quantitative. As a numeric representation of 
chemical structures, they can range from simple 
counts of a particular atom type, such as sulfur 
(S) or nitrogen (N), to the distribution of 
properties, such as charge across a molecule sur-
face. Additionally, a molecular descriptor could 
also be used to describe the value of the 
molecule’s physiochemical properties. For 
instance, logP is a widely used descriptor 
representing the lipophilicity of chemicals, 
which can be calculated using a commercial or 
public chemometric tool or can be experimentally 
measured through the partitioning of the molecule 
between lipophilic and aqueous phases. 

The most used are topological descriptors, 
which consider connectivity along with atom 
and bond labels of chemical structure. Topologi-
cal descriptors can stem from dimensionality or 
the origin of structure. Based on dimensionality, 
it can be categorized as 0D-descriptors such as 
count of specific atoms, 1D-descriptors such as 
structural fragments, 2D-descriptors such as topo-
logical indices, 3D-descriptors such as quantum-
chemical descriptors (e.g., size, steric, surface and 
volume descriptors), and 4D-descriptors, such as 
those derived from GRID or CoMFA methods. 
Meanwhile, the origin-based descriptors take into 
account graph theory-based topological 
descriptors, geometrical descriptors such as 
distances, valence angles, and surfaces, constitu-
tional descriptors such as functional group count, 
and thermodynamic descriptors such as entropy, 
and quantum-chemical descriptors. A 3D-QSAR 

descriptor approach, 3D-SDAR, reported reliable 
and reproducible modeling of human 
Ether-à-go-go Related Gene (hERG) potassium 
channel affinity [41], resulting in the identifica-
tion of a three-center toxicophore composed of 
two aromatic rings and an amino group, which is 
similar to an earlier reported phospholipidosis 
toxicophore. 

Many commercial or open-source software 
package algorithms have been published or pri-
vately developed for calculating molecular 
descriptors from chemical structure [42], such as 
Mold2 (https://www.fda.gov/science-research/ 
bioinformatics-tools/mold2), and several com-
mercial software packages [43]. The Mold2 pack-
age was developed by the FDA’s National Center 
for Toxicological Research (NCTR). Mold2 is 
free to the public and can generate 777 chemical 
descriptors, most of which are calculated from the 
2D chemical structure and are derived from those 
well-documented molecular descriptors reported 
in the literature. 

14.4.2 Computational Algorithms 
for Developing QASR Models 

After toxicity data is collected and molecular 
descriptors are generated, a computational algo-
rithm is used to develop QSAR models. Machine 
learning has been widely applied to develop 
QSAR models for predicting toxicity. As a branch 
of artificial intelligence, machine learning 
imitates the way that humans learn to analyze 
data. Using statistical methods and software, it 
can extract and discover hidden or non-obvious 
patterns encoded in molecular descriptors or bio-
activity data, upon which it bases predictions of 
the toxicity profile of new compounds. 

Many machine learning algorithms have been 
used in QSAR modeling for identifying chemical 
patterns in molecular descriptors and their rela-
tionship with toxicity. Some notable machine 
learning algorithms include Neural Networks, 
Deep learning, Logistic Regression, Naïve 
Bayes, K-Nearest Neighbors, Decision Forest/ 
Trees, and Support Vector Machines [44]. This

https://www.fda.gov/science-research/bioinformatics-tools/mold2
https://www.fda.gov/science-research/bioinformatics-tools/mold2


discussion will focus on neural networks and 
deep learning methods. 
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Neural networks are a branch of machine 
learning and the foundation of deep learning 
algorithms. Inspired by information processing 
in the human brain, the neural network algorithm 
mimics the way that biological neurons signal to 
one another and is constructed by connected units 
called artificial neurons, which are formed as 
layers. In a neural network, there is an intermedi-
ate set of hidden layers that receive the data 
modified by the previous layer in the sequence, 
and the consecutive layers are then connected 
using weights. This parallel neural network gets 
molecular descriptors input data from the first 
layer, which is then translated to the toxicity 
endpoints in the last layer. 

Deep neural networks or deep learning refers 
to a family of neural networks with multiple 
hidden layers, which has demonstrated success 
in the last few years. The “deep” in deep learning 
is refers to the depth of layers in a neural network. 
Compared with classical, or “non-deep”, machine 
learning, deep learning is less dependent on 
human intervention for learning. For example, 
deep learning is better at processing unstructured 
data, such as text and images, and it could auto-
matically extract important features from data, 
minimizing the dependency on human experts. 
Convolutional neural networks (CNN) and 
Recurrent Neural Networks (RNNs) are the two 
most common deep learning algorithms. CNNs 
work better for data presented in multiple arrays 
including computer vision and image classifica-
tion, while RNNs are more successful for tasks 
such as speech and language recognition, as it 
leverages sequential or time series data. Notably, 
deep learning also inherits the same problems 
associated with neural networks: overfitting and 
long computation time [45]. 

Kang et al. [46] developed a deep neural 
network-based model for predicting the risk of 
drug-induced liver injury. They used extended 
connectivity fingerprints of diameter 4 (ECFP4) 
to generate molecular descriptors and used the 
curated data from DILIrank [47], LiverTox [48], 
and other literature as the toxicity endpoints. A 

stratified tenfold cross-validation was used to 
select the best model, and the applicability 
domain was defined. Evaluation from the external 
validation data set showed their model’s perfor-
mance with an accuracy of 0.731, a sensitivity of 
0.714, and a specificity of 0.750. The model was 
further evaluated with four external data sets and 
15 drugs with DILI cases reported after the year 
2019. Li et al. [49] developed a deepDILI model 
with a Matthews correlation coefficient value of 
0.331, which performed better than several “non-
deep” machine learning algorithms. 

14.4.3 Statistical Metrics 
for Evaluating Model 
Performance 

Another critical step in QSAR modeling is to 
evaluate the model performance. The basic 
method to evaluate a model is to compare the 
predictions from the candidate model with the 
known outcomes using a statistical metric. The 
commonly used statistical metrics for QSAR 
models include area under the receiver operating 
characteristic (ROC) curve, accuracy, sensitivity, 
specificity, balanced accuracy, and Matthews cor-
relation coefficient (MCC). 

The area under the ROC curve is a quantitative 
metric for QSAR modeling which does not need 
the predefined cut-off threshold for prediction. A 
ROC curve is a graphical plot created by plotting 
the True Prediction Rate (TPR) against the False 
Prediction Rate (FPR) when given a variety of 
cut-off thresholds. 

TPR=TP= TPþ FNð Þ  
FPR= FP= FPþ TNð Þ  

Here, True Positive (TP)—the correct prediction 
of the positive class, True Negative (TN)—the 
correct prediction of the negative class, False 
Positive (FP)—the incorrect prediction of the pos-
itive class, False Negative (FN)—the incorrect 
prediction of the negative class. 

Accuracy is the most used statistical metric 
and is defined as the percentage of correct



Þ

Þ

predictions versus the total number of samples. Its 
formula for accuracy: Accuracy = (TP + TN)/ 
(TP + TN + FP + FN). Sensitivity and specificity 
represent the predictive accuracy in the positive 
and negative samples, respectively. These 
formulas are: Sensitivity = TP/(TP + FN) and 
Specificity = TN/(TN + FP). Accuracy can be 
biased when the dataset is unbalanced with regard 
to the ratio of positives and negatives. MCC is an 
alternative measure of accuracy for an unbalanced 
dataset, which is calculated through the Pearson 
product-moment correlation coefficient between 
actual and predicted values. The formula for 
MCC is as follows: 
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MCC= TP�TN-FP�FNð Þ= 
TPþFPð Þ� TPþFNð Þ� TNþFPð Þ� TNþFNð  

MCC falls within the range of [-1, 1], with -1 
and +1 representing perfect misclassification and 
perfect classification, respectively; when MCC = 
0, the prediction is random. 

Balanced accuracy is another statistical metric 
to evaluate model performance in the unbalanced 
dataset with the formula below 

Balanced accuracy 
= Sensitivityþ Specificityð =2 

14.4.4 A Case Study of QSAR Modeling 
for Drug-Induced Liver Injury 

QSAR models have been broadly developed to 
identify the potential liability of drug-induced 
liver injury at the early stage of drug discovery 
[50]. Here, a study to develop a QSAR model for 
predicting DILI will be discussed, which has 
applied external validation to ensure the model 
performance [51, 52]. 

A QSAR model was developed based on 
Mold2 molecular descriptors and a decision forest 
algorithm [53] using a training set of 197 drugs, 
which were annotated for the risk of drug-induced 
liver injury in humans based on FDA-approved 
drug labels [47, 54]. The developed QSAR model 
was first evaluated by internal validation that 

employed a 2000-run of tenfold cross-validation 
based on the training set. The mean accuracy 
from cross-validation was 69.7%, with a relative 
standard deviation (RSD) of 2.9%. The developed 
QSAR model was further externally validated by 
3 independent datasets, including an NCTR vali-
dation dataset comprised of 190 drugs [51], the 
Greene et al. dataset with 328 drugs [55], and the 
Xu et al. dataset with 241 drugs [15]. The accu-
racy from the validation results for these three 
datasets were 69.7%, 61.6% and 63.1%, respec-
tively. The performances evaluated by internal 
and external validation by different datasets are 
consistent, suggesting that the developed QSAR 
model is robust and could be useful in assessing a 
drug’s risk for causing drug-induced liver injury 
in humans. 

14.5 Concluding Remarks 

The development of NAMs is promising. Cur-
rently, some of the NAMs are beginning to be 
utilized in regulatory applications. For example, 
human cardiomyocyte-based in vitro assays and 
in silico modeling have been accepted into the 
international regulatory guidance ICH S7B/E14 
Q & A to supplement traditional hERG assay and 
animal studies for cardiac safety assessment 
[6]. Also, in vitro models of hepatocyte spheroids 
and in silico modeling had been utilized to sup-
port the hepatotoxicity assessment of Ubrogepant 
[56]. Furthermore, an in vitro-in silico quantita-
tive systems pharmacology approach has been 
recommended by the FDA for the efficacy evalu-
ation of Naloxone [56]. Despite this notable prog-
ress, most of the emerging technologies, 
particularly various MPS, are not yet normally 
submitted in support of regulatory decision 
making and have not been rigorously tested or 
qualified for regulatory use. It is imperative that 
NAM approaches continue to be critically 
evaluated to see if their use can support drug 
development by increasing the understanding of 
drug mechanisms of action and drug safety, 
including how the predictivity of these 
approaches compares to existing risk assessment



methods and tools currently used to support regu-
latory applications. There have been active 
discussions regarding the potential regulatory 
use of NAMs among industry, academia, and 
regulatory authorities. Continued discussions 
among stakeholders on the utility, benefits, 
limitations, and challenges of NAMs are essential 
for applying the novel technologies to strengthen 
industry’s internal review process and to inform 
regulatory decision making. The eventual regu-
latory acceptance of NAMs will require general 
consensus of stakeholders on performance criteria 
of the methods and strategies to determine which 
and how the NAMs can be moved forward for 
regulatory use. 
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Abstract 

The use of conventional healthy animals 
(CHAs) has long been a mainstay of nonclini-
cal safety testing as well as evaluation of effi-
cacy of new chemical entities (NCEs) in the 
discovery setting. However, the potential 
value of directed animal models of human 
disease (AMDs) has increasingly been of 
value in evaluation of both disciplines. While 
more frequently employed in the evaluation of 
efficacy (discovery phase), there has been 
increasing interest in utilizing AMDs in inves-
tigation of the safety (development phase), 
particularly in the development of targeted 
NCEs that may not be appropriate for testing 
in CHAs. While it is accepted that no animal 
model (neither CHA nor AMD) will accurately 
predict all risks (or potential benefits) of an 
NCE, careful selection of the model with an 
understanding of the pros and cons of each 
model will optimize the results of 
investigations. This chapter will outline some 
of the major organ systems, human diseases, 

and associated AMDs along with 
considerations for their use. 
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15.1 Introduction 

Historically, studies utilizing conventional 
healthy animals (CHAs) have provided all or the 
preponderance of nonclinical safety information 
to support the safety of new chemical entities 
(NCEs) prior to and during clinical development. 
Conventional healthy animals have been defined 
as animals that have not been genetically, surgi-
cally, or chemically altered to produce disease 
[1]. Animal models of human disease (AMDs) 
have long been an accepted and integral compo-
nent in determination of potential efficacy of 
many NCEs. More recently, the potential value 
of AMDs in the prospective evaluation of safety 
and/or retrospective elucidation of mechanisms of 
toxicity of NCEs has been a topic of considerable 
interest and selected use of AMDs has provided 
considerable value in support of clinical develop-
ment. While AMDs have great potential value, 
their use, model selection and study design
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should be carefully considered to optimize their 
utility in providing clarity for path forward in 
nonclinical and clinical development. 
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Table 15.1 When are animal models of disease useful or appropriate? 

Study intent Comments 

Proof of concept efficacy studies • Most common use of animal models in drug discovery 
Early discovery safety 
information

• Targeted set of safety endpoints and biomarkers
• Aid in the identification of target organ toxicities or consequences of 

exaggerated pharmacology 
Mechanism of toxicity/ 
hypothesis testing

• Provide insight into the pathogenesis and/or relevance of toxicities noted in 
CHAs or understand the pathogenesis of unexpected toxicity in a clinical setting

• Of value in cases where the pharmacodynamic effect of drugs under health 
physiologic conditions is different from a drug’s effect in disease states 

Target engagement when CHAs 
lack the target

• Evaluate on-target toxicity of on-target adverse 

Table 15.2 What are some challenges or limitations in utilizing an animal model of disease? 

Consideration Comments 

Analogy to human disease • AMD should reliably exhibit all critical manifestations of the disease relevant to the 
investigation 

Homogeneity with respect 
to disease

• Consistency with respect to disease manifestation is critical 

Background changes • Evaluation of background changes prior to model selection/study start 
Unintended manifestation • Long term testing may not be feasible (especially for control and low dose groups 

such as with hyperglycemic or hypertensive model) 

A previous publication has provided general 
guidance or recommendations for when animal 
models are useful or appropriate and 
considerations for challenges and limitations 
[2]. The salient recommendations and 
considerations are outlined in Tables 15.1 and 
15.2. 

This chapter will outline some of the available 
models of human disease by an organ/system 
approach. While adverse effects are often 
identified in CHAs, some may be more easily 
predicted in an AMD. From a clinical perspective, 
adverse responses involving the hepatic, cardio-
vascular, neurologic, and gastrointestinal system 
are the most frequent adverse events resulting in 
termination of clinical development 
[3, 4]. Examples of some of the primary AMDs 
for these four organ systems as well as the renal 
and respiratory systems are outlined in this chap-
ter. While the listing is not intended to provide all 

examples of human diseases and associated 
AMDs, sufficient examples and detail are 
included to provide the reader with an overall 
understanding that there is no one model that is 
optimal or even acceptable for evaluation of a 
human disease state. Instead, multiple AMDs are 
typically available, and selection of the model 
must be made based on the question or hypothesis 
to be addressed. 

15.2 Hepatic Disease Models 

15.2.1 Hepatic Toxicity: Relevance 
to Efficacy Evaluation 
(Discovery) and Drug Attrition 
(Drug Development) 

Given the worldwide prevalence of liver diseases 
(LD), there is a need to develop animal models to 
help researchers identify therapeutic targets and 
develop effective treatments [5]. Understanding 
of liver injury pathogenesis and progression is



imperative to developing new therapeutics. How-
ever, the current rodent models are unable to 
mimic human liver diseases completely, espe-
cially all the clinical aspects seen in humans 
[6]. A good animal model should be able to 
replicate the etiology and progression observed 
in human disease through the various stages 
starting from hepatomegaly to steatosis, fibrosis/ 
cirrhosis and lastly the end stage of hepatocellular 
carcinoma [7]. Most models recapitulate only 
certain aspects of the human disease and hence 
can be used to answer only specific research 
questions [8]. 
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15.2.2 Hepatic Toxicity: Reason 
for Insufficient Translation from 
Animal to Human 

Alcohol-related [AFLD] and non-alcoholic fatty 
liver disease (NAFLD) are the most prevalent 
metabolic liver diseases [9]. Both diseases share 
similar pathogenesis and histopathological 
findings spanning from fatty liver, steatosis, 
steatohepatitis leading to advanced chronic liver 
disease manifesting as fibrosis, cirrhosis and 
finally primary liver cancer [5]. Due to the com-
plex underlying pathogenesis, which has not been 
elucidated yet, there are no animal models that 
can mimic human disease progression. Most 
models replicate one or more specific pathways 
and have played a pivotal role in elucidating 
pathophysiological mechanisms underlying 
these diseases. Taking the example of 
phosphodiesterase-4 inhibitor ASP9831, which 
selectively inhibited activated macrophages and 
Kupffer cells and lowered alanine transaminase 
(ALT) levels, necroinflammation and fibrosis in 
two ALD animal models (acute hepatitis model 
and a methionine and choline deficient (MCD) 
diet NASH model), it did not have any results in 
human clinical trials [10]. Thus, model selection 
is important in order to understand the process 
being investigated. Some of the commonly 
utilized models are outlined in Table 15.3. 

15.3 Cardiovascular Disease Models 

15.3.1 Cardiac Toxicity: Relevance 
to Efficacy Evaluation 
(Discovery) and Drug Attrition 
(Drug Development) 

Cardiac toxicity is a major cause of drug attrition 
during clinical development and post-approval 
drug withdrawal of new drugs [15]. Drug attrition 
due to cardiovascular toxicity is relatively rarely 
encountered early in Phase I development, being 
approximately 9% of total drug attrition [16] but 
is a major cause of attrition of drugs withdrawn 
post-approval ranging from approximately 16% 
[17] to approximately 45% of total drug attrition 
[4]. The reason for the higher attrition rate later in 
clinical development and post-approval may be 
related to longer periods of administration of the 
compound to subjects/patients with higher risk 
factors and other factors. In addition to being a 
major cause of drug attrition during clinical 
development, spontaneous cardiovascular 
disorders are common in humans, thus 
necessitating models to evaluate the potential 
therapeutic benefit of NCEs in their amelioration. 

15.3.2 Cardiac Toxicity: Reason 
for Insufficient Translation from 
Animal to Human 

While there are general similarities in anatomy of 
the cardiovascular system between animals and 
humans, there are a multitude of physiologic 
differences, particularly when considering 
differences between humans and rodents that 
may preclude accurate prediction of the potential 
for an effect on the cardiovascular system. 

Small animal models (mice and rats) are com-
monly utilized, with general advantages being a 
short reproductive cycle, large litters, a well-
known genome, and relative low cost. While 
large animals (primarily pigs and dogs but also 
rabbits, sheep, and nonhuman primates) may be
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Table 15.3 Examples of available models to predict hepatic toxicity: advantages and limitations 

Species Animal model Relevant pathology findings Pros and cons References 

Alcoholic liver disease (ALD) model 
Rat/ 
mouse 

Alcohol in drinking 
water; ad libitum

• Steatosis, increased 
inflammatory cell infiltrates

• Pros: easy to perform, steatosis
• Inflammatory infiltrates
• Cons: no progression beyond 

steatosis 

[5, 7] 

Rat/ 
mouse 

Meadows-Cook (MC) • Steatosis and 
inflammatory cell infiltrates

• Pros: easy model, animal fed 
regular diet, and alcohol is mixed 
in drinking water, model of early 
alcoholic liver injury closer 
representation of human alcoholic 
liver injury than Lieber-DeCarli 
(LD) model

• Cons: less steatosis, no change 
in neutrophils (inflammatory 
infiltrates) 

[11] 

Rat/ 
mouse 

Lieber-DeCarli diet • Steatosis, inflammatory 
cell infiltrates

• Pros: early stages of ALD— 
early hepatic lesions of ALD: 
steatosis, activation of Kupffer 
cells, ROS generation, and 
hepatocyte cell death. Easy to 
handle, accurate, reliable, 
inexpensive model

• Cons: no liver fibrosis, more 
steatosis than MC model, low 
elevation of liver enzymes; no 
change in neutrophils 

[7, 12] 

Rat/ 
mouse 

NIAA (National 
Institute on Alcohol 
Abuse and 
Alcoholism-NIAAA) 
model

• Severe steatosis, 
hepatocellular damage, and 
hepatic neutrophil infiltration

• Pros: less costly, more time 
efficient, easy to perform, closely 
represents progression of human 
alcoholic hepatitis, marked 
elevation of fatty liver and 
enzymes indicating liver injury; 
mild fat accumulation in liver cells, 
slightly elevated liver enzymes 
indicating damage, and little or no 
inflammation

• Cons: high blood alcohol levels 

[13] 

Rat/ 
mouse 

Tsukamoto-French 
model

• Severe hepatic steatosis 
and necrosis

• Pros: progressive changes, 
fibrosis with Kupffer cell activation 
and inflammatory infiltrates

• Cons: limited use owing to its 
technical difficulty, and its 
requirement for intensive medical 
care and expensive equipment, 
long-term feeding with a high 
mortality rate 

[5, 13] 

Non-alcoholic liver disease (NALD) model 
Rat/ 
mouse 

Methionine and 
choline deficient 
(MCD) diet

• Steatohepatitis, fibrosis, 
and necro-inflammatory foci 
containing lymphocytes and 
neutrophils

• Pros: oxidative stress and 
changes in cytokines and 
adipokine; elevated AST, ALT

• Cons: only minor inflammation 
and fibrosis, significant weight loss 
(~40%) 

[5, 10] 

Rat/ 
mouse

• Pros: a significant amount of 
fibrosis, increased ALT 

[5, 10]



• Cons: metabolic features of
hu man NAFLD still fail to appear
wh en used in the same time frame
as the MCD diet

better models for predicting cardiovascular toxic-
ity in a clinical setting, their use may be compli-
cated by other factors (cost, higher test article 
requirements, and maintenance challenges).
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Table 15.3 (continued)

Species Animal model Relevant pathology findings Pros and cons References 

Choline-deficient 
l-amino acid-defined 
diet

• Steatohepatitis, mild 
ballooning degeneration, 
fibrosis 

Rat/ 
mouse 

High-fat diet (HFD) • Steatosis, fibrosis and 
hepatic necrosis, inflammation

• Pros: phenotype similar to the 
human disease, characterized by 
obesity (after 10 weeks), insulin 
resistance (hyperinsulinemia after 
10 weeks and glucose intolerance 
after 12 weeks) and hyperlipidemia, 
increased ALT, AST

• Cons: steatosis and 
inflammation are substantially less 
pronounced, minimal fibrosis, 
requires a large sample size due to 
variability in steatosis,  
inflammation and fibrosis 

[5, 10] 

Rat/ 
mouse 

Modified HFD • Severe steatosis, 
ballooned hepatocytes, 
inflammatory infiltrates, 
satellitosis, Mallory-Denk 
bodies

• Pros: significantly higher 
plasma triglycerides, higher ALT 
levels and more steatosis

• Cons: significantly higher 
plasma triglycerides, higher ALT 
levels and more steatosis 

[5, 10] 

Liver fibrosis 
Rat/ 
mouse 

Chemical induced: 
CCl4

• Inflammation, fibrosis, 
early cirrhosis

• Pros: low cost to develop, easy 
implementation

• Cons: animal welfare concerns, 
variable tolerability, differences in 
administration route, dose, etc., can 
cause discrepancies between 
studies 

[5, 14] 

Rat/ 
mouse 

Thioacetamide • Fibrosis, cirrhosis • Pros: suitable for the study of 
connective tissue metabolism in 
fibrotic and cirrhotic models; not 
hepatotoxic; more periportal 
inflammatory cell infiltration and 
more pronounced ductal 
hyperplasia

• Cons: liver injury and fibrosis 
are dependent on CYP2E1 

[5] 

15.3.3 Atherothrombotic Disease 

Atherothrombotic disease in humans is responsi-
ble for considerable morbidity and mortality in 
humans, particularly in developed countries 

[18]. The atherothrombotic disease is a complex, 
multifactorial disease with different etiologies 
that synergistically promote lesion development. 
Mouse models have been of particular use to 
study the development and progression of these 
complex lesions. Some of the commonly utilized 
models are outlined in Table 15.4.
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Table 15.4 Examples of available models to predict cardiac toxicity (atherothrombotic disease): advantages and 
limitations 

Species Animal model Relevant pathology findings Pros and cons References 

Mouse LDLR-/- • Deficient in LDLR → delayed 
clearance of VLDL and LDL from 
plasma → moderate increase of 
plasma cholesterol with associated 
atherosclerosis lesions (foam-cell 
fatty streak)

• Pro: accelerate severity of 
hypercholesterolemia and lesions by 
feeding a high-fat, high cholesterol 
diet

• Con: response to treatment 
varies from lowering plasma 
cholesterol without effect on 
atherosclerosis to weak lesion 
reduction with or without lower 
plasma cholesterol 

[19, 20] 

ApoE-/- • Marked increase in plasma 
levels of LDL and VLDL due to a 
failure in clearance through the 
LDLR and LDLR-related proteins

• Pro: under normal dietary 
conditions, dramatically elevated 
levels of cholesterol → extensive 
widely distributed lesions in aorta; 
exacerbate by high-fat diet

• Con: infrequency of plaque 
rupture and thrombosis (common 
complications of human disease) 

[19, 21] 

Diabetes-
accelerated 
atherosclerosis

• Type I diabetes induced by 
streptozotocin or viral injection 
(models include LDLR-/- and 
apoE -/- mice)

• Pro: diabetes induction does not 
markedly change plasma lipid levels 
and thus mimics accelerated 
atherosclerosis in the human disease

• Pro: useful in demonstrating the 
importance of inflammatory and 
immunological mechanisms in the 
formation and progression of 
atheroma plaque; monitor with 
non-invasive imaging 

[19, 22, 
23] 

Rabbit Atherosclerosis 
with an 
inflammatory 
component

• High-cholesterol diet + repeated 
or continuous intimal injury (e.g., 
indwelling aortic catheter, balloon 
angioplasty) → resemble human 
plaques (inflammatory component)

• Pro: evaluate influence of 
inflammation on atherosclerotic 
plaques (hyperlipidemic rabbits + 
arthritis)

• Pro: model for plaque rupture— 
aggressive vascular injury + 
hyperlipidemic diet—resembles 
human familial 
hypercholesterolemia; monitor with 
non-invasive imaging 

[19, 24, 
25] 

Pig Diabetes-
induced 
accelerated 
atherosclerosis

• Diabetes + 
hypercholesterolemia → model for 
“vulnerable” plaque

• Pro: Probably the best way to 
recreate human plaque instability— 
evaluate plaque-stabilizing 
therapies

• Cons: High cost, difficult 
handling, few genomic tools 

[19, 26] 

15.3.4 Abdominal Aortic Aneurysms 
(AAA) 

Animal models of atherothrombotic abdominal 
aortic aneurysms are essential in the nonclinical 
evaluation of potential NCEs for the suppression 
of aneurysmal degeneration. Recent insights into 

the development of human AAA have come from 
studies in mouse models, with elastase-induced 
AAA appearing to recapitulate many of the 
features of human AAA. Some of the primary 
models to investigate development and/or poten-
tial for benefit of NCEs for AAA are outlined in 
Table 15.5.
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Table 15.5 Examples of available models to predict cardiac toxicity (abdominal aortic aneurysms): advantages and 
limitations 

Species Animal model Relevant pathology findings Pros and cons References 

Mouse Calcium 
chloride 
induced

• CaCl2 applied between renal 
arteries and iliac bifurcation

• Pro: significant dilatation of 
aorta within 14 days; no need for 
mechanical intervention

• Pro: developed for other species 
(e.g., rabbit) 

[19] 

Elastase 
induced

• Infuse a segment of the aorta 
with elastase → degradation of 
elastic fibers → aortic wall 
inflammation and dilatation

• Pro: significant dilatation of 
aorta within 14 days (100% increase 
in diameters)

• Pro: recapitulates many features 
of human disease (increased 
expression of MMPs, cathepsin, and 
other proteases)

• Pro: developed for other species 
(e.g., rabbit) 

[19, 27, 
28] 

Angiotensin 
II-induced

• Inflammation of aortic wall → 
vessel dissection and rupture; 
severity is higher in apoE-/- and 
LDLR-/- males

• Con: location different from 
humans (suprarenal vs. infrarenal)

• Con: No clear association 
between angiotensin II and 
aneurysms in human 

[19] 

Spontaneous 
mutants

• Blotchy mouse—spontaneous 
mutation on the X chromosome → 
abnormal copper absorption → 
weak elastic tissue due to failed 
crosslinking of elastin and collagen 
→ aortic aneurysms

• Con: due to other systemic 
effects, cardiovascular effects may 
be difficult to interpret 

[19, 29] 

Rabbit Various 
methods (e.g., 
CaCl2 or 
elastase-
induced)

• See CaCl2 and elastase-induced 
above

• Pro: rabbit aneurysms more 
closely resemble human aneurysms 
hemodynamically and histologically 
(vs. mouse) 

[19] 

Pig Balloon 
angioplasty + 
collagenase/ 
elastase 
solution

• Gradual expansion with 
degradation of aortic wall elastic 
fibers, inflammatory cell infiltrate 
and persistent smooth muscle cell 
loss

• Pros: numerous similarities with 
human abdominal aortic aneurysms

• Cons: complex animal handling, 
special housing, surgical room 
facilities, animal cost, reduced 
sample sizes 

[19, 30] 

15.3.5 Heart Failure 

As is the case with other cardiovascular disorders 
in humans, heart failure is increasingly associated 
with morbidity and mortality, particularly in 

developed countries with an aging population. 
Both small and large animal models are available 
for evaluation of the pathogenesis or potential 
efficacy of NCEs. Some of the primary models 
are outlined in Table 15.6.



248 S. J. Morgan et al.

Table 15.6 Examples of available models to predict cardiac toxicity (heart failure): advantages and limitations 

Species Animal model Relevant pathology findings Pros and cons References 

Rat/ 
mouse 

Surgical method— 
left coronary artery 
ligated or 
cauterized

• Myocardial infarction and potential 
for effect on ventricular function

• Pros: efficient and 
reproducible; temporary or 
permanent occlusion 

[31, 32] 

Pharmacological 
method

• β-1 adrenergic receptor agonist (e.g., 
isoproterenol)—administration before 
ischemia → cardioprotective action but 
higher doses induce cardiomyocyte 
necrosis, left ventricular dilatation/ 
hypertrophy

• Pros: efficient and 
reproducible 

[33] 

Pig Balloon 
catheterization of 
descending 
coronary artery

• Myocardial infarction and 
subsequent sequelae

• Pros: collateral 
coronary circulation and 
arterial anatomy of pigs like 
human
• Cons: requires 

specialized equipment, 
dedicated surgical facilities 
and skilled personnel 

[34] 

Rabbit Surgical method— 
left coronary artery 
ligated

• Myocardial infarction and 
subsequent sequelae

• Pros: less expensive 
than pig; sarcomeric 
proteins in rabbits like 
human 

[35] 

WHHL rabbit 
model (does not 
require surgery)

• Myocardial infarction and 
subsequent sequelae

• Pros: as with 
conventional rabbit
• Cons: does not have 

plaque rupture 
(conventional rabbit does 
not either) 

[36] 

15.4 Nervous System Disease 
Models 

15.4.1 Nervous System Toxicity: 
Relevance to Efficacy 
Evaluation (Discovery) 
and Drug Attrition (Drug 
Development) 

Animal models are essential to understand the 
underlying pathology and molecular mechanisms 
of nervous system toxicity (neurological 
disorders/ neurodegenerative disease); and serve 
as valuable tools in nonclinical settings to evalu-
ate new drug candidates. However, these models 
have limitations, most of which can be attributed 
to the complexity of the nervous system. In ner-
vous system models, the complexity is further 
highlighted as there is a gap in understanding of 

the underlying mechanisms for the disorders or 
diseases, whether they have a genetic origin and 
how some of these conditions are heterogenous in 
nature with a lot of subjective variability which is 
not easily discernible in animals due to their 
inability to describe symptoms [37]. 

15.4.2 Nervous System Toxicity: 
Reason for Inadequate 
Translation from Animal 
to Human 

Neurological and neurodegenerative conditions 
are believed to arise either due to developmental 
deficits or functional impairment. Animal models 
are central in developing a basic understanding of 
neurological disease mechanisms such as initial 
cell death and repair in stroke, pathologies under-
lying Parkinson’s disease (motor and non-motor



pathologies), etc. However, these models often 
fail when they are used for nonclinical testing of 
drug candidates due to lack of translatability [38] 
as many observations such as anxiety, dizziness, 
headache are not discernible in the animal models 
[39]. Also, some neurological effects go unde-
tected in animal models, especially due to a 
pre-existing condition. 
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Most neurodegenerative disease models for 
Alzheimer’s disease (AD), Parkinson’s disease 
(PD), frontotemporal dementia (FTD) and 
amyotrophic lateral sclerosis (ALS) only recapit-
ulate the initial proteinopathy or some feature of 
the human disorder without fully recapitulating 
the entire human disease [40]. This limitation is 
mainly attributed to the complexity of the intact 
human nervous system and the lack of 
corresponding glial complexity, complex neuro-
nal circuits, absence of vascular and immunologic 
components in the animal models for these dis-
ease conditions [40]. Additionally, the shorter life 
span of rodents leads to incomplete development 
of neurodegeneration, thus falling short of 
modeling the aging-related changes observed in 
these diseases. Genomic differences between 
rodents and humans such as lack of well 
conserved RNA protein binding in rodents, 
RNA processing alterations all contribute towards 
less than perfect animal models for modeling 
neurodegenerative diseases [40]. 

Despite the limitations, these models provide 
valuable information on the mechanism and treat-
ment when they are used appropriately to answer 
specific questions [37]. Most models have good 
predictivity if they are used for compounds which 
act through known or established mechanisms. 
The majority of the models were developed for 
a particular class of medicines, for example, the 
forced swim test (FST) was first developed for 
tricyclic antidepressants, however, it needed to be 
refined when used for selective serotonin reup-
take inhibitors (SSRIs] [37]. Another example is 
pre-pulse inhibition, which is deficient in 
Schizophrenic patients, but can be recapitulated 
in rodents when treated with amphetamine. Like-
wise, certain transgenic mouse models such as 
R1/2 for Huntington’s disease are able to produce 
aberrant huntingtin protein and demonstrate 

characteristics of Huntington’s disease such as 
motor, mood and cognition deficits. Moreover, it 
has been demonstrated through transcriptional 
profiling that there is good concordance in the 
gene expression changes between animal models 
and humans. Recently developed transgenic 
models for Alzheimer’s disease (AD) and 
Amyotrophic lateral sclerosis (ALS) are also 
well validated and have robust behavioral assays 
[37]. Some of the commonly utilized models are 
outlined in Table 15.7. 

Besides the rodent models, other organisms 
such as Drosophila, C. Elegans, Danio rerio, 
yeast and other models have been tapped into to 
gain insight into the protein pathology underlying 
these neurodegenerative diseases which manifest 
as cellular and organism pathology. However, we 
are yet to develop more robust models that are 
translatable [40]. The current animal models have 
to be used in the context of a specific question as 
the majority of the models are capable of answer-
ing one or more questions but do not recapitulate 
the entire disease pathology. 

15.5 Gastrointestinal Disease 
Models 

15.5.1 Gastrointestinal (GI) Toxicity: 
Relevance to Efficacy 
Evaluation (Discovery) 
and Drug Attrition (Drug 
Development) 

In general, there is a high degree of concordance 
between GI disorders identified during nonclini-
cal testing and those identified in humans during 
clinical stages of drug development, particularly 
for studies in dogs [45, 46]. GI toxicity is 
estimated to contribute to the attrition of approxi-
mately 3.4% of drugs in the late stages of devel-
opment [47] and is responsible for approximately 
2% of post-approval drug withdrawals 
[4, 17]. Animal models of human GI diseases 
are most frequently used in drug discovery to 
elucidate disease pathogenesis and test the effi-
cacy of NCEs. Additionally, drug safety liabilities 
identified in the GI tract of CHAs may evoke
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(continued)
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Table 15.7 Examples of available models to predict CNS toxicity: advantages and limitations 

Relevant pathology 
findings 

Parkinson’s disease models 
Pharmacologic based models of PD 
Rat Reserpine model • No morphologic 

changes
• Pros: produces 

symptoms similar to those 
observed in the early stages 
of PD, good for early 
preclinical stages, detects 
motor deficits, short course
• Cons: no Lewy bodies 

or morphologic changes, 
lack of selectivity for 
dopamine 

[39, 41] 

Rat Pesticide induced model: 
rotenone and paraquat

• Lewy bodies, and 
selective loss of neurons 
(dopaminergic)

• Pros: detects motor 
deficits, short course-
progressive
• Cons: replicability is a 

challenge due to high 
mortality 

[39, 41] 

Rat/primate 1-Methyl 4-phenyl-1,2,3,6-
tetrahydro-pyridine 
[MPTP] model

• Selective loss of 
dopaminergic neurons

• Pros: detects motor 
deficits, short course
• Cons: metabolite [MPP 

+] is selectively taken up by 
dopaminergic neurons, 
where it inhibits complex I 
of the respiratory chain 

[39, 41] 

Rat 6-Hydroxy-dopamine 
[6-OHDA] model

• Selective loss of 
dopaminergic neurons

• Pros: detects motor 
deficits, short course-acute
• Cons: no Lewy bodies 

[39, 41] 

Genetic-based models of α-synuclein pathology 
Transgenic 
mouse 

Mutations in α-synuclein 
cause autosomal dominant 
PD

• Characteristic Lewy 
pathology
• Neurodegeneration

• Pros: exhibit robust 
non-dopaminergic deficits 
including anxiety, 
gastrointestinal dysfunction, 
non-DA related motoric 
dysfunction
• Cons: substantial 

neurodegeneration in 
absence of loss of DA 
neurons 

[40] 

Huntington’s disease models 
Transgenic 
mouse 

Transgenic models [R6 line 
of transgenic mice R6/1; 
R6/2, C57BL/6J BACHD]

• No histologic change • Pros: very aggressive, 
rapidly progressing form, 
overt behavioral symptoms, 
progressive motor deficit
• Cons: classical 

Huntington’s-like motor 
impairments seen in this 
transgenic model, do not 
occur due to degeneration of 
the striatum 

[39, 42, 
43] 

Alzheimer’s disease [AD] models 
Genetic-based models of amyloid pathology 
Rat/mouse • Pros: administer defined 

amounts of a specific Aβ 
[44]



Species Animal model Pros and cons References

species of known sequence
and length to develop
pathological changes,
deliver experimental results,
including plaque pathology,
within a timeframe of a few
weeks
• Cons: brain alterations

surpass the effect of aging
on AD progression

(continued)
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Table 15.7 (continued)

Relevant pathology 
findings 

Amyloid precursor protein 
[APP]/PSEN1 and PSEN2 
mutant mouse models

• Inflammation, 
microglial activation, and 
limited cell loss 

Transgenic 
mouse 

Amyloid precursor protein 
[APP]- genetically modified 
mice overexpressing APP 
or Aβ42

• Cerebral amyloid 
angiopathy, astrocytosis, 
microgliosis, mild 
hippocampal atrophy

• Pros: model amyloid 
deposition in senile plaques 
and some cases 
cerebrovascular amyloid
• Cons: lack of prominent 

tau accumulation 

[37, 40] 

Genetic based models of tau pathology 
Transgenic 
mouse 

Transgenic overexpression 
of mutations that cause FTD 
with Parkinsonism linked to 
chromosome 
17 [FTD-MAPT]

• Overt 
neurodegenerative changes
• Pick bodies 

(intracytoplasmic spherical 
inclusions) than the classic 
AD neurofibrillary tangle 
[NFT] pathology

• Pros: cognitive deficits, 
progression is exhibited
• Cons: exhibit only a 

subset of pathology 

[40] 

Amyotrophic lateral sclerosis (ALS) and frontotemporal dementia (FTD) models 
Transgenic 
rat/mouse 

Models of SOD1-related 
ALS

• Cortical and spinal 
motor neuron loss
• Glial activation
• Accumulation of 

misfolded protein

• Pros: severity of disease 
determined by the level of a 
transgene, while SOD1 gene 
deletion does not lead to 
motor neuron disease
• Cons: TDP-43 

pathology not recapitulated 

[40] 

Transgenic 
rat/mouse 

Models of TDP-43 
pathology

• Motor neuron 
degeneration

• Pros: TDP-43 is a major 
component of sporadic ALS 
and FTD
• Cons: neuronal 

degeneration and 
neuromuscular denervation 
occur without paralysis or 
reduced lifespan 

[40] 

Stroke 
Rat/mouse Occlusion model • Focal ischemia/ 

thromboembolism
• Pros: ischemic damage 

observed in discrete regions
• Cons: irreversible and 

difficult to control 

[37] 

Rat/mouse Emboli model • Major infarct/ischemic 
damage

• Pros: significant 
Ischemic damage
• Cons: not temporary and 

difficult to control 

[37] 

Pain 
Rat/mouse Chronic constriction injury 

[CCI] model
• Nerve injury/damage 

(neuropathy, degeneration 
of nerve fibers)

• Pros: reproducible
• Cons: technically 

challenging, time 
consuming 

[37]
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more severe GI toxicity in humans with GI dis-
ease. In such cases, additional safety evaluations 
in an animal model of human GI disease may be 
helpful when the target human population has a 
high prevalence of the disease.
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Table 15.7 (continued)

Relevant pathology 
findings 

Rat/mouse Spinal nerve ligation [SNL] 
model

• Nerve injury/damage 
(neuropathy, degeneration 
of nerve fibers)

• Pros: reproducible
• Cons: technically 

challenging, time 
consuming 

[37] 

15.5.2 Gastrointestinal Toxicity: 
Reasons for Insufficient 
Translation from Animal 
to Human 

Species variations in GI tract anatomy and physi-
ology, the distribution and abundance of drug 
metabolizing enzymes, and the absence of the 
requisite drug target in the appropriate cell type 
as well as variations in diet and microbiome all 
may contribute to insufficient translation from 
animals to humans during nonclinical develop-
ment with CHAs [48]. The rodent inability to 
vomit, in particular, is a hindrance to their use in 
some circumstances. Differences in disease path-
ogenesis between an AMD and a human disease 
may also contribute to inadequate translation 
from animals to humans. 

15.5.3 Inflammatory Bowel Disease 
(IBD) Models 

IBD is the term for two chronic inflammatory 
diseases affecting the GI tract: Crohn’s disease 
and ulcerative colitis. The exact cause of IBD is 
unknown, but a complex pathogenesis involving 
a dysregulated immune response to environmen-
tal triggers in genetically susceptible individuals 
has been proposed. Murine models of intestinal 
inflammation have provided major insights into 
the pathogenesis of IBD in recent years. Bowel 

inflammation in these models can be classified 
into four broad categories according to the patho-
genic mechanisms involved in the induction of 
inflammation: (1) mucosal barrier disruption; 
(2) impaired innate immunity; (3) exaggerated 
effector cell responses; and (4) defects in regu-
latory cells [49]. Chemically induced and geneti-
cally engineered models are the most commonly 
used models in drug development; they are pri-
marily used for efficacy testing and pharmacoki-
netic studies. Over 74 genetically engineered 
mouse strains have been created for studying 
IBD, 20 of which constitute susceptibility genes 
identified in human IBD. A discussion of these 
transgenic models is beyond the scope of this 
chapter; however, an excellent review of trans-
genic mouse models of IBD is provided by 
Mizoguchi et al. [50]. Some of the more salient 
models of IBD are outlined in Table 15.8. 

15.5.4 Gastrointestinal Ulcer Disease 

Gastroduodenal ulcers were traditionally consid-
ered to have resulted from the excess gastric acid 
secretion in association with diet and stress. Infec-
tion with Helicobacter pylori and the use of 
NSAID anti-inflammatory drugs are now consid-
ered the major risk factors for development of 
most gastroduodenal ulcers. H. pylori infection 
is associated with pangastritis or antral predomi-
nant gastritis leading to hypochlorhydria or 
hyperchlorhydria, respectively, and ulcer forma-
tion in the stomach or duodenum [56]. NSAID 
anti-inflammatory drugs induce ulcers by 
inhibiting the release of cyclooxygenase 
1 (COX-1)-derived prostaglandins, resulting in 
decreased gastric mucus and bicarbonate secre-
tion and reduced mucosal blood flow



[56]. Antibiotic treatment has reduced the preva-
lence of H. pylori-associated gastroduodenal 
ulcers. [57] Indeed, gastroduodenal ulcers are 
now most frequently associated with the use of 
NSAID drugs [58]. However, the development of 
antibiotic resistant strains of H. pylori highlights 

the need for continued research into new 
antibiotics and alternative strategies for 
preventing and treating H. pylori-associated gas-
tritis and gastroduodenal ulcers. 
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Table 15.8 Mouse models of inflammatory bowel disease 

Model Method of induction Features of disease/model Pros and cons References 

Dextran sodium 
sulfate (DSS) 

Addition to drinking 
water

• Epithelial cell injury/ 
colonic barrier disruption

• Activation of innate/ 
adaptive immune response

• Immune dysregulation/ 
loss of tolerance to 
commensal bacteria

• Changes in mucin 
content, microbiome, and 
metabolome

• Pros: rapid, simple, 
reproducible; useful for 
testing NCEs and 
investigating immunologic 
aspects of Crohn’s disease, 
including cytokine response/ 
oral tolerance mechanisms
• Cons: massive epithelial 

damage/microbial invasion 
may not be relevant for 
human IBD 

[51–53] 

Trinitrobenzene 
sulfonic acid 
(TNBS) 

Intrarectal TNBS 
(a hapten)

• Haptenation of proteins
• Inflammation via 

Th1-mediated delayed 
hypersensitivity, with 
features of Crohn’s disease

• Chronic TNBS colitis in 
BALB/c mice was used to 
investigate mechanisms of 
lamina propria fibrosis.

• Pros: rapid, simple 
reproducible; can induce 
acute, chronic, or relapsing 
colitis; colon neoplasia via 
initiator-promoter 
mechanism if animals 
pre-dosed with carcinogen; 
used to test the efficacy of 
Crohn’s disease 
immunotherapies
• Cons: high mortality 

under some conditions 

[52, 53] 

Oxazolone Intrarectal oxazolone 
(a hapten)

• Haptenation of proteins
• Distal colon 

inflammation resembles 
ulcerative colitis

• Prior sensitization 
(subcutaneous injection) 
induces longer duration 
colitis after intrarectal 
administration

• Pros: rapid, simple, 
reproducible; IL-13, NKT 
cells involved in 
pathogenesis; useful for 
testing NCEs
• Cons: NKT cell subset 

in oxazolone colitis are 
different than in ulcerative 
colitis 

[52, 53] 

Adoptive 
Transfer 

Wild type naïve T 
cells (CD4+ 
CD45RBhigh ) 
transferred to SCID or 
Rag1/2 knockout 
mice

• Colitis does not occur in 
germ-free mice, implicating 
altered barrier function/ 
invasion by commensal 
bacteria in the pathogenesis

• Established the role of 
Treg cells in inflammation/ 
maintenance of mucosal 
homeostasis

• Pros: reproducible; 
useful for testing NCEs
• Cons: expensive and 

labor intensive; the precise 
role of Tregs in human IBD 
not established 

[52–54] 

SAMP1/Yit 
inbred mouse 

Selective breeding • Barrier defect/ 
dysfunctional Tregs

• Spontaneous 
inflammation of the terminal 
ileum/cecum (primary site of 
Crohn’s disease)

• Pros: reproducible; 
useful for investigating 
pathways that precede 
disease onset 

[49, 52, 
55] 

Animal models have contributed substantially 
to our understanding of gastric physiology and



mechanisms of control of acid secretion. Animal 
models of Helicobacter-related gastric ulceration 
are limited to gnotobiotic pigs and Mongolian 
gerbils, with inconsistent reports of 
Helicobacter-related gastric ulceration in mice 
[59, 60]. Animal models of gastroduodenal ulcer-
ation in rodents induced by a variety of methods 
have been used to investigate the pathogenic 
mechanisms contributing to gastroduodenal 
ulcer formation and the efficacy of preventative 
and therapeutic NCEs. These were recently 
reviewed, and the features of these models are 
summarized in Table 15.9 [61, 62]. 
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15.6 Respiratory Disease Models 

15.6.1 Respiratory Toxicity: Relevance 
to Efficacy Evaluation 
(Discovery) and Drug Attrition 
(Drug Development) 

Quantitative evaluation of respiratory function in 
single-dose safety pharmacology studies com-
bined with microscopic evaluation of the respira-
tory tract in repeat dose studies is generally 
sufficient for detecting respiratory toxicity in non-
clinical studies. As such, respiratory toxicity is 
generally not a major cause of drug attrition dur-
ing the late stages of drug development [47] and 
is responsible for only 2–3% of post-approval 
drug withdrawals [4, 17]. Animal models of 
human respiratory disease are frequently used in 
drug discovery to elucidate disease pathogenesis 
and test the efficacy of NCEs. However, if respi-
ratory tract changes are identified in nonclinical 
safety studies in CHAs, it may be useful to per-
form additional safety evaluations in an AMD, 
especially if there is a high prevalence of the 
disease in the target patient population. 

15.6.2 Respiratory Toxicity: Reasons 
for Insufficient Translation from 
Animal to Human 

Species variations in respiratory tract anatomy 
and physiology, the distribution and abundance 

of drug metabolizing enzymes, and the absence of 
the requisite drug target in the appropriate cell 
type all may contribute to insufficient translation 
from animals to humans during nonclinical devel-
opment using CHAs. When using AMDs, 
differences in disease pathogenesis between the 
AMD and the human disease may also be a 
contributing factor for inadequate translation. 

15.6.3 Chronic Obstructive Pulmonary 
Disease (COPD) 

COPD is an inflammatory airway disorder with 
features of both chronic bronchitis and emphy-
sema, characterized by bronchial obstruction and 
decreased airflow during expiration. The capture 
of both chronic bronchitis-related or emphysema-
tous changes in a single model has proven a 
challenge. Two excellent recent reviews of avail-
able animal models of COPD and their 
advantages and disadvantages are summarized 
in Table 15.10 [63, 64]. 

15.6.4 Asthma 

Asthma is a heterogeneous disease characterized 
by chronic airway inflammation, increased mucus 
production, intermittent airflow obstruction, air-
way hyperresponsiveness (AHR) and airway 
remodeling. Animal models of asthma are devel-
oped in two phases: sensitization via subcutane-
ous or intraperitoneal allergen injection or 
intranasal instillation, followed by later allergen 
challenge via intranasal/intratracheal instillation 
or inhalation. Commonly used allergens include 
ovalbumin, house dust mites and cockroach 
extracts [69]. Immunologic, pathologic, and 
physiologic parameters are frequently evaluated 
in AMDs. 

A variety of species have been used to develop 
models of asthma [69–71]. The features of the 
models and the pros and cons related to some of 
these species are summarized in Table 15.11.



15 Animal Models for the Study of Human Disease 255

Table 15.9 Animal models of gastrointestinal injury and ulceration 

Model Mechanism Ulcer location/common use of model Reference 

Water immersion or cold 
water/cold restraint stress

• Endogenous histamine 
release
• Increased gastric 

motility

• Gastric; widely used model
• Evaluating mucosal/cytoprotective NCEs
• Testing effects of NCEs on ulcer healing 

[61, 62] 

NSAIDs (oral) • Suppression of 
prostaglandin

• Gastric; most commonly used model
• Testing antisecretory/cytoprotective NCE 

efficacy 

[61, 62] 

Ethanol (oral) • Membrane damage
• Increased gastric acid 

secretion
• Reduced mucosal 

blood flow
• Oxidative stress

• Gastric
• Testing cytoprotective NCE efficacy
• Not useful for testing antisecretory NCEs 

due to the mechanism of ulcer induction 

[61, 62] 

Acetic acid (submucosal 
injection/oral)

• Chronic ulcers • Gastric
• Testing the efficacy of NCEs for healing 

chronic ulcers
• Testing antisecretory/cytoprotective NCE 

efficacy 

[61, 62] 

Histamine (subcutaneous) • Increased gastric acid 
secretion
• Decreased mucus 

production
• Vasodilation

• Gastric
• Testing antisecretory NCE efficacy
• Testing H2- receptor antagonist efficacy 

[61, 62] 

Reserpine (oral) • Mast cell 
degranulation
• Increased acid 

secretion/gastric motility

• Gastric [61, 62] 

Serotonin (oral) • Decreased mucosal 
blood flow

• Gastric [61] 

Pylorus ligation • Accumulation of 
gastric acid

• Gastric
• Testing antisecretory/cytoprotective NCE 

efficacy 

[61, 62] 

Diethyldithiocarbamate 
(subcutaneous)

• Oxidative stress • Gastric
• Testing antioxidant/cytoprotective NCE 

efficacy 

[61] 

Methylene blue (oral) • Ischemia
• Oxidative stress

• Gastric and duodenal
• Screening anti-ulcer NCEs 

[61] 

Ischemia-reperfusion • Ischemia
• Oxidative stress

• Gastric
• Evaluating anti-ulcer NCEs 

[60] 

Cysteamine • Increased gastric acid 
secretion
• Oxidative stress
• Decreased mucus 

secretion (Brunner’s 
glands)

• Duodenal
• Acute and chronic 

[61, 62] 

Indomethacin/histamine 
(subcutaneous)

• Increased gastric acid 
secretion
• Impaired bicarbonate 

secretion

• Duodenal
• Investigating the pathogenesis of 

duodenal ulcers
• Screening anti-duodenal ulcerogenic 

NCEs 

[61, 62] 

Ferrous iron/ascorbic acid 
(gastric wall injection)

• Oxidative stress • Gastric [61] 

Acetic acid (subserosal)/ 
H. pylori (oral)

• Gastric [61]
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Table 15.10 Animal models of chronic obstructive pulmonary disease 

Method of 
induction

Relevant 
pathology 
findings 

Mouse/rat/ 
hamster 

Protease 
instillation (e.g., 
elastase, papain)

• Air space 
enlargement

• Pros: rapid disease induction; procedurally 
simple, low cost; used in combination with 
cigarette smoke exposure
• Cons: precise dosing required; lack of 

immune component in pathogenesis 

[63–65] 

Mouse/rat Lipo-
polysaccharide 
instillation/ 
inhalation

• Airway 
inflammation/ 
remodeling

• Air space 
enlargement

• Pros: rapid disease induction; procedurally 
simple, low cost; useful in understanding 
infection-induced exacerbations of COPD 

[63, 64] 

Mouse/rat/ 
guinea 
pig/dog/ 
primate 

Cigarette smoke 
inhalation

• Airway/ 
alveolar 
inflammation

• Airway 
remodeling

• Air space 
enlargement

• Pros: Pathogenesis similar to human COPD
• Cons: Procedurally complicated; expensive 

[63, 64] 

Mouse Gene 
manipulation/ 
natural mutants

• Various, 
including air 
space 
enlargement

• Pros: used in combination with cigarette 
smoke/protease exposures
• Cons: constitutive genetic changes may 

cause lung developmental anomalies; limited 
similarities to human disease pathogenesis 

[63, 64, 
66, 67] 

Mouse Anti-elastin 
autoimmunity

• Air space 
enlargement

• Pros: useful for studying immunologic 
features of COPD 

[64, 68] 

15.6.5 Acute Lung Injury/Acute 
Respiratory Distress Syndrome 
(ALI/ARDS) 

ALI/ARDS refers to the clinical syndrome in 
critically ill human patients characterized by 
acute onset of progressive hypoxemia with dys-
pnea/tachypnea, decreased lung compliance and 
diffuse alveolar infiltration in the lung. 
ALI/ARDS is caused by direct or indirect lung 
injury resulting in disordered inflammation with 
disruption of alveolar endothelial and epithelial 
barriers [74]. The acute syndrome is exudative 
and characterized by diffuse alveolar damage, 
with necrosis of alveolar pneumocytes and endo-
thelial cells, edema, hyaline membranes, hemor-
rhage, neutrophilic/macrophage infiltrates, and 
atelectasis. Repair of ALI/ARDS may result in 
pulmonary fibrosis. 

Four main features of experimental 
ALI/ARDS in AMDs and the most relevant 
methods to assess these features have been 

identified [75, 76]. The main features include 
histological evidence of injury, alteration of the 
alveolar capillary barrier, presence of an inflam-
matory response, and evidence of physiological 
dysfunction. Various AMDs have been used to 
investigate the pathogenesis of ALI/ARDS and 
test the efficacy of NCEs. Most attempts to repro-
duce in animals the known risk factors for 
ALI/ARDS in humans. Species differences in 
the innate immune system are an important con-
sideration in the selection of species for the 
model. The features of various methods for induc-
ing ALI/ARDS in AMDs are summarized in 
Table 15.12. 

15.6.6 Pulmonary Fibrosis (PF) 

PF is a chronic interstitial lung disease that results 
from lung injury secondary to numerous inciting 
causes [86]. The cause is often unknown (idio-
pathic pulmonary fibrosis [IPF]). Fibrosis may be



reversible with the removal of known inciting 
agents and early therapeutic intervention. In con-
trast, IPF is chronic and progressive, often lethal, 
and lacks effective therapeutics [87]. 
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Table 15.11 Animal models of asthma 

Species Features of disease/model Pros and cons References 

Mouse • Strain variation in susceptibility
• Short term challenge: eosinophil/ Th2 cell 

infiltration; increased mucus; AHR
• Prolonged challenge: eosinophil 

(including intraepithelial)/ lymphocyte (Th2 
and B cells) infiltration; AHR; airway 
remodeling

• Pros: low cost; species-specific reagents; 
ease of handling, sensitization, challenge; IgE 
is a major antibody; well-known genetics; 
ease of genetic manipulation

• Cons: nonphysiological late-phase 
bronchoconstriction; limited airway smooth 
muscle; inflammation distribution different 
from human asthma; tolerance development 

[69–71] 

Rat • Strain variation in susceptibility
• Th2 dominated response with 

eosinophilia; antigen-specific IgE; airway 
remodeling; non-specific AHR

• Pros: low costs; ease of handling, 
sensitization, challenge; larger size than mice; 
IgE is the major antibody; long-lasting airway 
hyperreactivity; immediate- and late-phase 
airway responses

• Cons: paucity of species-specific 
reagents; tolerance development 

[69–71] 

Guinea 
Pig

• Eosinophilic/neutrophilic airway 
inflammation; AHR

• Pros: ease of sensitization and challenge; 
early and late phase asthmatic responses; 
natural AHR; useful for testing 
bronchodilator efficacy

• Cons: high cost; inbred strain shortage; 
paucity of species-specific reagents; IgG1 is a 
major antibody; tolerance development 

[69–73] 

Dog • Eosinophilia; acute physiological 
constriction in response to allergen 
inhalation; AHR; increased IgE

• Pros: natural allergen susceptibility; 
development of atopy; eosinophils naturally 
found in airways; long-term changes in 
pulmonary function; selective breeding for 
animals with high IgE levels

• Cons: high cost; labor intensive; larger 
airways; the paucity of species-specific 
reagents 

[69, 71] 

Alveolar epithelial injury is a common factor 
in the pathogenesis of PF. Progressive fibrosis in 
IPF is thought to involve recurrent subclinical 
injuries to an aging and/or genetically vulnerable 
alveolar epithelium resulting in type II cell dys-
function, aberrant reparative responses, and depo-
sition of increased collagen [87]. A variety of 
familial and acquired gene mutations contribute 
to the susceptibility to IPF in humans [87] and 
mice [88]. Genetically modified mouse models 
have been used to evaluate the role of specific 
genes and aging in the pathogenesis of IPF 
[89, 90]. A role for lung dysbiosis has also been 
demonstrated [91]. 

Mice and rats administered a single dose of 
bleomycin by intratracheal instillation or oropha-
ryngeal aspiration are the most clinically relevant 
models of PF, owing to the histological and radio-
logical similarities to IPF in humans [92]. Mice 
and rats are considered the first- and second-line 
choice of animal species, respectively, for pre-
clinical testing of NCEs for PF [93]. Initial lung 
injury with acute inflammation (days 1–7) is 
followed by fibroproliferation (days 7–14), and 
fibrosis/airway remodeling (days 14–28). The 
spontaneous resolution begins after day 
28 [89]. Other drugs and chemicals have also 
been used in rodents to induce PF [90, 92, 94]. 

Transgenic mice overexpressing profibrotic 
genes (e.g., TGF-β, TNF-α, IL-13, and IL-1β) 
have been used to explore the relevance specific 
signaling pathways in the development of PF
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Table 15.12 Animal models of acute lung injury/acute respiratory distress syndrome 

Primary site 
of injury 

Mechanism/relevant pathology 
findings 

Capillary 
endothelium 

Oleic acid 
(intravascular/ 
intracardiac)

• Models lipid embolism after 
bone fracture
• Endothelial necrosis; 

swelling/necrosis of Type I cells; 
oleic acid deposition in airspaces; 
microvascular thrombosis; 
neutrophilic alveolar 
inflammation, edema, 
hemorrhage, fibrin exudation

• Pros: reproducible; useful for 
exploring the impact of ventilation 
strategies
• Cons: questionable relevance 

for humans; few cases of 
ALI/ARDS are due to long bone 
fracture 

[77, 78] 

LPS 
(intravenous)

• Endothelial apoptosis; 
neutrophil recruitment/entrapment 
in capillaries; interstitial edema

• Pros: reproducible; easy 
administration
• Cons: variations in LPS 

purity; no pneumocyte injury; 
species variations in response 
depending on presence/absence of 
pulmonary intravascular 
macrophages 

[77] 

Alveolar 
pneumocyte 

Acid (HCL) 
aspiration

• Injury to airway epithelium/ 
alveolar pneumocytes; capillary 
endothelium secondarily
• Acute neutrophilic 

inflammation, hemorrhage, 
edema/impaired alveolar fluid 
clearance; systemic leukopenia/ 
thrombocytopenia

• Pro: reproducible; useful for 
evaluating hemodynamic 
changes, mechanisms of 
neutrophil recruitment, and 
impact of ventilation strategies
• Cons: instillate pH needed is 

lower than gastric juice; absence 
of other gastric content; narrow 
range of useful acid 
concentrations 

[44, 77, 
79] 

Surfactant 
depletion 
(warm saline 
lavage)

• Alveolar collapse/mechanical 
injury; impaired host defense
• Neutrophilic inflammation, 

alveolar fluid accumulation, 
hyaline membranes when 
combined with mechanical 
ventilation/LPS

• Pros: useful for evaluating the 
impact of ventilation strategies
• Cons: requires anesthesia/ 

intubation 

[77] 

Mechanical 
ventilation

• Direct damage to alveolar 
pneumocyte through mechanical 
stretch

• Pros: useful for evaluating the 
impact of ventilation strategies
• Cons: requires anesthesia/ 

intubation 

[44, 77, 
80, 81] 

Bleomycin 
(intratracheal)

• Alveolar pneumocyte death; 
neutrophilic infiltration without 
hyaline membranes

• Cons: questionable 
physiologic relevance 

[77] 

Hyperoxia • Free radical damage 
(speculated)
• Type I pneumocyte and 

endothelial cell death; 
neutrophilic inflammation; fluid 
exudation into alveoli

• Cons: rodent strain variation 
in susceptibility; questionable 
relevance to humans; special 
equipment required 

[77, 82, 
83] 

Capillary 
endothelium/ 
alveolar 
pneumocytes 

Ischemia/ 
reperfusion

• Clamp pulmonary or 
pulmonary/ bronchial arteries for 
a specific period of time
• Alternative involves clamping 

non-pulmonary vascular beds
• Alveolar edema; neutrophilic 

infiltration; hemorrhage

• Pros: reproduces known 
clinical conditions in humans
• Cons: requires anesthesia/ 

surgery; lung injury is mild if 
clamping non-pulmonary vascular 
beds 

[77, 84]
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[90]. The use of humanized mice intravenously 
injected with cells from human IPF lung biopsy/ 
explants into immunosuppressed mice have also 
been used as models of PF and interstitial lung 
remodeling [95].
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Table 15.12 (continued)

Primary site 
of injury 

Mechanism/relevant pathology 
findings 

Sepsis 
(intravenous 
bacteria)

• Microvascular injury
• Increased pulmonary vascular 

permeability with intravascular 
neutrophil sequestration, 
thrombosis, and interstitial edema
• No intra-alveolar neutrophils 

or hyaline membranes

• Cons: unclear relevance to 
human ALI/ARDS 

[77] 

Sepsis 
(cecal 
ligation/ 
puncture)

• Microvascular injury
• Variable neutrophilic alveolar 

infiltration, interstitial/alveolar 
edema; mild lung injury; minimal 
hyaline membrane formation

• Cons: requires surgery [77, 85] 

15.7 Renal Disease Models 

15.7.1 Renal Toxicity: Relevance 
to Efficacy Evaluation 
(Discovery) and Drug Attrition 
(Drug Development) 

Renal toxicity is not a commonly encountered 
reason for late-stage withdrawal of drugs from 
the market [17], but drug-induced renal toxicity 
is a frequent cause of drug attrition in earlier 
stages of development. Similar to the situation 
with the liver, drug-induced toxicity may be 
related to the metabolism of specific NCEs. How-
ever, as compared to the liver, the potential for 
renal regeneration is more limited [96]. Renal 
models of disease may be of value in understand-
ing which NCEs may post a particular risk in 
populations which have compromised renal func-
tion and also play a critical role in elucidation of 
the potential therapeutic benefit of NCEs. 

15.7.2 Renal Toxicity: Reason 
for Inadequate Translation 
from Animal to Human 

While animal models have enhanced the under-
standing of renal injury in humans because of the 
many similarities with humans, there are consid-
erable differences in pathophysiology between 
humans and animal models [39]. Examples 
include enhanced urine concentrating ability in 
rodents, differences in medullary thickness, 
sex-related susceptibility of certain drugs/ 
chemicals to kidney injury/neoplasia (e.g., α-2 
microglobulin related), differences in renal 
metabolism between species and strains (e.g., 
glutamine synthetase in the rat but not other spe-
cies, differences in CYP-450 isozymes between 
rat strains). 

15.7.3 Acute Kidney Injury (AKI) 
Disease Models 

Small animal models (mice and rats) are most 
commonly utilized based on the availability of 
genetically induced models and also due to the 
potential variability in expression between 
animals and potential for significant toxicity/
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shortened lifespan and the need to ensure suffi-
cient numbers of animals for evaluation. Some of 
the more commonly utilized models are outlined 
in Table 15.13. 
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Table 15.13 Examples of available models of acute kidney injury (AKI) disease models 

Animal 
model 

Rat/ 
mouse 

Ischemia/ 
reperfusion

• Large areas of renal cortex not 
perfused due to clamping of renal 
artery → diffuse cortical necrosis
• Considerable differences in 

susceptibility between strains and 
ages of rat/mouse

• Pros: reproducible lesion, surgery 
relatively simple
• Cons: difference from human 

AKI—multifocal damage in 
human vs. diffuse damage with 
ischemia model 

[97–99] 

Toxin/drug 
(e.g., 
cisplatin and 
folic acid)

• Cisplatin → impaired 
glomerular filtration and proximal 
tubular injury → AKI
• Folic acid → folic acid crystals 

in tubules → tubular necrosis, 
epithelial regeneration, and fibrosis

• Cons: difficulty in interpretation 
due to complex mechanisms of AKI; 
not commonly utilized. 

[39] 

Infection 
(sepsis)

• Induced by cecal ligation and 
puncture

• Cons: difficulty in interpretation 
due to complex mechanisms of AKI; 
not commonly utilized 

[39] 

15.7.4 Chronic Kidney Disease Models 

Chronic kidney diseases are commonly 
implicated in morbidity and mortality, particu-
larly with respect to complications of diabetes 
and hypertension. As is the case with acute kid-
ney disease models, small animal models are 
most commonly utilized for evaluation of effi-
cacy. Some of the more commonly utilized 
models are outlined in Table 15.14. 

15.8 Concluding Remarks 

AMDs have made significant contributions to our 
understanding of the pathophysiology of disease 
and have been instrumental in translating biomed-
ical discoveries into treatments for human and 
animal diseases. While rodents have traditionally 
been used to model human disease, large animal 
species have been used increasingly to comple-
ment rodent models and in circumstances where 
their larger size and longer lifespan are advanta-
geous [103]. In drug development, AMDs are 

primarily used during drug discovery in proof-
of-concept efficacy studies and early discovery 
safety assessments. 

In contrast, the clinical development of NCEs 
is most commonly supported by nonclinical 
safety testing in young CHAs. While the use of 
CHAs is and will remain the primary focus of 
safety evaluation. Under some circumstances, 
AMDs have advantages over CHAs that are rele-
vant to nonclinical safety testing. Two recent 
surveys were conducted to understand how 
AMDs are currently used across the pharmaceuti-
cal and biotechnology industries [104, 105]. The 
surveys showed that AMDs were used primarily 
in proof-of-concept efficacy studies and early dis-
covery safety assessment, but also to address 
adverse events identified in clinical trials, to better 
understand toxicities associated with exaggerated 
pharmacology in CHAs or when the target is only 
expressed in the disease state, and/or in response 
to requests from global regulatory authorities. 
The use of AMDs for safety evaluation as an 
alternative to CHAs was the least common indus-
try practice [105]. 

In summary, while imperfect, AMDs have 
contributed significantly to our understanding of 
disease pathophysiology, and have been used in 
early testing of NCE efficacy and safety, and for 
addressing specific concerns in the later stages of 
drug development.
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Table 15.14 Examples of available chronic kidney disease models 

Relevant pathology 
findings 

Rat Type 1 diabetes 
mellitus: chemically 
induced— 
streptozotocin (STZ) or 
alloxan

• Toxic to pancreatic β 
cells → insulin deficiency

• Mesangial expansion 
and glomerular scarring— 
also characteristic of human

• Pros: utilize for testing new 
formulations of insulin, 
transplantation, treatments that may 
prevent beta cell death

• Cons: toxicity to other organ 
systems; incidence of alloxan-
induced ketosis and mortality higher 
than that with STZ 

[100, 101] 

Rat/ 
mouse 

Type 1 Diabetes 
Mellitus: Spontaneous 
autoimmune—NOD 
mice, BB rats

• β cell destruction 
(autoimmune process)

• Pros: utilize for investigating 
treatments that may prevent beta cell 
death, manipulate autoimmune 
process

• Cons: NOD mice must be kept 
in specific pathogen-free conditions, 
also significant gender conditions 
and unpredictability of onset 

[100] 

Mouse Type 1 diabetes 
mellitus: genetically 
induced—AKITA mice

• Severe insulin-
dependent diabetes begins 
at 3–4 weeks of age

• Pros: rapid onset
• Cons: untreated homozygotes 

rarely survive longer than 12 weeks 

[100] 

Rat/ 
mouse/ 
gerbil 

Type 2 diabetes 
mellitus: obese 
models—(mono- or 
polygenetic)

• Obesity-induced 
hyperglycemia

• Pros: relevant model based on 
similarity to human pathogenesis 
and relationship to obesity

• Cons: variability between 
models with respect to severity; 
need to carefully select model to be 
suitable for the proposed duration of 
evaluation 

[100] 

Rat Hypertension: dahl salt 
sensitive, stroke-prone 
hypertensive, ren2 
transgenic

• Recurrent or 
progressive injuries in 
glomeruli, tubules, 
interstitium, and/or 
vasculature

• Cons: models tend to be strain, 
gender, or age dependent—can be 
considerable variability 

[102] 
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Abstract 

Physiologically based pharmacokinetic 
modelling (PBPK) approach considers the 
body as a multi-compartment system where 
physiological organs and kinetics of drug 
transfer between them are modelled using 
mathematical expressions. It is a mechanistic 
approach capable of handling complex clinical 
scenarios, fast gaining regulatory acceptance 
for the potential to predict PK during drug 
discovery and development in a target popula-
tion of interest. Recently PBPK has been used 
to answer various clinical pharmacology 
questions related to drug-drug interactions 

(DDIs), food effects, formulation effects, PK 
in organ impaired populations and specific 
populations like paediatrics and pregnancy. 
This chapter describes the basics of PBPK 
modelling for small and large molecule 
drugs, its role/engagement during different 
stages of discovery, preclinical and clinical 
development, approaches to construct and 
assess the credibility of the model, 
applications in clinical development pharma-
cology, regulatory guidance, potential 
challenges, and future developments in the 
area of PBPK modelling. 
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16.1 Introduction 

Pharmacokinetics (PK) is the science that 
describes the time-course of a drug concentration 
in the body resulting from the administration of a 
particular drug dose. PK in its simplest form is 
how the body processes the drug after administra-
tion, i.e., absorption, distribution, metabolism, 
and excretion (ADME) of a drug. Understanding 
these processes play a very significant role in the 
selection and development of a new chemical

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_16&domain=pdf
mailto:Pradeep.Sharma@astrazeneca.com
mailto:felix.stader@certara.com
mailto:Vijender.Panduga1@astrazeneca.com
mailto:Jin.Dong1@astrazeneca.com
mailto:David.Boulton2@astrazeneca.com
mailto:David.Boulton2@astrazeneca.com
https://doi.org/10.1007/978-981-99-1284-1_16#DOI


entity (NCE) as a prospective drug. The funda-
mental aspects of PK had been reviewed exten-
sively in the past [1] and are out of the scope of 
this chapter. 
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There are two major approaches for quantita-
tive study of various kinetic processes of drug 
PK, the model-based approach (pharmacokinetic 
modelling) and the model-independent approach 
(also called non-compartment analysis, NCA). In 
the model-based approach, mathematical models 
are used to describe the changes in drug concen-
tration in the body with time. This is a traditional 
and frequently used approach for 

pharmacokinetic characterization of drugs. There 
are two most common model-based approaches, 
namely, compartment modelling and physiologi-
cally based PK (PBPK) modelling. All model-
based approaches use differential and algebraic 
mathematical equations to describe spatial and 
temporal distribution of a drug in the body. 
Table 16.1 shows a comparison of compartment 
and PBPK modelling approaches. 

Table 16.1 Comparison of mamillary compartment modelling and PBPK modelling approaches 

Attribute Classical compartment modelling PBPK modelling 

Definition Evaluating the kinetics of a drug in the body by 
lumping similar organs/tissues as one 
compartment, and creating simplified 
mathematical models, which can describe plasma 
concentration-time profile well 

Evaluating the kinetics of drug in the body by 
considering major organ systems as distinct 
physiological compartments and use of 
mathematical differential equations together with 
systems parameters e.g., organ blood flow rate 
and drug parameters e.g., pKa, to describe the 
absorption, distribution, and elimination 

Model 
structure 

Empirical in nature, mostly 1, 2 or 
3 compartmental models 

Mechanistic in nature with a multi-compartment 
model structure 

Model 
complexity 

Simple, non-intensive computations, less 
advanced software platforms needed 

Complex structure organisation, several 
differential equations involved necessitating the 
need for complicated advanced computing 
platforms 

Data 
requirements 

Less input data needed. Generally, concentration 
time data in plasma/urine or target body matrix 

Extensive input data is needed. This includes 
drug data (e.g., physiochemical properties, 
metabolism, plasma protein binding, active / 
passive permeability) and systems data (e.g., 
organ volumes, blood flow rates, proteomics) 

Model 
workflow 

Use of generally well-established predefined 
empirical compartment models often in the 
templated form 

Follows a specific workflow depending upon 
drug characteristics and desired objective. 
Generally, involved model construction, 
verification, validation and application 

High 
throughput 

Compartmental models can be used as a standard 
templates to deliver analysis quickly in a high 
throughput preclinical environment 

Time consuming approach where the model 
specific to each drug is developed depending 
upon its ADME properties 

Population 
approach 

Used in conjunction with statistical methods to 
evaluate PK in a large PK group (ideally more than 
6 individuals) called Population based PK 
(or ‘PopPK’ analysis) 

Used with demographic characteristics and 
variation of phenotypic/genotypic properties in 
population, it is called Population based PBPK 
(or PopPBPK analysis) 

Model 
application 

Useful PK data analysis methods mostly applied to 
analyse data generated from clinical studies to 
describe PK quantitatively, simulate untested 
dosage regimens, check bioequivalence of 
formulations, compare PK in different 
populations, assessment of food effects, etc. 

Useful not only to describe clinical PK but to 
prospectively predict untested clinical scenarios. 
This involves the prediction of drug-drug 
interactions, extrapolation of observed DDIs to 
different dosage regimens or interacting drugs, 
prediction of PK in specific populations e.g., 
paediatrics, prediction of PK in patients with 
co-morbidities e.g., renal and/or hepatic organ 
impairment 

In the compartmental modelling approach, the 
body is represented as a series of interconnected 
compartments arranged either in series or parallel 
to each other. These compartments are not a real



physiological or anatomical regions but hypothet-
ical mathematical compartments. Tissues of simi-
lar drug distribution characteristics are lumped 
together as one compartment. Drug transfer 
between these compartments is generally 
described by first order kinetics. The central com-
partment includes blood and highly perfused 
organs and tissues such as the heart, lungs, liver, 
and kidneys. In these organs, the administered 
drug usually equilibrates rapidly. Peripheral com-
partment(s) include(s) those organs that are less 
well-perfused such as adipose and skeletal muscle, 
and therefore the administered drug will equili-
brate more slowly in these organs. The number of 
compartments needed to describe the PK of a drug 
is decided by fitting observed plasma concentra-
tion data to different compartment models 
utilizing non-linear regression methods. 
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Table 16.2 Advantages and disadvantages of PBPK modelling 

Advantages Disadvantages 

Models are mechanistic and therefore more physiologically 
relevant than empirical models 

Need rich data set to enable modelling application 

Can be used a priori, i.e., for prospective predictions to forecast 
likely PK of the candidate drug in discovery given preclinical 
properties 

Time consuming to build and validate models 

Capable of handling complex scenarios, for example, DDI 
prediction in hepatic impaired population 

Lack of systems data e.g., proteomics data may be 
impeding for application of PBPK modelling 

Extrapolation of PK to various clinical scenarios may be 
possible, e.g., from a small number of individuals to a larger 
and/or different patient population/ethnic group 
(pharmacogenetics) 

Assumptions are required to patch gaps and 
unknown parameters in the model 

Specific population groups may be modelled Need special skill set and costly modelling 
infrastructure• Paediatrics to take account of ontogeny in physiology

• Pathophysiological impact on drug PK in diseased 
populations like renal/hepatic impairment 
Gaining regulatory acceptance so can avoid clinical studies 
Can be used to inform efficient adaptive clinical trial designs 
for efficient read out and /or reduce undue exposures 

In contrast to compartmental modelling, the 
PBPK approach considers the body as a multi-
compartment system where physiological organs 
and kinetics of drug transfer between them are 
modelled using mathematical expressions. Thus, 
in PBPK approach modelling takes into account 
various physiological parameters of organs like 
blood flow, organ volume, expression of 
proteins, etc. PBPK modelling is a fast evolving 
science of systems pharmacology due to the 
advent of high computational power in 

combination with an an abundance of extensive 
biological and clinical data. Table 16.2 illustrates 
various advantages and disadvantages of the 
PBPK modelling approach. 

In non-compartmental analysis, drug kinetics 
or plasma concentration data is analysed by 
model independent approaches. This type of anal-
ysis relies upon algebraic equations to estimate 
PK parameters, making the analysis less complex 
than compartmental methods. 

This chapter describes the basics of PBPK 
modelling for small and large molecule drugs, 
its role/engagement during different stages of dis-
covery, preclinical and clinical development, 
approaches to construct and assess the credibility 
of the model, applications in clinical development 
pharmacology, regulatory guidance, potential 
challenges, and future developments in the area 
of PBPK modelling. 

16.2 Basic Framework of PBPK 
Modelling 

PBPK modelling utilizes drug properties (Drug 
model) to predict PK given specific physiology 
(Systems parameters) by the use of mathematical 
equations (Model structure) [2]. Therefore, three 
fundamental aspects of PBPK modelling



framework are drug model, systems parameters, 
and structural models. These are discussed in the 
following sections. 
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16.2.1 Drug Model 

The PK of a drug is dependent on its specific 
physiochemical and biological properties which 
determine its capacity to be absorbed, distributed, 
and eliminated from the body. Figure 16.1 shows 
the different kinds of data generated successively 
during the discovery, preclinical and clinical 
development of the drug project, and the evolu-
tion of PBPK drug models over the life cycle of 
the drug project contributing to various aspects of 
pre-clinical and clinical development [3]. 

Small molecule drugs and large molecule/ 
biologics drugs generally have different pharma-
cokinetic processes. Therefore, drug model build-
ing for small molecule drugs and biologics 
require different parameters. Tables 16.3 and 
16.4 list key drug properties needed for the 
PBPK model building of small and therapeutic 
monoclonal antibodies (mAb). PBPK models for 
advanced biologic modalities e.g., antibody drug 
conjugate (ADC), oligonucleotides, etc., have 
also been reported in the recent literature reports 
[4]. Section 16.3 further describes different 
approaches used for building the drug PBPK 
model and Sect. 16.4 illustrates the typical 
workflow for the development and validation of 
the drug PBPK model. 

16.2.2 Systems Parameters 

Systems parameters constitute quantitative 
estimates of biological parameters and their dis-
tribution in human population. These include 
demographic (e.g., age, sex, height, weight), 
genomic (allelic forms of enzymes/transporters), 
phenotypic (extensive, intermediate, ultra-rapid 
and poor metabolisers), proteomic (expression 
of CYPs and transporters) and physiological 
parameters (e.g. organ volumes, blood flow 
rates, expression of CYPs, transporters) 
[5]. Large-scale gene expression data from 

publicly available sources can be downloaded, 
processed, stored, and customized such that they 
can be used directly in PBPK model building [6]. 

Due to exponential growth in fundamental 
sciences, there is emergence of comprehensive 
data sets that can be utilized to create a virtual 
human being, and by randomisation of distribu-
tion of variability in these systems parameters, a 
‘virtual population’ can be created. The inclusion 
of disease specific pathophysiological changes 
allows to create ‘virtual patient population’, e.g., 
oncology patient population [7]. Thus, it is possi-
ble to simulate virtual clinical trials, where drug 
PK can be simulated in a target population set that 
takes into account the influence of disease, 
genotypes, and co-morbidities [8, 9]. 

Development of population models involves 
adaptation of normal healthy population models 
to include target population specific attributes, 
followed by validation to check if it can simulate 
PK well for multiple sets of model drugs. Differ-
ent ethnic populations (Caucasians, Chinese, Jap-
anese, etc.) may be developed either as 
completely new populations or by adapting a 
previously built population for relevant 
demographics, physiological parameters, and 
incorporation of genetic polymorphisms of 
metabolizing enzymes and transporters. Compar-
ison of observed interethnic PK differences of the 
model drugs with that of PK predicted by PBPK 
modelling may be considered an essential com-
ponent of validation of an ethnic population 
[9]. In the case of specific populations, changes 
in system parameters of the healthy volunteer 
population that describe the population of interest 
such as paediatric, pregnancy, renal/hepatic 
impairment, geriatrics, and obesity are made 
based upon either mechanistic evidence or fitting 
of the model parameters to observed clinical data 
[10]. For example, to establish a paediatric popu-
lation, ontogeny changes in enzymes and 
transporters need to be explored by both 
quantifications of the enzyme amount and evalu-
ation of observed in vivo clearance of probe 
substrates [11]. Recently many population 
models are reported that are for disease 
populations (oncology [7], non-alcoholic 
steatohepatitis (NASH) [12] and specific
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Fig. 16.1 Evolution of drug PBPK model along the value 
chain of drug project depicting various multi-disciplinary 

cross-functional model inputs and successive applications 
in different phases of research and development.



Fig. 16.1 (continued) Abbreviations are defined in
Table and CLint intrinsic clearance, Kp tissue: plasma
partition coefficient, hADME human absorption, distribu-
tion, metabolism and excretion, DDI drug-drug

16.3
interactions, IVIVE in vitro–in vivo extrapolation, PKPD
pharmacokinetic-pharmacodynamic, CMC chemistry,
manufacturing, and controls

population groups (geriatrics [13], paediatrics 
[14], pregnancy [15]).
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16.2.3 Model Structure 

PBPK modelling is basically a mechanistic 
modelling approach that is based on the combina-
tion of various mathematical techniques 
employing algebraic, differential, and statistical 
concepts. The fundamental ‘structural model’ is 
developed by taking physiological parameters 
into account such that drug kinetics between dif-
ferent body tissues/organs mimic the real life 
scenarios, and to this is added ‘statistical models’ 
to capture the distribution of variability, and 
‘error models’ to capture ‘uncertainties’ in predic-
tive power of model and parameter estimates. 
Monte Carlo simulation-based approaches are 
used to incorporate variability in pharmacokinetic 
factors in mechanistic, physiologically based 
models, together with demographic data and spe-
cific information on the genetic variability of 
enzymes, to predict the drug exposure and time-
course of drug concentrations in various body 
tissues in healthy and patient populations. 

Various modelling platforms are available 
which may be used for conducting PBPK 
modelling either by using coding language or by 
using a graphic user interface (GUI). Table 16.5 
enlists a few common software platforms used in 
PBPK modelling. PBPK modelling may be con-
sidered a modular approach, where each PK pro-
cess, namely absorption, distribution, 
metabolism, and elimination may be modelled 
by selecting one among various choices of mech-
anistic models available in the literature to cap-
ture drug kinetics by these processes. By 
appropriate choice of mechanistic models for 
ADME and linking them together, one can con-
struct a full structural PBPK model fit for purpose 
for the desired objective. Therefore, it is possible 
to develop different PBPK drug models by choice 

of various modular mechanistic ADME modules 
to answer different specific questions raised dur-
ing drug discovery and development. The choice 
of modular mechanistic models depends upon 
available drug data, rationale assumptions, 
desired outcomes, or questions to be answered. 
Generally, models are simpler and less mechanis-
tic at the early stages of drug discovery and 
become more complex and mechanistic at later 
stages of clinical development when there is more 
understanding of drug PK (e.g. evolving the 
model from minimal PBPK model to full PBPK 
model. Development of the good structural full 
PBPK is active area of research for future devel-
opment of PBPK modelling approach [16]. 
Figure 16.2 is a holistic view that schematically 
describes the choice of some commonly known 
mechanistic models that can be conjoined to 
develop a structural drug PBPK model for an 
orally administered small molecule drug. 

16.3 PBPK Modelling Strategies 

Drug PBPK models may be developed by 
employing any of following three main strategies. 

16.3.1 Bottom-Up Approach 

When in vitro and in silico data from various 
preclinical studies are used to construct a model 
and predict PK of a drug prospectively without 
using any clinical data, then it is classed as ‘bot-
tom-up’ approach. This is also called ‘a priori’ 
approach, which is generally employed at 
pre-clinical stage and heavily dependent on avail-
ability of high-quality data. This approach is use-
ful in comparing PK of various candidate drugs 
and rank order them against a targeted PK profile 
[32]. Although, not compliant for submission to 
regulatory agencies, they are a useful internal 
decision-making tool to help guide fist in man
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Table 16.3 Key drug properties used in building PBPK model for small molecule drugs 

Drug property Symbol Definition and use in PBPK model 

Molecular weight MW Used for calculation of drug concentration, prediction of passive permeability 
across the membranes 

Partition coefficient Log P Lipophilicity of drug, i.e., the extent of drug partitioning into lipidic phase 
Ionization potential pKa Ionization potential of drug that determines % of drug unionized at different pH 

in various tissue compartments 
Compound type A compound may be neutral, monoprotic base or acid, diprotic base, or acid or 

an ampholyte. This terminology refers to the type (acidic or basic or none) and 
the number of ionisable centres present in a molecule. This information along 
with pKa data helps in modelling the tissue distribution of drug 

Fraction unbound in 
plasma 

fu Fraction of drug freely available in plasma that transport, metabolise or 
distribute into tissues 

Blood-to-plasma ratio B/P ratio The blood-to-plasma ratio (often referred to as Kb/p or B:P ratio) is the ratio of 
the concentration of drug in whole blood (i.e., red blood cells and plasma) to the 
concentration of drug in plasma, namely CB/CP 

ADMET predictors HBD, 
PSA 

Hydrogen bond donor (HBD) and polar surface area (PSA) are molecular 
descriptors used for in silico predictions of membrane permeabilities 

Caco-2 permeability Papp The permeability of a compound is the amount of compound that has moved 
through a membrane in a given time per unit surface area of the membrane 

Solubility S Intrinsic solubility is the solubility of the compound in its free acid or free base 
form. pH dependent solubility, surface, and bulk solubility, bile micelle 
mediated solubility, supersaturation ratio, etc., are needed to model drug release 
from oral solid dosage forms 

Intrinsic metabolic 
clearance 

CLint,vitro, 

M 

Drug depletion rate due to metabolism is referred to as intrinsic metabolic 
clearance. This can be mechanistically characterised by maximal velocity of rate 
of metabolic degradation (Vmax) and affinity to metabolising enzyme (Km) 

Transporter activity CLint,vitro, 

T 

Drug transport rate across membranes due to transporters. This can be 
mechanistically characterised by maximal velocity of rate of transport (Vmax) 
and affinity to transporter (Km) 

Inhibition constants Ki or 
IC50 

Ki (inhibition constant) and IC50 (inhibitory concentration 50%) are 
biochemical properties of the drug to characterise its in vitro inhibition potential 
for metabolising enzyme or transporting protein. IC50 is the drug concentration 
to inhibit 50% of biological activity, and for reversible inhibition, Ki = IC50/2, 
when the substrate concentration [S] in the medium is such that [S] = Km and 
Ki ≈ IC50, when [S] ≤10 × Km 

Mechanism based 
inhibition (MBI) 

kinact and 
Kapp 

This occurs when a compound undergoes a catalytic transformation by an 
enzyme to a species that, prior to release from the active site, inactivates the 
enzyme by either covalent or non-covalent binding. Mechanism based 
inhibition is more complex than reversible inhibition as it is time- and 
concentration-dependent and results in a net loss of active enzyme. The main 
concern about MBI is that the inhibitory effect may persist in vivo even after the 
elimination of the inactivating species, and that active enzymes can only be 
recovered by de novo synthesis. The two major in vitro kinetic parameters that 
characterise MBI are kinact and Kapp—the maximal inactivation rate constant 
and the inhibitor concentration leading to 50% of kinact, respectively 

Induction or 
suppression 

Emax and 
EC50 

Induction or suppression occurs when a compound up-regulates or 
downregulates the synthesis of an enzyme or transporter protein. Nonlinear 
regression analysis to a four-parameter sigmoidal equation is implemented to 
produce Emax (maximum fold induction or suppression), EC50 values 
(concentration of drug which produces a fold induction or suppression of 50% 
of the calculated Emax) 

Fraction of drug 
unbound in vitro 

fumic and 
fuinc 

fumic refers to the fraction of drug unbound to microsomes and fuinc refers to the 
fraction of drug unbound to cells during incubation experiments. These 
parameters help to correct for non-specific binding of a drug to in vitro test 
systems for estimation of various drug parameters
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Table 16.3 (continued)

Drug property Symbol Definition and use in PBPK model 

Fraction of drug 
absorbed 

fa Fraction of drug absorbed after oral or transdermal administration 

Absorption rate 
constant 

ka First order rate constant to describe drug absorption 

Volume of distribution Vd and 
Vss 

The volume of distribution (Vd) is defined as a hypothetical volume in which the 
total amount of drug in the body is required to be dissolved to reflect the drug 
concentration in plasma. The volume of distribution at steady state (Vss) 
represents the volume in which a drug would appear to be distributed during a 
steady state 

Fraction metabolised fm Fraction of drug metabolised by a specific metabolic enzyme. These are 
normally determined from human mass balance and distribution studies along 
with in vitro biotransformation studies 

Clearance CL Drug clearance is defined as the volume of plasma in the vascular compartment 
cleared of drugs per unit of time by the processes of metabolism and excretion. 
CLiv is clearance of drug after intravenous administration and CLpo is oral 
clearance such that CLoral = CLiv/F, where F is oral bioavailability (fraction of 
an administered dose of unchanged drug that reaches the systemic circulation) 

Table 16.4 Key drug properties used in building PBPK model for therapeutic monoclonal antibodies 

Drug property Symbol Definition and use in PBPK model 

Molecular weight MW Used to calculate distribution through pores in the endothelial cell layer 
Isoelectric point pI Isoelectric point is the pH at which the antibody has no net electrical 

charge. Net charge on antibodies influence their renal filtration 
Fraction unbound in plasma fu Fraction of drug freely available in plasma to transport or distribute into 

tissues 
Blood to plasma ratio TMDD 
with Michaelis-Menten 

B/P 
ratio 

The blood-to-plasma ratio (often referred to as Kb/p or B:P ratio) is the 
ratio of the concentration of drug in whole blood (i.e., red blood cells and 
plasma) to the concentration of drug in plasma, namely CB/CP 

Fraction of drug absorbed fa Fraction of drug absorbed after transdermal administration 
Absorption rate constant ka First order rate constant to describe drug absorption 
Binding affinity to Neonatal Fc 
receptor (FcRn) 

Kd,FcRn Equilibrium dissociation constant for FcRn is used to model the 
distribution and FcRn recycling of monoclonal antibodies 

Target mediated drug disposition TMDD Target-mediated drug disposition (TMDD) is the phenomenon in which 
a drug binds to its pharmacological target site receptor resulting in an 
impact on its own pharmacokinetic characteristics. There are various 
types of TMDD modelling approaches that utilise different drug input 
parameters:

• Full TMDD model: kon (rate constant for binding free receptors), koff 
(rate constant for dissociation), kint (rate constant for drug-complex 
internalisation)

• TMDD with Quasi-equilibrium: kd (equilibrium dissociation 
constant) and kint

• TMDD with Quasi-steady state: kint; Kss (steady state constant)
• TMDD with Michaelis-Menten kinetics: Vmax (maximum 

elimination rate) and Km (Michaelis-Menten constant of elimination 
kinetics) 

Catabolic clearance CLcat Non-specific clearance of monoclonal antibodies not bound to FcRn in 
the endosomal space. Unlike TMDD this is non-saturable and linear over 
a large dose range
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Table 16.5 PBPK modelling platforms widely used in drug discovery and development 

Software/platforms References 

Modular GUI platform
• Simcyp (https://www.certara.com/software/simcyp-pbpk/ 10]
• Gastroplus (http://www.simulations-plus.com 17]
• PK-Sim (http://www.systems-biology.com 6]
• Cloe PK (http://www.cyprotex.com/cloepredict/ 18]
• PKQuest (http://www.pkquest.com 19]
• MEDICI-PK, Computing in Technology, http://www.cit-wulkow.de/ [20]
• PhysPK, https://www.physpk.com/ [21]
• Monolix http://lixoft.com/ [22]
• MATLAB-simulink and Simbiology, The Mathworks Inc [23] 

Mathematical programming language/Coding / scripting-based platforms
• acslXtreme, Aegis Technologies (http://www.acslx.com 24]
• MATLAB, The Mathworks Inc. (http://www.mathworks.com 25]
• Berkeley Madonna (http://www.berkeleymadonna.com/ 26]
• ADAPT 5, University of Southern California, http://bmsr.usc.edu/ [27]
• SAAM II, University of Washington, http://depts.washington.edu/saam2/ [28]
• MCSIM, http://www.gnu.org/software/mcsim/ [29]
• Phoenix Winnonlin, Certara, Princeton, NJ (https://www.certara.com/software/phoenix-winnonlin/ [30]
• R (https://www.r-project.org/ 31] 

16.3.2 Top-Down Approach 

When clinical data (concentration-time profiles 
from single and/or multiple ascending doses 
with summary of PK parameters) is used for 
parameter estimations and development of drug 
PBPK model, then it is called as ‘top down’ 
approaches. This is also called as ‘a posteriori’ 
approach and Population based pharmacokinetic 
analysis (PopPk) using empirical classical models 
is top-down approach that is used extensively to 
quantify PK variability and pivotal covariates. 

16.3.3 Middle-Out Approach 

When PBPK model is developed by using in vitro 
/preclinical data as well as clinical data by 
employing both bottom up and top-down 
approaches, then is called middle out approach. 
This approach is by far the most commonly used 
approach in pharmaceutical industry where one 
starts PBPK model building using bottom up 
approach during drug discovery and switch to 

middle-out approach during during clinical devel-
opment to apply PBPK modelling to assess 
impact of intrinsic and /or extrinsic factors on 
drug PK. 

16.4 Workflow of PBPK Model 
Development 

PBPK model development is an iterative process 
that may involve multiple cycles of “predict, 
learn, confirm, apply paradigm.” The exact 
workflow to accomplish PBPK modelling is 
dependent upon the key question to be answered 
and various objectives might need different 
approaches specific to accomplish that task 
under question. However, PBPK model develop-
ment still broadly follows generic steps and sys-
tematic progression through milestones, which is 
shown in Fig. 16.3 and illustrated below. 

16.4.1 Problem Statement 
and Structural Model 
Identification 

The first step in PBPK modelling is to clearly 
defining the objective of PBPK modelling. This

https://www.certara.com/software/simcyp-pbpk/
http://www.simulations-plus.com
http://www.systems-biology.com
http://www.cyprotex.com/cloepredict/
http://www.pkquest.com
http://www.cit-wulkow.de/
https://www.physpk.com/
http://lixoft.com/
http://www.acslx.com
http://www.mathworks.com
http://www.berkeleymadonna.com/
http://bmsr.usc.edu/
http://depts.washington.edu/saam2/
http://www.gnu.org/software/mcsim/
https://www.certara.com/software/phoenix-winnonlin/
https://www.r-project.org/
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Fig. 16.2 Schematic diagram showing choices of modular mechanistic ADME models for building structural PBPK 
models. Figures in metabolism section designed from brgfx / Freepik



is followed by the identification of the model 
structure. The model may be completely built by 
the user from basics or by the use of modular 
PBPK platforms listed in Table 16.5.
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Fig. 16.3 Diagrammatic representation of (a) generic 
PBPK modelling workflow and (b) example of workflow 
with specific application to answer question on DDI 

liability of drug due inhibition of specific elimination 
pathway mediated by CYP X 

16.4.2 Model Verification 

The assessment of the correctness of the mathe-
matical model structure including details of the 
differential equations used, computer codes and 
the parameterisations of the model is defined as 
model verification. If a commercial platform is 
used such model verification may be performed 
by the vendor as part of design qualification 
(DQ) and then by the user as installation qualifi-
cation (IQ) [2]. 

16.4.3 Model Development 

Building a PBPK model for a drug by integrating 
its physicochemical properties, in vitro data that 

are relevant to the key question to be addressed, 
and estimated sensitive or critical parameters 
from clinical pharmacokinetic (PK) data. 

16.4.3.1 Parameter Sensitivity Analysis 
Global sensitivity analysis (GSA) identifies sen-
sitive model parameters among the in vitro-
generated input parameters. Alternatively, there 
can be uncertainty in the true value of some of the 
parameters, for example, the absence of a specific 
parameter or unreliability of the in vitro data. In 
these cases, it is useful to assess the impact of 
uncertainty in those specific parameters or spe-
cific modelling assumptions may have on the 
simulation outcome. Local sensitivity analysis 
may be used where the selected parameters are 
changed within a given reasonable range and a 
selected set of endpoints are investigated. 
Identifying whether an input parameter has a sig-
nificant impact on the outcome of a simulation is 
highly valuable, as it assists with making 
decisions.
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16.4.3.2 Model Assumptions 
The modelling exercise may involve assumptions 
that are scientifically justified with supportive 
information and data, when available. The effect 
of these assumptions on model structure and/or 
parameter(s) is assessed. 

16.4.3.3 Parameter Estimations 
Parameter estimation is the process of computing 
a model parameter value from measured data. 
There are two approaches for estimating 
parameters: individual-mode and population-
mode. In individual-mode estimation, the data 
for each subject is fitted independently of the 
data of all other subjects. In population-mode 
estimation, individual subject values are assumed 
to be distributed according to a lognormal (popu-
lation) distribution with a given population mean 
and population (also called inter-subject) vari-
ance. In addition, the individuals’ parameters 
also condition the individuals’ data, as in the 
individual fitting mode. The difference here is 
that population means, and variances are 
estimated, in addition to the individual parameter 
values. This is different from estimating a popu-
lation mean and variance from a set of individual-
mode fitting parameter values (the so-called naïve 
approach), because, in the population-mode 
approach population parameters, individual 
parameters, and measurement errors condition 
each other. Inter-subject variability in PK and 
PD parameters can be caused by differences in 
age, sex, ethnicity, drug-drug interaction, or ran-
dom physiological traits. 

16.4.4 Model Validation 

Model validation refers to an assessment of the 
model’s predictive performance in comparison 
with observed in vivo data. This is generally 
done qualitatively graphically by overlaying the 
simulated plasma concentration profiles on 
observed clinical profiles from multiple clinical 
scenarios, and also quantitatively by comparing 
observed versus predicted summary PK 
parameters (area under the curve (AUC), Cmax 
(maximum plasma concentration) and Tmax 

(time to reach Cmax). Furthermore, the predictive 
power of models may also be tested employing 
predictive metrics including geometric mean fold 
error (GMFE), absolute average fold error 
(AAFE) and percent prediction error (PPE%) 
[33, 34]. 

16.4.5 Model Application 

The use of model to simulate untested clinical 
scenarios to help answer a question under consid-
eration is defined as model application. 
Section 16.5 explains how model application 
should be viewed before starting with any PBPK 
modelling work under the model credibility 
assessment network by carefully examining risk-
based analysis and totality of evidence from over-
all clinical studies [35]. Section 16.6 explains 
various applications of PBPK modelling to sup-
port clinical pharmacology of drugs. 

16.5 Credibility Assessment 
Framework of PBPK Modelling 

Due to the widespread application of PBPK 
modelling and consequent emergence of regu-
latory guidance, there has been an immense 
focus on establishing clearly defined approaches 
to gain trustworthiness of modelling and 
contextualisation of outcomes in making 
decisions that may impacts on patients 
[35, 36]. The term credibility refers to trust in 
the predictive capability of a model for a particu-
lar context of use (CoU). 

Recently, a framework for the credibility 
assessment of PBPK models was proposed by 
US FDA [35], which involves examination of 
model by considering CoU and grade the credi-
bility of model by assessing model influence and 
decision consequence as follows: 

16.5.1 Model Influence 

Model influence is described as the role of the 
model considering all available evidence in



addressing the question of interest. Model influ-
ence may be graded as: 
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16.5.1.1 Low Impact 
Model provides minor evidence; substantial non-
clinical and clinical data are available to inform 
the decision. Low impact analyses are considered 
descriptive analyses with very limited impact on 
decision-making for the overall development pro-
gram (e.g., a PBPK analysis to gain a more mech-
anistic understanding of observations). 

16.5.1.2 Medium Impact 
Model provides supportive evidence; some clini-
cal trial data are available to inform the decision. 
Medium impact analyses provide supportive evi-
dence and contribute to decision-making along 
with clinical data. 

16.5.1.3 High Impact 
Model provides substantial evidence; no clinical 
trial data relevant to the context of use or limited 
clinical trial data from similar scenarios are avail-
able to inform the decision. High impact analyses 
provide new evidence in the absence of respective 
clinical data and their results contribute exclu-
sively to decision-making (e.g., PBPK studies in 
lieu of clinical studies to inform prescribing 
information). 

Fig. 16.4 Hypothetical 
model risk assessment 
matrix where model risk 
moves from low (levels 
1–2) to medium (level 3) to 
high (levels 4–5) as model 
influence or decision 
consequence increases. The 
grading for model influence 
and decision consequence 
should be determined 
independently 

16.5.2 Decision Consequence 

Decision consequence is the impact of an incor-
rect decision based on all available evidence. 
Adverse outcomes resulting from wrong 
decisions could include (but may not be limited 
to) the risk of therapeutic failure or risk to patient 
safety. The significance can be driven by the 
number of patients likely to be impacted by the 
wrong decision, the severity of the potential 
harm, and/or the likelihood of occurrence. Deci-
sion consequences may be graded as: 

16.5.2.1 Low 
Incorrect decisions would not result in adverse 
outcomes in patient safety or efficacy. 

16.5.2.2 Medium 
Incorrect decisions could result in minor to mod-
erate adverse outcomes in patient safety or 
efficacy. 

16.5.2.3 High 
Incorrect decisions could result in severe adverse 
outcomes in patient safety or efficacy. 

Using the model impact and decision conse-
quence definitions described above, model risk 
may be assessed (Fig. 16.4). The model risk 
levels can then be used to select the extent of



verification and validation activities and define 
outcomes that will provide evidence to demon-
strate credibility for a COU. More rigorous 
activities may be selected for models that have 
greater risk and thus require more evidence to 
demonstrate credibility. EMA guidelines on 
PBPK modelling illustrate some examples/case 
studies which may be considered as low/moderate 
or high impact PBPK analysis and qualification 
requirements to generate model credibility for 
those scenarios [37]. 
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16.6 PBPK Modelling Applications 

16.6.1 Small Molecule Drugs 

PBPK modelling may be used to inform the 
impact of intrinsic (genetic, physiological, and 
pathological characteristics of an individual, 
e.g., age, renal/hepatic impairment) and extrinsic 
factors (environmental, regional, or related to 
lifestyle e.g., diet, concomitant medication use, 
and smoking habits) on PK of a drug [38]. 

Briefly, for small molecule drugs, PBPK 
models can be applied in the following scenarios: 

16.6.1.1 Biopharmaceutic Modelling 
Applications 

PBPK is increasingly used as a tool for various 
biopharmaceutic applications, namely, prediction 
of the impact of formulation and CMC changes 
on PK during clinical development and /or post-
marketing, assessing pH-mediated DDIs in 
patients treated with proton pump inhibitors 
(PPIs)/acid-reducing agents (ARAs), effect of 
food-on drug PK, support development of a 
biopredictive in vitro dissolution method, estab-
lish mechanistic In Vitro to In Vivo Correlation 
(IVIVC) and predict the impact of beverage con-
sumption on exposure. 

Between year 2008 and 2018, a total of 
24 NDA submissions have included of PBPK 
modelling and simulations for biopharmaceutics-
related assessment. In these submissions, PBPK 
absorption modelling and simulation served as an 
impactful tool in establishing the relationship of 
critical quality attributes (CQAs) including 

formulation variables, specifically in vitro disso-
lution, to the in vivo performance [39]. These 
cases encompass both immediate release 
(IR) (18 out of 24, i.e., 75%) and extended-
release(ER) (6 out of 24, i.e., 25%) solid oral 
dosage formulations involving all categories of 
Biopharmaceutical Classification System (BCS) 
classification drugs (71% of these drugs are 
BCS II or IV drugs). The applications can be 
categorized as (1) setting clinically relevant dis-
solution specifications that can ideally reject 
batches with undesired in vivo performance, 
which involves both the selection of 
bio-predictive dissolution methods (i.e., a set of 
testing conditions for which in vitro dissolution 
profiles are capable of predicting PK profiles) and 
the establishment of clinically relevant dissolu-
tion acceptance criteria; (2) setting clinically rele-
vant specifications for Critical Material Attributes 
(CMAs) and Critical Process Parameters (CPPs) 
(e.g., in support of particle size distribution spec-
ification based on the effect of particle size on 
in vivo absorption); and (3) supporting quality 
risk assessment and possible risk-based biowaiver 
request (e.g., via Physiologically Based In Vitro 
and In Vivo correlation/ relationship (PB-IVIVC/ 
R) or virtual Bioequivalence (BE) trial 
simulation). 

Prediction of food effect on drug PK is less 
developed but is a fast-growing area, with multi-
ple publications proposing flowchart-based 
strategies to use PBPK modelling in this area 
[40]. Currently, applications of PBPK modelling 
to address questions related to absorption related 
DDIs due to PPIs at the stage of regulatory 
submissions. In the years 2013–2017, PBPK 
modelling has been used in two New Drug Appli-
cation submissions to predict the liability of 
pH-dependent DDIs to support the labelling 
recommendations [41]. 

16.6.1.2 PK Modelling Applications 
PBPK modelling has been used to support the 
following key clinical pharmacology areas:

• Prediction of drug metabolizing enzyme(s)- or 
drug transporter(s)-mediated drug-drug 
interactions (DDIs) to inform inclusion/
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exclusion criteria, support dose selection, and 
waive clinical DDI studies or studies that have 
difficulty in enrolling patients and inform drug 
label

• Prediction of dosing regimens, enable sam-
pling timepoint selection, and propose dose 
in paediatric patients from newborns to 
adolescents,

• Prediction of PK and DDIs in patients with 
renal and/or hepatic organ impairment to 
inform study design or the decision to waive 
studies

• Estimate maternal–foetal drug disposition dur-
ing pregnancy to achieve the best therapeutic 
benefit/risk ratio

• Translation of PK among different ethnic 
groups (Caucasians, Chinese, Japanese, etc.), 
including PK and DDI in genetically polymor-
phic sub-populations 

Figure 16.5 is plotted based on data described by 
Grimstein et al. [42] and shows the increasing 
numbers of PBPK modelling in regulatory 
submissions. Between 2008 and 2017, the Office 
of Clinical Pharmacology (OCP), Centre for Drug 
Evaluation and Research (CDER), United States 
Food and Drug Administration (US FDA) 
received 130 investigational new drug (IND) 
applications and 94 new drug applications

Fig. 16.5 Graph showing 
the increasing number of 
PBPK modelling related 
submissions to OCP US 
FDA. One NDA 
submission of PBPK model 
may have multiple intended 
submissions, the total 
number of intended PBPK 
applications exceeds the 
number of NDA 
submissions containing 
PBPK analyses 

(NDAs) containing PBPK analyses [42]. The 
intended purpose of the PBPK analyses in these 
regulatory submissions is primarily to assess 
enzyme-based drug-drug interactions (60%), 
followed by applications in paediatrics (15%), 
DDI with transporter (7%), hepatic impairment 
(6%), renal impairment (4%), absorption includ-
ing food effect (4%), and pharmacogenetics (2%). 
In addition, reviewers conducted de novo (i.e., 
OCP reviewer initiated) PBPK analyses to inform 
regulatory decisions for 30 submissions. More 
recently, from the years 2018 to 2019, OCP 
received PBPK-related submissions in 56 investi-
gational new drugs (INDs), 57 new drug 
applications (NDAs), and 3 biologics license 
applications (BLAs) [43]. It is noteworthy that 
PBPK modelling is not equally mature in all 
areas of applications. For example, there is more 
confidence in DDI predictions due to CYP3A4 
modulation when compared to DDI predictions 
due to transporters [44]. Figure 16.6 from the US 
FDA clinical pharmacology review document of 
the ibrutinib is an example of a successful PBPK 
application to influence the label of ibrutinib in 
informing DDIs and circumventing the need to 
conduct clinical trials. Ibrutinib is susceptible to 
interactions with strong inhibitors and inducers of 
CYP3A4. The ibrutinib PBPK models were built



in the Simcyp Simulator using in vitro data and 
were validated using clinical data on the observed 
effects of both a strong CYP3A4 inhibitor and a 
strong inducer on ibrutinib exposure. Simulations 
then predicted the effects of a moderate CYP3A4 
inducer and other CYP3A4 inhibitors (strong, 
moderate and weak) on ibrutinib exposure, as 
well as investigating the impact of dose 
staggering and dose adjustment. The final drug 
label included 24 individual claims for untested 
DDI scenarios (without the need for clinical 
trials) and provided a dose optimization strategy 
aligned to individuals with different metabolic 
profiles.
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Fig. 16.6 Simulated and observed ibrutinib Cmax ratios and AUC ratios with 95% confidence intervals in presence of 
weak, moderate and strong inhibitors and moderate and strong inducers of CYP3A4 

16.6.2 Large Molecule Drugs 

PBPK modelling of biologics has a different remit 
by virtue of distinct PK processes from small 

molecule drugs. Compared to small molecule 
drugs, PBPK modelling applications for large 
molecules is much less mature but it is an area 
of great interest due to the high number of 
medicines approved or in development that are 
large molecules. 

16.6.2.1 DDI Assessment of Therapeutic 
Proteins (TP) and Antibody Drug 
Conjugates (ADCs) 

TPs that are proinflammatory cytokines (e.g., 
peginterferon) or TPs that cause increases in 
proinflammatory cytokine levels can down-
regulate the expression of cytochrome P450 
(CYP) enzymes, thereby decreasing the metabo-
lism of drugs that are CYP substrates and increas-
ing their exposure levels [45]. Conversely, TPs 
that reduce cytokine levels (e.g., TNF inhibitors) 
can relieve the CYP down-regulation from an 
inflammatory environment (e.g., rheumatoid



arthritis), thereby increasing CYP expression and 
activity and reducing exposure for CYP 
substrates. TP affects human physiological pro-
cesses that can in turn alter the pharmacokinetic 
profiles of co-administered medications (e.g., 
GLP-1 receptor agonists such as dulaglutide and 
albiglutide result in delayed gastric emptying). In 
this case, the sponsor should evaluate the TP as a 
perpetrator. The application of PBPK modelling 
in the evaluation of the DDI potential of a TP is an 
emerging area. PBPK modelling has a potential 
role in understanding the underlying mechanism 
of a DDI for TPs. The US FDA in recent guidance 
adopted an open approach and encouraged phar-
maceutical companies to contact them when pro-
posing to use PBPK modelling to evaluate the 
DDI potential of TPs [45]. For antibody-drug 
conjugates (ADCs), the small molecule drug 
component (the ‘war head’) conjugated to the 
antibody component can be released into an 
unconjugated form. Therefore, for ADCs DDI 
assessment should include small molecule DDIs 
for released war head /payload and antibody 
components separately [46]. PBPK modelling of 
the ADC polatuzumab vedotin was used to suc-
cessfully inform the label for DDI liability with-
out dedicated clinical DDI trials [47]. 

16 Physiologically Based Pharmacokinetic Modelling in Drug Discovery and. . . 283

16.6.2.2 PBPK-PD Modelling 
Large molecule PBPK models are built using 
(1) non-specific uptake via fluid-phase pinocyto-
sis into vascular endothelial cells, 
(2) pH-dependent binding to FcRn in the acidic 
environment of the endosome, (3) proteolytic 
degradation of unbound mAb in the lysosome, 
(4) pH-dependent release of bound mAb at the 
cell surface into the plasma or interstitial fluid via 
exocytosis, and (5) exit of interstitial mAb into 
the lymph via convective flow. The complex 
nature of mAb disposition with a variable 
human PK, together with the recent evolution of 
in vitro assays provides an opportunity for 
predicting in vivo behaviour using in vitro data 
in a PBPK framework analogous to small mole-
cule. PBPK models of therapeutic antibodies that 
include subsystems representing the fundamental 
mechanisms responsible for antibody transport 
such as paracellular exchange, nonspecific 

binding, FcRn interaction and transcytosis, can 
be informed by in vitro assays designed to char-
acterize these interactions and processes. The 
resulting models can be used to predict the plasma 
and tissue disposition of antibodies. An in silico-
based metric representing the positive charge in 
antibody complementarity-determining region 
was incorporated into a PBPK model for 
predicting antibody PK in humans [48]. Recently, 
a PBPK modelling framework was used to 
explore the predictive potential of 14 in vitro 
assays designed to measure various antibody 
physiochemical properties, including nonspecific 
cell-surface interactions, FcRn binding, thermal 
stability, hydrophobicity, and self-association. It 
demonstrated the utility of the proposed PBPK-
PD model-based framework that integrates 
physiochemical characteristics of antibodies to 
predict PK profiles in humans, with the goal of 
facilitating antibody screening and engineering in 
early development stages [49]. 

For therapeutic mAbs and mAbs adducts, 
binding to receptors not only triggers downstream 
effects/pharmacological response but also its dis-
position (TMDD), and thus PK and pharmacody-
namics (PD) are intricately linked. PBPK-PD 
approaches may be a useful application in 
characterising the dose exposure relations if 
there is sufficient information on target receptor 
expression. The target receptor expression may be 
directly experimentally determined or estimated 
with modelling approaches [50]. In some 
circumstances, target expression is not important 
(e.g., infection) making TMDD irrelevant in mAb 
PK. A Bamlanivimab PBPK-PD model was 
recently used to propose the first in man dose 
that was expected to result in maximum therapeu-
tic effect before the first in human clinical trial 
[51]. Production of anti-drug antibodies (ADA) 
and binding to Fc-γ receptors on immune cells 
lead to increased mAb clearance and these com-
plex immune responses are currently challenging 
to be modelled mechanistically in PBPK models. 

16.6.2.3 PBPK Model of mAbs in Specific 
Populations 

The anatomy and physiology of children change 
rapidly in the first few months of their life. Since



mAbs have long half-lives spanning few weeks to 
months, continuous maturation of physiology 
over the course of single dosing may need to be 
considered within PBPK models aimed at 
predicting mAb exposure in very young children. 
Continual maturation of physiology has been 
incorporated in a few of recently reported 
paediatric mAb PBPK models where the mAb 
PK parameters and/or plasma concentrations 
were predicted within two-fold of observed 
values [52]. The published paediatric mAb 
PBPK models incorporate ontogeny of organ 
volumes, blood flows, lymph flows, interstitial 
volumes, and haematocrit. Ontogeny of lymph 
flow differs between the models, one used a 
uniform scalar in young children (0–1 year) [53] 
and others allometrically scale adult lymph flows 
[54], both resulting in increased lymph flow in 
paediatrics compared to adults, in line with ani-
mal data. PBPK modelling of biologics in preg-
nancy is not reported but is a potential area for 
future research. Similarly, there is less knowledge 
on ethnic differences or the impact of organ 
impairment on the PK of biologics. 
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16.7 Regulatory Guidance on PBPK 
Modelling 

PBPK modelling had been applied in past in 
allied sciences for example in assessing the 
impact of environmental pollutants on human 
health quite extensively and much before its use 
was recognised in the pharmaceutical industry. 
Therefore, considerable regulatory/policy 
recommendations existed already (Table 16.6) 
historically which are interesting to read as may 
be viewed as a good foundation for subsequent 
tremendous growth and application of PBPK 
modelling in the pharmaceutical industry. In 
recent times, there had been a surge of white 
papers, policy documents, and regulatory 
guidelines. Many cross-industry working groups 
have recently published consensus white papers 
on specific topics on PBPK modelling including 
regulatory submissions [2], induction [55], phar-
maceutical product development [56], 
transporters [3], and organ impairment [57]. 

Specific guidances from regulatory agencies 
have been released to advise the pharmaceutical 
industry on reporting PBPK analysis 
(Table 16.6). These guidances provide an outline 
of key contents in the PBPK analysis report to 
help enable regulatory agencies to assess PBPK 
regulatory submissions in a rational way 
[37, 58]. In addition, PBPK guidance is issued 
on specific topics as well, for example on bio-
pharmaceutical modelling to advise on scope, 
methodology and reporting for modelling impact 
of CMC changes on the PK of drugs [59]. Since 
PBPK had a widespread application in every 
aspect of clinical pharmacology (Sect. 16.6), it 
is noteworthy that now most guidance documents 
being issued on several different aspects now 
include a brief description of PBPK analysis in 
them as an important tool to aid understanding of 
PK by extrinsic and intrinsic factors. 

Fundamental to all this regulatory guidance is 
positive support for model-based analysis to aid 
drug discovery and development. The basic 
expectation is a transparent and clearly explained 
approach with a scientific basis on methodology 
and outcomes to help reduce the burden of exces-
sive clinical trials on patients and speed up the 
availability of novel medicines without 
compromising efficacy and safety. It is expected 
that PBPK analysis will continue to have an 
increasing role in regulatory submissions and fur-
ther guidance documents will emerge as our 
understanding matures with historical data being 
generated. 

16.8 Challenges and Future 
Directions 

PBPK modelling is a fast emerging approach that 
has many challenges that are potential areas of 
ongoing and future research. Some of these high-
level challenges are highlighted below:

• Lack of systems and drug data: key data on the 
absolute expression of drug metabolising 
enzymes/transporters of small molecule drugs 
and target receptors for biologics is unavail-
able. Also generating extensive data to enable
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Table 16.6 Regulatory guidance/policy documents on PBPK modelling of xenobiotics (drugs, environmental 
pollutants, and food components) 

Issuing 
body, 
yeara 

1. Core regulatory guidance for the pharmaceutical industry 
Physiologically based pharmacokinetic analyses— 
format and content: guidance for industry [58] 

US 
FDA, 
2018 

Recommend format and content for a sponsor or 
applicant to submit PBPK analyses to the FDA 

Guideline on the reporting of physiologically based 
pharmacokinetic (PBPK) modelling and simulation 
[37] 

EMA, 
2018 

What to include in a PBPK modelling report 
including, details of the predictive performance of 
the drug model and supportive data are expected to 
qualify a PBPK platform 

Guidelines for analysis reports involving 
physiologically based pharmacokinetic models [60] 

PMDA, 
2020 

Recommend format and content for a sponsor or 
applicant to submit PBPK analyses to the PMDA 

The use of physiologically based pharmacokinetic 
analyses-biopharmaceutics applications for oral drug 
product development, manufacturing changes, and 
controls: guidance for industry [59] 

US 
FDA, 
2020 

Recommendations regarding the development, 
evaluation, and use of (PBPK) analyses for 
biopharmaceutics applications with a focus only on 
orally administered, systemically active drug 
products. For other areas, it is considered on a case-
by-case basis 

In vitro drug interaction studies—Cytochrome P450 
enzyme- and transporter-mediated drug interactions: 
guidance for Industry [61] 

US 
FDA, 
2020 

Provides a detailed framework of static, semi-
mechanistic, and dynamic PBPK modelling for DDI 
predictions 

Clinical drug interaction studies—Cytochrome P450 
enzyme- and transporter-mediated drug interactions 
guidance for industry [62]] 

US 
FDA, 
2020 

Provides guidance on the use PBPK analysis in 
supporting the conduct of clinical drug interaction 
studies 

Guideline on the investigation of drug interactions 
[63] 

EMA, 
2012 

Recommends use of PBPK at different stages 
during drug development to inform study design, 
estimate the potential for drug-interactions 
qualitatively as well as estimate an interaction effect 
quantitatively 

Clinical pharmacology considerations for Antibody-
Drug Conjugates (ADC): guidance for Industry [46] 

US 
FDA, 
2022 

Refers to PBPK modelling of ADCs for DDI 
predictions 

Drug-Drug Interaction assessment for Therapeutic 
Proteins (TPs): guidance for industry [45] 

US 
FDA, 
2020 

Refers to PBPK modelling of TPs for DDI 
predictions 

Evaluation of gastric pH-dependent drug interactions 
with acid-reducing agents: study design, data 
analysis, and clinical implications: guidance for 
industry [64] 

US 
FDA, 
2020 

Refers to exploring the use of PBPK simulations to 
assess the potential for pH dependent DDIs and 
inform clinical study designs 

Pharmacokinetics in patients with impaired renal 
function—Study design, data analysis, and impact 
on dosing and labelling [65] 

US 
FDA, 
2020 

Recommends use of PBPK modelling to inform 
clinical trial designs for renal impaired populations 

2. Guidance/policy documents from allied areas e.g., environment protection 
Guidance document on the characterisation, 
validation and reporting of physiologically based 
kinetic (PBK) models for regulatory purposes [66] 

OECD, 
2021 

Contextual information on the scientific process of 
PBPK model characterisation and validation. 
Guidance on how to use PBPK models for specific 
regulatory purposes was out of scope 

ICH Guideline M12 on drug interaction studies [67] ICH, 
2022 

Best practice considerations for use of PBPK 
modelling for the evaluation of DDIs a 

Principles of characterising and applying PBK 
models in risk assessment [68] 

WHO, 
2010 

Best practices for characterizing and applying 
PBPK models in risk assessment
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Table 16.6 (continued)

Issuing 
body, 
yeara 

Approaches for the application of physiologically 
based pharmacokinetic models and supporting data 
in risk assessment [69] 

US 
EPA, 
2006 

Evaluation and use of PBPK models for predicting 
internal dose at target organs in risk assessment 
applications 

Use of physiologically based pharmacokinetic 
models to quantify the impact of human age and 
interindividual differences in physiology and 
biochemistry pertinent to risk [70] 

US 
EPA, 
2006 

Communicate a framework developed for the 
extrapolation and integration of in vitro-derived 
measures of chemical metabolism, including those 
that define human interindividual variability 

Scientific Opinion on good modelling practice in the 
context of mechanistic effect models for risk 
assessment of plant protection products [71] 

EFSA, 
2014 

Prepare a scientific opinion on good modelling 
practice in the context of mechanistic effect models 
for risk assessment of plant protection products 

a Full forms of abbreviations used: EFSA The European Food Safety Authority, EMA European Medicines Agency, ICH 
The International Council for Harmonisation of Technical Requirements for Pharmaceuticals for Human Use, OECD The 
Organisation for Economic Co-operation and Development, PMDA Pharmaceuticals and Medical Devices Agency 
(Japanese regulatory agency), US EPA United States Environmental Protection Agency, US FDA United States Food 
and Drug Administration, WHO World Health Organisation 

PBPK modelling approaches may need addi-
tional costly and time taking studies, leading to 
delay in medicines approval or making 
assumptions in models

• Mechanistic understanding of PK processes: 
Mechanisms of transporter inhibition, lyso-
somal trapping, etc., for small molecules and 
the effect of pH on endosomal entrapment of 
mAbs during FcRn recycling, etc., are not 
quantitatively characterised or well understood

• Computation tools: More and better tools for 
computation for faster and reliable complex 
computations in practical industry work 
environments are needed

• Lack of clinical data: For validation of PBPK 
models in specific populations e.g., pregnancy, 
lack of clinical data is a deterrent in regulatory 
acceptance

• Specific case-by-case challenges: each drug 
project has specific modelling challenges 
which are driven by typical drug properties. 
Unavailability of PK data after 
i.v. administration of drugs to validate the 
models in the oncology therapy area where 
i.v. PK is not necessarily generated 

Notwithstanding the aforementioned bottlenecks, 
PBPK modelling had emerged successful tool in 
model informed drug development and is 
expected to grow further in the future. 

16.9 Concluding Remarks 

PBPK modelling is an important tool that 
provides a qualitative and quantitative under-
standing of drug PK. It has now been widely 
used in academia, the pharmaceutical industry, 
and regulators for effective decision making. 
Well characterised PBPK models for small mole-
cule and large molecule drugs are available which 
can be developed through flowchart workflows 
and complied with a credibility assessment frame-
work for high quality regulatory submissions. 
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Abstract 

The objective of this chapter is to provide an 
overview of the design and conduct of clinical 
pharmacokinetic (PK) studies when 
investigating extrinsic factors that may influ-
ence the PK and pharmacodynamic relation-
ship of small molecule drug candidates in drug 
development. The clinical pharmacology 
package has to reflect and evaluate the impact 
of extrinsic (food effect, co-medications, 
smoking, etc) and intrinsic factors (age, race, 
organ dysfunction, etc.) on PK in humans. 
Information from preclinical absorption, distri-
bution, metabolism and excretion studies 
provides initial guidance on the potential 
impact of extrinsic factors on a drug and sub-
sequently, clinical studies are required to char-
acterise the PK of the drug in various clinical 
settings and form an important part of the 
marketing application to health authorities 
and for the drug label. Drug-Drug Interactions 

(DDI) represent one of the major extrinsic 
factors to be evaluated during drug discovery 
and development. Knowledge of the major 
metabolic pathway is also key information 
for the investigational drug as a drug may be 
liable to be a victim of DDI when co-dosed 
with perpetrator drug that inhibits or induces 
that metabolic pathway and hence alters the 
exposure levels in patients. Drugs may inhibit 
drug metabolizing enzymes and/or 
transporters competitively, time dependently, 
and may induce their activity or expression. In 
theory, all situations can be tested clinically. 
However, ethical and practical issues may 
limit the numbers of studies one can conduct. 
Advances in modelling and simulation 
approach allow some situations to be predicted 
in lieu of, or before clinical studies. 
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DME Drug metabolizing enzyme 
DMTA Design make test analyse 
EMA European Medicine Agency 
Fabs Fraction absorbed 
FDA Food and Drug Administration 
Fg Gut bioavailability 
IV Intravenous 
IVIVE In vitro in vivo extrapolation 
Ka Absorption constant 
MID3 Model-informed drug discovery and 

development 
M-M Michaelis-Menten kinetics 
MRCT Multiregional clinical trials 
PBPK Physiological based pharmacokinetic 
PK Pharmacokinetics 
PKPD Pharmacokinetic-pharmacodynamic 
PKPD/ 
E 

Pharmacokinetic-pharmacodynamic 
efficacy 

PopPK Population based pharmacokinetics 
SAR Structural activity relationship 
t1/2 Half life 
TDI Time dependent inhibition 
Vss Volume of distribution at steady state 

17.1 Introduction 

17.1.1 Pre-clinical ADME 

Absorption, distribution, metabolism and excre-
tion (ADME) studies completed primarily in drug 
discovery provide an estimate and guidance of 
what the human body will do to the candidate 
drug. Ensuring the most optimal compound enters 
drug development is crucial due to the significant 
cost and time required in the clinic and one of the 
key factors attributed to drug failure is drug expo-
sure either in terms of safety and/or efficacy. 

To predict compound exposure and thus over-
come potential drug failure, high throughput 
ADME studies to understand drug concentrations 
and kinetics across tissues are pivotal in early 
discovery and design/make/test/analyse (DMTA) 
cycles provide an iterative strategy to optimise 
compounds toward candidates. These data are 
subsequently used to inform and guide the drug 
development path in the clinic (see Chap. 13). 

17.1.2 Clinical Pharmacology, 
Pharmacokinetics, 
Pharmacodynamics 
and the Therapeutic Window 

Clinical pharmacology is the study of drugs in 
humans; it is a multidisciplinary field and 
contributes to the understanding of therapeutic 
efficacy and safety. Historically, up to half of a 
drug’s prescribing information is provided by 
Clinical Pharmacology. Clinical pharmacology 
comprises the following concepts:

• Pharmacokinetics (PK): describes the concen-
tration of the drug over time (in other words, 
what the body does to the drug’s elimination 
(ADME).

• Pharmacodynamics (PD): describes the drug’s 
effect on the body at a given concentration (or, 
what the drug does to the body if used at a 
given concentration). The effect can be posi-
tive e.g., receptor occupancy, or negative e.g., 
drug side effects.

• Pharmacokinetic/Pharmacodynamic 
relationships (PK/PD): Understanding how 
PK and PD are related and defining the rela-
tionship between the effect observed and the 
drug concentration. It is most informative for 
clinical use as it describes the effect of the drug 
over time, assuming a given concentration. 
PK/PD together can be thought of as a drug 
exposure/response relationship. 

Exposure-response information is the key data to 
define the safety and effectiveness of a drug. That 
is, a drug can be determined to be safe and effec-
tive only when the relationship between the ben-
eficial and adverse effects of a defined exposure 
are known. The therapeutic window (Fig. 17.1)  of  
a drug is determined by the minimal exposure 
necessary to reach the desired drug response and 
the exposure above which adverse effects are 
deemed unacceptable. These therapeutic limits 
are initially predicted from preclinical ADME 
data and animal PK studies before a compound 
enters the clinic. However, it is important to con-
sider intrinsic and extrinsic factors and their 
impact on a drug’s PK.



17 Design and Conduct of Pharmacokinetics Studies Influenced by Extrinsic Factors 293

Fig. 17.1 Schematic of drug concentration over time with 
safety and efficacy target concentrations from which the 
therapeutic index is defined 

Exposure-response data may provide reassur-
ance that even patients with increased plasma 
concentrations do not have increased adverse 
effects. Alternatively, if exposure in specific 
patient subgroups, e.g., renally or hepatically 
impaired patients, is expected to exceed the ther-
apeutic window then the dose may need to be 

adjusted. For victim drugs with a wide therapeutic 
window/index, the impact of extrinsic factors is 
not always meaningful and/or requires dose 
adjustments. 

Fig. 17.2 Overview of 
intrinsic and extrinsic 
factors that may lead to 
clinically relevant 
differences in treatment 
response via altered 
pharmacokinetics and 
pharmacodynamics 
response of a drug 

The clinical pharmacology package evaluates 
the impact of extrinsic (food effect, smoking, 
co-medications) and intrinsic factors (age, race, 
organ dysfunction, disease state, gender, genetics, 
pregnancy/lactation) on PK in humans. Informa-
tion from all these studies is important to charac-
terise the PK of a drug in various routine clinical 
settings and forms an important part of the drug 
dossier to regulatory authorities as well as part of 
the drug label. As drug development programs 
become more global, careful consideration must 
be given to variability in drug exposure and 
response resulting from intrinsic/extrinsic factors, 
for example, variations in the use of herbal 
supplements. This is true whether an industry 
sponsor is planning multiregional clinical trials 
or whether they wish to submit for marketing 
approval in multiple countries or in a single coun-
try where there is significant ethnic heterogeneity 
(e.g., USA). Figure 17.2 shows a selection of 
extrinsic and intrinsic factors that need to be



considered. In this chapter, we focus on the 
design and conduct of PK studies influenced by 
extrinsic factors. 
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17.2 What Pre-clinical ADME Data 
Could Be Helpful to Predict 
the Effect of Extrinsic Factors 
Before Human Clinical Trials? 

17.2.1 Absorption 

For an orally administered drug, the dissolution 
and subsequent fraction absorbed from the gut 
into the systemic circulation (Fa), the fraction 
escaping first pass metabolism in the gut 
(Fg) and the fraction escaping first pass metabo-
lism (and transport) in the liver (Fh) define the 
oral bioavailability (F) [1]. However, these pro-
cesses are themselves dependent on a multitude 
of parameters including PK and physicochemical 
properties which can result in diverse oral expo-
sure. In the clinic, low F (<25%) can result in 
exposure variability insufficient to achieve drug 
concentrations at the target site for the necessary 
duration. Hence, understanding and optimising 
the PK and physicochemical properties is a key 
goal during drug discovery for orally 
administered drugs. 

Utilising in vitro permeability assays e.g., 
Caco2 cells or Ussing Chamber, and transporter 
cell assays e.g., MDCK-MDR1 transfected cells, 
an assessment of intestinal intrinsic passive per-
meability [2] and intestinal efflux can be made 
[3]. These data, alongside measurements of phys-
icochemical properties e.g., aqueous solubility or 
solubility in simulated gastric and intestinal fluid 
(and thus pH and food effect), LogD, hydrogen 
bond donor count and animal PK provides a 
holistic and multi-factorial estimation of human 
Fabs which can be further improved through the 
use of physiologically based pharmacokinetic 
(PBPK) models e.g., Gastroplus [4]. 

Compounds with pH-dependent solubility 
may demonstrate differential absorption and 
subsequent systemic concentrations when 
co-administered with gastric acid–reducing 
agents (ARA) [5–7]. An elevated gastric pH 

may also affect drug release from a drug product 
that may be sensitive to the surrounding pH, such 
as a pH-sensitive delayed-release formulation. 
Therefore, it is important to understand early in 
discovery the key physicochemical characteristics 
of a drug that may be subject to pH-dependent 
drug-drug interactions (DDIs), i.e., the chemical 
structure of the drug substance (e.g., weak acid or 
weak base), drug solubility and stability as a 
function of pH, drug product formulation features 
(e.g., whether the formulation contains enteric 
coating, acidic ingredients, or solubilizing agents 
to mitigate the pH-dependent DDI potential). 

Food changes the gastric emptying rate and 
thus the time the compound is exposed in the 
stomach and gastrointestinal tract. In ADME 
studies, solubility and stability are often assessed 
in simulated gastric and intestinal fluids from 
which the PK sampling schedule in the clinic 
can be defined. An example of a drug regimen 
whose PK is dependent on a diet is the triple 
therapy Trikafta (Elexacaftor/tezacaftor/ 
ivacaftor) used to treat cystic fibrosis. To achieve 
required systemic exposures, the dose is taken 
with a high fat containing meal such as peanut 
butter, eggs, nuts. The fat in the diet increases the 
extent and rate of absorption of Trikafta [8]. 

17.2.2 Distribution 

Volume of distribution at steady state (Vss) 
represents a hypothetical volume into which a 
given dose of drug is apparently distributed 
from its sample site throughout the body in a 
reversible manner. The ion class, compound 
charge status, plasma protein binding, 
lipophilicity and polarity can be used to predict 
Vss. Previous work has provided guidance on 
general rules used to predict Vss [9] e.g., bases 
demonstrate Vss >3 L/kg versus acids which 
often demonstrate Vss <1 L/kg. 

Accurate assessment of fraction unbound 
(fu) is critical due to the impact on DDI predic-
tion, PKPD relationship understanding and thera-
peutic index. However, optimisation of fu is not 
advised due to the limited impact the parameter 
has on in vivo efficacy in isolation



[10]. Measurement of plasma protein binding, 
tissue binding and for CNS targeting drugs, 
brain binding, using equilibrium dialysis are 
important values to define and correctly under-
stand the PKPD relationship. Evaluation of con-
centration dependent binding is also completed as 
a compound progress towards the clinic to allow 
appropriate modelling to be completed prior to 
the clinic. 
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Animal PK and fraction unbound across spe-
cies are particularly beneficial when trying to 
predict human Vss as drug tissue affinities are 
often conserved across species hence free Vss 
(Vss,u) is generally consistent across species. 
Whilst one-compartmental modelling can be lim-
ited particularly for compounds with differential 
rates of distribution, the use of PBPK modelling 
e.g., SimCYP software, with tissue specific blood 
flow provides additional clarity on distribution 
rates into and out of tissues allowing the net effect 
across multiple compartments to modelled. 

17.2.3 Metabolism and Elimination 

Chemical modification of drugs by enzymes 
produces molecules that are often easier to elimi-
nate by the body. The liver has the highest expres-
sion of these enzymes, but they are also present in 
the gut, lungs, kidney and skin. Drug metabolism 
is mediated in two phases: “functionalization” by 
cytochrome P450 enzymes (CYPs) and “conjuga-
tion” by uridine 5′-diphospho-
glucuronosyltransferase (UGT). Phase 1 enzymes, 
the oxygenases, are responsible for the reactions 
such as oxidation, dealkylation, and hydrolysis. 
Phase 2 enzymes, the transferases, are responsible 
for the addition of different functional elements 
e.g., glucuronides. 

Figure 17.3 provides an overview of the key 
enzymes and elimination routes responsible for 
the clearance of commonly prescribed drugs 
(in the US) from the body. Similarly, 89 of the 
100 most prescribed drugs in five European 
countries and Australia are metabolized and/or 
known to be transported and only 11 drugs are 
not subject to either drug metabolism or drug 
transport [12]. 

As human in vivo clearance cannot be 
measured in drug discovery the use of human 
in vitro matrices e.g., hepatocytes, and animal 
PK provides guidance as to the route and rate of 
elimination (total clearance defined as: the sum of 
hepatic metabolic, renal, biliary and extra-hepatic 
metabolism) which can be extrapolated to human. 

Project teams aim to synthesise compounds 
with low total clearance to ensure sufficient 
concentrations are achieved and maintained over 
time to engage the target. Hepatic metabolic 
clearance remains the predominant pathway for 
the elimination of drugs (Fig. 17.3) thus the use of 
hepatocytes and plated hepatic co-cultured 
systems offers an efficient tool to predict in vivo 
clearance. Algorithms such as in vitro in vivo 
extrapolation using the well-stirred model 
[13, 14] provide confidence that in vitro assays 
assessing (predominantly) CYP and UGT 
enzymes can account for the clearance observed 
in vivo or if additional pathways or extra-hepatic 
enzymes may be contributing to the drug clear-
ance. Successful extrapolation of animal data 
provides confidence the same technique can be 
applied to humans. 

17.2.4 Transporters 

Drug transporters are proteins present in many 
tissues that can alter systemic drug levels by 
regulating the amount of drug that enters and/or 
exits the tissue. Many drugs rely on transporters 
for uptake into and efflux out of cellular 
compartments (Fig. 17.4). In the gut lumen, 
transporters contribute to the extent of drug 
absorption (either due to uptake transporters 
actively transporting the drug from the gut 
lumen into the blood or by efflux transporters 
actively removing the drug from the blood and 
back into the gut lumen for elimination) and in 
both the gut and liver they influence how much 
drug escapes first pass metabolism. Additionally, 
transporters can influence elimination from the 
kidney. Finally, transporters at the blood brain 
barrier provide a crucial barrier to ensure exoge-
nous and endogenous molecules do not enter the 
brain (Fig. 17.4).



296 M. Learoyd et al.

Fi
g
. 1

7.
3 

A
n 
ov

er
vi
ew

 o
f 
th
e 
co
nt
ri
bu

tio
n 
of
 m

aj
or
 e
nz
ym

es
 t
o 
th
e 
el
im

in
at
io
n 
of
 d
ru
gs
. (
A
da
pt
ed
 f
ro
m
 S
ar
av
an
ak
um

ar
 e
t 
al
. [
11

])



17 Design and Conduct of Pharmacokinetics Studies Influenced by Extrinsic Factors 297

Fig. 17.4 Drug metabolizing enzymes and transporters (Adapted from Srinivas et al. [15]) 

If a compound is a target for the brain, MDCK 
cells transfected with the efflux transporters, 
P-glycoprotein or breast cancer resistance protein 
are routinely assessed to ensure the compound is 
not a substrate of the transporter and thus, brain 
exposure will not be limited. 

17.2.5 Pre-clinical Evaluation 
of Enzyme and Transporter 
Drug-Drug Interaction Potential 

DDIs resulting in altered drug exposure can occur 
when two drugs are co-administered, and one 
affects the PK of the other. One drug is the victim 
of the DDI, and the other is the perpetrator of the 

DDI. The perpetrator drug changes the blood/ 
tissue level of the victim drug. There are two 
possible outcomes:

• Victim exposure increases because the perpe-
trator is an inhibitor of the metabolism or 
efflux transporter.

• Victim exposure decreases because the perpe-
trator is an inducer of metabolism or an inhibi-
tor of an uptake transporter. 

The most common DDIs are associated with 
changes in the activity of CYPs. Approximately 
54% of approved drugs by the FDA (2005–2016) 
undergo CYP metabolism and of those approxi-
mately 64% are metabolised by CYP3A4 
(Fig. 17.3)  [11]. Risk assessment of a potential



DDI as early as possible can help to identify risks, 
risk mitigation strategies for the drug develop-
ment process and design of clinical trials. Metab-
olism via a number of pathways may be desirable 
to overcome strong DDI risks. 

298 M. Learoyd et al.

In drug discovery, in vitro assays to evaluate 
CYP and transporter competitive inhibition, 
enzyme time dependent inhibition (TDI) and 
enzyme induction are routinely completed 
throughout the DMTA cycles. 

Competitive inhibition assays often utilise 
human liver microsomes incubated with a specific 
enzyme isoform substrate to assess if the test 
compound (over a range of concentrations) 
decreases the formation of the known metabolite 
for the enzyme of interest. The generation of an 
IC50 (the test compound concentration which 
results in 50% inhibition) can be used early in 
the static models to assess risk (See Sect. 
17.3.2.4). The potential for a test compound to 
be an inhibitor of the transporters is also regularly 
evaluated, often with the use of transfected 
Hek293 cells containing the transporter of inter-
est, or with the use of transporter expressing 
vesicles. In contrast to metabolite formation in 
the enzyme inhibition assay, the transporter inhi-
bition assay assesses the impact of the test com-
pound on the movement of a known transporter 
substrate across the membrane and an IC50 is 
defined (see Drug Metabolizing Enzyme and 
Transporter DDIs for known transporter 
mediated DDIs). 

TDI is also an important parameter to be 
evaluated. It is routinely completed using human 
liver microsomes from which the maximum inac-
tivation rate (Kinact) and the concentration of the 
compound resulting in 50% inhibition (KI) are 
characterised. This comprehensive assay is often 
completed as the compound enters the clinic and 
can be used to decide if a clinical interaction study 
is required. However, in discovery, an IC50 shift 
assay is often utilised. The competitive inhibition 
enzyme assay is completed with and without a 
pre-incubation step to discriminate between the 
inhibition mechanism. An IC50 shift >1.5-fold is 
deemed significant and denotes the test com-
pound as a TDI that warrants further evaluation. 

The test compound is also characterised for its 
potential to induce CYP1A2, CYP2B6 or 
CYP3A4 in cultured human hepatocytes or 
HepaRG cells. The test compound is incubated 
over a range of concentrations (if known, over the 
predicted human efficacious dose range) in the 
system for 48 h (if evaluating mRNA levels) 
and/or 72 h (if evaluating catalytic activity). At 
the end of the incubation the fold induction rela-
tive to the control is calculated. A fold induction 
>2 is defined as a positive result and can be fed 
back into design to remove the liability or in a 
clinical study design. As recommended by the 
regulators (see DDI Regulatory Guidance) a pos-
itive in vitro result for CYP3A4 indicates the need 
for additional evaluation of CYP2C8, CYP2C9 
and CYP2C19 as these isoforms are also induced 
via activation of the pregnane X receptor (PXR). 

Clinical impact of inhibition, TDI or induction 
of the enzymes and/or transporters is discussed in 
further detail in Sect. 17.3.2. 

17.2.6 Non-linear PK 

Often, the desired observation is that compound 
exposure increases proportionally to the amount 
dosed, e.g., a three-fold increase in dose would 
result in a three-fold increase in drug exposure. 
However, some drugs display non-linear PK 
which means drug exposure is not proportional 
to the amount administered. Observations of 
non-linear PK in the animal can provide addi-
tional guidance on the possible clinical 
observations. There are many reasons for 
non-linear exposure, including (but not limited 
to):

• Solubility limited absorption, e.g., saquinavir 
[16]

• Saturation of transport processes, e.g., metho-
trexate [17]

• Saturation of protein binding, e.g., vismodegib 
[18]

• Increased clearance, e.g., induction or 
autoinduction, as observed with carbamaze-
pine [19]
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• Time dependent auto inhibition, e.g., 
Ritonavir

• Toxicity, e.g., nephrotoxicity induced by 
aminoglycosides, reduces organ function [20]

• Enterohepatic recycling, e.g., isotretinoin [21] 

Understanding the Michaelis-Menten kinetics 
with measured Vmax and Km parameters guides 
the potential for non-linear PK in humans and 
aids in guiding dose and dose regimen. The use 
of PBPK and population PK modelling with first 
order and first order conditional estimation 
algorithms provides simulations of possible clini-
cal outcomes. Additional details of the DDI 
related effects are described in more detail in the 
Sect. 17.3.2. 

17.3 Clinical Impact and Evaluation 
of Extrinsic Factors Effect on PK 

17.3.1 Food-Drug Pharmacokinetic 
Interactions 

Food can alter the PK of drugs to the extent that 
may affect patient safety and/or drug effective-
ness. Grapefruit juice is a well-known example of 
a food that can affect the PK of drugs such as 
cyclosporine and felodipine primarily by inhibi-
tion of CYP3A4 [22]. Food-drug interactions can 
be complicated if food causes functional changes 
in the gastrointestinal tract, e.g., alterations in 
gastric emptying kinetics, increased luminal bile 
salt concentrations or increased hepatic perfusion 
[23, 24]. For patient convenience and to improve 
compliance drugs should be given with or without 
food; of 40 small molecule oncology drugs 
approved between 1999 and 2017, food was 
identified as an extrinsic factor affecting PK in a 
small number of cases, 12.5% (5/40) [25]. 

17.3.1.1 Clinical Food Effect Study 
Planning and Design 

A typical food effect study is a single dose, 
2-treatment period, 2 sequence, cross-over 
design; whereby a single dose of the test drug is 
given fasted or fed. A washout period of at least 
five half-lives between the two treatment periods 

is required. The plasma concentration-time 
profiles after fasted and fed administration of the 
test drug are compared. Analogous to the evalua-
tion of bioequivalence, the presence of a food 
effect is assessed primarily in terms of changes 
in the area under the plasma-concentration-time 
curve (AUC), the maximum concentration in the 
plasma (Cmax) and some cases, the time at which 
this concentration is observed (tmax). 

Key Considerations for the Design of a Clinical 
Food Effect Study 

Study Population and Number of Subjects 
Food effect and DDI studies are preferably 
conducted in healthy subjects and the data is 
extrapolated to patients. Interindividual 
variability is reduced in healthy subjects who 
have normal kidney and liver function, are not 
using a concomitant medication, and are devoid 
of other interfering factors (e.g., smoking). For 
some drugs, the safety profile can mean the study 
must be conducted in patients, and these typically 
require a larger sample size due to more signifi-
cant PK variability. 

The number of subjects included in a food 
effect or DDI study should be sufficient to pro-
vide a reliable estimate of the magnitude and 
variability of the interaction. The equivalence 
approach is recommended when the purpose is 
to demonstrate PK equivalence e.g., between fed 
and fasted conditions. In practice, this is accom-
plished by calculating a 90% confidence interval 
(CI) for the geometric mean ratio (test/reference) 
of AUC and, in most cases Cmax. The CI should 
lie within predefined boundaries, which are set to 
ensure comparable clinical performance, i.e., sim-
ilarity in terms of safety and efficacy. For bio-
equivalence, 0.8–1.25 are the default boundaries, 
which fulfill most regulatory requirements. Other 
clinically relevant limitations may be used if sci-
entifically justified, i.e., if they can be supported 
by dose/exposure-response relationships. If the 
90% CI of the geometric mean ratio is within 
the predefined boundaries, then PK equivalence 
has been determined. The sample size calculation 
is based on the likelihood (power) of being able to 
demonstrate equivalence, given the anticipated



true AUC-(or Cmax) ratio (test/reference) and the 
anticipated true intra- or inter-subject variability, 
depending on the design. Details on the statistical 
analysis are given in the FDA Guidance ‘Statisti-
cal Approaches to Establishing Bioequivalence’. 
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To determine the number of subjects when an 
interaction is expected, from food effect or in a 
DDI study, the Estimation Approach is 
recommended. This approach estimates an 
effect/difference with adequate precision. The 
90% CI for the geometric mean ratio of AUC 
(test/reference) is calculated in addition to the 
point estimate of the geometric mean ratio. This 
sample size calculation is based on the anticipated 
intra- or inter-subject variability (for cross-over or 
parallel group study designs, respectively) and the 
desired level of precision. Precision is expressed 
as the ratio between the upper 90% confidence 
limit and the lower 90% confidence limit and is 
independent of the true and observed ratio. 

Choice of Meal 
The current FDA and EMA guidelines specify the 
meal should be high-caloric (800–1000 kcal) and 
high-fat (500–600 kcal of total calories derived 
from fat) for the investigation of food effect on 
oral drug bioavailability [26, 27]. This meal is 
intended to cause a maximum physiological 
response and represent a worst-case scenario. 
Both FDA and EMA guidelines contain an exam-
ple of the composition of such a test meal. 

Administration 
Fasted treatment: Subjects fast overnight for 
≥10 h and are given the drug with 240 mL of 
water. No food should be allowed for at least 4 h 
post-dose. Fed treatment: Following an overnight 
fast of at least 10 h, the meal should be taken 
within 30 min, and the drug is given 30 min after 
the beginning of meal consumption with 240 mL 
water. 

PK Sample Collection 
For both fasted and fed treatment periods, timed 
samples in the biological fluid, usually plasma, 
should be collected from the subjects to permit 
characterization of the complete plasma 
concentration-time profile for the drug and, if 
relevant, metabolites. 

Data Analysis and Labelling 
The PK parameters which are calculated for the 
fed and fasted state may include: AUC0-inf, 
AUC0-t, Cmax, tmax and half life (t1/2). The 
90% CI for the ratio of population geometric 
means between fed and fasted products should 
be calculated for AUC0-inf, AUC0-t, and Cmax 
and compared to the pre-defined boundaries, e.g., 
0.8–1.25, to determine the effect of food on 
PK. The effect of food on the absorption of a 
drug should be described in the label as well as 
instructions for taking the drug in relation to food 
based on clinical relevance. 

17.3.2 Drug-Drug Pharmacokinetic 
Interactions 

It is critical that DDIs are investigated to ensure 
patient safety. In the past, extreme safety 
concerns caused by DDIs have led to multiple 
market withdrawals, such as those of mibefradil, 
terfenadine, cisapride, and cerivastatin in the late 
1990s and early 2000s [28–31]. Unintentional 
and mismanaged DDIs have been reported as a 
common reason for preventable adverse events 
and 20–40% of adverse drug reactions 
[23, 32]. During hospitalisation drug 
combinations or concomitant therapy, are fre-
quently required to treat certain diseases (for 
example, cardiovascular disease, cancer and 
infections) or to treat patients with ≥2 different 
conditions. Of 40 small molecule oncology drugs 
approved between 1999 and 2017, CYP inhibi-
tion or induction was identified as an extrinsic 
factor affecting PK in 62.5% (25/40) of cases 
[25]. Drug transporters and acid reducing agents 
were also identified as factors affecting PK for a 
limited number of drugs, 7.5% (3/40) and 10% 
(4/40), respectively [25]. 

17.3.2.1 Drug Metabolizing Enzyme 
and Transporter DDIs 

Phase I and Phase II enzymes and transporters can 
be inhibited or induced, resulting in changes in 
the rate of drug clearance and systemic exposure. 
Competitive inhibition results in increased expo-
sure to the victim drug and the DDI effect is 
alleviated upon elimination (or clearance) of the



inhibitor. Whereas, for TDI the increased expo-
sure to the victim drug is sustained after the 
removal of the inhibitor. Therefore, DDIs 
resulting from TDI can be potentially more harm-
ful because any toxicity resulting from TDI can 
be prolonged. Additionally, the DDI magnitude 
increases with multiple doses of the inhibitor 
(greater than would be expected from reversible 
inhibition alone). As TDI destroys enzymes, 
de-novo synthesis of the enzyme is necessary to 
restore activity. 
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Table 17.1 Examples of transporter mediated drug-drug interactions and their relationship to efficacy and safety 
attributes ([12, 39–41], Fig. 17.4) 

Transporter Example DDI Clinical risk 

P-gp Substrates: digoxin, atorvastatin, 
omeprazole, losartan, fexofenadine 

Dependent upon combination 

Inducers: rifampicin (multiple dosing), 
verapamil 
Inhibitors: verapamil 

BCRP Substrate: rosuvastatin and inhibitor: 
febuxostat 

Two-fold increased exposure to rosuvastatin, increased 
cholesterol lowering and muscle-toxicity 

OATP1B1/3 Statins Increased Rhabdomyolysis 
HCV agents Reduced efficacy 

OCT1/2/ 
MATEs 

Metformin Lactic acidosis, GI tolerability, CV/Metabolic AEs 
Fenoterol Reduced efficacy 

OAT1/3 Furosemide Hypotension 
Rivaroxaban Hypokalaemia 

Increased bleeding risk 

Where, HCV hepatitis C virus, OATP organic anion transporting polypeptide, OCT organic cation transporter, OAT 
organic anion transporter, SLC solute carrier (uptake), ABC ATP-binding cassette (efflux) 

Induction of a clearance enzyme by a perpe-
trator drug causes decreased exposure to the vic-
tim drug, typically resulting in loss of efficacy. 
Less commonly, increased toxicity via induction 
of metabolism may occur; the strong CYP3A4 
inducer and PXR agonist rifampicin given with 
lorlatinib has been associated with liver toxicity 
[33]. The DDI effect is sustained upon removal of 
the inducer and enzyme degradation is necessary 
to restore activity to baseline (~14 days) [34, 35]. 

Complex DDI scenarios can arise; for exam-
ple, the PARP inhibitor Lynparza [36] is a revers-
ible inhibitor, TDI and inducer of CYP3A4, 
CYP3A4 is also the predominant enzyme respon-
sible for the clearance of Lynparza, and overall 
the net effect is evidenced as time-dependent PK 
and weak CYP3A inhibition [37]. 

DDIs have been applied positively for thera-
peutic effect; the use of the HIV protease inhibitor 
ritonavir, a potent CYP3A inhibitor, has become 
a standard boosting agent for co-administered 
HIV protease inhibitors. Given the potent inhibi-
tion of CYP3A4 by ritonavir, subtherapeutic 
doses of ritonavir are used to increase plasma 
concentrations of other HIV drugs oxidized by 
CYP3A4, thereby extending their clinical effi-
cacy [38] (Table 17.1). 

17.3.2.2 Classic Examples of Clinical DDI 
Intravenous midazolam is used globally for seda-
tion during minor operations and intensive care 
treatment, and itraconazole is a widely used anti-
fungal agent. The interaction between the 
CYP3A4 substrate midazolam and CYP3A4 
inhibitor itraconazole was first reported by 
Olkkola et al. [42]. Itraconazole increased the 
area under the midazolam concentration-time 
curve 10.8-fold (p < 0.001) and mean peak 
concentrations 3.4-fold (p < 0.001) compared 
with placebo. Also, itraconazole increased the t1/ 
2 of midazolam from 2.8 ± 0.6 h to 7.9 ± 0.5 h. 
The higher concentrations of midazolam during 
treatment with antimycotics were associated with 
profound sedative effects. Subsequently, this DDI 
has been further characterised by several



investigators [42–46]. As a result of this interac-
tion, a number of drugs which are CYP3A4 
substrates are contraindicated with itraconazole 
capsules. Increased plasma concentrations of 
these CYP3A4 substrates, caused by 
coadministration with itraconazole, may increase 
or prolong both therapeutic and adverse effects to 
such an extent that a potentially serious situation 
may occur. For example, increased plasma 
concentrations of some of these drugs can lead 
to QT interval prolongation and ventricular 
tachyarrhythmias, including occurrences of tor-
sade de pointes, a potentially fatal arrhythmia 
(Itraconazole SPC). 
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DDIs between herbal supplements and drugs 
may also occur. For example, a review of 
published data and case reports showed that St 
John’s Wort (SJW) had a clinically significant 
effect on several commonly prescribed drugs, 
including warfarin, oral contraceptives and selec-
tive serotonin re-uptake inhibitors [47]. The 
mechanism for these DDI is likely the induction 
of CYP enzymes and P-gp following multiple 
dosing of St John’s Wort. Subsequently, informa-
tion about the interactions was provided to health 
care professionals and patients in Sweden and the 

UK. The product information of the licensed 
medicines involved were amended to reflect 
these identified interactions and SJW preparations 
were voluntarily labelled with appropriate 
warnings. 

Fig. 17.5 Pharmacogenomics and consequences of polymorphism on DDIs 

17.3.2.3 DDI Regulatory Guidance 
To ensure patient safety, regulatory guidance 
from health authorities (US FDA, EU EMA, and 
Japanese PMDA) are available, which provides 
detailed information on how to assess DDI 
liabilities of drugs, and this often involves static, 
semi-mechanistic or dynamic modelling 
approaches (see Sect. 17.3.2.4). Figure 17.5 
shows the evolution of DDI interactions to date, 
with final guidance to be replaced with ICH M12 
DDI guidance. Regulatory guidances are also 
available for food effects and smoking. 

17.3.2.4 DDI Risk Assessment 
Approaches 

Cell and vector based in vitro assays can be used 
to evaluate interactions with transporters and the 
enzymes responsible for the metabolism 
[48]. Knowledge of the expected concomitant 
drugs is required to assess DDI risk. A



combination of in vitro data, including fraction 
metabolised (fmCYP) and predicted human PK in 
static and dynamic PBPK modelling provides an 
estimation of risk early in discovery, allowing 
project teams to assess alternative chemical 
designs to move away from the liability. 
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Subsequently, when a drug is in clinical devel-
opment, a decision tree is used to interpret 
whether in vitro DDI finding(s) are likely to be 
clinically significant and if a clinical DDI study is 
warranted [26, 27]. In its most simplistic form, a 
static assessment relates an expected maximal or 
physiologically relevant plasma concentration to 
an inhibition parameter and a desired outcome 
(Eq. 17.1). 

Equation 17.1 Static assessment of risk at 
unbound Cmax, e.g., CYP inhibition 

Ki,u > 50xCmax,u i:e:, 
Cmax,u 

Ki,u 
< 0:02 

Where, Ki,u Unbound inhibition constant; Cmax 
u, unbound maximum concentration. 

More complex mechanistic static equations 
integrate an assessment of DDI components to 
predict an outcome in a PK parameter, e.g., a 
change in AUC. The most complex, dynamic 
and PBPK models make a temporal assessment 
of risk at physiologically relevant concentrations 
of inhibitor/substrate interactions (see Sect. 
17.4.5). Furthermore, with PBPK modelling 
food/drug interactions or the impact of genetics, 
e.g., CYP2D6 polymorphisms, can be estimated. 
With the increase in complexity, more compre-
hensive data and a greater understanding of a 
drug’s PK are required. Table 17.2 provides an 
overview of DDI workflow that could potentially 
follow from lead optimization to life cycle man-
agement stages. 

17.3.2.5 Clinical Drug-Drug Interaction 
Study Planning and Design 

The primary objective of a DDI study is to deter-
mine the ratio of a measure of victim drug expo-
sure in the presence and absence of a perpetrator 
drug (e.g., AUC ratio). The design of every study 
needs to be based on careful evaluation of the 

available data to ensure safety and maximise the 
usefulness of the study [49]. 

The timing of a DDI study is dependent on 
its purpose. A DDI study may be conducted 
before undertaking large clinical studies in 
patients (Phase 2 or Phase 3) to evaluate 
whether patients given certain drugs can be 
included in the trial. For drugs that are given 
as combinations, a DDI study can investigate if 
there is an interaction between the drugs; for 
example ceftazidime-avibactam is an antibiotic 
given with a non-β-lactam β-lactamase inhibi-
tor to overcome antibiotic resistance 
[50]. Later in development, parallel to Phase 
3, a DDI study may be performed to support 
the label dosing recommendations, for 
instance, to assess the impact of a CYP3A4 
inducer and inhibitor on exposure to the 
CYP3A substrate oncology drug Tagrisso 
[51]. Lastly, a DDI study may be completed 
post-approval to enable expansion to new 
patient populations [52]. 

17.3.2.6 Types of DDI Clinical 
Investigation and Studies 

Biomarkers for Metabolism and Transporter 
Related DDIs 
Endogenous compounds can be used to assess 
the perpetrator’s impact on a specific metabolic 
or transporter as a measure of the activity of the 
pathway. The main advantage of this approach 
is that it does not require the additional inter-
vention of the index substrate(s). In early clini-
cal drug development, these data can indicate 
potential DDI. The endogenous biomarker 
needs to be selective for the enzyme or trans-
porter under investigation and unaltered by dis-
ease or diet. Well-validated endogenous 
biomarkers that could be used as an alternative 
to DDI studies are lacking. For example, 4-
β-hydroxycholesterol, 6β-hydroxycortisol, and 
6β-hydroxycortisone could be used as sensitive 
biomarkers of CYP3A activity, unconjugated 
bilirubin as a nonselective marker of UGT1A1, 
and coproporphyrin as a marker of OATP1B1/
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Table 17.2 DMPK and clinical pharmacology framework and workflow for mitigating and 
designing DDIs in the drug discovery and development process



Table 17.3 Endogenous biomarkers for CYP and transporter mediated DDI

Biomarker Recommendation
CYP 3A4
induction

4b-OH-Cholestrol
[53]

It is comparable to midazolam clearance as a marker of CYP3A4 induction, and
each may be used to evaluate CYP3A4 induction in clinical trials evaluating 
drug-drug interactions for new drugs 
Measure for all FTIH studies
Narrow dynamic range. Mostly qualitative assessment and/or disconnects with
in vitro 

OATP1B CP-I [ ]54 Measure for all (in vitro ) OATP1B inhibitors, starting from SAD/MAD studies
and in dedicated DDI study (if conducted); Design sample collection based on 
the objective of the study, i.e., qualitative vs. quantitative assessment of 
OATP1B activity 
Apply the PBPK approach to refine/confirm the in vitro OATP1B Ki based on
the changes in plasma CP-I exposure 

Conjugated
Bilirubin 

A potential OATP1B biomarker, but less sensitive than CP-I
It might be better to measure CP-1 than bilirubin. It could be considered an
add-on to CP-1 to further understand its utility 

OAT1/3 4-pyridoxic acid Current evidence suggests it is a reliable biomarker, but data is limited;
Opportunity to understand further by including it in our clinical programs for 
in vitro OAT inhibitors 

OCT/MATE N-Methyl Current evidence suggests it is a reliable biomarker, but limited data
Opportunity to understand further by including in our clinical programs for
in vitro OCT/MATE inhibitors 

Creatinine Not a reliable marker of renal transporter inhibition. However, typically collected
in clinical studies 

1B3, respectively, but they are only suitable in 
the initial characterization of DDI risks 
(Table 17.3).
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DDI 
mechanism 

[55]

nicotinamide [56] 

17.3.2.7 DDI Studies with Index 
Perpetrators and Index 
Substrates 

The golden standard for clinical DDI studies is a 
prospective crossover study, usually performed in 
healthy subjects. Perpetrators (inhibitors or 
inducers) and substrates (victims) with well-
understood and predictable PK and DDI 
properties with regard to the level of inhibition, 
induction, or metabolic pathway are known as 
“index drugs”. The results and findings from 
DDI studies with index perpetrators or substrates 
can be extrapolated to concomitant medications 
sharing the same DDI properties. 

17.3.2.8 DDI Studies with Expected 
Concomitant Drugs 

It can be informative to conduct studies 
investigating DDIs between the investigated 

drug and drugs likely to be administered to the 
target population. These studies can also be con-
sidered when a drug is used as an add-on to other 
therapies or as part of a fixed dose 
combination [50]. 

17.3.2.9 Cocktail Approach 
A cocktail study includes the simultaneous 
administration of substrates of multiple enzymes 
and/or transporters to study subjects. This allows 
a drug to be studied as a perpetrator for several 
pathways in the same clinical study. 

17.3.2.10 In Silico DDI Studies 
PBPK models can be used in lieu of some pro-
spective DDI studies. For example, PBPK models 
have predicted the impact of weak and moderate 
inhibitors on the substrates of some CYP 
isoforms (e.g., CYP2D6, CYP3A) and the impact 
of weak and moderate inducers on CYP3A 
substrates [37].
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17.3.2.11 Key Considerations 
for the Design of a Clinical DDI 
Study 

Study Population and Number of Subjects 
Please refer to Section “Study Population and 
Number of Subjects”. 

Formulation 
It is preferable to use the final commercial clinical 
formulation for the DDI study. However, if that 
isn’t feasible, then the data from a DDI study 
using a development formulation may be 
extrapolated to the commercial formulation if 
the formulations are bioequivalent. If the 
formulations are not bioequivalent, then the data 
may be bridged using modelling approaches 
[37]. However, a robust model is needed that 
can describe the PK of both formulations. 

17.3.2.12 Perpetrator and Victim 
Selection 

The Investigational Drug as a Perpetrator 
of a DDI 
If the investigational drug is potentially a DDI 
perpetrator then its effect is measured using an 
index substrate for a specific pathway, for exam-
ple, midazolam for CYP3A4. The potential thera-
peutic dose level of the investigational drug needs 
to be considered to ensure a relevant dose is 
selected in the DDI study. The dose of a perpetra-
tor drug may be selected to show the maximal 
inhibition or induction effect expected clinically. 

An index victim drug needs to be selective (the 
fraction metabolised by the enzyme of interest 
>80%) and sensitive (>five-fold increase in 
AUC when given with an index inhibitor) to the 
pathway being investigated. Monitoring a specific 
metabolic-parent ratio can be helpful. To mini-
mise the impact on study subjects, the substrate 
should have a short half-life (to minimise the 
duration of exposure, effect on enzymes and PK 
sampling) and lack of toxicity. An index substrate 
should also have linear PK. FDA and EMA regu-
latory guidance provides recommendations for 
clinical index substrates and inhibitors. There 

are several sensitive and selective index 
substrates for some CYP enzymes (e.g., 
CYP1A2, CYP2D6, and CYP3A), whereas sen-
sitive index substrates for some CYPs (CYP2A6, 
CYP2B6, CYP2C9, and CYP2J2) are currently 
not available [49]. Moderately sensitive index 
substrates (whose AUC values increase 2- to 
<5-fold when co-administered with a known 
strong index inhibitor) can be used if a sensitive 
index substrate is not available for an enzyme 
(e.g., CYP2C9) (https://www.fda.gov/drugs/ 
drug-interactions-labeling/drug-development-
and-drug-interactions-table-substrates-inhibitors-
and-inducers). 

If exposure to the victim drug is expected to 
increase to the extent that it may be a safety 
concern, then the dose should be reduced to 
ensure that exposure is within the therapeutic 
window. On the other hand, when the effect of a 
strong inducer is investigated, a relatively high 
victim drug dose may be necessary to allow quan-
tification of its concentrations. 

17.3.2.13 The Investigational Drug 
as a Victim of DDI 

To test whether an investigational drug is a victim 
of DDIs, an index perpetrator should be used, for 
example itraconazole as a strong CYP3A inhibi-
tor. A strong index inhibitor or inducer should be 
used if one is available for the specific metabolic 
pathway of interest, otherwise a moderate can be 
used. Some perpetrators can also affect other 
metabolism and/or transporter pathways such as 
rifampicin (inducer and inhibitor of P-gp, 
OATP1B1) of the investigational drug and this 
needs to be considered when selecting an appro-
priate perpetrator. If a DDI study with a strong 
index perpetrator indicates that no DDI is present, 
no further DDI studies of this pathway are 
required. If a DDI study with strong index perpe-
trator indicates that there is a clinically significant 
interaction, then the impact of moderate index 
perpetrators needs to be understood to guide dos-
ing recommendations. The effect can be 
evaluated in a clinical DDI study or through 
modelling and simulation approaches, such as 
PBPK modelling with verified perpetrator (inhib-
itor or inducer) and substrate models.

https://www.fda.gov/drugs/drug-interactions-labeling/drug-development-and-drug-interactions-table-substrates-inhibitors-and-inducers
https://www.fda.gov/drugs/drug-interactions-labeling/drug-development-and-drug-interactions-table-substrates-inhibitors-and-inducers
https://www.fda.gov/drugs/drug-interactions-labeling/drug-development-and-drug-interactions-table-substrates-inhibitors-and-inducers
https://www.fda.gov/drugs/drug-interactions-labeling/drug-development-and-drug-interactions-table-substrates-inhibitors-and-inducers
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17.3.2.14 Dose Level 
and Single vs. Multiple Doses 

When the investigational drug is the victim, probe 
or index inhibitors can be utilized to reveal the 
contributions of specific pathways to the drug’s 
PK. In this situation, a single dose of the victim 
drug is usually adequate if the drug does not have 
time-dependent PK. 

The mechanism of the perpetrator DDI also 
informs whether the interaction should be studied 
following a single dose or multiple dosing. If a 
perpetrator drug is predicted to be a reversible 
inhibitor of a CYP enzyme then a single dose 
study may be adequate. For TDI or induction 
multiple-dosing is required to ensure the maximal 
effect is measured. 

17.3.2.15 Parallel Versus Crossover 
Studies 

A cross-over design involves given the victim 
drug alone and then also in combination with a 
perpetrator to the same subject, this may either be 
randomised by the sequence they receive these or 
all subjects may follow the same sequence. A 
parallel group design involves giving one group 
of subjects the victim drug and one group the 
victim and perpetrator drugs combined. 

The crossover design reduces the effect of 
interindividual variability because individuals 
act as their own controls. In a crossover study, 
the washout period between study phases should 
be long enough to allow the drugs, metabolites, 
and their effects to be completely eliminated 
before the next phase, even when their elimina-
tion is impaired by strong inhibitors. If a washout 
period is not feasible, for instance if a metabolite 
is slowly eliminated metabolite or if the study 
needs to be conducted in patients and it is unethi-
cal to allow exposure to be lower than is effica-
cious then a parallel group design may be used. A 
parallel group design requires a greater 
sample size. 

17.3.2.16 Timing of Drug Administration 
The perpetrator and substrate drugs can be 
administered at the same time for the majority of 
DDI. The victim drug needs to be dosed at a time 

to allow measurement of maximal DDI. For 
example dose staggering, rather than simulta-
neous administration, may allow maximum inhib-
itor concentrations at the site of inhibition (e.g., 
an interval of 1 h between the inhibitor and victim 
drug administration). 

17.3.2.17 Co-Medications and Other 
Extrinsic Factors Affecting DDIs 

Other extrinsic factors (e.g. herbal supplements) 
which may affect the expression or function of 
enzymes and transporters should be restricted for 
a sufficient time before subject enrolment. 

17.3.2.18 PK, Pharmacodynamic 
and Genetic Sampling 

Appropriate PK blood sample collection, storage 
and analytical methods should be developed to 
cover >80–90% of the AUC of the victim drug 
and metabolites. Perpetrator PK should also be 
measured. 

Monitoring of PD effects may be required for 
safety and can be useful when evaluating the 
clinical significance of the DDI. PD endpoints 
are particularly useful in cases where the victim 
drug has active metabolites or where organ spe-
cific disposition of the drug is anticipated to be 
altered (e.g., entry to the central nervous system 
via blood–brain barrier). 

17.3.3 Data Analysis and Labelling 

The PK parameters which are key for interpreting 
the DDI are AUC0-inf and Cmax. The 90% CI for 
the ratio of population geometric means with and 
without perpetrator should be calculated. The 
results of a DDI study are interpreted based on 
the no-effect boundaries for the substrate drug. A 
no-effect boundary is the interval within which a 
change in a systemic exposure measure is consid-
ered not significant enough to warrant clinical 
action (e.g., dose or schedule adjustment, or addi-
tional therapeutic monitoring). The no effect 
boundary should preferably be based on the ther-
apeutic window derived from exposure-response 
analyses alternatively a pre-defined boundary 
may be used, e.g. 0.8–1.25.
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If an investigational drug is a CYP inhibitor or 
inducer, it can be classified as a strong, moderate, 
or weak based on its effect on an index CYP 
substrate. DDI clinical management and preven-
tion strategies should result in drug 
concentrations of the victim drug that are within 
the no-effect boundaries and may include:

• Contraindicating or avoiding concomitant use
• Temporarily discontinuing one of the 

interacting drugs
• The dose of the substrate drug may be adjusted
• Staggering drug administration (e.g., adminis-

ter the new drug at a different time than an 
acid-reducing agent, eg. Acalabrutinib and 
Ibrutinib)

• Implementing specific monitoring strategies 
(e.g., therapeutic drug monitoring as is 
recommended for digoxin, laboratory testing) 

The label should include essential DDI informa-
tion that is needed for the safe and effective use of 
the drug. For more specific recommendations on 
content for labelling sections please refer to 
Health Authority guidance. 

17.4 Other Extrinsic Factors Which 
May Affect PK 

17.4.1 Alcohol Consumption 

Alcohol can be metabolized by aldehyde dehy-
drogenase (ALDH) to acetate. It can also be 
metabolized by CYP enzymes, mainly CYP2E1. 
It can also be either an inducer or inhibitor of 
CYP2E1. Chronic, heavy alcohol consumption 
[57] (5 drinks/occasion) induces the activity of 
CYP2E1, while short-term heavy consumption 
inhibits CYP2E1’s activity by competing with 
other substrates [58]. Alcohol intake can alter 
the PK of medications, including their absorption 
and metabolism. For example, acetaminophen is 
metabolized primarily through glucuronidation or 
sulfation (90–96%) and also through CYP2E1 
(4–10%). The FDA recommends that patients 

who drink more than three alcoholic drinks per 
day should consult their physician prior to any 
OTC pain reliever use [59], and patients should 
always be warned about the increased risk of liver 
injury when acetaminophen-containing products 
are taken with alcohol. Conversely, alcohol phar-
macokinetics can also be altered by medications. 
Furthermore, alcohol intake can play a negative 
role in certain disease states such as diabetes 
mellitus [60]. 

17.4.2 Smoking 

Cigarette smoking remains highly prevalent in 
most countries. It can affect drug therapy by 
both PK and PD mechanisms. Enzymes induced 
by tobacco smoking may also increase the risk 
of cancer by enhancing the metabolic activation 
of carcinogens. Polycyclic aromatic 
hydrocarbons (PAHs) are some of the major 
lung carcinogens found in tobacco smoke. 
PAHs are potent inducers of the hepatic CYP 
isoforms 1A1, 1A2, and, possibly, 2E1 
[61]. After a person quits smoking, an important 
consideration is how quickly the induction of 
CYP1A2 dissipates. The primary PK 
interactions with smoking occur with drugs 
that are CYP1A2 substrates, such as caffeine, 
clozapine, fluvoxamine, olanzapine, tacrine, and 
theophylline [62]. Inhaled insulin’s  PK  profile is 
significantly affected, peaking faster and 
reaching higher concentrations in smokers com-
pared with non-smokers, achieving significantly 
faster onset and higher insulin levels [63]. The 
primary PD drug interactions with smoking are 
hormonal contraceptives and inhaled 
corticosteroids. The most clinically significant 
interaction occurs with combined hormonal 
contraceptives [64]. The use of hormonal 
contraceptives of any kind in women who are 
35 years or older and smoke 15 or more 
cigarettes daily is considered contraindicated 
because of the increased risk of serious cardio-
vascular adverse effects. The efficacy of inhaled



corticosteroids may be reduced in patients with 
asthma who smoke. On the other hand, the 
existing literature indicates that menstrual 
phase and/or sex hormones (e.g., progesterone 
and/or estradiol) influence smoking-related 
symptoms and, possibly cessation outcomes, in 
women [65]. The use of oral contraceptives is 
related to increased nicotine metabolism and 
physiological stress response [66]. 
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17.4.3 Environmental Factors 

Environmental factors may play a significant role 
in the rates of drug metabolism between different 
individuals. Intentional or unintentional exposure 
to environmental chemicals can induce or inhibit 
the activity of hepatic enzymes e.g. CYPS, that 
metabolise drugs and other foreign chemicals, as 
well as endogenous substrates such as steroid 
hormones [67]. A major source of such exposure 
may be occupational. Exposure to the heavy 
metal, lead, has been shown to inhibit drug 
metabolism enzymes, whereas intensive exposure 
to chlorinated insecticides, and other halogenated 
hydrocarbons such as poly chlorinated biphenyls, 
has been shown to enhance the metabolism of test 
drugs such as antipyrine and phenylbutazone. 
Altitude has also been negatively correlated with 
the activity of a herbal antioxidant [68]. Tempera-
ture, humidity and clothing types have also been 
investigated to assess the dermal absorption of 
chemical vapours. Whilst full body clothing had 
minimal impact on the dermal absorption of 
2-butoxyethanol vapour, increased temperature 
and humidity was significantly correlated with 
increased dermal absorption of the vapour [69]. 

17.4.4 Plasma Protein Binding 
and Importance in DDIs 

Compounds demonstrating a narrow therapeutic 
index, high plasma protein binding (PPB) (>99% 

bound) and a low hepatic clearance (or IV drugs 
with a high hepatic clearance) have the potential 
to be subject to interactions resulting from PPB 
displacement [70, 71]. Examples of DDIs 
mediated by PPB displacement include the 
interactions between the highly bound and 
enzyme inhibitor aspirin with the highly bound 
substrate valproate. Valproate is displaced from 
its plasma proteins in addition to an inhibition of 
the valproate oxidation by aspirin resulting in a 
clinically significant increase of free valproate 
concentrations. Similarly, omeprazole inhibits 
CYP2C19 as well as displacing phenytoin from 
its plasma proteins [72]. However, clinically rele-
vant interactions mediated through PPB displace-
ment are rare. Patient disease state can result in 
variable PPB, for example, an increase in plasma 
water for renally impaired individuals or 
decreased protein synthesis in hepatically 
impaired individuals can decrease the level of 
PPB which must be considered in efficacious 
dose prediction and clinical study design [73]. 

17.4.5 Physiologically Based 
Pharmacokinetic modelling 

PBPK models attempt to mathematically portray 
the mammalian body as a series of compartments 
that represent tissues and organs, connected by 
the arterial and venous pathways, which are 
arranged to reflect anatomical layout. These 
models use actual physiological data such as tis-
sue volumes and blood flow rates, along with 
compound specific data, to describe the kinetics 
of the predominant processes that govern the 
ADME of the compound being investigated. 
Since PBPK models are mechanistically 
structured, meaningful predictions can be made, 
such as extrapolations from high dose to low 
dose, adult PK to pediatrics, route of exposure 
to route of exposure and species to species. 
Chapter 16 by Sharma et al. covers PBPK aspects 
in more detail.
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17.4.6 Population-Based PK modelling 

Population PK (popPK) method has been increas-
ingly used to detect and estimate the effect of 
various comedications. So called an indicator 
approach popPK DDI. Which relies on 
identifying significant differences in estimates of 
PK parameters between subjects using concomi-
tant medication and those who do not. A dichoto-
mous indicator with values of 1 or 
0 corresponding to the presence or absence of 
the concomitant medication is used in the 
modelling. This ‘indicator approach’ is used to 
calculate the 90% CI (by method such as asymp-
totic SE or bootstrap) of the ratios of the 
parameters between the presence and absence of 
interacting drug [74]. 

17.5 Concluding Remarks 

This chapter summarised the key parameters to be 
considered during the design and conduct of PK 
studies influenced by extrinsic factors that may 
influence the PK and PD relationship and thera-
peutic index of small molecule drug candidates in 
drug development. The free concentration of drug 
reaching the target tissue is influenced by many 
factors; for example, DDI, one drug may interfere 
with the exposure of other medicines, for example 

by inhibiting the proteins responsible for their 
metabolism. As such understanding DDI as an 
extrinsic factor is pivotal for ensuring accurate 
dosing when two or more drugs are 
co-administered. Currently, documents published 
by regional regulatory agencies are used to inform 
studies for evaluating DDI potential during drug 
development. Harmonising study design 
requirements, design considerations and data 
interpretation will help reduce uncertainty for 
the industry and bring drugs to patients faster. 

Appendix: Example of DDI Study 
Design (Midazolam with Itraconazole) 

This is an open-label, fixed sequence cross-over 
study conducted at a single study center to assess 
the PK of midazolam in healthy volunteers when 
administered alone and in combination with mul-
tiple doses of Itraconazole. This study will consist 
of three treatment periods. 

Midazolam (1 mg) will be administered as a 
single dose on two occasions ~5 days apart: prior 
to dosing with Itraconazole and after multiple 
administration of Itraconazole.



Study day Day 2 to X-1 Days X to Y

X X

X X

X

X X X

X X
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Study Plan (example) Visit 1 In house In house Visit 4 

Period Screening Period 1 Period 2 Period 3 Follow up 

Day
-1 

Days 
1 to 2 

3–7 days after last 
PK sample 

Inclusion/exclusion 
criteria 
Demographic data X 
Weight and height X 
Medical history X 
Concomitant medication X X X X X X 
Urinary drug/alcohol 
screen 
Serology X 
Informed consent X 
Study residency 
Check-in X 
Check-out X 
Non-residential visit X X 
Midazolam oral dosing Day 

1 (0  h)  
Day X (0 h) 

Test Drug administration: Day 2-X-1 Day X (0 h) until 
Day Y 

Safety/tolerability 
Adverse event questioning Only 
SAEs Only 

SAEs 
X X X  

Blood pressure and pulse 
rate (supine): 

a Xa 

12-lead ECG X X 
Pulse oximetry X 

(0–4 h)  
X (0–4 h)  

Clinical laboratory 
evaluations 

X X X-1 Y X 

Physical examination X X 
(brief 

X 
(brief) 

X (brief) X (brief) X 

Pharmacokinetics 
Plasma for midazolamb 

Plasma for Itraconazole Day 2-X-1 
(trough) 

Day X (trough and 
at Tmax) 

Blood sample for 
genotyping 

X 

4 β-OH Cholesterol X X (pre dose) 
CYP3A4 biomarker (Spot 
urine) 

X X (pre dose) 

a Vitals on midazolam dosing days: pre-dose, 0.5, 1, 2,3, 4, 8 and 24 h post-dose 
b Midazolam sampling: pre-dose, 0.25,0.5, 0.75,1, 1.5,2,3,4,6,8,12,16, and 24 h post = dose
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Abstract 

The ultimate goal of new drug development is 
to not only show the safety and effectiveness 
of a drug, but also to ensure that the right 
dosage is determined for the entire spectrum 
of the target patient population. Late phase 
clinical trials are generally designed to confirm 
the safety and efficacy of the new molecular 
entity in patients with the condition to be 
treated, but often critically important 
subpopulations are left out for a variety of 
reasons, leading to a gap in providing adequate 
prescribing recommendations. These 
subpopulations include patients generally 
referred to as “Special or Specific 
Populations”, for example, those with kidney 
disease, liver disease, pregnant individuals, 
lactating individuals, pediatric patients, older 
adults, etc. Intrinsic to the specific populations 
are alterations in underlying physiological pro-
cesses that may affect the drug pharmacokinet-
ics and pharmacodynamics and, ultimately, 
response to drugs. Understanding the various 
clinical pharmacology considerations is criti-
cal for deriving the appropriate dosage 

instructions for specific populations. To 
generate the necessary information to derive 
dosing adjustments, stand-alone specific 
population studies are generally considered. 
The US FDA has issued several guidance 
documents pertaining to various specific 
populations. These guidances provide detailed 
recommendations intended to assist with study 
design and translation of the information to 
develop dosing recommendations. 
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18.1 Introduction 

Early clinical development of new molecular 
entities (NMEs) generally involves stand-alone 
studies in healthy volunteers (often referred to as 
Phase 1 studies), intended to provide an under-
standing of tolerability of the drug in humans and 
to characterize the clinical pharmacology 
characteristics of the drug. Generally, these stud-
ies have relatively small sample sizes. The knowl-
edge gained from these studies is used to inform 
the subsequent phases of the clinical develop-
ment. These include clinical trials that aim to 
establish proof-of-concept, inform dose selection, 
and eventually generate evidence in support of
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marketing registration of the drug in patients with 
the disease that is intended to be treated. These 
later phases of clinical development often involve 
progressively increasing sample size (see 
chapters in Part IV). 
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Despite the large sample size of the late phase 
trials, they are not always fully representative 
of the overall patient population. Moreover, 
in an attempt to maximize the chances of 
demonstrating treatment effect, late phase clinical 
trial designs often aim to limit the anticipated 
heterogeneity in treatment effects. This is gener-
ally achieved by narrowing the study population, 
often by excluding patients, such as those 
with kidney disease, liver disease, pregnant 
individuals, lactating individuals, pediatric 
patients, older adults, obese patients, patients 
with genetic polymorphisms, etc. (Fig. 18.1). 
This strategy can lead to either limited patient 
experience or lack of clinical clinical experience 
in some of these subsets compared to those who 
may receive therapy in the real world. These 

patient subsets also exhibit alteration in underly-
ing physiological processes that may affect 
their response to drugs necessitating specific 
dosing considerations. Under-representation or 
exclusions of these specific populations in the 
late phase trials deprives that much needed clini-
cal experience and can lead to a gap in providing 
adequate prescribing recommendations. 

Fig. 18.1 Generally 
under-represented or 
excluded patient subsets in 
late phase clinical trials. 
These patient subsets are 
also referred to as specific 
or special populations 

Regulatory agencies have advocated against 
the exclusion of specific patient subsets from 
clinical trials without scientific basis and pro-
moted the development of information to support 
the use in specific populations. For example, the 
Code of Federal Regulations Title 21, Sec-
tion 201.57 provides the requirements for the 
content and format of labeling for human pre-
scription drug and biological products including 
specific expectations for “Use in specific 
populations”. 

To bridge the aforementioned labeling gaps, 
standalone clinical pharmacology evaluations are 
often relied upon to determine specific



Regulatory guidance

considerations for drug dosing. Intrinsic to spe-
cific populations are alterations in the physiology 
often resulting in changes to drug pharmacokinet-
ics (PK) and/or pharmacodynamics (PD). The 
standalone clinical pharmacology studies also 
known as “Specific/Special Population Studies” 
or “Intrinsic Factor Studies” are aimed to charac-
terize the magnitude of the changes in the drug 
PK/PD due to the intrinsic factor. Dosage adjust-
ment for specific population subsets can then be 
derived to account for the magnitude of change in 
the drug PK/PD based on matching exposure/ 
response to controls or clinical experience in the 
late phase trials. This approach relies on a funda-
mental assumption that the drug’s exposure-
response relationships for efficacy and safety are 
similar between the studied population and the 
specific population subset. When such studies 
are conducted early during drug development, 
they can also inform the enrollment of specific 
population subsets with a priori dosage adjust-
ment in the late phase trials, which would make it 
possible to obtain valuable clinical experience 
with the adjusted dosing in the specific patient 
subset. It should be noted that clinical 

pharmacology evaluations in a specific popula-
tion comes with unique challenges and requires 
careful consideration of the study design 
elements. The US FDA has issued several guid-
ance documents pertaining to various specific 
populations that provide detailed 
recommendations to assist with study design, con-
duct and translation of the information to develop 
dosing recommendations (see Table 18.1). 
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Table 18.1 Various US FDA regulatory guidance documents (Draft/Final) to inform the study design consideration for 
conducting clinical pharmacology evaluations in specific populations 

Specific population/ 
intrinsic factor 

Organ dysfunction PK in patients with impaired hepatic function: Study design, data analysis and impact on 
dosing and labeling (Final; 2003) [1] 
PK in patients with impaired renal function: Study design, data analysis and impact on 
dosing and labeling (Revised Draft; 2022) [2] 

Pediatrics ICH E11 (R1) Clinical investigation of medicinal products in the pediatric population 
(Final; 2018) [3] 
ICH E11A Pediatric extrapolation (Draft; 2022) [4] 
General clinical pharmacology considerations for pediatric studies of drugs, including 
biological products (Draft; 2022) [5] 
Pediatric Study Plans: Content of and Process for Submitting Initial Pediatric Study Plans 
and Amended Initial Pediatric Study Plans (Final; 2022) [6] 
General clinical pharmacology considerations for neonatal studies for drugs and 
biological products (Final; 2022) [7] 

Pregnancy PK in pregnancy—Study design, data analysis, and impact on dosing and labeling (Final; 
2004) [8] 

Lactation Clinical lactation studies: Considerations for study design (Draft; 2019) [9] 
Pharmacogenomics Clinical pharmacogenomics: Pre-market evaluation in early-phase clinical studies and 

recommendations for labeling (Final; 2013) [10] 
Older adults ICH E7 Studies in support of special populations: Geriatrics (Final; 1994) [11] 

ICH E7 Questions & Answers (2012) [12] 

In the following sections of this chapter, we 
shall get into further details about the clinical 
pharmacology considerations and unique aspects 
for some of the specific populations. 

18.2 Organ Dysfunction 

Among the intrinsic factors, the dysfunction of 
organs involved in the elimination (metabolism 
and excretion) of drugs is a factor of specific 
interest. The two organs most involved in the 
elimination of drugs are the liver and the kidneys. 
There is less known about the impact on PK in 
patients with dysfunction of the lungs or whether 
skin diseases could impact the PK of topically



applied drugs, therefore this section will focus on 
dysfunction of the liver and kidneys leading to 
alteration in the drug PK, herein referred to as 
hepatic and renal impairment. In the following 
subsections we will discuss the circumstances 
when standalone assessment is important, how 
to classify participants based on organ dysfunc-
tion and some key study design considerations. 
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18.2.1 Hepatic Impairment (HI) 

For drugs that are metabolized and/or show bili-
ary transport via the liver accounting for a signifi-
cant portion of total clearance, hepatic 
impairment can lead to changes in PK. Often 
these changes result in increased systemic expo-
sure to the drug and may increase the risk of 
treatment related adverse events. In these cases, 
an evaluation of the impact on PK is 
recommended. Characterization of the impact of 
hepatic impairment on PK should also be consid-
ered when the metabolic route of the drug is 
unknown or not sufficiently elucidated and when 
a drug has a narrow therapeutic range [1]. 

For the standalone HI study, the Child-Pugh 
score (CP score) is most frequently considered to 
assess the degree of hepatic impairment. The CP 
score uses the functional markers bilirubin, albu-
min, and prothrombin time, or more contempora-
neously, international normalized ratio (INR), as 
well as two clinical markers, encephalopathy 
grade and presence and degree of ascites 
[13]. As shown in Table 18.2, the study 
participants are classified as having mild HI, 
moderate HI, or severe HI. 

Given the complexity of processes determin-
ing the metabolism and transport of drugs in the 
liver, and potential differences in the degree of 
changes in histology, blood flow and available 

hepatocytes makes it difficult to utilize a single 
marker of liver function. A marker commonly 
used in the oncology setting is the National Can-
cer Institute Organ Dysfunction Working Group’s 
score (NCI-score), where total bilirubin and AST 
are used to assess the degree of hepatic 
impairment [14]. 

Table 18.2 Classification of study participants in standalone HI studies 

Hepatic impairment classification CP score 

Mild Impairment (CP-A) 5–7 
Moderate Impairment (CP-B) 8–9 
Severe Impairment (CP-C) 10–15 

CP Child-Pugh 

18.2.2 Renal Impairment (RI) 

An RI study should be considered when the frac-
tion of systemically available parent drug or 
active metabolite is significantly eliminated via 
renal route [2]. Given that increasing molecular 
weight limits the filtration of proteins, it is 
unlikely that proteins with a molecular weight 
greater than albumin (69 kDa) are filtered to a 
significant degree, unless there is damage to the 
filtration barriers. Therefore, for peptides and 
proteins with a molecular weight below 69 kDa, 
and where more than 30% of the systemically 
active moiety are found excreted in the urine, 
the impact of RI on the PK of these drugs 
becomes important [2]. 

Drugs that are not significantly excreted 
through the kidneys, but undergo significant 
metabolism may still show an impact of RI on 
their PK. Therefore, characterization of the 
impact of RI on PK should also be considered 
for these molecules [2]. 

In case a drug is used in a population that is 
likely to undergo renal replacement therapy, 
either by intermittent dialysis (hemodialysis or 
peritoneal dialysis), or via continuous renal 
replacement therapy (CRRT), a standalone evalu-
ation to assess the degree of drug removal via the 
dialysis or hemofiltration membrane should be 
considered.



18 Specific Populations: Clinical Pharmacology Considerations 319

Table 18.3 Classification of study participants in standalone RI studies 

RI classification GFR or CLcr in mL/min 

Mild renal impairment 60 to <90 
Moderate renal impairment 30 to <60 
Severe renal impairment 15 to <30 
Kidney failure <15 or dialysis patients on off-dialysis days 

CLcr creatinine clearance, GFR glomerular filtration rate 

The glomerular filtration rate (GFR) is gener-
ally considered a good marker of renal function. 
The GFR can be measured using exogenous 
substances such as inulin, iothalamate, iohexol, 
etc., or measured by approximation using a creat-
inine clearance in urine. It should be noted that 
creatinine clearance (CLcr) tends to overestimate 
GFR, as creatinine is both filtered and secreted in 
the tubules. 

As measurement of GFR or CLcr is usually 
time-consuming, equations to estimate GFR or 
CLcr have been developed. One of the first 
equations was the Cockcroft-Gault equation 
[15], utilizing the serum concentration of creati-
nine as well as a patient’s age, sex, and weight to 
estimate CLcr. In overweight individuals, the use 
of alternative body weight metrics such as ideal 
body weight or adjusted body weight when cal-
culating the CLcr is likely to provide a more 
accurate estimate [16]. A common criticism of 
this equation is that it was derived using 
non-standardized creatinine measurements and 
that it represents a CLcr which usually 
overestimates GFR. 

Common current equations for GFR 
estimations are the Modification of Diet in the 
Renal Disease Study Equation (MDRD) [17] 
and the Chronic Kidney Disease Epidemiology 
Collaboration (CKD-EPI) [18] equation. In clini-
cal practice, eGFR values are standardized to a 
body surface area (BSA) value of 1.73 m2 and 
expressed and reported in units of mL/min/ 
1.73 m2 . For the purposes of characterization of 
the impact of renal function on drug pharmacoki-
netics, it is recommended to individualize 
GFR. To individualize GFR for drug dosing, 

multiply the standardized GFR by the individual’s 
body surface area calculated using an appropriate 
formula [19, 20] and divide by 1.73. 

When enrolling participants in the renal 
impairment study, the classification stages in 
Table 18.3 are intended to ensure enrollment 
across a wide range of renal function. For the 
renal impairment categories, it is important to 
ensure that the study participants have stable 
renal function, i.e., to avoid participants where 
renal function may be acutely changing and thus 
unstable. 

18.2.3 Study Design Considerations 
for Organ Dysfunction Studies 

An enrollment plan that includes participants with 
mild, moderate, and severe organ dysfunction 
groups in addition to the normal control group is 
often referred to as a “Full Study Design”. The 
full study design allows to develop dosing 
recommendations across the entire spectrum of 
organ dysfunction. A full study design is gener-
ally considered for drugs that are predominantly 
cleared by the kidneys or the liver. To ensure that 
factors affecting the PK of the drug are not related 
to organ dysfunction, participants in the normal 
control group are typically matched to the 
participants in the organ dysfunction groups by 
age, sex, or other factors. 

In some situations, a “Reduced Study Design” 
can be considered. This is an abbreviated study 
design involving the comparison of one category 
of impaired organ dysfunction with the normal 
control group.



320 R. Madabushi et al.

• A reduced HI study design can be considered 
in situations such as in patients with metastatic 
cancer, hypoalbuminemia, encephalopathy, 
and ascites that may be related to cancer 
cachexia. The reduced study design consists 
of a comparison between the moderate HI 
group and the normal control. The findings of 
the study can then be applied to the mild HI 
group, while the dosing in the severe category 
would generally be contraindicated or may 
require further characterization in the severe 
category.

• In reduced RI study design is generally con-
sidered for drugs that are not significantly 
cleared by the kidneys. This study design 
consists of a comparison between the severe 
RI group and the normal renal function control 
group and is intended to evaluate a “worst-
case” scenario [21]. If no effect is seen in the 
severe RI group, it is not expected for the mild 
and moderate groups, either. However, if an 
effect is observed, the moderate and mild 
groups may still need to be studied, 
subsequently. 

Lastly, in some situations, additional organ dys-
function studies may be considered. For some 
drugs that are predominantly renally cleared and 
used in patients with kidney failure treated with 
dialysis, it may be important to study the effect of 
these dialytic therapies on the PK of the drug. The 
most common dialysis method is intermittent 
hemodialysis (IHD). An IHD study involves 
each participating study subject receiving a single 
dose of the drug on two different occasions, once 
with the dose administered prior to a dialysis 
session, with dialysis typically commencing just 
before the anticipated time to maximum concen-
tration is reached (Tmax) following administra-
tion of the drug. On the second occasion, the drug 
should be administered in such a way that it 
reflects the exposures expected during an 
off-dialysis day (e.g., not around the end of a 
dialysis session). For critical care medications 
likely to be used in patients on CRRT, the 
findings from IHD studies might not be sufficient 
to derive dosing recommendations for patients 
using this modality and may necessitate a separate 

evaluation. Such an evaluation requires careful 
and unique considerations owing to practical 
challenges encountered in a critical care 
setting [22]. 

A summary of key study design features for 
standalone organ dysfunction studies is presented 
in Table 18.4. 

18.2.4 Data Analysis Considerations 
for Organ Dysfunction Studies 

The PK parameters of interest are generally the 
area under the concentration-time curve (AUC), 
peak concentration (Cmax), apparent clearance 
(CL/F) as well as renal and non-renal clearances 
(CLr, CLnr), where available for RI studies, as 
well as the apparent volume of distribution (V/F) 
and the half-life (t1/2). The pharmacokinetic 
parameters of active metabolites can include the 
AUC, Cmax, CLr, and t1/2. Non-compartmental 
and/or compartmental modeling approaches to 
parameter estimation can be employed. The PK 
parameters should be summarized by the organ 
dysfunction categories and compared to the 
corresponding normal function controls to esti-
mate the impact of organ dysfunction on the 
PK. Alternatively, a regression approach can 
also be considered to characterize the relationship 
where both organ dysfunction and corresponding 
PK measure are treated as continuous variables. 
This approach allows for better identification of 
renal function thresholds that require dose 
adjustment. 

In case that organ impairment alters the PK of 
a drug to such an extent that a different dose is 
needed for patients with hepatic or renal 
impairment, the most common approach to deter-
mine an appropriate dose is to match the exposure 
to the group with normal renal function. Alterna-
tively, the group to match exposure to can be a 
renal impairment group with acceptable benefit 
risk findings. 

Traditionally, various approaches for exposure-
matching have been used, for example, 
establishing an exposure interval within which a 
change is not considered clinically significant, the 
so-called “no-effect boundary”. Another approach



could be to project a dose that achieves those 
exposures that fall between the fifth and 95th 
percentile of the reference group’s exposures. 
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Table 18.4 Key study design features of organ dysfunction studies 

Hepatic impairment Renal impairment 

Goal To evaluate the impact of hepatic function on 
drug PK/PD 

To evaluate the impact of renal function on 
drug PK/PD 

Design Parallel group design 
Study arms Control group 

Mild HI 
Moderate HI 
Severe HI 

Control group 
Mild RI 
Moderate RI 
Severe RI 
Kidney failure on dialysis: on a dialysis day 
and on an off-dialysis day 

Typical sample size N = 6–8 per group or depending on the variability of the drug 
Matching Based on factors that can influence PK, such as age, sex, race/ethnicity, etc. 
Determination of the 
level of organ 
function 

Child-Pugh score 
In some oncology studies, NCI score is 
considered 

eGFR by, e.g., CKD-EPI or MDRD equation 
CLcr by Cockcroft-Gault equation 
Measured GFR or CLcr 

Number of doses Single-dose, unless there is time-dependent or non-proportional PK, where a multiple dose 
study should be considered 

Types of designs 
Full design Mild, moderate, and severe HI and normal 

hepatic function control group 
Mild, moderate, severe RI, and normal 
control group 

Reduced design Moderate HI and control group Severe RI and control group 
Sample Collection 
and Analysis 

Plasma or whole blood samples should be 
collected and analyzed for the parent and 
metabolites of interest; Plasma protein 
binding 

Plasma or whole blood and urine samples 
should be collected and analyzed for the 
parent and metabolites of interest; Plasma 
protein binding 

Duration of sample 
collection 

The frequency and duration of sample collection should be sufficient to accurately estimate 
relevant PK parameters of parent and relevant metabolites 

Matching the exposures assumes that the 
exposure-response relationships for safety and 
efficacy are the same, or similar, between normal 
function and patient subsets with hepatic or renal 
impairment [23]. This may be true for many 
drugs, but systematic assessments of this question 
are lacking. There are, however, examples where 
the drug response needs to be considered. In the 
case of the direct acting oral anticoagulants, 
patients with chronic kidney disease show differ-
ent bleeding diathesis as well as response to 
the anticoagulant [24]. Therefore, when deriving 
dosing recommendations in patients with hepatic 
or renal impairment, the knowledge about the 
drug’s exposure and renal function and the 
broader understanding of the exposure-response 
relationships of the drug should be taken into 
consideration particularly when the disease itself 

confounds the treatment effect in addition to the 
altered PK/PD relationship due to the organ 
dysfunction. 

18.3 Pediatrics 

Historically, medications have been used in pedi-
atric patients off-label with limited studies and 
dosing information. However, US legislative 
efforts and authorities have led to some progress. 
Marketing exclusivity incentives of 6 months for 
pediatric assessments were introduced in the 1997 
FDA Modernization Act and reauthorized in the 
2002 Best Pharmaceuticals for Children Act 
(BPCA). In addition, the FDA was given authority 
by congress to require pediatric studies under the 
2003 Pediatric Research Equity Act (PREA) for 
applications for a new active ingredient, indication, 
dosage form, dosing regimen, or route of adminis-
tration. Both BPCA and PREA were made



permanent in 2012 and a requirement for early 
submission of an initial Pediatric Study Plan 
(iPSP) was added. In addition, the FDA has 
published numerous guidance documents relevant 
to pediatric drug development to share the agency’s 
current thinking with sponsors, investigators, IRBs 
and other relevant stakeholders [5, 6]. 
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Safety, efficacy and dosing in pediatric 
patients cannot be assumed to be the same as in 
adults due to differences in size and maturation of 
physiological processes including those that 
affect the processing of a drug in the body. The 
PK, PD, safety and efficacy can differ among 
pediatrics (0 to <17 years of age) and between 
pediatrics and adults. The absorption, distribu-
tion, metabolism and excretion (ADME) pro-
cesses mature at different rates across the 
pediatric age range and approach adult levels at 
different rates. Related to absorption, pediatric 
patients show differences in gastric pH, empty-
ing, permeability, and transporter, and metabo-
lism enzyme expression/activity. In addition, 
skin, muscle, and fat characteristics differ in chil-
dren affecting the absorption. The drug distribu-
tion in pediatric patients differs resulting from 
aspects such as total body water, adipose tissue, 
transporters, and plasma protein binding. The 
elimination of drugs from the body differs in 
pediatric patients due to differences in aspects 
such as the rates of metabolism, pathways of 
metabolism and renal excretion [25]. Therefore, 
evaluation in pediatric patients can inform 
dosing, safety and effectiveness and account for 
differences in ADME and in some cases 
differences in the disease or PD response. 

18.3.1 General Approach to Pediatric 
Development 

It is important to note that human subject 
protections apply to pediatric studies. Before 
conducting studies in pediatrics, one needs to 
consider the benefit-risk. The goal is to maximize 
the “prospect of direct benefit” (PDB), minimize 
unnecessary risk and facilitate timely access to 
safe and effective medications for children 
[26]. A multidisciplinary approach including 

clinical pharmacology is needed to inform 
whether pediatric patients in a clinical trial 
would have a PDB. PDB is supported by evi-
dence of proof of concept (biological plausibility, 
nonclinical data, clinical data from adults or other 
pediatrics) and sufficient or adequately justified 
dosing regimen and treatment duration. 

Pediatric evaluations generally can include 
PK, PK/PD, safety and effectiveness studies. 
The studies can range from small dose ranging 
studies to large adequate and well controlled trials 
with a clinically meaningful endpoint. The extent 
of the pediatric program depends on the confi-
dence in the ability to extrapolate effectiveness 
from adults or other pediatric populations with 
available data. Pediatric extrapolation is defined 
as “an approach to providing evidence in support 
of effective and safe use of drugs in the pediatric 
population when it can be assumed that the course 
of the disease and the expected response to a 
medicinal product would be sufficiently similar 
in the pediatric [target] and reference (adult or 
other pediatric) population.” The extent of extrap-
olation will depend upon the existing data and the 
gaps that still exist in knowledge to support the 
effectiveness and safety of the use of a product in 
pediatrics [4]. 

18.3.2 Clinical Pharmacology 
Considerations in Pediatric 
Development 

Clinical pharmacology studies in the pediatric 
population should be conducted in individuals 
with the disease which the drug is intended to 
treat, or in rare instances, in those who are at 
risk of this disease. The clinical pharmacology 
evaluation generally spans the entire pediatric 
age range in which the drug will be used. The 
following table provides a general guide of 
various pediatric population age groups to con-
sider in clinical pharmacology studies to ensure 
development of information over the entire age 
range. 

Clinical pharmacology has a central role in 
planning and informing the design and conduct 
of pediatric clinical trials. Clinical pharmacology



can inform the types of pediatric evaluations/stud-
ies needed, dose selection, pediatric formulation, 
sample size, sample collection and analysis and 
data analysis. To meet the requirements of PREA, 
a sponsor is required to submit an initial Pediatric 
Study Plan (iPSP) early in drug development. The 
PSP should contain an overview of the disease 
condition in pediatrics, the drug and planned 
extrapolation and a plan for waiver or deferral, if 
applicable. The PSP also contains a summary of 
nonclinical and clinical studies, plans for an 
age-appropriate formulation, planned pediatric 
studies, a timeline of the pediatric development 
and a summary of agreements with other regu-
latory agencies. Clinical pharmacology informs 
many of these sections of an iPSP [6]. In addition, 
modeling and simulation play a central role in 
pediatric drug development. Modeling can be 
used to inform evidence of effectiveness, trail 
design and dose selection [27]. Some of the clini-
cal pharmacology aspects that play a central role 
are further discussed below: 
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18.3.2.1 Dose Selection 
Doses are generally labeled by age and/or body 
size to account for ontogeny. The doses can be 
flat dosing, body size-based dosing (mg/kg, 
mg/m2 ) or body size tiered dosing (e.g. X mg/kg 
for 1–2 YO, Y mg/kg for 2–6 YO)  or  flat dose 
tiered dosing. Approaches such as allometric scal-
ing and PBPK modeling are used to select starting 
doses to evaluate in studies generally with a goal 
of exposure matching with systemic exposures seen 
in adults [28]. Some important considerations in 
selecting a dose(s) to study in a pediatric study 
include: the relative bioavailability of the formula-
tion, the acceptability of using an exposure matching 
approach, the age groups being studied, the known 
PK/PD and safety data, ontogeny impacting ADME 
for the specific drug and variability in PK [5]. More 

than one dose can be evaluated as part of the pediat-
ric development program. 

Table 18.5 A general age-based grouping to consider in pediatric studies 

Pediatric group Age 

Neonates Birth–1 month 
Infants >1 month to 2 years 
Children >2 years to 12 years 
Adolescents >12 years to <17 years 

18.3.2.2 Formulation 
An age-appropriate formulation should be 
addressed as part of an iPSP. For older pediatric 
patients (e.g., adolescents) the adult formulation 
may be adequate. However, in cases of 
formulations such as tablets, a formulation that 
is more appropriate for younger pediatric patients 
(e.g., <6 years of age) would be needed if the 
development program includes this age. The for-
mulation should accommodate the dosing needed 
in the relevant pediatric age groups. In addition, 
the types and levels of excipients need to be 
considered especially for neonates. In general, to 
support a new formulation, the bioavailability 
compared to the available adult formulation is 
assessed in adults as these studies can generally 
not be conducted in pediatrics as they lack a PDB. 
This age-appropriate formulation can be used 
within the pediatric study. Otherwise, the study 
formulation will need to be adequately bridged to 
the planned marketed formulation [29]. 

18.3.2.3 Sample Size 
The sample size within a pediatric study should 
consider having sufficient patients in various age 
groups. Some age groups are traditionally used 
(see Table 18.5), however, categorizations should 
take into account maturational changes of 
transporters and metabolizing enzymes. In addi-
tion, when neonates are studied, further grouping 
and classification may be necessary [7]. 

18.3.2.4 Sample Collection 
Careful consideration of appropriate blood vol-
ume and frequency is needed based on the pedi-
atric age groups included. This is especially 
challenging and relevant for neonates where



blood volume is limited. Therefore, the use of 
alternative approaches such as sparse PK sam-
pling and micro sampling can be considered. 
Modeling simulations can be performed to opti-
mize a sampling schedule [5]. 
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18.3.2.5 Covariates 
Several factors that have the potential to affect PK 
and dosing. The factors include age, body size, 
race/ethnicity, gender, concomitant medications, 
and pharmacogenomic markers known to affect 
the drug and laboratory measures of renal and 
hepatic function. The factors should be captured 
and the effects of these covariates on the pharma-
cokinetics (e.g., clearance) can be assessed as part 
of the PK analysis using population PK 
approaches [5]. 

18.3.2.6 Pharmacodynamics 
Whenever possible, PD data should be collected 
along with PK. PD data can include the effect of 
the drug on biomarkers or clinical endpoints for 
both effectiveness and safety. The availability of 
robust PK-PD relationships can be useful to 
assess the similarity of exposure-response 
relationships between pediatrics and adults and 
determine the extent of extrapolation and inform 
dosing strategies in pediatric patients. 

18.3.2.7 Data Analysis 
In general, the development of relevant PK/PD 
models should occur throughout the pediatric 
development program. This includes leveraging 
prior knowledge from the adult program to design 
the pediatric studies, performing comparative 
analyses to characterize the PK/PD differences 
in pediatrics, and informing pediatric dosing 
strategies. Population PK approaches are most 
amenable to leveraging the data from adults and 
pediatrics. When relevant information is avail-
able, exposure-response analyses are also 
conducted. In some instances when it is possible 
to obtain intensive PK sampling, generally in 
standalone evaluations, noncompartmental 
analyses (NCA) can also be considered to sum-
marize the PK data in pediatrics. The PK 
parameters from an NCA generally include 
AUC, Cmax, CL/F, V/F, and t1/2. 

18.4 Pregnancy and Lactation 

There are limited clinical data on pregnancy and 
lactation. A survey of 290 new molecular entities 
FDA approved between 2010 and 2019 reported 
that 90% of the labels had pregnancy data based 
on animal studies and only 11% from human 
studies. In addition, 49% had lactation data from 
animal studies and 3% from human studies. The 
Pregnancy and Lactation Labeling Rule (PLLR) 
was proposed in 2008 and finalized in 2014. The 
PLLR was proposed to update the Specific 
Populations section defined in the Physician’s 
Labeling Rule (PLR). Although PLLR has 
improved the format and presentation of labeling, 
there is still a need for pregnancy and lactation 
data to inform labeling [30]. 

18.4.1 Pregnancy 

Studies in drug development are generally 
performed in nonpregnant individuals. Studies 
in pregnancy are important to understand the 
safety, effectiveness, and dosing of a drug in 
mother and the safety of the fetus. In general, 
pregnant individuals are understudied and 
excluded from clinical trials, while 90% take at 
least one drug during pregnancy [30]. Physiologi-
cal changes in pregnancy can result in changes in 
PK and/or PD of some drugs (Table 18.6). There-
fore, doses used in non-pregnant individuals may 
not be appropriate for pregnant individuals 
[31]. For many drugs, these physiological 
changes can result in decreases in PK exposure 
in pregnancy, although increases have been 
observed for some drugs. This physiological 
adaptation in pregnancy makes sense as the 
body tries to excrete toxic substances to protect 
the fetus [32]. 

Data in pregnant individuals is generally col-
lected post-marketing and most of the available 
data are safety data and not PK. The data are 
generally collected from people already pre-
scribed the drug by healthcare providers. How-
ever, there are circumstances where enrollment of 
pregnant individuals premarket has been



considered. Adequate nonclinical data are needed 
to support studies in pregnant individuals. FDA 
has published guidance to address the scientific 
and ethical considerations for studies in 
pregnancy [33]. 
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Table 18.6 Summary of changes in the physiology during pregnancy that can impact the pharmacokinetics 

PK parameters Impact of pregnancy 

Absorption Changes in blood flow, GI transit time and emptying, gastric pH, transporters, and increased 
frequency of nausea and vomiting 

Distribution Increased cardiac output, plasma volume, total body water, body fat and decreased protein binding 
and levels 

Metabolism Increased activity of CYP3A, CYP2D6, CYP2C9 and UGTs and decreases in CYP1A2 and 2C19 
activity 

Elimination Increased GFR and changes in transporters 

Data from PK in pregnancy studies can inform 
avoiding the drug, a specific dose adjustment, or 
limitations on the use of a drug. One example is 
cobicistat, a PK booster, that had exposures in 
pregnancy decreased by >80% for cobicistat 
and drugs that it boosted (darunavir and 
elvitegravir). This change resulted in the FDA 
updating labeling for cobicistat containing 
regimens to recommend that they not be initiated 
in pregnancy [34]. 

18.4.1.1 Study Design 
Ideally, PK/PD studies in pregnancy would 
include a pre-pregnancy phase (for baseline com-
parison) and targeted evaluation during all three 
trimesters. However, given the challenges of 
enrolling participants before pregnancy, the 
evaluations are often limited to the second and 
third trimesters with baseline assessments 
obtained in the postpartum period. Such a design 
is referred to as Longitudinal Study Design 
[8]. This design is particularly amenable for 
drugs that are administered chronically or for 
several treatment cycles during pregnancy. A lon-
gitudinal study design minimizes interindividual 
variability across gestational ages. 

The other approach to characterize PK in preg-
nancy is a population PK approach [35]. This 
approach involves collecting sparse PK and/or 
PD data in enough non-pregnant individuals and 
pregnant individuals with representation across 

second and third trimesters. Population PK 
approach with a nonlinear mixed effects 
modeling technique is then applied to character-
ize the PK differences between pregnant and 
non-pregnant women and across different 
trimesters. It should be noted that this approach 
is likely to detect large differences in PK. 

18.4.1.2 Data Analysis 
Modeling and simulation can play an important 
role in complementing studies for PK in preg-
nancy. Population PK can be used to analyze 
data when sparse sampling is available from preg-
nant individuals within a clinical trial. In addition, 
physiologically based pharmacokinetic (PBPK) 
modeling and quantitative systems pharmacology 
(QSP) are emerging areas that could be used to 
simulate PK and/or PD data in pregnancy. There 
is an increasing number of publications on the 
application of PBPK in pregnancy and it is used 
to predict both maternal and infant PK [36, 37] 
(see Chap. 16). 

18.4.2 Lactation 

Global and Public Health organizations encour-
age breastfeeding due to its benefits in infant 
health and bond development. It is reported that 
up to four prescription drugs are used by 
individuals during the lactation period, yet most 
drug labeling has no human data on use in 
breastfeeding [30]. Understanding drug exposure 
in milk is important to inform healthcare 
providers and patients about the use of 
medications while breastfeeding.
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PLLR specified that the Lactation subsection 
of drug labeling includes a risk summary 
[38]. The risk summary should summarize infor-
mation on the presence of a drug in human milk, 
the effects on a breastfed child, and the effects on 
milk production (when available). If the drug is 
present in human milk, the label must include 
concentrations in milk, the actual/estimated infant 
daily dose, and a comparison to the approved 
pediatric dose or maternal dose [38]. A clinical 
lactation study should be considered when a drug 
is anticipated to be used or is commonly used by 
women of reproductive age. 

18.4.2.1 Study Design 
In general, there are three types of lactation study 
designs based on whether the infant is enrolled 
and whether plasma samples are collected 

(a) Lactating woman (milk-only) study: This 
type of study can be used to detect the pres-
ence of a drug in breast milk. When the drug 
levels are above the limit of quantification of 
the bioanalysis method, the amount of the 
drug in breast milk can also be estimated. If 
the levels are deemed clinically significant, 
this may lead to further evaluation. Lastly, a 
milk-only study can also be used to evaluate 
the impact of a new drug on milk 
production. 

(b) Lactating woman (milk and plasma) study: 
This study design provides PK characteriza-
tion of the drug in lactating women in addi-
tion to characterizing the amount of drug in 
breast milk and evaluating the impact of a 
new drug on milk production. 

(c) Mother-infant pair study: These studies 
include an additional assessment of drug 
concentration in breastfed infants. In addi-
tion to characterizing the PK of a drug in 
lactating women and the amount in the 
breast milk, mother-infant pair studies also 
provide information pertaining to the 
absorption of the drug in breastfed infants. 
Such a study is considered when there is 
prior information indicating that clinically 
significant amounts of the drug are likely to 

be found in milk and the drug is likely to be 
absorbed. 

The lactation study could be a single dose or 
multiple dose study. Multiple dose studies are 
generally conducted because they tend to enroll 
individuals already taking the drug as part of 
standard care. However, there may be situations 
where the drug is given as part of the study and 
breastfeeding is interrupted during the study. 

18.4.2.2 Sampling 
Milk sampling is a unique consideration for lacta-
tion studies. Specific aspects include milk type 
(e.g., foremilk versus hindmilk) and when the 
sampling is performed postpartum (e.g., colos-
trum versus mature milk). It is important to rou-
tinely collect specific timing of milk sample 
collection both relative to the timing of the dose 
as well as days postpartum. Ideally, entire milk 
from both breasts over 24 h should be collected. 
Sampling should occur when drug exposure is at 
a steady state during chronic maternal dosing. For 
drugs with dosing intervals of more than 24 h, 
consideration should be made to collect milk over 
the entire dosing interval or to collect 24-h 
samples during the expected time to peak plasma 
concentration. Care should be taken to balance 
the need for adequate data collection with 
feasibility. 

Measurement of infant milk intake will be 
critical for estimating infant exposures. A milk 
intake of 150 mL/kg/day is considered reason-
able. Measurement of milk volume and weighing 
the infant before and after feeding can also be 
useful in estimating the milk volume. 

18.4.2.3 Data Analysis 
In addition to computing conventional plasma PK 
parameters, clinical lactation studies should also 
include milk PK. The area under the milk concen-
tration curve (AUC) should be calculated. The 
AUC should be based on data from multiple 
time points and the average concentration can be 
based on the AUC. It is also important to capture 
peak and trough milk concentrations as well as 
time to reach the maximum peak concentration in 
breast milk.
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There are several equations for calculating the 
dosage the infant receives from breastfeeding 
including daily infant dose, estimated daily infant 
dose, and relative infant dose (RID). A commonly 
used paradigm is that drugs with a RID of <10% 
are safe, 10–25% should be used with caution, 
and >25% are likely unsafe. This was established 
in the 1980s and is still well accepted. Although it 
is a great starting point, a single RID number may 
not reflect the risk assessment across the relevant 
breastfeeding age range (considering ontogeny in 
ADME) or account for drugs having different 
therapeutic windows. A literature review on seri-
ous acute adverse drug reactions in infants from 
drugs in breastmilk reported that 79% of reported 
reactions occurred in the first 2 months of life. 
This suggests that careful consideration of ontog-
eny and development in the breastfeeding infant 
should be considered as part of the risk assess-
ment [39, 40]. 

The results of a lactation study can be used to 
inform whether the drug can be safely used during 
breastfeeding, whether exposures might warrant 
considering the benefit to the mother versus the 
risk to the breastfeeding infant, or the possibility of 
mitigation strategies (e.g., avoiding breastfeeding 
for a period of time). Therefore, these studies can 
be used to guide patients and healthcare providers 
in making treatment decisions. 

18.5 Concluding Remarks 

Though late phase randomized clinical trials are 
considered as the gold standard for determining 
the safety and efficacy of new drug (see chapters 
in the next section), they are limited in their 
ability to be fully representative of the patient 
population in the real world. Special populations, 
such as patients with organ dysfunction, pregnant 
individuals, lactating individuals, pediatrics, etc. 
often fall into this category of population subsets 
excluded from late phase clinical trials. In such 
settings, stand-alone clinical pharmacology stud-
ies provide the critical understanding of the 
factors that alter the drug PK/PD and inform the 
dosing recommendations. The general clinical 
pharmacology principles can also guide study 
design considerations in other special population 

settings such as older adults, patients with obe-
sity, genetic polymorphisms, etc. As we continue 
to move towards better dose individualization 
for many complex situations, it is vital to 
consider complementary clinical pharmacology 
evaluations to fill data gaps and enable access of 
new drugs across various subsets of the patient 
population. 
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Impact of Genetic Variation on Drug 
Response 19 
Rachel Huddart and Russ Altman 

Abstract 

Pharmacogenomics investigates the influence 
of genetics on drug response, with the ultimate 
aim of giving patients the right drug at the right 
dose and at the right time. Almost all patients 
carry one or more genetic variants which can 
significantly alter their response to a drug, 
causing anything from a lack of response to 
serious, even fatal, drug toxicity. This chapter 
introduces the reader to this field of precision 
medicine, using well-characterized examples 
which are already used in the clinic to optimize 
drug prescribing. It also introduces the star 
allele nomenclature system and describes the 
process of building a solid evidence base for 
clinical pharmacogenomic guidelines. The 
importance of working with diverse cohorts 
is critical when designing pharmacogenomics 
studies. Finally, it presents several barriers to 
the implementation of pharmacogenomics in 
the clinic and discusses methods for 
overcoming these. 
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19.1 Introduction 

Pharmacogenomics is the study of how drug 
response is affected by genetic variation and has 
the potential to impact anyone who takes a drug in 
their lifetime. The response to drugs is mediated 
by gene products that are involved in either the 
absorption, distribution, metabolism or excretion 
of the drug (pharmacokinetics, PK) or the mecha-
nism of action of the drug (pharmacodynamics, 
PD). Pharmacokinetics can be described as ‘what 
the body does to the drug’ and can encompass 
processes including metabolism. Pharmacody-
namics, or ‘what the drug does the body’ tends 
to focus on the activity of the drug at its target 
sites and downstream effects. Variation in the 
gene products involved in PK and PD can lead 
to variation in drug response. Indeed, at least 95% 
of patients carry a genetic variant that can influ-
ence their response to at least one drug [1]. Likely, 
most patients contain variants that will affect 
many drugs. The vision for pharmacogenomics 
is that with routine access to individual genome 
information, drugs can be prescribed with knowl-
edge of how the patient genetics may affect 
response; drugs with expected decreased efficacy

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_19&domain=pdf
mailto:feedback@pharmgkb.org
mailto:russ.altman@stanford.edu
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or increased side effects will be avoided and 
drugs expected to be efficacious will be favored. 
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19.1.1 Aminoglycoside 
Pharmacogenomics 

A notable example of the effect of 
pharmacogenomics on drug pharmacodynamics 
is the interaction between aminoglycoside 
antibiotics, used to treat bacterial infections and 
variants in the mitochondrial gene MT-RNR1. 
Aminoglycosides act by binding the 16S 

ribosomal RNA (rRNA) subunit of bacterial 
ribosomes. This binding blocks protein synthesis 
and ultimately kills the bacterial cell. 
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Fig. 19.1 PharmGKB aminoglycoside ototoxicity path-
way, adverse drug reaction. The 1555G variant is used 
here as an example variant in MT-RNR1 which causes 
aminoglycoside-induced hearing loss. An interactive 

version of this pathway can be found at https://www. 
pharmgkb.org/pathway/PA166254101. (Image made 
available under a CC BY-SA 4.0 license [2]) 

MT-RNR1 encodes the 12S rRNA subunit in 
humans, which is structurally similar to the bac-
terial 16S subunit. The presence of certain 
variants within MT-RNR1 can increase this struc-
tural similarity to the point where 
aminoglycosides will bind to 12S rRNA, leading 
to inhibition of translation and cell death. This is 
particularly devastating in cell types that cannot 
regenerate, such as inner ear hair cells (Fig. 19.1). 
Indeed, there are many reports of patients

https://www.pharmgkb.org/pathway/PA166254101
https://www.pharmgkb.org/pathway/PA166254101


experiencing sensorineural hearing loss following 
the administration of aminoglycoside antibiotics 
[3–6] and there is now a clinical guideline that 
recommends that aminoglycosides be avoided in 
patients carrying certain MT-RNR1 variants 
[7]. Annotation of this guideline, in addition to 
annotations on other published pharmacogenomic 
prescribing guidelines, can be found on the 
Pharmacogenomics Knowledgebase 
(PharmGKB; https://www.pharmgkb.org) [2, 8]. 
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19.1.2 Clopidogrel 
Pharmacogenomics 

A widely used example of the effect of genetic 
variation on a drug’s pharmacokinetics is the 
effect of variation in the gene CYP2C19 on the 
antiplatelet drug clopidogrel, which is used to 
prevent the formation of blood clots which 
could cause ischemic events such as strokes or 
heart attacks. CYP2C19 encodes the enzyme 
CYP2C19, part of the cytochrome P450 super-
family of enzymes. The CYP2C19 enzyme 
metabolizes clopidogrel, a prodrug, to its active 
metabolites which inhibit platelet aggregation 
(Fig. 19.2). 

Initial studies identified an association 
between the CYP2C19*2 allele, which causes 
a loss of CYP2C19 function, and a reduced 
clinical effect of clopidogrel [10–13]. This 
was exemplified in a genome-wide association 
study (GWAS) showing that the risk of cardio-
vascular ischemic event or death in patients 
carrying the CYP2C19*2 allele was over 
twice as high as in patients without the 
allele [14]. 

19.2 Star Allele Nomenclature 

Pharmacogenomics specialists use ‘star allele’ 
nomenclature to refer to haplotypes of key genes 
involved in pharmacogenomics (e.g. *1, *2, *3). 
Haplotypes in pharmacogenomics can consist of a 
single variant or multiple variants on the same 
chromosome. The star allele nomenclature offers 
enough flexibility to be applied equally to all 

alleles, regardless of how many individual 
variants each allele contains. Precise curation 
and correct use of this nomenclature are vital to 
allow results from different publications to be 
compared against each other and for prescribing 
guidance to be issued at a per-allele level. 

The Pharmacogene Variation Consortium 
(PharmVar; www.pharmvar.org) is a centralized 
repository of star allele nomenclature for many 
key genes in pharmacogenomics [15–17]. Other 
genes, such as TPMT and the UGTs, have their 
own nomenclature committees which oversee 
allele naming [18, 19]. All welcome submission 
of novel alleles from those in the research 
community. 

For many genes which play a central role in 
pharmacogenomics, a patient’s diplotype 
(e.g. CYP2C19*2/*3) is translated into a pheno-
type. This translation is dependent on each allele 
being assigned to a term which describes the 
allele’s function level (e.g. increased function, 
normal function, decreased function, no func-
tion). Combinations of allele function terms are 
then used to assign a metabolizer phenotype, 
which can be linked to specific prescribing 
recommendations. Table 19.1 shows a simplified 
version of this process for another cytochrome 
P450 enzyme, CYP2C9. 

Determining the function of rare or newly 
discovered pharmacogenomic variants can be a 
challenging process. In vivo metabolism data for 
these variants is seldom available and in vitro 
data, while slightly more common, may not 
truly reflect the in vivo function of the protein. 
Computational algorithms which are routinely 
used to predict the effects of a variant on protein 
function have poor predictive power with 
pharmacogenomic variants as these algorithms 
tend to use evolutionary conservation as a predic-
tive feature. This does not apply to 
pharmacogenomic variants as they are only sub-
ject to low selective pressures compared to the 
higher evolutionary constraints seen with disease-
causing variants [20, 21]. As such, there is a need 
to develop pharmacogenomic-specific prediction 
algorithms which can account for the unique 
conditions which apply to variants in 
pharmacogenes [21, 22].

https://www.pharmgkb.org
http://www.pharmvar.org
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Fig. 19.2 PharmGKB clopidogrel pathway, pharmacokinetics. An interactive version of this pathway can be found at 
https://www.pharmgkb.org/pathway/PA154424674. (Image made available under a CC BY-SA 4.0 license [9]) 

Additionally, many pharmacogenomic 
influences on drug response are likely to result 
from the combined small effects of variants in 
multiple genes rather than the larger effect of a 
single variant or haplotype in a single gene. These 
effects need to be further characterized before 
they can be fully implemented in the clinic and 
will require the development of polygenic scores 
for pharmacogenomics [23, 24]. 

Technological advances in biosciences, 
including induced pluripotent stem cells (iPS 
cells) and genome editors such as CRISPR/Cas9 
[25, 26], can help to characterize the function of 
pharmacogenomic alleles or identify new 
variants. The use of iPS cells and/or CRISPR-
Cas9 can allow researchers to conduct high-
throughput screens to find new genes or alleles 
with pharmacogenomic implications or assess

https://www.pharmgkb.org/pathway/PA154424674


pharmacogenomic associations on the back-
ground of a specific genetic ancestry [27– 
30]. However, care must be taken to ensure that 
these systems are as accurate a representation of 
their in vivo counterparts as possible. For exam-
ple, hepatocytes derived from iPS cells are more 
similar to cells derived from fetal liver samples 
than those from adults [31]. This means that the 
expression of key enzymes, including many of 
the CYP enzymes, will not reflect adult expres-
sion patterns [32] and that further treatment of the 
cells may be required to induce adult CYP 
expression [31]. 
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Table 19.1 Assignment of CYP2C9 metabolizer phenotype status based on allele function, based on materials available 
at https://cpicpgx.org/ 

Allele 1 function Allele 2 function Metabolizer phenotype 

Normal function Normal function Normal metabolizer 
Normal function Decreased function Intermediate metabolizer 
Normal function No function Intermediate metabolizer 
Decreased function Decreased function Intermediate metabolizer 
Decreased function No function Poor metabolizer 
No function No function Poor metabolizer 

Readers should note that this translation process varies between genes and is currently not standardized between the 
various organizations issuing pharmacogenomic-based prescribing guidance 

19.3 Building 
the Pharmacogenomics 
Evidence Base 

Returning to the earlier discussion of the effects 
of CYP2C19 variation on clopidogrel, subsequent 
studies have replicated the association between 
decreased CYP2C19 function and decreased clin-
ical efficacy of clopidogrel. Many of these studies 
have been curated by PharmGKB. PharmGKB 
collects, curates, and disseminates knowledge 
about gene-drug associations and genotype-
phenotype relationships. As pharmacogenetic 
information is added into PharmGKB, it is used 
to create Clinical Annotations, which are 
summaries of the curated evidence base for a 
particular gene-drug or variant-drug relationship. 
Clinical Annotations are assigned a Level of Evi-
dence (Fig. 19.3) to indicate the strength of the 
curated evidence base underlying the association. 

Clinical Annotations can move up the Levels 
of Evidence as evidence is curated and added to 
the annotation. As evidence accumulates, it can 
be assessed by regulatory agencies (e.g. the 
U.S. Food and Drug Administration; FDA) or 
professional organizations such as the Clinical 
Pharmacogenetics Implementation Consortium 
(CPIC; www.cpicpgx.org) [33] or the Dutch 
Pharmacogenetics Working Group (DPWG) 
[34] and form the basis for prescribing guidelines 
in clinical practice, or directions in drug labels as 
determined by regulatory authorities. In the case 
of clopidogrel, both CPIC and the DPWG have 
issued recommendations stating that, for some

Fig. 19.3 Level of Evidence scale for PharmGKB Clini-
cal Annotations [2]. Levels run from Level 4, for 
pharmacogenetic associations unsupported by the majority 
of the curated literature, to Level 1 for associations backed 
by high levels of evidence, including those implemented 
clinically. More information is available at https://www. 
pharmgkb.org/page/clinAnnLevels. (Image made avail-
able under a CC BY-SA 4.0 license [9])

http://www.cpicpgx.org
https://cpicpgx.org/
https://www.pharmgkb.org/page/clinAnnLevels
https://www.pharmgkb.org/page/clinAnnLevels


indications, patients carrying two no function 
alleles (e.g. *2) should avoid clopidogrel and be 
prescribed an alternative therapy [35, 36]. The 
FDA-approved drug label for clopidogrel also 
highlights the potential risk of clopidogrel in 
patients with reduced CYP2C19 function. The 
boxed warning on the label states that an alterna-
tive therapy should be considered for patients 
who are CYP2C19 poor metabolizers.
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This boxed warning was added to the 
clopidogrel label in 2010 following studies, like 
those referenced at the beginning of this chapter, 
which showed a reduced efficacy of clopidogrel 
in patients with loss-of-function CYP2C19 
alleles. The fact that this pharmacogenomic rela-
tionship was not detected during the initial studies 
on clopidogrel raises questions about study 
design and highlights the dangers of using a 
non-representative study cohort. 

19.4 Important Factors 
in Pharmacogenomic Study 
Design 

The frequency of different pharmacogenomic 
alleles can vary considerably between 
populations of different genetic ancestries. In the 
case of clopidogrel, the loss-of-function 
CYP2C19*2 and *3 alleles are found at signifi-
cantly higher frequencies in populations of East 
Asian or Pacific Islander descent compared to 
those of European or African descent. This varia-
tion makes it imperative for pharmacogenomics 
studies or clinical trials of new drugs to have 
study cohorts that reflect a diverse patient popula-
tion carrying a wide range of pharmacogenomic 
alleles. 

19.4.1 Hawaiian Clopidogrel Lawsuit 

In 2014, the State of Hawaii filed a lawsuit against 
the makers of Plavix, the originally licensed form 
of clopidogrel [37]. Data from the Hawaiian 
Department of Health found that, between 2007 
and 2009, patients of native Hawaiian ancestry 
who have recently suffered an acute myocardial 

infarction (AMI) were almost twice as likely to 
die than those of European ancestry. Many of 
these patients had been treated with clopidogrel, 
which was the only antiplatelet drug available at 
the time. Following the introduction of alternative 
antiplatelet drugs, such as ticagrelor, the 
percentages of death following AMI were similar 
between the two ancestries. 

The FDA-approved drug label for clopidogrel 
includes details on several clinical trials which 
showed the efficacy of clopidogrel in preventing 
ischemic events. One of these is the CAPRIE 
study, which compared the efficacy of 
clopidogrel against aspirin in preventing stroke. 
95% of participants in the CAPRIE trial were of 
European ancestry, where the *2 and *3 alleles 
are typically found at frequencies of 14% and 
0.16% respectively. This is in stark contrast to 
Oceanian populations, with *2 and *3 frequencies 
of 60% and 14%, respectively. As a result, 
patients with the *2 or *3 alleles were signifi-
cantly underrepresented in the study, and, accord-
ingly, the risks to patients who could not 
appropriately metabolize clopidogrel were not 
detected. 

19.4.2 Cohort Diversity 
in Pharmacogenomics 

In addition to ensuring that study cohorts are 
appropriately diverse, care should also be taken 
to try to accurately identify as many 
pharmacogenomic alleles as possible within 
study participants. This not only allows a fuller 
understanding of a gene-drug relationship, but it 
is also possible that new pharmacogenomic 
alleles could be identified and characterized. 
This is especially valuable in populations which 
are underrepresented in pharmacogenomics 
research. 

Like other areas of genomics, 
pharmacogenomics research is overwhelmingly 
conducted in participants of European ancestry, 
to the detriment of individuals from other genetic 
backgrounds [38, 39]. Research in understudied 
populations is therefore more likely to result in 
the discovery of clinically significant variants and



improve the applicability of pharmacogenomic 
guidance in these patient groups [40]. 
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This is particularly true in the context of 
genome-wide association studies (GWAS) and 
the development of polygenic scores, as 
discussed earlier in the chapter. A 2016 analysis 
found that only 20% of published GWAS were 
carried out in non-European populations, with the 
vast majority of those coming from Asian 
populations [39]. This has a knock-on effect on 
polygenic scores, as many scores are based on 
GWAS results. Polygenic scores have already 
been shown to perform better in patients of 
European descent compared to patients from 
other ancestries [40] and the use of European-
optimized polygenic scores in the clinic can 
greatly exacerbate existing health disparities. 

The continuing challenge of racial and ethnic 
disparities in both access to and use of healthcare 
resources has impeded the development of com-
prehensive pharmacogenomics knowledge, based 
on careful consideration of all the genetic 
variations that are seen in a diversity of 
populations. In some cases, underrepresented 
populations have been reluctant to take part in 
clinical studies due to a combination of past ethi-
cal abuses by researchers and continuing systemic 
racism within the healthcare system [41]. Too 
often, understudied populations are not 
approached or even considered by researchers 
designing pharmacogenomic studies, who instead 
recruit from population groups seen as more ame-
nable to participation (i.e., those of European 
descent). Nonetheless, understudied populations 
are willing to take part in research if cultural and 
community priorities are respected by the 
researchers [42, 43]. Indeed, research on the cor-
relation between a patient’s ancestry and their 
attitude toward pharmacogenomics found that 
Black patients were significantly more likely 
than White patients to agree that their personal 
genetic information should be used to guide treat-
ment decisions [44]. 

The increasing use of biobanks in 
pharmacogenomic research has already provided 
a glimpse into the benefits of looking for 
pharmacogenomic alleles in large, diverse 
cohorts. Analysis of the UK Biobank found that 

of the 14 pharmacogenes investigated, 99.5% of 
biobank participants carried at least one 
non-typical drug response diplotype [1]. Based 
on their pharmacogenomic alleles, the average 
participant was predicted to require a change 
from standard dosing for 10.3 drugs 
(Fig. 19.4) [1]. 

However, despite their large cohort size, 
biobanks can still fail to accurately represent the 
general population [45]. Efforts are now being 
made to increase participant diversity in 
biobanks, with the All of Us and Gen V projects 
being notable examples [46, 47]. Practical steps 
to improve biobank diversity can include a delib-
erate focus on recruiting from underrepresented 
populations and removing barriers to participa-
tion, for example, by allowing recruitment and 
participation to occur in multiple languages. 

19.4.3 Assignment of Star Alleles 

Many pharmacogenomic studies genotype spe-
cific SNPs to identify star alleles in a population. 
In cases such as these, it is important to be clear 
on what each SNP does and does not identify. A 
common example is a CYP2D6*10 allele, which 
is routinely identified by the presence of the T 
allele of rs1065852 (commonly referred to as the 
100C > T SNP). However, at the time of writing, 
the T allele is also included in the definitions of 
23 other CYP2D6 alleles. Some of these are 
decreased function alleles, like the *10 allele, 
while others are no function alleles or have not 
yet had a function term assigned to them. 

Another consideration is the assignment of the 
*1 allele of pharmacogenes. *1 is typically con-
sidered to be the reference allele of the gene 
(a notable exception to this is CYP2C19, where 
the *38 allele is the reference). However, in 
almost all pharmacogenomic studies, *1 is 
assigned if none of the variants genotyped for in 
the study were found. It is therefore important to 
realize that an assignment of *1 is not a guarantee 
that the individual carries the reference allele. 
There is a significant possibility that the individ-
ual has variants which affect protein function but 
were not included in the genotyping assay.
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Fig. 19.4 CPIC pharmacogenomic guidance applied to 
genotypes from the UK Biobank. From left to right, the 
columns show the percentage of the cohort who have been 
prescribed each drug; the drug name; the genes analyzed in 

the study which support the CPIC guidance; and the dis-
tribution of CPIC recommendations in the cohort. 
(Figure reproduced with permission from McInnes et al. 
[1])
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19.5 Bringing Pharmacogenomics 
into the Clinic 

Pharmacogenomics is frequently portrayed as the 
‘low-hanging fruit’ of precision medicine which 
can be widely implemented in the clinic within 
the next few years and has been shown to improve 
patients’ perceptions of the quality of their care 
[48]. However, there remain several barriers and 
ongoing discussions which must be resolved to 
allow full implementation of pharmacogenomics. 
This chapter will give a brief overview of some of 
the major barriers, but these issues have been 
discussed in detail elsewhere [49–51]. 

Despite mounting evidence that genetic varia-
tion can cause clinically relevant alterations in 
drug response, it can be difficult to know when 
to order a pharmacogenomic test for a patient or 
how to change a prescribing decision based on the 
patient’s test results. Both CPIC and the DPWG 
aim to bridge this gap by critically reviewing the 
available literature and issuing genotype- or 
phenotype-specific prescribing guidelines to 
assist clinicians in the decision-making process 
[33, 34]. CPIC publishes guidelines under the 
assumption that the patient’s test results are 
already in hand as the expectation is that 
pharmacogenomic testing of all patients will 
become a routine part of clinical care in the future. 
However, the DPWG and other guideline 
organizations have started to include advice 
about when to order a pharmacogenomic test for 
patients. 

Implementation of pharmacogenomics typi-
cally requires the formation of a 
pharmacogenomics consult service. Early 
implementers have described a mixture of 
pharmacist-led and physician-led services [52– 
54], but there is a general consensus that multi-
disciplinary teams are vital to successful imple-
mentation [54, 55]. However, members of these 
teams commonly have a specialized background 
in pharmacogenomics, something which may not 
be shared by their colleagues who are relied upon 
to refer patients to the pharmacogenomics service 
and use test results in their clinical decision 
making. Indeed, knowledge gaps and a lack of 

confidence in interpreting pharmacogenomic test 
results are frequently cited as a barrier to the 
implementation of pharmacogenomics [56–59]. 

The unclear regulatory status of 
pharmacogenomic tests has also created some 
barriers. In 2018, the FDA issued a warning to 
advise patients and healthcare providers against 
making any changes to their medications based 
on the results of “unproven” pharmacogenomic 
tests [60, 61]. This was followed in 2019 by direct 
communication from the FDA to several 
pharmacogenomic test providers about removing 
references to drug-gene relationships which were 
“not established”, according to the FDA 
[62, 63]. This included drug-gene pairs which 
were found to have sufficient supporting evidence 
to be included in CPIC guidelines. However, 
there was no indication from the FDA about 
which evidence sources, other than FDA drug 
labels, it had assessed before coming to these 
conclusions. In response to criticism from the 
wider pharmacogenomics community about this 
lack of transparency, the FDA published its 
Table of Pharmacogenomic Associations in 
2020 [64, 65]. 

The education barrier can be partially 
circumvented using well-designed clinical deci-
sion support (CDS) tools [66, 67]. CDS primarily 
consists of an alert system which integrates into a 
clinician’s workflow and can notify the clinician 
of potentially relevant pharmacogenomic 
interactions. This can lead to the clinician either 
ordering a pharmacogenomic test for the patient 
or, if the patient already has test results available, 
assessing their prescribing decision based on this 
information. Care must be taken when designing 
CDS tools to ensure maximum user engagement 
and that clinicians do not encounter ‘alert fatigue’ 
[66]. Research into CDS alerts for drug-drug 
interactions (DDIs) found that such alerts were 
ignored or overridden more than 90% of the time 
[68]. As a result, it is generally necessary to 
design multiple types of CDS to fully integrate 
pharmacogenomics into clinical care [66]. 

In addition to designing user-friendly CDS 
tools, consideration must also be given to how 
to get pharmacogenomic test results into a
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patient’s electronic health record (EHR) so that 
they can be used by CDS tools. Test results are 
typically released as unstructured data (e.g., PDF 
files) which can be difficult to add to an EHR in a 
way that the results can be easily found by other 
healthcare providers in the future. Recently devel-
oped tools such as PharmCAT [69, 70] can assist 
implementers in this process by automatically 
annotating variant call format (VCF) files with 
diplotypes, phenotypes, and prescribing 
recommendations. 
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The cost and, in some healthcare systems, 
insurance coverage of pharmacogenomic tests 
represent another significant barrier to implemen-
tation [59], although there are early indications 
that this could be changing. In the United States, 
payer coverage of pharmacogenomic tests began 
to slowly expand in the 2010s and this is 
continuing into the 2020s [71]. In the United 
Kingdom, the National Health Service (NHS) 
now routinely screens for specific variants in the 
gene DPYD in all patients beginning 
fluoropyrimidine chemotherapy [72] and there 
are growing calls for wider implementation of 
pharmacogenomics within the service [73]. 

19.6 Concluding Remarks 

Pharmacogenomics is already being used in the 
clinic to improve prescribing outcomes for 
patients. However, there are many complexities 
in the field which need to be considered by 
researchers, clinicians, and implementers. 
Resources such as PharmGKB, PharmVar, 
CPIC, and the DPWG provide valuable materials 
to help maintain standards in pharmacogenomics 
and expand its use in the clinic. The next steps for 
pharmacogenomics are clear. First, we must learn 
how to interpret the rare variants found in all 
patients, but not in sufficient numbers to analyze 
them statistically. Either computational methods 
or high-throughput experimental methods must 
be developed to assess the significance of rare 
variants seen in individuals, families, or small 
groups. Second, we must learn how to predict or 
measure the impact of several variants on a single 
drug. Sometimes both the PK and the PD might 

be altered, but it may not be clear how to combine 
these effects to arrive at a summary recommenda-
tion about the likely utility of a particular drug for 
a particular patient. Third, pharmacogenomics 
must be integrated into the practice of clinicians 
and pharmacists so that it is not disruptive, but 
allow them to perform their job tasks seamlessly 
while using pharmacogenetic information to opti-
mize prescribing. This will certainly require the 
creation of easy to use, informative (and not 
irritating or fatiguing) user interfaces. Fourth, 
healthcare systems must be committed to paying 
for pharmacogenetic testing. This may require 
cost-effectiveness studies, randomized trials, or 
other evidence of clear clinical utility. It is likely 
that pharmacogenetics will be most effective 
when all genetic variation is measured through 
inexpensive genome sequencing, is stored 
securely, and then can be inspected each time a 
new prescribing decision is made. Finally, 
patients must be educated about the benefits and 
risks of using their genetic information for drug 
prescribing. They must trust that their genetic 
information will be stored securely, used appro-
priately, and not represent any threat of discrimi-
nation, inequity, or bias. 
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Abstract 

Clinical trials are trials conducted on human 
subjects. Clinical trials of an investigational 
drug product (IDP) that are intended to support 
drug approval typically evaluate safety, tolera-
bility, pharmacokinetics (PK), pharmacody-
namics (PD) and efficacy. These clinical 
trials are conducted in four sequential phases. 
Key aspects of clinical trial design such as 
study endpoints, population, size, duration 
and monitoring vary across the phases of the 
clinical trials and are informed by the results of 
preceding trials. This chapter provides an 
overview of the various phases of clinical 
trials, and includes a snapshot of phases of 
clinical trials and key regulatory interaction 
timepoints with the United States (US) Food 
and Drug Administration. 
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20.1 Introduction 

Clinical trials are trials conducted in humans to 
understand safety, tolerability, pharmacokinetics 
(PK), pharmacodynamics (PD) and efficacy of an 
investigational drug product (IDP), device or 
other types of intervention. Clinical trials are 
required to provide substantial evidence of effec-
tiveness and safety of an IDP to support drug 
approval to treat patients with the disease state 
of interest. Clinical trials are initiated after an 
adequate characterization of the IDP in nonclini-
cal studies (animal studies and in vitro studies 
using human or other mammalian cells). Gener-
ally, nonclinical studies should have elucidated 
the mechanism of action, primary and secondary 
pharmacodynamics, safety pharmacology, phar-
macokinetics, and toxicology of the IDP prior to 
dosing in humans. 

There are four successive phases of clinical trials. 
Each phase has distinct objectives. As clinical trials 
progress from phase 1 to 4, the trial size and dura-
tion increase, the study population advances from 
healthy volunteers to the intended patient popula-
tion, there is increasing focus on efficacy and expan-
sion of safety database. For a given phase, the 
planned treatment duration must be adequately 
supported by the duration of exposure in nonclinical 
studies and any preceding clinical trial(s). 

Clinical trial design depends on various factors 
such as the objectives of the trial, phase of the 
clinical trial, intended population, properties of 
the IDP, anticipated treatment effect, etc. Clinical
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trials are conducted according to a pre-specified 
study plan described in a clinical trial protocol. 
Details of elements of clinical trial protocols for 
each of these phases are discussed in Chap. 21 of 
Part IV. Prior to initiation of a clinical trial involv-
ing an investigational drug, the trial protocol 
should be approved by the relevant Institutional 
Review Board(s) (IRB), trial participants should 
provide Informed Consent (IC), and the trial 
should be conducted in accordance with the Inter-
national Council for Harmonization (ICH) of 
Technical Requirements for Pharmaceuticals for 
Human Use (ICH) Good Clinical Practice (GCP) 
Guidelines [1]. The ICH is a cooperative effort 
between the drug regulatory authorities and the 
pharmaceutical company professional 
organizations in the European Union, Japan, and 
the United States to harmonize drug development 
across the participating geographic regions and 
reduce duplicative testing conducted during the 
research and development of new drugs [2]. 
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Safety monitoring in early phase clinical trials 
is generally conducted by a medical monitor or a 
safety review committee. Safety monitoring in 
late phase clinical trials is generally conducted 
by an independent Data Safety and Monitoring 
Board (DSMB). The DSMB periodically reviews 
unblinded safety data and recommends changes 
to dosing and/or trial design, as needed, to ensure 
safety of the study participants. A detailed discus-
sion of the format and functioning of a DSMB is 
beyond the scope of this chapter. 

The key objective of this chapter is to provide 
an overview of the phases of clinical trials, 
including a discussion of trial design, objectives, 
population and treatment duration. 

20.2 Phase 1 Clinical Trials 

Phase 1 clinical trials are conducted to evaluate 
safety, tolerability, PK and PD of an IDP gener-
ally in healthy volunteers, and sometimes in a 
specific patient population. Phase 1 trials include 
first-in-human, single- and multiple-ascending 
dose, and clinical pharmacology trials. 

20.2.1 First-in-Human Trial 

A first-in-human (FIH) clinical trial is generally a 
randomized, double-blinded, placebo-controlled, 
single-ascending dose (SAD) trial that enrolls 
healthy volunteers in sequential cohorts with the 
primary objective of evaluating safety and tolera-
bility of a range of doses of the IDP. In some 
cases, a FIH trial can be a two-part trial that 
includes single- and multiple-ascending dose 
(MAD) parts. The starting dose is based on the 
nonclinical data that defines the no-observed-
adverse-effect level (NOAEL) and safety margin, 
potential target organs of toxicity and means for 
monitoring these toxicities. Other objectives of a 
FIH trial include evaluation of PK and PD of the 
IDP. In cases where the PD biomarker cannot be 
evaluated in healthy volunteers (HV), a FIH trial 
may be conducted in a patient population 
provided there is adequate safety monitoring, for 
example, oncology trials. 

The study size and duration depend on factors 
such as number of doses to be evaluated, half-life 
of the IDP and toxicity profile. The study size 
usually ranges from 20 to 100 study participants 
with 6–8 participants in each dose cohort 
randomized in a 2:1 ratio to IDP versus placebo. 
Alternatively, the trial can have various treatment 
dose cohorts and one placebo cohort. The study 
duration, defined as the period between first 
patient first visit and last patient last visit, is 
usually several months [3]. 

Review of safety data from a low dose cohort 
informs dosing and timing of initiation of 
subsequent single- and multiple-dose cohorts. 
Other key design elements for a SAD/MAD trial 
include defining dose-escalation rules and maxi-
mum tolerated dose, choice of dosing interval, 
evaluation of exposure-response, subject- and 
study-stopping rules, safety monitoring and man-
agement of adverse events. 

Depending on the potential toxicity profile, a 
FIH trial may be conducted entirely or partially in 
an inpatient or an outpatient setting with frequent 
follow-up visits. To further identify and/or miti-
gate risk to healthy volunteers in a FIH trial, a 
strategy of sentinel dosing can be employed.



Sentinel dosing is where the first dose of an IDP is 
administered to one study participant, in advance 
of the rest of the cohort. This sentinel subject is 
observed for any adverse events for a pre-defined 
duration and all available data are reviewed prior 
to dosing the rest of the cohort. In the case of a 
placebo-controlled trial, two participants can be 
dosed simultaneously, one with the IDP and the 
other with placebo. Depending on the PK, PD and 
level of uncertainty with the IDP, sentinel dosing 
may also be employed when initiating subsequent 
dose cohorts. 
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A placebo-controlled design and an adequate 
size SAD/MAD trial are usually preferred to 
single-arm small trials to better characterize 
early safety, tolerability and PK profile of 
the IDP. 

20.2.2 Clinical Pharmacology Trials 

Clinical pharmacology trials are designed to under-
stand the PK / PD properties of an IDP. The 
spectrum of clinical pharmacology trials 
conducted depends on the characteristics of the 
IDP such as the route of administration, mecha-
nism of action, and the pathway by which the 
product is metabolized. Some examples of clinical 
pharmacology trials include bioavailability, mass-
balance, bioequivalence, drug-drug interaction 
(DDI), food-effect, PK studies in patients with 
hepatic- or renal-impairment, and cardiac electro-
physiology trials. An in-depth review of clinical 
pharmacology studies is provided in Part III. 

20.2.3 Phase 1 Studies in Patient 
Population 

After initial phase 1 studies in HVs, subsequent 
phase 1 trials are conducted in patients to further 
characterize safety, tolerability, PK and PD. 

If an IDP is not found to be safe and/or well-
tolerated in early phase studies, then the clinical 
development for that IDP is unlikely to reach 
phase 3. 

20.3 Phase 2 Clinical Trials 

Phase 2 clinical trials include dose-finding, proof-
of-concept trials. The key objective of the phase 
2 trials is to understand if the IDP is likely to work 
in the intended population. Other objectives 
include evaluation of exposure-response for effi-
cacy and safety, and to identify appropriate dose 
(s) of the IDP to be evaluated in phase 3 trials. 

Other drug characteristics that may need to be 
evaluated in phase 2 include dosing interval, route 
of administration and immunogenicity. A dose-
finding study that evaluates 2–3 doses of the IDP 
can be used to meet the stated objectives. The 
efficacy endpoint(s) in phase 2 trial(s) can be PD 
biomarkers that are expected to predict the 
anticipated clinical benefit in phase 3 trials. Gen-
erally, phase 2 trials are designed as randomized 
controlled trials (RCTs), enroll several hundred 
patients, and are conducted over several months 
to 2 years [3]. 

Phase 2 trials, while not mandatory, are advis-
able to guide the decision to conduct and the 
design of phase 3 trials. 

20.4 Phase 3 Clinical Trials 

Phase 3 clinical trials are trials designed to pro-
vide proof of efficacy of the IDP, while 
continuing to expand the safety database in the 
intended population and are planned to be confir-
matory (pivotal) trials to support drug approval. 

Phase 3 trials are generally designed as RCTs 
that evaluate the IDP versus placebo or an active 
comparator, administered on top of standard of 
care. These trials typically enroll several hundred 
to thousands of patients and are conducted over 
1–4 years [3]. Depending on the therapeutic area, 
proposed indication and trial endpoint(s), one or 
two pivotal trials may need to be conducted to 
support drug approval. Key elements of phase 
3 pivotal trial(s) are as follows: 

(a) Study design: A randomized controlled 
study design is preferred as it allows
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determination of treatment effects while 
controlling for measured and unmeasured 
sources of bias. 

(b) Study endpoint(s): Study endpoint(s) should 
measure treatment effect on how a patient 
feels, functions, or survives. It is advisable to 
use established endpoints that have previ-
ously supported drug approval within a ther-
apeutic area. For novel endpoints, 
appropriate discussion(s) and agreement 
with the relevant regulatory agency should 
be considered. 
For phase 3 trial designed to evaluate multi-
ple endpoints with the intention to support 
multiple claims, the hierarchy of statistical 
testing should be carefully planned. Some 
considerations for this include the aspects 
of the disease condition that the IDP is likely 
to impact, expected number of endpoint 
events and their clinical relevance. 

(c) Study population: The study population 
should be selected to represent the intended 
population. To optimize trial size, the study 
population is commonly enriched with 
patients who are at high risk for 
experiencing the study endpoint(s). Enrich-
ment factors should be carefully selected 

such that they do not negatively impact gen-
eralizability of the trial results to a broader 
population with the disease of interest. 

(d) Statistical analysis plan: The statistical anal-
ysis plan for a phase 3 trial should be 
finalized prior to data lock to ensure trial 
integrity. 

20.5 Phase 4 Clinical Trials 

Phase 4 clinical trials are conducted after 
approval of the IDP, generally, to address residual 
uncertainty about safety in the intended popula-
tion or in subpopulations that were not studied in 
phase 1–3 studies of the approved IDP. Phase 
4 trials may also be conducted to confirm efficacy 
of the IDP when used in a real-world setting 
compared to a controlled environment of phase 
3 trial(s) [4]. Depending on the objective(s), a 
phase 4 trial can be an RCT, post-marketing reg-
istry, or pharmacovigilance study. 

Figure 20.1 summarizes the new drug devel-
opment process, including phases of clinical 
trials, and key regulatory interaction timepoints 
with the United States (US) Food and Drug 
Administration (FDA) [2].



Disclaimer This chapter reflects the views of the author
and should not be construed to represent Food and Drug
Administration’s views or policies.
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Fig. 20.1 New Drug Development Process and Review. 
(Source: FDA) [2]. FDA Food and Drug Administration, 
IND Investigational New Drug, NDA New Drug Applica-
tion, BLA Biologics Licensing Application 

IND Submitted: Prior to initiation of clinical trial(s) in 

the United States, an IND needs to be submitted to FDA. 
NDA Submitted: After completion of pivotal trials an 
NDA /BLA is submitted to the FDA. Review Decision: 
FDA reviews the NDA to decide on approvability of the 
investigational drug product 

Advisory Committee: FDA decides on the need for an 

Advisory Committee to provide input on key review 
issues. Not all NDAs need an advisory committee 

Sponsor/FDA Meetings: Key points of Sponsor 

meetings with FDA include prior to IND submission, at 
end of phase 2 trials, and during NDA review. Additional 
meetings are encouraged, as needed by the sponsors to 
seek guidance from the FDA on various aspects of the 
development program 

20.6 Conclusion 

Typically, there are four phases of clinical trials, 
conducted in a sequential fashion with results of 
early phase trials informing the design of 
subsequent trials. An adequate nonclinical pro-
gram is needed before the initiation of clinical 
trials. Depending on the phase, clinical trials 
have distinct key design elements. 
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Abstract 

Clinical Trials are studies conducted for the 
purpose of assessing the effect of an interven-
tion in a defined population, or to evaluate one 
or more interventions compared to placebo or 
an active control in human subjects. The 
objective of a clinical trial is to answer a scien-
tific or medical question related to the effect of 
an intervention in healthy volunteers or a well-
defined patient population with an established 
condition. As such, one of the most important 
aspects of clinical trial design is to define the 
objectives of a study and select the most 
appropriate trial design to answer the question. 
To draw meaningful conclusions from clinical 
trial results, it is important to understand the 
strengths of each trial design, recognize their 
limitations, and identify the optimal study 
design to generate interpretable data of the 
effect of an intervention without compromis-
ing the interpretability of the results. This 
chapter will provide an overview of common 
trial designs in clinical medicine. 
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21.1 Introduction 

Clinical Trials are comparative studies designed 
to evaluate the safety and efficacy of an interven-
tion (drug, device, procedure) independently or 
relative to another intervention or placebo. 
Attributes of a clinical trial are inherent in its 
design and important to consider before the trial 
commences. The choice of a trial design 
influences treatment allocation strategies, struc-
ture of control groups, and the ability to modify 
certain aspects of the trial after the study begins. 

Historical records of early clinical trials date 
back to the biblical era, where medical 
observations were made after subjects were sys-
tematically exposed to an intervention (dietary, 
medical procedure, drugs) and anecdotal reports 
of these observations recorded. The first modern 
era physician credited with conducting a con-
trolled clinical trial in medicine was James Lind 
whose anecdotal recordings of systematically 
allocating twelve sailors with scurvy to six treat-
ment groups to test the hypothesis of citrus fruits 
as a treatment for scurvy was positive. Although 
his findings were published in 1753 in a book 
titled “A Treatise of the Scurvy”, most of this
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innovative work was not appreciated until years 
later [1, 2]. 
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To appropriately assess new therapies, there is 
a need for critical appraisal of current trial 
designs, understanding the estimands framework, 
and selection of the optimal design to demon-
strate substantial evidence of effectiveness and 
ensure approval of safe and effective therapies 
for public use [2, 3]. 

Landmark moments in the regulatory over-
sight over food and drug products have informed 
the standards of clinical trials and drug develop-
ment in the United States. In 1906, the United 
States Congress passed the Pure Food and Drug 
Act to prevent the misbranding and adulteration 
of food and drugs. Although the scope of this act 
was limited in the enforcement authority provided 
to regulate the approval of new therapeutics, in 
1938 the U.S. Food, Drug, and Cosmetic Act 
subjected new drugs to pre-market safety evalua-
tion. Shortly after the thalidomide tragedy of 
1961, the Kefauver–Harris Amendment to the 
Food, Drug, and Cosmetic Act empowered the 
FDA to require premarket scientific testing to 
demonstrate substantial evidence of a drug’s 
effectiveness, and approval of drugs would be 
based on the submission of adequate and well-
controlled studies (for details, see Chap. 24). 

Important concepts to consider in trial design 
include strategies for allocating subjects to treat-
ment groups, control groups, study duration, and 
potential for modifications to design. Randomiza-
tion in clinical trials minimize allocation bias. 
Study subjects can be randomized individually 
or in clusters. These decisions are typically 
influenced by the research question, study size, 
and setting of a trial. Control groups are typically 
enrolled concurrently; however, historical 
controls can be employed based on the interven-
tion studied. Conventional trial designs are typi-
cally more rigid in allowing modifications to the 
clinical protocol when the trial is ongoing, while 
adaptive designs allow for prospectively planned 
modifications based on accumulating trial data. 

Ultimately, well-designed clinical trials should 
be capable of answering the scientific question 
being asked, and consideration should be given 

to the acuity of illness, number of interventions 
compared, estimated effect size, duration of 
study, dropout rates, and the setting within 
which the study is to be conducted. Insights into 
these elements of a protocol will guide the deci-
sion of the optimal design of a clinical trial [4]. 

The key objective of this chapter is to provide 
a brief overview of various randomized clinical 
trial designs, as well as trials that are not based on 
randomization. 

21.2 Randomized Control Trials 

Considered the gold standard for the valid assess-
ment of therapeutic efficacy, randomized con-
trolled trials (RCT) are prospective comparative 
studies that measure the effect of a molecular 
entity, device, or other intervention in a treatment 
group compared to a control group that has not 
been exposed to the intervention. It is worth not-
ing that the term “control” is not necessarily syn-
onymous with the absence of treatment. It could 
reflect no treatment, a different treatment or stan-
dard of care, similar treatment but at a different 
dose or administered on a different schedule. All 
participants in a RCT have a random chance of 
being assigned to either the intervention or the 
control arm. The advantages of RCTs are that 
they minimize bias in treatment allocation and 
balance all known and unknown confounders 
present in the treatment groups. 

Subject level data from RCTs are frequently 
analyzed in two ways, according to the group a 
subject was randomized into (intention-to-treat) 
or based only on subjects who completed treat-
ment in the group they were allocated to at ran-
domization (per protocol). There are other 
variations not commonly used. The intention-to-
treat analysis is preferred as it preserves randomi-
zation. It is important that the details of the 
planned analysis are pre-specified in the protocol 
prior to unblinding of the data. 

Limitations of RCTs, as well as the other trial 
designs discussed, are associated with under-
standing the meaningfulness of smaller treatment 
effects over control within the evolving standard



of care. As more and more drugs enter the market, 
improvements in outcomes render any incremen-
tal benefit from a trial drug to be smaller and 
smaller, unless the study drug is purported to 
produce a breakthrough treatment benefit. The 
smaller improvements over control require a 
larger sample size to detect the therapeutic benefit 
with at least 95% confidence, thus greatly increas-
ing the scope and cost of running a clinical trial. 
Prohibitive costs may attenuate further drug 
development. This problem is also compounded 
by some disease states classified as rare. In these 
settings, there may not be a sufficient number of 
patients to satisfy the statistical requirements to 
ensure adequate data interpretability, thus imped-
ing the ability to draw an adequate conclusion 
about the drug’s benefit. This phenomenon has 
prompted evolving perspectives on how to obtain 
evidence to satisfy the statutory requirements for 
a regulatory decision [5]. Randomized trials have 
several design features that are often used in drug 
development, such as the parallel group trial 
design, factorial design, cross-over design, and 
placebo-controlled withdrawal design. Compari-
son of the test drug to a control is governed by a 
prespecified hypothesis, usually a superiority 
hypothesis where the test drug is purported to be 
superior to the control in reducing the incidence 
of a primary endpoint by a specific amount, com-
monly known as the treatment effect. Although 
superiority hypothesis trials are common, drug 
development strategies also employ alternative 
hypotheses such as equivalence or 
non-inferiority testing. Equivalence trials are 
designed to demonstrate that the mean treatment 
effect of a test drug is equal to that of a control 
drug. Since the hypothesis specifies no difference 
in treatment effect, the sample size requirement 
may become unwieldy. Consequently, an alterna-
tive strategy is the non-inferiority hypothesis. The 

various types of RCTs, as well as specific features 
of the non-inferiority hypothesis, will be 
described below. 
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Fig. 21.1 Parallel Group 
Trial Design
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21.3 Parallel Group Trial Design 

The parallel group design is probably the most 
commonly used randomized trial design 
(Fig. 21.1). Subjects are randomized to a treat-
ment group and exposed to one intervention for 
the duration of the study. The subjects are 
followed simultaneously from the time of treat-
ment allocation to the end of study timepoint. The 
main objective of this study design is to compare 
one treatment to another (e.g., treatment 
A vs. treatment B, and treatment 
A vs. treatment C, and/or treatment B .vs. treat-
ment C). The complexity of the comparisons 
should be pre-specified in the analysis plan 
along with strategies to minimize and handle 
missing data. Plans to prevent and control 
subjects from crossing over to another treatment 
arm should also be outlined before the trial 
begins. The database should be complete and 
clean (correction of mis-entries), to ensure inter-
pretability of the data so as to be able to draw 
conclusions. 

21.4 Factorial Design 

Factorial design studies are designed to evaluate 
two or more interventions in comparison to con-
trol in one study simultaneously (Fig. 21.2). 
While a 2 × 2 factorial design is commonly 
seen, more complex comparisons can be designed 
using this approach. This type of study can be 
appealing because of the ability to run multiple 
comparisons at once, answer more than one



research question, and maintain statistical power 
with a limited sample size. However, the factorial 
design also has disadvantages. If an interaction 
exists between the treatments being tested, there 
usually is a loss of statistical power; and data 
analyses and interpretation become quite com-
plex. It can also be challenging to screen for and 
identify patients who meet criteria for multiple 
research questions simultaneously [4]. 
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Fig. 21.2 Factorial (2 × 2) Trial Design 

21.5 Crossover Trial Design 

A crossover trial design is implemented in the 
setting when each patient receives two or more 
treatments in a predetermined sequence and 
allows a subject to serve as his/her own control. 
In this type of trial design subjects are 
randomized to a group and each group receives 
different sequences of the investigation drug 
product in different orders. The most common 
scenario is a two group, two-period cross over 
design (Fig. 21.3). One group is assigned to the 
intervention while the other group is assigned to 
placebo in the first period of the study and the 
group alternates their assignments in the next 

period after a pre-determined washout period 
[4, 6]. 

Fig. 21.3 Crossover Trial 
Design 
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The advantage of this type of study design is 
that it allows for within-patient comparisons 
between treatments, as each patient serves as a 
control and thus reduces variability, leading to 
smaller samples sizes required for this type of 
study [6]. 

Some factors to consider with this type of 
clinical trial are the potential for carry-over 
effects from therapies that subjects are exposed 
to in the earlier sequence of the study. This can be 
addressed by extending the washout period before 
the next sequence. For instance, if an intervention 
offered in the first sequence of a crossover study 
design resolves the symptoms of a study partici-
pant, this will affect the assessment of treatment 
effect of the intervention in the second sequence 
of the crossover trial and can affect interpretabil-
ity of the study. Other considerations include 
effects of the order of treatment on the disease 
(order effect) which may lead to fluctuations in 
disease severity (e.g., as with allergies) and com-
plicate the ability to analyze the data. Missing 
data from subject dropout can also be an issue in 
a crossover study because each patient



contributes significantly to the trial data and the 
loss of a single patient is more impactful in com-
parison to a parallel study design. Ultimately, 
crossover trials are appropriate for the study of 
chronic diseases, investigational drugs with rela-
tively short half-lives and reasonable washout 
periods, and for studies with short, planned 
study duration. 
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21.6 Placebo-Controlled Withdrawal 
study design 

The objective of this type of study is to assess a 
subject’s response to dose reduction or discontin-
uation of an investigational drug product after the 
subject has received the drug for some time. After 
an initial open label period during which every 
subject receives the investigational drug product 
for a pre-specified period, responders are then 
randomized to either continue the investigational 
drug or placebo (Fig. 21.4). The outcome of inter-
est is usually relapse of symptoms treated by the 
investigational drug, and data from the with-
drawal period are usually what is analyzed in 
this type of trial. One goal of this type of trial is 
to demonstrate long-term efficacy of an investiga-
tional drug (e.g., an antidepressant) by showing 
that subjects who have been on the drug for some 
time and then stop the drug lose efficacy com-
pared to those who remain on the drug. The run-in 
phase also increases the power of the trial by 
enriching the study with a study population of 
interest (e.g., subjects with a condition optimally 
controlled by the intervention) ahead of the with-
drawal phase [4]. This study design is beneficial 
in situations where the effect of treatment discon-
tinuation is likely to be observed within the 
timeframe of a short randomized withdraw 

period. An advantage of this design is that 
subjects don’t need to be randomized longer-
term to placebo as occurs in a typical randomized, 
placebo-controlled trial. 

Fig. 21.4 Withdrawal 
Trial design 
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21.7 Noninferiority Trials 

Noninferiority (NI) trials test whether a new inter-
vention is not too much worse than, or at least as 
good as, an established intervention. There are a 
number of reasons why these trials are important 
(e.g., unethical to administer placebo; for compar-
ative effectiveness assessment; because of 
non-feasibility of an equivalence trial). However, 
there are several important aspects that must be 
considered for this study design to be appropriate. 
The standard of care or active control must have 
established superiority over placebo. The metrics 
(patient population, concomitant therapy, dose) 
upon which the active control previously 
demonstrated superiority should be similar in the 
NI trial. The active control group event rate in a 
NI trial should be estimated based on the evidence 
used to demonstrate the superiority of the active 
control over placebo. An acceptable NI margin 
should be pre-specified in the trial design, and 
there should be assay sensitivity (the active com-
parator should perform as expected) to allow for a 
valid comparison between the investigational 
drug and comparator. 

Selecting a NI margin is a critical aspect of this 
study design and should be agreed upon with the 
regulatory authority. The objective of the NI 
study is to show that the effectiveness of the 
investigational drug is not unacceptably smaller 
than that of the active control using a prespecified 
NI margin. The identified margin cannot be larger 
than the presumed entire effect of the active



e

control in the NI study. It is worth mentioning that 
the effect of the active control is not measured in 
the NI trial (there is no placebo arm), but rather is 
estimated based on past performance of the active 
control [7, 8]. 
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Fig. 21.5 Non-inferiority 
Trial (Source: FDA) 
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For a drug to be declared non-inferior to a 
control drug, the upper bound of the 95% confi-
dence interval for the treatment difference (control 
minus test drug) must not cross the non-inferiority 
margin (see Fig. 21.5). In the example shown in 
Fig. 21.5, note that the non-inferiority margin 
(M1) is different from the null line set at zero. 
Results to the left of the null line represents a better 
mean treatment effect for the test drug over the 
control drug. Results to the right of the null line 
represents a worse treatment effect for the test drug 
over the control drug. In the 5 illustrated trials in 
the figure, the first trial result showed no difference 
between test drug and control, but since the NI 
margin was not crossed, it is considered 
non-inferior to the control drug. Results from trials 
# 2 and # 3 demonstrate failure  to  meet  th  
non-inferiority hypothesis. The null line is crossed 
in trial # 4, showing no statistically significant 
treatment effect compared to the control drug. 
However, non-inferiority was demonstrated. Trial 
# 5 showed superiority of the test drug compared 
to the control drug. Trial # 6 showed inferiority of 
the test drug to the control drug despite meeting 
the non-inferiority hypothesis. 

The NI margin must make clinical sense and 
ensure that there is residual efficacy of the 

investigational drug, and that the treatment effect 
of the investigational drug is not unacceptably 
less effective than that of the control. Declaration 
of non-inferiority in the setting where the entire 
95% confidence interval is on the right side of the 
null line, as illustrated in trial # 6 in the figure, 
will give rise to skepticism about the results and 
would become a serious review issue if these 
results were submitted in an application to 
approve a drug based on non-inferiority. 

Analyzing noninferiority by comparing the 
confidence interval (CI) of the relative risk to a 
predefined margin (M1). 

1. Point estimate of C-T is 0, suggesting equal 
effect of C and T; upper bound of the 95% CI 
for C-T is 1, well below M1; NI is 
demonstrated. 

2. Point estimate of C-T favors C; the upper 
bound of the 95% CI for C-T is >2, above 
M1; NI is not demonstrated. 

3. Point estimate of C-T is zero, which suggests 
an equal effect; but the upper bound of the 
95% CI for C-T is >2 (i.e., above M1), so 
that NI is not demonstrated. 

4. Point estimate favors T; NI is demonstrated, 
but superiority is not demonstrated. 

5. Point estimate favors T; superiority and NI are 
demonstrated. 

6. Point estimate of C-T is 1, favoring the con-
trol. The upper bound of the 95% CI for C-T is 
<M1, demonstrating NI (the entire effect of C
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has not been lost) but at the same time the 95% 
CI for C-T is above zero, indicating that T is 
actually inferior to C, even while meeting the 
NI standard. 

21.8 Nonrandomized Trials 

Nonrandomized controlled trials are studies in 
which participants in a trial are not assigned by 
chance to different treatment groups. This type of 
trial design could consist of a single study arm 
without a comparator group, but other schemes 
can be used. Under certain scenarios specified in 
a protocol, participants may be allowed to choose 
a treatment group, they may also be assigned to a 
treatment group by the investigator, or an algo-
rithm could be used to assign participants to treat-
ment groups in order to optimize baseline 
characteristics. Nonrandomized trials are utilized 
when the scientific/medical question cannot be 
adequately addressed by a RCT (e.g., when it is 
unethical to conduct an RCT or the outcome is 
rare) and available external controls (comparator 
arms from prior studies or historical cohorts) can 
be informative. The studies can be case series, 
cohort, case-control, or cross-sectional studies to 
name a few. These studies are inherently limited 
in their ability to estimate a causal effect. 

Nonrandomized trials are easier to design and 
implement and can also be performed at a reduced 
cost. However, the potential for allocation bias, 
challenges establishing comparability between 
the treatment arms in the study (or with an exter-
nal control arm) and controlling for confounding 
factors limit the interpretability of these 
studies [4]. 

21.9 Concluding Remarks 

Well-designed clinical trials are important for the 
evaluation and development of new therapies to 
influence clinical practice patterns, modify the nat-
ural history of disease, and to improve public 
health. As the treatment standards for management 
of diseases expand, assessment of the incremental 
benefit of newer therapies becomes complex. 

Particular attention devoted to the selection an opti-
mal clinical trial designed to evaluate the effect size 
of an intervention, in a well-defined patient popula-
tion, over a specified duration with systematic 
assessment of the benefit-risk profile, and critical 
appraisal of the results are paramount to success. 

The review provided in this chapter is by no 
means a comprehensive assessment, but an over-
view of the common designs encountered in drug 
development. I covered the strengths and 
limitations of each trial design and scenarios that 
favor a particular approach. 

Ultimately, a clear understanding of the study 
objectives, the condition to be evaluated, patient 
population of interest, appropriate trial controls, 
and statistical design are some of the critical 
elements that influence successful clinical trial 
design and execution. 
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Abstract 

Clinical trials are conducted for many reasons, 
including to determine whether a new drug is 
safe and effective for a therapeutic use. A 
clinical study protocol acts as a how-to guide 
for the conduct of a study and is essential for 
successful trial execution. When drugs or 
biologics are being developed for regulatory 
approval, the Food and Drug Administration 
(FDA) requires that a clinical protocol be sub-
mitted for each planned clinical study or trial 
enrolling participants in the United States. 
According to the US Code of Federal 
Regulations (21 CFR Part 312), the specific 
elements and level of detail for a protocol can 
vary depending on the phase of the study. The 
clinical study protocol for a phase 1 study 
should be designed with a focus on safety 
and dosing; protocols for phase 2 and 3 studies 
should include detailed descriptions for all 
aspects of the study, including safety, efficacy, 
and statistical considerations. The US Code of 

Federal Regulations (21 CFR Part 312) 
describes specific elements that should be 
included in all clinical protocols, regardless 
of the clinical phase. The International Confer-
ence on Harmonization Good Clinical Practice 
Guidelines (ICH GCP E6, Section 6) specify 
additional sections that should generally be 
included in a protocol. The objective of this 
chapter is to describe the elements that should 
be included in a clinical trial protocol. 
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22.1 Introduction 

Clinical trials are conducted for many reasons, 
including to determine whether a new drug is 
safe and effective for use, to study different 
ways to use currently approved treatments to 
increase their efficacy or safety, and to learn 
how to use a treatment safely in a population for 
which it was not previously tested [1]. A clinical 
study protocol acts as a how-to guide for the 
conduct of a study; it describes the background, 
rationale, objectives, design, methodology, statis-
tical considerations, and organization of a clinical
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study [2]. A well-designed protocol is essential 
for successful trial execution. When drugs or 
biologics are being developed for regulatory 
approval, the Food and Drug Administration 
(FDA) requires that a clinical protocol be submit-
ted for each planned clinical study or trial enroll-
ing participants in the United States [3]. The 
objective of this chapter is to describe the 
elements that should be included in a clinical 
trial protocol. 

362 R. Kambhampati and K. Mistry

22.2 Clinical Trial Phases 

Per the US Code of Federal Regulations (21 CFR 
Part 312), the specific elements and level of detail 
for a protocol can vary depending on the phase of 
the study [4]. 

22.2.1 Phase 1 

The clinical study protocol for a phase 1 study 
should be designed with a focus on safety and 
dosing [5]. Prior to designing a phase 1 clinical 
protocol, investigators should have an under-
standing of the expected and/or potential risks of 
the investigational product. Preclinical studies 
and other phase 1 studies can provide information 
on such expected risks, including clinical safety 
margins and the monitorability of each risk. 

According to the US Code of Federal 
Regulations (21 CFR 312.23(a)(6)(i)), protocols 
for phase 1 studies can be less detailed and more 
flexible compared to protocols for phase 2 and 
3 studies [4]. The phase 1 protocol should include 
details on aspects of the study that are critical to 
participant safety (e.g., safety monitoring of vital 
signs, laboratory, and other assessments), and 
should include an outline of the study, comprising 
elements such as an estimate of the number of 
participants to be enrolled, a description of safety 
exclusions, and information on dosing, including 
the duration and rationale [4]. The justification for 
the dose should be based on the totality of the 

existing preclinical and clinical data, and should 
include information on the pharmacokinetics of 
the drug and clinical safety margins for predicted 
human exposures based on preclinical studies. 

Phase 1 clinical trials are usually conducted in 
a small number of healthy volunteers. Sometimes, 
the first study submitted to an Investigational 
New Drug Application (IND) is the first time 
humans will be exposed to an investigational 
product. Study participants are usually 
randomized to a single dose of investigational 
product or placebo in each dose group (e.g., 
approximately 8 participants per dose level 
randomized 6:2 to the investigational product or 
placebo) and observed for a period of time; this is 
referred to as a single ascending dose (SAD) 
study. For some first-in-human studies, dosing 
can begin with one or two participants in a dose 
cohort (sentinel participants) and if there are no 
safety concerns, the remainder of the cohort is 
dosed. Safety, tolerability, pharmacokinetic, and 
pharmacodynamic data are collected. The proto-
col for an SAD study should clearly outline the 
criteria that should be met to begin dosing for the 
next higher dose level, as well as stopping criteria 
for halting further dosing in a dose group and 
halting further dose escalation. The SAD study 
may also include a cohort that evaluates the effect 
of food on pharmacokinetics (see Chap. 17). 

In general, the next step after an SAD study is 
to evaluate the safety, tolerability, pharmacoki-
netics, and pharmacodynamics of multiple doses 
of the investigational product in a multiple 
ascending dose (MAD) study. The study conduct 
is similar to the SAD study, except that multiple 
doses (e.g., for 1 week) are administered to 
participants in a particular dose cohort. The 
MAD study can be conducted in healthy 
volunteers or patients with the disease of interest. 
In addition to the aforementioned criteria for 
protecting the safety of participants in an SAD 
study, the protocol for an MAD study should also 
include criteria for halting further dosing of the 
investigational product in a participant in the dose 
cohort.
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22.2.2 Phases 2 and 3 

Phase 2 and 3 studies are typically conducted in 
patients with the disease or condition of interest 
[4]. Compared to phase 1 protocols, phase 2 and 
3 clinical study protocols should include detailed 
descriptions for all aspects of the study [4]. In 
addition to a description of safety-related aspects, 
the protocol should also include details regarding 
statistical considerations, such as a description of 
the sample size, handling of missing data, and 
handling of protocol deviations (see Chap. 25). 

According to the US Code of Federal 
Regulations (21 CFR 312.23(a)(6)(i)), phase 
2 and 3 protocols should be designed to include 
built-in contingencies for expected protocol 
deviations [4]. For example, a protocol for a con-
trolled short-term study could include an option 
for non-responders to cross-over to an alternative 
therapy [4]. 

22.3 Anatomy of a Clinical Study 
Protocol 

22.3.1 Required Information for All 
Protocols 

The US Code of Federal Regulations (21 CFR 
312.23(a)(6)(iii)) describes specific elements that 
should be included in all clinical protocols, 
regardless of the clinical phase. 

22.3.1.1 Statement of Objectives 
and Study Purpose 

The protocol should clearly state the objectives 
and the purpose of the study within the frame-
work of the phase of the clinical trial. The study 
purpose should explicitly state the goal of the 
trial. 

The study objectives are concise statements 
that reflect how the study purpose will be 
achieved. The study objectives should be succinct 
yet contain sufficient detail to understand the 
intent of the trial (e.g., to determine the effect of 
Drug A on loss of kidney function in patients with 

chronic kidney disease) [6]. We recommend that 
this section also include the study endpoints, and 
that the objectives align with these endpoints. A 
clinical trial may have primary, secondary, and 
exploratory objectives, and it is good practice to 
separate these objectives in the protocol. In gen-
eral, a protocol should not include more than one 
to two primary and key secondary objectives [6]. 

22.3.1.2 Investigator Qualifications 
and Research Facilities 

The protocol should include the name and address 
of each primary investigator and the name of each 
sub-investigator working under the supervision of 
the primary investigator(s). A statement of 
qualifications (e.g., curriculum vitae) for each 
primary investigator should also be included 
with the protocol submission. The protocol 
should also include the name and address of the 
research facilities to be used and the name and 
address of each reviewing Institutional Review 
Board [4]. 

22.3.1.3 Enrollment Criteria 
and Sample Size 

The protocol should clearly state the inclusion 
and exclusion criteria, as well as an estimate of 
the number of patients expected to be enrolled 
[4]. Eligibility criteria should identify the popula-
tion of interest and ensure the safety of study 
participants (e.g., by excluding patients known 
to be at high risk of severe adverse events). 
The eligibility criteria may also be used to 
improve the interpretability of safety signals 
(i.e., reduce the noise in the safety signals). 

In general, enrollment criteria typically 
include the following components:

• The participant is willing and able to provide 
signed informed consent.

• The sex and age range for eligible participants 
(e.g., males and females ages 18 to 65 years).

• For studies enrolling patients with a disease of 
interest, the protocol should include criteria 
that will be used for the diagnosis of the dis-
ease, including thresholds for biomarkers of 
interest.
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• Contraception requirements for women of 
childbearing potential. Depending on the risk 
profile of the investigational product, the 
enrollment criteria may also include contra-
ception requirements for male study 
participants and/or female sexual partners of 
male study participants.

• Key concomitant medications that patients 
will be allowed to continue or should discon-
tinue while in the study. For medications that 
will be continued, the criteria should specify 
what constitutes a “stable” dose of the con-
comitant medication, when applicable. For 
medications that will be discontinued, the pro-
tocol should specify how long the patient must 
be off of the medication to be eligible for study 
enrollment.

• Specific criteria for relevant comorbid 
conditions. For example, a protocol may 
exclude patients with a documented history 
of New York Heart Association Class III or 
IV heart failure or clinically significant coro-
nary artery disease within six months before 
screening.

• Thresholds for relevant vital signs and labora-
tory criteria.

• Exclusion of patients who, in the opinion of 
the investigator, are unable to adhere to the 
requirements of the study. 

The enrollment criteria can also be used to enrich 
the study population to select a subset of patients 
in which the potential effect of an investigational 
product can be more readily demonstrated 
[7]. Enrichment can also be used to improve the 
ability to assess the safety of an investigational 
product [7]. The enrollment criteria can be tai-
lored to address various enrichment strategies, 
including:

• A strategy to decrease variability: Including 
eligibility criteria that will enroll patients 
with baseline disease characteristics or 
biomarkers of the disease within a narrow 
range and will exclude patients whose disease 
or symptoms improve spontaneously or whose 
measurements are highly variable. Such a 
strategy will increase the study power [7].

• Prognostic enrichment: Including patients 
with a greater likelihood of having a disease-
related endpoint event or a substantial wors-
ening of their disease or condition. Such a 
strategy aims to identify high-risk patients, 
thus increasing the absolute effect difference 
between groups (without altering the relative 
effect) [7].

• Predictive enrichment: Including patients who 
are more likely to respond to the drug treat-
ment than other patients with the disease or 
condition based on a specific disease charac-
teristic or biomarker that is related to the 
drug’s mechanism of action. Such a strategy 
aims to identify more-responsive patients and 
can lead to larger absolute and relative effect 
sizes [7]. 

22.3.1.4 Study Design 
The protocol should include a detailed description 
of the study design. The study design should 
include the following components [2]:

• A statement of the primary, secondary, and 
exploratory endpoints to be evaluated during 
the trial. For information on clinical trial 
endpoints, see Chap. 20.

• A description of the type of trial that will be 
conducted (e.g., double-blind, randomized, 
multicenter, placebo-controlled, parallel 
design trial). For information on trial designs, 
see Chap. 21. The description should include a 
definition of when the patient is considered as 
formally enrolled in the study. Details on the 
number of study visits (including follow-up), 
procedures at each visit, visit windows, and 
length of study visits should also be included. 
If any sub-studies are planned, these should 
also be added to the description. To aid inter-
pretation, it is helpful to also include a diagram 
of the study design which includes the vari-
ous phases of the study and treatment arms. 
Figure 22.1 provides an example of a study 
design diagram.

• Measures taken to minimize bias, such as ran-
domization and/or blinding. When applicable, 
the protocol should also include a description
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Fig. 22.1 Example Study Design Diagram 

of how the randomization codes will be 
maintained and the procedures for breaking 
those codes [2].

• The expected duration of each patient’s partic-
ipation in the study.

• Accountability procedures for the investiga-
tional product(s) and the comparator(s) [7]. 

22.3.1.5 Information on Dosing 
The protocol should explicitly name the 
treatments to be administered and the method 
for determining the dose(s) to be administered 
[2, 4]. The description for each treatment should 
include the route of administration, dosing sched-
ule, planned maximum dosage, and the duration 
of individual patient exposure to the investiga-
tional product [2, 4]. 

22.3.1.6 Observations 
and Measurements to Fulfill 
the Study Objectives 

The observations and measurements that will be 
obtained during the study can be broadly divided 
based on assessments of efficacy and safety. The 
protocol should clearly specify the efficacy and 
safety parameters that will be evaluated. For each 
parameter, the protocol should include the 
methods and timing for assessing, recording, 
and analyzing these parameters. For each efficacy 
parameter, the baseline should be clearly defined, 
including which measurement will be used as the 
baseline measurement (e.g., the last serum creati-
nine measured prior to initiation of investigational 
product). The protocol should indicate what 
measurements will be used for missing data 
(e.g., substitution of spot first morning urine 

protein measurements for missing 24-hour urine 
protein measurements). 

The preclinical toxicology profile and safety 
data from early/previous clinical studies should 
be used to determine the expected risk profile of 
the investigational product, the specific safety 
parameters to be evaluated, and the frequency of 
safety monitoring. The protocol should include 
procedures for follow-up of abnormal values. 

The protocol should include a section that 
describes the procedures for reporting adverse 
events. This section should include the definition 
of an adverse and serious adverse event, time 
period and frequency for collecting adverse 
event information, a description of where adverse 
events will be recorded (e.g., case report form), 
methods for detecting adverse events, methods 
for follow-up of adverse events, and the proce-
dure(s) for regulatory reporting requirements for 
serious adverse events. 

22.3.1.7 Procedures to Minimize Risk 
to Participants 

The protocol should include measures to mitigate 
and adequately monitor for the potential risks. 
Examples of such measures include enrollment 
criteria that exclude patients at high-risk for 
severe adverse events, frequent laboratory moni-
toring of relevant risks, and inclusion of drug 
discontinuation and/or dose modification criteria 
based on expected risks. Table 22.1 includes 
examples of potential risks and clinical protocol 
measures that can be implemented to monitor for 
and mitigate those risks. 

The protocol should also include a summary of 
the Safety Review Committee and/or Data



Monitoring Committee roles and responsibilities. 
It is acceptable for details of the roles and 
responsibilities to be included in a separate 
charter. 
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Table 22.1 Examples of potential risks and clinical protocol measures to mitigate those risks 

Potential risk Protocol measures to mitigate risk 

Hepatotoxicity • Exclusion of participants with hepatic disorders at screening
• Inclusion of frequent monitoring of liver laboratory assessments in the Schedule of Assessments
• Drug-discontinuation criteria based on elevations in liver laboratory assessments 

Fluid overload • Exclusion of patients with NYHA Class III or IV heart failure or patients with the inability to tolerate 
an increase in fluid
• Inclusion of frequent monitoring of weight, blood pressure, and targeted physical exams in the 
Schedule of Assessments
• Inclusion of a management plan for participants who meet certain thresholds for increase in weight 
(e.g., initiation of diuretic medications, dose modification, investigational product discontinuation) 

Abbreviations: NYHA New York Heart Association 

22.3.2 Additional Protocol 
Information 

Clinical study protocols should include sufficient 
information for investigators to conduct the study 
systematically in a safe and efficient manner. In 
addition to the information required by the US 
Code of Federal Regulations, the ICH Good Clin-
ical Practice Guidelines (ICH GCP E6, Section 6) 
specify additional sections that should generally 
be included in a protocol [2]. While these 
elements are not specific to a phase of clinical 
development, they generally apply to phase 2 and 
3 clinical protocols. 

22.3.2.1 ICH E6 Protocol Checklist 
As a reference, a Clinical Protocol Checklist 
based on the ICH Good Clinical Practice 
Guidelines is included below (Table 22.2) [2]. 

22.3.2.2 Protocol Synopsis 
A brief synopsis of the protocol provides an easy-
to-access and quick reference for the key 
elements of the protocol. In general, elements of 
the protocol synopsis include the title, protocol 
number, study phase, number of study sites and 
participating countries, number of patients, as 
well as a brief description of each of the follow-
ing: objectives, methodology and study design, 

key eligibility criteria, dosing information, 
endpoints, and statistical methods. 

22.3.2.3 Background Information 
The background section can provide important 
context for the disease of interest and the clinical 
development program, and its inclusion is 
strongly encouraged. Relevant information on 
the disease of interest, a description of the 
affected patient population, rationale for the treat-
ment of the disease with the investigational prod-
uct (including a description of the mechanism of 
action), a summary of findings from preclinical 
studies that have clinical significance, and 
findings from previous clinical trials that are rele-
vant to this trial should be included. A description 
of the clinical development program to date, a 
summary of potential benefits and risks, and a 
rationale for conducting the study are also 
recommended. Often, protocols will include a 
statement that the trial will be conducted in com-
pliance with Good Clinical Practice and applica-
ble regulatory requirements. This statement can 
be included as part of the background 
information. 

22.3.2.4 Participant Withdrawal and Loss 
of Follow-up 

The protocol should specify the procedures for 
participant withdrawal. Pre-specified criteria for 
participant withdrawal, including voluntary with-
drawal of consent by the patient or withdrawal 
due to investigator discretion, should be included. 
The protocol should include a statement 
indicating that participants will be free to
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Table 22.2 Clinical Protocol Checklist [2] 

ICH E6 section Content/comments 

General information 1. Protocol title, protocol identifying number, and date. Any amendment(s) should 
also bear the amendment number(s) and date(s) 
2. Name and address of the sponsor and monitor (if other than the sponsor) 
3. Name and title of the person(s) authorized to sign the protocol and the protocol 
amendment(s) for the sponsor 
4. Name, title, address, and telephone number(s) of the sponsor’s medical expert 
(or dentist when appropriate) for the trial 
5. Name and title of the investigator(s) who is (are) responsible for conducting the 
trial, and the address and telephone number(s) of the trial site(s) 
6. Name, title, address, and telephone number(s) of the qualified physician (or dentist, 
if applicable), who is responsible for all trial-site related medical (or dental) decisions 
(if other than investigator) 
7. Name(s) and address(es) of the clinical laboratory(ies) and other medical and/or 
technical department(s) and/or institutions involved in the trial 

Background Information 1. Name and description of the investigational product(s) 
2. A summary of findings from nonclinical studies that potentially have clinical 
significance and from clinical trials that are relevant to the trial 
3. Summary of the known and potential risks and benefits, if any, to human 
participants 
4. Description of and justification for the route of administration, dosage, dosage 
regimen, and treatment period(s) 
5. A statement that the trial will be conducted in compliance with the protocol, GCP, 
and the applicable regulatory requirement(s) 
6. Description of the population to be studied 
7. References to literature and data that are relevant to the trial and that provide 
background for the trial 

Trial Objectives and Purpose A detailed description of the objectives and the purpose of the trial 
Trial Design 1. A specific statement of the primary endpoints and the secondary endpoints, if any, 

to be measured during the trial 
2. A description of the type/design of trial to be conducted (e.g., double-blind, 
placebo-controlled, parallel design) and a schematic diagram of trial design, 
procedures, and stages 
3. A description of the measures taken to minimize/avoid bias, including: 
(a) Randomization, (b) Blinding 
4. A description of the trial treatment(s) and the dosage and dosage regimen of the 
investigational product(s). Also include a description of the dosage form, packaging, 
and labelling of the investigational product(s) 
5. The expected duration of participant participation, and a description of the 
sequence and duration of all trial periods, including follow-up, if any 
6. A description of the “stopping rules” or “discontinuation criteria” for individual 
participants, parts of trial, and/or entire trial 
7. Accountability procedures for the investigational product(s), including the placebo 
(s) and comparator(s), if any 
8. Maintenance of trial treatment randomization codes and procedures for breaking 
codes 
9. The identification of any data to be recorded directly on the CRFs (i.e., no prior 
written or electronic record of data), and to be considered to be source data 

Selection and Withdrawal of 
Participants 

1. Participant inclusion criteria 
2. Participant exclusion criteria 
3. Participant withdrawal criteria (i.e., terminating investigational product treatment/ 
trial treatment) and procedures specifying: 

(a) When and how to withdraw participants from the trial/investigational product 
treatment 

(b) The type and timing of the data to be collected for withdrawn participants 
(c) Whether and how participants are to be replaced 
(d) The follow-up for participants withdrawn from investigational product 

treatment/trial treatment



withdraw consent and/or discontinue participa-
tion in the study at any time without prejudice. 
The protocol should include a detailed description 
of the withdrawal procedures, including the type 
and timing of follow-up visits and data to be 
collected. The protocol should also clearly state 
whether withdrawn patients will be replaced, and 
the procedure for doing so.
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Table 22.2 (continued)

ICH E6 section Content/comments 

Treatment of Participants 1. The treatment(s) to be administered, including the name(s) of all the product(s), the 
dose(s), the dosing schedule(s), the route/mode(s) of administration, and the treatment 
period(s), including the follow-up period(s) for participants for each investigational 
product treatment/trial treatment group/arm of the trial 
2. Medication(s)/treatment(s) permitted (including rescue medication) and not 
permitted before and/or during the trial 
3. Procedures for monitoring participant compliance 

Assessment of Efficacy 1. Specification of the efficacy parameters 
2. Methods and timing for assessing, recording, and analyzing efficacy parameters 

Assessment of Safety 1. Specification of safety parameters 
2. The methods and timing for assessing, recording, and analyzing safety parameters 
3. Procedures for eliciting reports of and for recording and reporting adverse event 
and intercurrent illnesses 
4. The type and duration of the follow-up of participants after adverse events 

Statistics 1. A description of the statistical methods to be employed, including timing of any 
planned interim analysis(ses) 
2. The number of participants planned to be enrolled. In multicenter trials, the 
numbers of enrolled participants projected for each trial site should be specified. 
Reason for choice of sample size, including reflections on (or calculations of) the 
power of the trial and clinical justification 
3. The level of significance to be used 
4. Criteria for the termination of the trial 
5. Procedure for accounting for missing, unused, and spurious data 
6. Procedures for reporting any deviation(s) from the original statistical plan (any 
deviation(s) from the original statistical plan should be described and justified in the 
protocol and/or in the final report, as appropriate) 
7. The selection of participants to be included in the analyses (e.g., all randomized 
participants, all dosed participants, all eligible participants, evaluable participants) 

Direct Access to Source Data / 
Documents 

Ensure that it is specified in the protocol or other written agreement that the 
investigator(s)/institution(s) will permit trial-related monitoring, audits, IRB/IEC 
review, and regulatory inspection(s), providing direct access to source data/ 
documents 

Quality Control and Quality 
Assurance 
Ethics Description of ethical considerations relating to the trial 
Data Handling and 
Recordkeeping 
Financing and Insurance Financing and insurance, if not addressed in a separate agreement 
Publication Policy Publication policy, if not addressed in a separate agreement 
Supplements (NOTE: Since the protocol and the clinical trial/study report are closely related, 

further relevant information can be found in the ICH Guidance for Structure and 
Content of Clinical Study Reports) 

Abbreviation: GCP Good Clinical Practice 

To minimize missing data, patients should be 
encouraged to remain in the study. Premature 
discontinuation of treatment should be distin-
guished from withdrawal of consent for follow-
up visits and from withdrawal of consent for 
non-patient contact follow-up (e.g., medical 
records checks). Patients who withdraw should 
be explicitly asked about the contribution of



possible adverse events to their decision, and any 
adverse event information elicited should be 
documented. Preferably, the patient should with-
draw consent in writing, and if the patient or the 
patient’s representative refuses or is physically 
unavailable, the site should document and sign 
the reason for the patient’s failure to withdraw 
consent in writing. 
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Every effort should be made to minimize the 
loss of follow-up. The protocol should clearly 
outline efforts that investigators will be expected 
to make to contact patients who fail to return for 
scheduled visits. Patients should be considered as 
lost to follow-up only after reasonable and 
documented attempts to reach the patient are 
unsuccessful. Examples of such attempts include 
(with patient consent): contacting all telephone 
numbers for the patient and listed contacts, 
contacting the patient’s primary care physician 
or other healthcare professional, sending certified 
letters to all the patient’s addresses and contacts, 
reviewing available medical records for details 
that may indicate the status of the patient (e.g., 
hospitalization), conducting an internet search for 
additional contact information, and checking 
local and national public records as allowed by 
the law. 

22.3.2.5 Concomitant Medications 
The protocol should include a description of 
key concomitant medications that are permitted 
and prohibited during the study. Relevant con-
comitant medications to include in this section 
are standard of care treatments for comorbid 
conditions (e.g., medications permitted and/or 
prohibited for the treatment of hypertension), 
other treatments for the disease of interest, 
medications that are strong inhibitors or activators 
of the investigational product (i.e., notable drug-
drug interactions), and medications that would 
put the patient at higher risk for potential 
toxicities with the investigational product. 
Where applicable, the protocol should also 
include a description of permitted rescue 
therapies for patients who meet pre-specified 
criteria. For each prohibited medication, the 

protocol should indicate how long the medication 
will be prohibited for (e.g., during the entirety of 
the treatment period). 

22.3.2.6 Statistics 
The description of the statistical methods 
included in the protocols for phase 1 and explor-
atory and proof-of-concept phase 2 studies can be 
brief. Phase 1 studies often focus on descriptive 
statistics. For phase 3 studies, the protocol should 
include a detailed description of the statistical 
methods that will be used to assess the investiga-
tional product’s efficacy and safety, including the 
timing of pre-specified interim analyses. The pro-
tocol should clearly indicate the patient popula-
tion to be included in the analyses of efficacy and 
safety (e.g., intent-to-treat population, per proto-
col population). The efficacy component of the 
statistical section should include the number of 
patients planned to be enrolled, the reason for the 
choice of sample size, and power calculations. 
Other aspects to include in the statistical section 
include the level of significance to be used, 
criteria for termination of the trial (if applicable), 
procedures to account for and handle missing 
data, methods to account for intercurrent events, 
and any pre-specified sensitivity analyses. The 
protocol should indicate the procedures for 
reporting any deviations from the original statis-
tical plan [2]. The clinical protocol should contain 
sufficient details on the planned statistical 
analyses, and it is acceptable for the full details 
to be described in a separate Statistical Analysis 
Plan (for details, see Chap. 25). 

22.4 Considerations for Protocols 
for Pediatric Studies 

The enactment of the Pediatric Research and 
Equity Act (PREA) in 2003 led to the requirement 
of the conduct of pediatric studies for drugs and 
biological products if certain criteria are 
met [8]. The goal of the studies is to obtain 
evidence-based labeling for the product for the 
proposed indication in children. Studies must use



appropriate formulations for each age group. 
Sponsors are encouraged to discuss the pediatric 
development program with relevant regulatory 
authorities before submitting the pediatric study 
protocol. 
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Children are a vulnerable population who 
cannot provide consent for themselves and are, 
therefore, afforded additional safeguards under 
Subpart D (21 CFR 50) when participating in 
clinical trials [9]. The ethical considerations 
under Subpart D must be addressed when enroll-
ing pediatric patients in clinical studies. 

Protocols for pediatric studies should include 
additional information above that provided for 
adult study protocols to address pediatric-specific 
efficacy and safety considerations (e.g., plans for 
extrapolation of efficacy from adult or other pedi-
atric populations, appropriateness of endpoints, 
the safety of excipients and inactive ingredients 
at the proposed maximum exposures for pediatric 
participants, details on the dosing regimen, ratio-
nale for the proposed dose selection). The clinical 
protocol should use age-appropriate normal 
ranges for vital signs, electrocardiograms, and 
laboratory assessments for monitoring the safety 
of pediatric patients. Additional safety monitoring 
may be required (e.g., based on information from 
juvenile animal toxicity studies or because of 
developmental immaturity; see Chap. 5) than 
was obtained in adults [10]. The ICH E11 guid-
ance titled, “Clinical Investigation of Medicinal 
Products in the Pediatric Population” provides 
additional information [10]. 

22.5 Protocol Amendments 

According to the US Code of Federal Regulations 
(21 CFR Part 312) a protocol amendment should 
be submitted when there are any significant 
changes [4]. For phase 1 studies, a protocol 
amendment should be submitted for any mean-
ingful change that affects the safety of patients 
[4]. For phase 2 and 3 studies, a protocol amend-
ment should be submitted for any change that 
significantly affects patient safety, the scope of 
the investigation, or the scientific quality of the 

study [4]. In general, key efficacy assessments 
and endpoints should be agreed upon with regu-
latory agencies early in the development process, 
ideally, before initiation of the trial. Changes to 
efficacy assessments and key efficacy endpoints 
during the conduct of a trial could undermine the 
credibility of the findings. 

Examples of changes that require a protocol 
amendment include the following [4]:

• An increase in dosage or duration of exposure 
to the investigational product that is higher or 
longer than what is currently specified in the 
protocol

• A significant increase in the number of patients 
under study

• A significant change to the study design (e.g., 
addition of a treatment arm)

• The addition of a new test or procedure that is 
intended to improve monitoring for, or reduce 
the risk of, a side effect or adverse event; or 
the dropping of a test intended to monitor 
safety 

Once the significant change has been made, prior 
to the amended protocol going into effect, the 
sponsor must submit the amended protocol to 
FDA for review and the change must be approved 
by the appropriate Institutional Review Board 
[4]. An exception to this is for a change made in 
response to elimination of an apparent immediate 
hazard. In this situation, the amended protocol 
may be implemented immediately as long as the 
FDA and Institutional Review Boards have been 
notified [4]. 

22.6 Concluding Remarks 

A clinical trial protocol acts as a step-by-step 
guide for the conduct of a study and is required 
for all original IND applications in the United 
States. The US Code of Federal Regulations 
(21 CFR Part 312) and the ICH Good Clinical 
Practice Guidelines (ICH GCP E6, Section 6) 
provide guidance on the information to include 
in a clinical trial protocol. This chapter provides 
details on the elements that should be included in



a clinical study protocol to ensure that it contains 
sufficient and clear information for optimal study 
conduct. 
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Good Clinical Practice in Clinical Trials, 
Substantial Evidence of Efficacy, 
and Interpretation of the Evidence
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Abstract 

Sponsors seeking marketing authorization for 
a drug in the United States of America are 
required to demonstrate substantial evidence 
of effectiveness with benefits that outweigh 
the risks of the drug. The data from adequate 
and well controlled clinical trial(s) or sources 
of confirmatory evidence supporting an appli-
cation for drug approval must be clear and 
interpretable. Every precaution must be taken 
to ensure subject safety. The Investigator is 
required to disclose all risks to the enrolling 
subject, thereby facilitating the ability of the 
enrolling subject to provide informed consent 
with the knowledge that the subject can with-
draw from the trial at any time without penalty. 
These attributes are derived from the 
principles of Good Clinical Practice that was 
born from a history of human rights violations 
and now form the core of how clinical research 
is performed. The key objectives of this chap-
ter are to describe: (1) Good Clinical Practice; 
(2) the design of clinical trials based on Good 
Clinical Practice; (3) the scientific and logisti-
cal under-pinning of data interpretation; (4) the 

operational aspects of filing and reviewing 
applications submitted by drug companies for 
approval of a drug; and (5) evaluation of the 
benefit/risk profile of a drug under consider-
ation for approval. 
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23.1 Introduction 

In the latter half of the twentieth century, there 
was an evolution in the field of clinical research 
based on core principles of Good Clinical Practice 
(GCP) and the International Conference on 
Harmonization (ICH Guidance). These principles 
are steeped in protection of subject safety, full 
disclosure of risk by way of informed consent, 
and trial conduct designed to produce high quality 
and interpretable data leading to evidence of a 
clinically meaningful treatment effect. 

In this chapter, the history and principles of 
GCP and the International Conference on 
Harmonization-E6 (ICH-E6) will be reviewed. 
This will segue into the design of clinical trials 
based on these principles. This will lead to an 
explanation of how to interpret data and how to 
evaluate whether the statutory requirements for
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mailto:Fortunato.Senatore@fda.hhs.gov
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substantial evidence of effectiveness have been 
established. Finally, the methodology of 
establishing a benefit/risk profile will be 
reviewed. 
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23.2 Good Clinical Practice 
and International Conference 
on Harmonization-E6 

GCP is a set of standards designed to ensure that 
the rights, safety and well-being of trial subjects 
are protected. GCP also ensures that the data and 
reported trial results are interpretable. The 
research being conducted should be designed to 
evaluate a clinically significant outcome, as 
opposed to evaluating a research question that 
serves to satisfy a whimsical curiosity and per-
haps at the expense of patient safety. Two key 
principles underly the design of clinical trials with 
the objective to produce high quality data toward 
answering a clinically relevant question for the 
benefit of humanity: respect for persons, and 
beneficence. Research involving humans should 
be scientifically justified and described in a clear, 
detailed protocol. 

The ICH is a worldwide organization tasked 
with providing a unified standard for the 
European Union, Japan, Canada, Australia, the 
World Health Organization, and the USA to facil-
itate mutual acceptance of clinical data by the 
regulatory authorities in those jurisdictions. The 
specific document ICH-E6 was designed to mini-
mize the need for redundant research [1], thus 
facilitating protection of the public by not 
performing research that may not be necessary. 
The document ICH-E6(R1) is a guidance that 
involves audit trails, system validations, standard 
operation procedures, and backups. The docu-
ment ICH-E6(R2) adds a requirement that both 
the drug company (i.e., Sponsor) and Investigator 
or Institution where the Investigator is located, 
maintain their respective essential documents in 
a system that provides processes for locating and 
identifying the document, and other revisions 
designed to provide practical standardizations 
for the conduct of clinical trials. Both ICH-E6 
(R1) and ICH-E6(R2) reflect a modernizing and 

evolving research landscape while maintaining 
the core of GCP-ICH. These features are designed 
to provide effective monitoring ensuring both 
subject protection and high-quality trial data in 
clinical trials that are intended to be submitted to 
regulatory authorities. Operationally, 
investigators/institutions that design clinical trials 
should ensure that before the trial is initiated, 
foreseeable risks and inconveniences should be 
weighed against the anticipated benefit for the 
individual adult subject participating in the trial 
and the target patient population. A trial should be 
initiated and continued only if the anticipated 
benefits justify the risk. The rights, safety, and 
well-being of trial subjects are the most important 
considerations and should prevail over the 
interests of science and society. Clinical trials 
should be scientifically sound, and described in 
a clear, detailed protocol. Clinical trials are 
required to receive approval from Institutional 
Review Boards (IRBs) or Independent Ethics 
Committees (IECs) before initiation. The IRB is 
an independent committee at a site, or group of 
sites, comprised of medical, scientific, and 
non-scientific members. The IRB/IEC is tasked 
with ensuring the protection of the rights, safety, 
and well-being of human subjects. To do this, the 
IRB/IEC reviews and ultimately approves key 
trial documents and assesses submitted reports 
of serious and unexpected adverse events. The 
IRB should pay special attention to trials that 
may include vulnerable subjects. Vulnerable 
subjects are defined as those who have a 
compromised ability to provide informed and 
un-coerced consent, and include prisoners, 
persons with diminished mental capacity, and 
persons who are educationally or economically 
disadvantaged. IRBs or IECs should be provided 
with all documents related to the clinical trial, 
including the protocol and any protocol 
amendments, Informed Consent Form (ICF), 
Investigator’s Brochure (IB), subject recruitment 
procedures, available safety information, and 
information about payment to subjects. Further, 
individuals conducting a clinical trial should be 
qualified to do so by education, training, and 
experience to perform his/her respective tasks.
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The evolution of GCP and ICH had its roots in 
dramatic violations of human rights both in 
Europe and the USA dating back to World War 
II in Europe and earlier in the USA. 

The Nuremberg code was developed in 1947 
[2] and the Declaration of Helsinki was written in 
1964 [3]. The Nuremberg Code was written in 
direct response to atrocities committed by Nazi 
Germany during World War II, where prisoners 
were experimented on without their consent. The 
key contribution of the Nuremberg Code was to 
merge Hippocratic ethics (i.e., do no harm) and 
the protection of human rights into a single code. 
The Declaration of Helsinki was developed by the 
World Medical Association as a statement of 
ethical principles for medical research involving 
human subjects, including research on identifi-
able human material and data. The document 
was created to set a balance between the interests 
of humanity and individual patients who are part 
of clinical trials. 

Neither the Nuremberg Code nor the Declara-
tion of Helsinki had the force of law in the USA. 
Between 1932 and 1972, the United States Public 
Health Service (USPHS) and the Tuskegee Insti-
tute conducted research on Black Americans to 
understand the natural course of syphilis to sup-
port increased treatment efforts for this popula-
tion. A total of 600 black men (399 with syphilis 
and 201 without it) were enrolled without 
informed consent. Subjects were told they were 
being treated for “bad blood”. Penicillin treatment 
for syphilis was initiated by the USPHS in 1947, 
but the Tuskegee subjects were not informed 
about this new treatment, nor were they treated. 
A newspaper story regarding this experiment was 
published in 1972 that led to a review of this 
program by a Federal Advisory Panel. The panel 
found that the subjects entered the trial freely but 
were not given the facts required to provide 
informed consent. The panel concluded the trial 
was “ethically unjustified”. Consequently, the 
Department of Health and Human Services 
(HHS) assistant secretary for Health and Scien-
tific Affairs ended the trial in 1972. A class-action 
lawsuit was brought on behalf of the trial subjects 
in 1973. In 1974, a settlement was reached. An 
act of Congress provided lifetime and burial 

benefits for participants. In 1975, widows and 
offspring were added to the program [4]. Legisla-
tion known as the National Research Act (1974) 
created the National Commission for the Protec-
tion of Human Subjects of Biomedical and 
Behavioral Research. Work by this Commission 
lead to the Belmont Report in 1979, which 
summarized basic ethical principles and 
guidelines that address ethical issues arising 
from the conduct of research with human subjects 
[5]. The Belmont Report led to the FDA rule on 
protection of human subjects in 1980 (21 Code of 
Federal Regulations (CFR) part 50) and similar 
regulations for federally sponsored research in 
45 CFR. GCP was finalized in 1996 and became 
effective in 1997 but was not enforced by law at 
that time. The Medicines for Human Use 
Regulations (2004) and the European Union 
Directive on GCP changed the world’s perspec-
tive. GCP compliance is now a legal obligation in 
the UK/Europe for all trials involving the investi-
gation of medicinal products [6]. 

In a parallel time frame (1962), the world was 
shocked by the severe limb deformities linked to 
the use of maternal thalidomide designed as a 
sedative for the treatment of morning sickness in 
pregnant women. This drug reaction was discov-
ered after 10,000 infants were born in over 
20 countries worldwide. The USA did not yet 
approve thalidomide for marketing. The manu-
facturer of thalidomide assessed these adverse 
events to be unrelated to the drug. To prevent 
this devastation from happening in the USA, the 
Kefauver-Harris Amendments, sponsored by 
Senator Estes Kefauver (Democrat from 
Tennessee) and Representative Oren Harris 
(Democrat from Arkansas) were signed into law 
by President Kennedy on October 10, 1962. 
These amendments established a framework that 
required drug manufacturers to prove scientifi-
cally that a medication was not only safe, but 
effective. Prior to these amendments, the original 
Food, Drug and Cosmetic Act of 1938 had seri-
ous shortcomings, such as a manufacturer being 
able to sell a drug if the FDA did not act within 
60 days to prevent its marketing. Following the 
passage of these amendments, the FDA had the 
authority to prevent unproven medicines from



pouring into pharmacies and subsequently to 
patients by enforcing demonstration of both 
safety and efficacy. 
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Fig. 23.1 Network of Good Clinical Practice (GCP) 
Compliance 

Today, GCP compliance is maintained and 
ensured by the research network as illustrated in 
Fig. 23.1. The network includes all relevant 
stakeholders: the Sponsor, the Investigator, 
the subjects of the clinical research, the IRB, the 
data monitoring committee (DMC), and the 
US-FDA. The Sponsor mainly interacts with the 
DMC and the FDA and vice-versa. The Sponsor 
and Investigators interact with each other. 

The Investigator is responsible for the conduct 
of the clinical trial at the trial site. The Investiga-
tor interacts with the site-specific IRB. The Inves-
tigator is also responsible for recruiting subjects 
and providing details and risks of the trial to the 
subjects in order to ensure informed consent 
pursuant to GCP principles. The Investigator is 
tasked with maintaining all trial documentation, 
performance of data verification, matching case 
report forms with source data, and making data 
available for external monitors. The Sponsor, 
tasked with site and Investigator selection, is 
responsible for the initiation, management, and 
financing of the clinical trial. The Sponsor is 
tasked with implementing and maintaining qual-
ity systems to ensure that trials are conducted, and 

data are generated, documented and reported in 
compliance with the protocol and applicable reg-
ulatory requirements. A Sponsor may transfer any 
or all of their trial-related duties and functions to a 
contract research organization (CRO) in a written 
document. The ultimate responsibility for the 
quality and integrity of the trial data always 
resides with the Sponsor, but if functions are 
transferred to a CRO, the CRO shares responsi-
bility with the Sponsor for GCP obligations 
related to those functions. 

23.3 Design of Clinical Trials Based 
on Principles of GCP 

The clinical trial is procedurally described by the 
protocol, a document that delineates the hypothe-
sis/objective, primary endpoint which is the vari-
able the trial is designed to evaluate via the 
intervention being tested, as well as detailed 
procedures and organization of the trial. The pro-
tocol should include contact information for 
investigators, trial sites, investigator 
qualifications, clinical laboratories and other 
medical and/or technical departments involved 
in the trial. A rationale for the trial should be 
provided, as well as a summary of relevant 
findings from previous studies. A summary of 
the known and potential risks must be provided. 
The protocol must also contain a description of 
and justification for the route of administration, 
dosage, and dosage regimen. The protocol must 
contain a statement that the trial will be conducted 
in compliance with the protocol, GCP, and other 
regulatory requirements. The protocol should 
provide an expected duration of subject participa-
tion, a description of the sequence and duration of 
all trial periods, and follow-up if any. There must 
be a description of discontinuation criteria for 
individual subjects in the trial as well as stopping 
rules for the trial, in whole or in part. 

The protocol, designed for a regulatory 
approval, is often a randomized clinical trial 
(RCT) design, where consenting subjects could 
be randomized to either a drug arm or a placebo 
(i.e., comparator) arm. Other trial designs could 
include multiple doses of the drug, comparing



each dose with each other and with placebo. This 
strategy facilitates evaluation of a dose-response 
for the primary efficacy endpoint. The comparator 
arm does not need to be placebo, but rather 
another drug that has a treatment effect on the 
same primary efficacy endpoint. The hypothesis 
may be superiority of the drug versus comparator, 
or it may be equivalence, or non-inferiority. Sta-
tistical techniques form the basis of the analytical 
plan to evaluate the treatment effect of the drug 
with respect to these various designs. 
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The design of the trial should ensure that the 
results are due to the intervention being tested 
(i.e., drug is the intervention) compared to a com-
parator, rather than other variables that may con-
found the outcome. These confounders may 
easily occur in a non-randomized trial. 

The protocol should contain procedures for 
maintaining randomization codes and procedures 
for breaking codes in the event it may be neces-
sary to safeguard subject safety. The protocol 
should specify inclusion and exclusion criteria 
and how data will be collected. A description of 
statistical methodology should be provided in the 
protocol to explain the details of the data analysis 
to ensure interpretable results. The RCT should 
be a blinded trial, where the Sponsor and the 
investigators do not have knowledge of what 
arm of the trial the subject was randomized to 
(i.e., drug arm or placebo arm). This approach 
will minimize potential bias that could raise a 
question about data integrity. 

The protocol should be accompanied by an 
IB. The IB is a compilation of data relevant to 
the trial of products in humans. The purpose is to 
disclose information regarding the rationale for 
key protocol features in terms of safeguarding 
subject welfare. 

IRBs must approve the protocol at the site 
where it is to be conducted before the trial is 
initiated. 

The ICF must clearly delineate the objectives 
of the trial in understandable language, the risks 
of participation, all procedures, trial duration; the 
subject must be informed that participation is 
voluntary and he/she can withdraw at any time. 
The information contained in the ICF must be 

sufficient to facilitate the patient making an 
informed decision to participate. The Investigator 
at the site where the research will be conducted is 
responsible for obtaining informed consent. Nei-
ther the Investigator nor the trial staff should 
coerce or unduly influence a subject to participate 
or to continue participating in a trial. None of the 
oral and written information concerning the trial 
should contain language that: (1) causes the sub-
ject to waive or to appear to wave any legal rights; 
and (2) releases or appears to release the Investi-
gator, the institution, the Sponsor, or their agents, 
from liability for negligence. In those cases where 
obtaining informed consent is not possible due to 
mental status changes of the subject(s) (clinical 
trial in patients in a comatose state), and there is 
no legally authorized representative to provide 
consent, a pathway for informed consent is avail-
able as codified in 21 CFR 50.24 known as 
Exemption of Informed Consent (EFIC). The 
conditions under which EFIC is applicable 
include the following:

• The subject’s life is threatened, available ther-
apy is not satisfactory or proven, and collec-
tion of evidence is necessary to determine the 
safety and efficacy of the test therapy;

• AND obtaining consent is not feasible because 
of the patient’s medical condition, and imme-
diate intervention is required, and a legal rep-
resentative is not available in a timely manner;

• AND the trial could not practicably be 
conducted without a waiver;

• AND the trial is monitored by an 
independent DMC. 

When the trial is finished, the data is rendered 
“clean” while the Sponsor and investigators are 
still blinded. This is usually done by assuring 
alignment of data between the case report form 
(i.e., forms on which data are collected) and 
source documents (i.e., hospital records that 
have been censored to avoid subject personal 
identification). Once the datasets are declared 
clean, the Sponsor and the investigators are 
unblinded. The data are then analyzed in accor-
dance with the pre-specified statistical analysis 
plan to ascertain the effectiveness of the drug, as



well as its safety. Data interpretability is contin-
gent on data cleanliness and the four elements 
described in the next section. 
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23.4 Data Interpretation 

The approach to data interpretation is quite sim-
ple: what do the data look like and what are they 
telling you? The first overall question when 
looking at a dataset is: can you distinguish a 
difference between drug and control? Is the result 
interpretable and conclusive? Is it statistically 
significant (does the difference between drug 
and control meet pre-specified criteria for success, 
i.e., beyond a reasonable doubt)? Are the results 
clinically meaningful (i.e., does the drug confer a 
clinical benefit to patients.)? 

To adequately interpret data, four data 
elements should be ascertained: 

1. Data Collection: Were the data properly col-
lected from the trial sites to the database to 
conduct an analysis? 

2. Data Analysis: Was the analysis plan accept-
able? Was the analysis performed according to 
a pre-specified statistical analysis plan? 

3. Data Stability/Fragility: Could the results of 
the trial withstand a slight perturbation of the 
dataset (e.g., just a few patients experiencing 

Table 23.1 Review Metrics for Data Interpretation 

Metrics Key questions 

Trial Duration Adequate for the desired effect and proposed claim? 
Patient Population Appropriate inclusion/ exclusion criteria and reflective of the population likely to use the drug if 

approved? 
Efficacy Measure Was the primary efficacy endpoint agreed upon? If statistically significant, is it clinically 

meaningful? 
Randomization 
Scheme 

Did the trial design avoid potential bias? 

Statistical Was the analysis performed according to the pre-specified statistical analysis plan; was the trial 
appropriately powered? 

Trial Visits Was the frequency appropriate to ensure adequate monitoring; was there a monitoring plan? 
Medication 
Dispensing 

Were the subjects in the trial compliant in taking the drug? 

Concomitant 
Medications 

Was the use of concomitant medications balanced between treatment arms to avoid 
confounding? 

Trial Structure Were the data safety monitoring board, adjudication committee, steering committee, 
operational committee adequately organized with corresponding charters to perform the job? 

an endpoint altering the outcome of the 
results)? 

4. Data Integrity: Are the data objective or sub-
jective, such that in the latter case, data are 
obtained by a standard that could have wide 
variability? Are there too many missing data 
points? 

The clinical trial should have been designed to 
ensure the adequacy of these four data elements. 
Clinical trial review metrics for data interpretation 
are shown in Table 23.1. The trial should have 
adequate trial duration to detect the desired effect. 
The patient population in the trial should reflect 
the patients in the real world who would be pre-
scribed the drug. The primary efficacy endpoint 
of the clinical trial should be agreed to by the 
regulatory authorities. The analysis of the data 
should be performed according to a 
pre-specified statistical analysis plan where the 
trial was appropriately powered to detect the 
hypothesized treatment effect. Monitoring visits 
should occur in accordance with a pre-specified 
monitoring plan. Medication dispensing should 
ensure compliance with the protocol regarding 
the schedule of dosing administration. If the trial 
had a randomized design, the type of concomitant 
mediations and baseline characteristics should be 
balanced between the arms of the trial, so as to 
avoid confounding the results by confounding



covariates. The trial structure and trial gover-
nance: steering committee, adjudication commit-
tee, data safety monitoring board, monitoring 
committee, and other operational committees 
should be adequately organized with clear tasks 
from organizational charters such that the four 
data elements and the rights of subjects in the 
trial are ensured. 
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In order for the drug to be approved in the 
USA, substantial evidence of effectiveness 
needs to be demonstrated. 

23.5 NDA Filing and Review 

When a drug company submits a new drug appli-
cation (NDA) seeking approval of their drug for a 
proposed indication, the immediate question for a 
regulatory reviewer to answer is whether the 
NDA is complete so as to be able to conduct a 
substantive review. The answer to this question 
will determine whether the NDA can be filed. The 
action of filing an NDA is not related to whether 
the data submitted in the NDA is adequate for 
approval. The determination of whether there is 
substantial evidence of effectiveness occurs dur-
ing the review process. 

A substantive review of an NDA is defined as 
a process of evaluation after it has been deter-
mined that all required elements of the NDA 
package, necessary for an adequate evaluation of 
the safety and efficacy of the drug, are contained 
in the submission package. A substantive review 
will lead to the determination of whether the drug 
company (i.e., Applicant) presented substantial 

evidence of efficacy and whether the drug is 
safe enough for the benefit to outweigh the risk. 

Table 23.2 NDA Framework 

Module 
1 

Labelling, Reviewer Guides, Financial Disclosures, FDA-Drug Company Interactions 

Module 
2 

Clinical Overview, Integrated Summary of Safety, Integrated Summary of Efficacy, Statistical Analysis 
Plan, Benefit/Risk Evaluation 

Module 
3 

Drug Product, Regulatory Information 

Module 
4 

Pharmacology, Toxicology 

Module 
5 

Table of Studies, Case Trial Reports, Literature References, Datasets 

The NDA framework to assure that all 
required data elements have been submitted for 
a substantive review is illustrated in Table 23.2. 
Key information is placed in each of the five 
modules. 

Module 1 contains the proposed labeling (the 
official description of the drug, the claims about 
the drug’s effectiveness based on the evidence 
provided, a description of side effects, warnings 
and precautions, a description of the trials and key 
results leading to the claim, and a description of 
the pharmacokinetics -what the body does to the 
drug- and pharmacodynamics -what the drug does 
to the body-). Module # 1 also contains financial 
disclosures, thus providing a list of who was paid 
and how much was paid to individuals 
participating in the clinical trial. This is very 
important to establish whether bias may have 
occurred. Module 1 also contains a reviewer 
guide that facilitates the medical officer’s ability 
to understand the meaning of the variables and the 
location of all key elements in the submission 
package. Finally, Module 1 contains a history of 
interactions between the Applicant and the FDA. 
Often, the medical officer assigned to review the 
NDA may not have been present during the initial 
communications. All FDA-Applicant meeting 
minutes describing requirements and agreements 
should be provided to help guide the review pro-
cess and decision making in the setting of ante-
cedent agreements. 

Module 2 contains key documents, such as the 
Clinical Overview, Integrated Summary of



Safety, Integrated Summary of Efficacy, Statisti-
cal Analysis Plan, and Benefit/Risk Evaluation. 
The contents of Module 2 informs the medical 
officer of the Applicant’s rationale for developing 
the drug, the overall results, how the data was 
analyzed, and how the benefits outweigh the risk 
from the Applicant’s perspective. 
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Module 3 contains information on how the 
drug was manufactured; Module 4 contains infor-
mation on the pharmacology and toxicology of 
the drug. Module 5 is large as it contains the case 
study report for each trial conducted to serve as 
the basis of substantial evidence. Module 5 also 
contains the datasets from which the medical 
officer, accompanied by the review team’s statis-
tician, may reproduce the data analysis and ascer-
tain whether the Applicant’s results are 
reproducible. 

The specific submission requirements for a 
substantive review are listed in Table 23.3. The 
Applicant should submit the results of the requi-
site number of adequate and well-controlled stud-
ies that were agreed upon prior to the NDA 
submission. The sample size (i.e., the number of 
subjects from all the clinical trials submitted) 
should be large enough to establish a safety pro-
file for the drug (i.e., the incidence of adverse 
events, including serious adverse events; and dis-
tribution of adverse events among the various 
organ classes potentially leading to a safety sig-
nal). Narratives are usually required on specific 
subjects who died, experienced a serious adverse 
event, or discontinued the trial due to an adverse 
event. 

All datasets should be navigable and complete. 
If there are missing data points due to loss of 

patient/subject follow-up, imputation methods 
that were previously agreed upon should have 
been implemented, along with sensitivity 
analyses to determine whether other imputation 
methods produced different results. 

Table 23.3 Specific Submission Requirements for a Substantive Review 

Efficacy The requisite number of adequate and well-controlled studies consistent with previous 
agreements with the reviewing Division 

Safety Safety data consistent with guidelines, coding dictionary, safety narratives 
Datasets Available, complete, navigable, capable of performing independent analyses 
Case Report Forms Death, serious adverse events, drop-outs due to adverse events 
Statistical Analysis 
Plan 

A clear description of how data would be analyzed 

Financial 
Disclosures 

Payments to investigators, a potential conflict of interest 

Statement of GCP A declarative statement that all principles of GCP were adhered to 

Subject-specific information is usually placed 
on forms called Case Report Forms (CRFs). 
These forms standardize information for each 
subject (i.e., subject identifier code-usually a 
numerical sequence identifying the site and the 
specific patient without disclosing personal infor-
mation; subject demographics and characteristics-
age, race, concomitant illness, concomitant 
medications; laboratory values and other 
measurements such as ECG/echocardiography 
results at baseline and specific timepoints per 
protocol; efficacy results for the primary and sec-
ondary endpoints; and adverse event/serious 
adverse events data). The data could be 
represented as “check-boxes” associated with 
descriptors that allow for data analysis using stan-
dard programming (e.g., SAS, JUMP). Electronic 
CRFs allow for direct data entry into analytical 
tools for expeditious output regarding efficacy 
and safety signal evaluation. Each subject may 
require several hundred pages of CRFs, which, 
when multiplied by the sample size, yield a huge 
database. Consequently, when the phase 3 pro-
gram is discussed between the Applicant and the 
FDA, the requisite data and the consequent num-
ber of CRFs should be negotiated so as to attenu-
ate the submission of an intractably large dataset. 

If key areas of the requisite dataset or elements 
in each module are missing during submission, it 
may be determined that a substantive review 
would not be possible. If the Applicant cannot



remediate identified liabilities impeding a sub-
stantive review, the FDA may refuse to file the 
NDA, which can be re-submitted at a later point 
in time when the liabilities have been resolved. 
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If it has been determined that all the requisite 
information is present to perform a substantive 
review, then the NDA is filed and a review 
commences. For the drug to be approved for the 
Applicant’s proposed indication, the review of the 
NDA must yield substantial evidence of 
effectiveness. 

The legal pathway to the current definition of 
substantial evidence began in 1962 under the 
Food, Drug and Cosmetic Act (FDCA). Under 
this statute, approval of a drug for a proposed 
indication required results from two adequate 
and well-controlled clinical trials, usually 
designed as randomized, double-blind, 
placebo-controlled trials [7]. The performance of 
two adequate and well-controlled trials may be 
considered problematic with respect to a long 
duration of time, as well as expense, thus putting 
into question the feasibility of satisfying the stat-
utory requirement. 

In 1997, under the Food and Drug Adminis-
tration Modernization Act (FDAMA), legislation 
was implemented that amended the FDCA to add 
the discretion for substantial evidence to come 
from one adequate and well-controlled trial, plus 
confirmatory evidence as described in a draft 
guidance published in December 2019 [8]. In 
general, FDA guidances are not binding on either 
the FDA or the public but serve to assist drug 
companies in planning to submit an NDA. Alter-
native approaches may be used if they satisfy the 
requirements of the applicable statutes and 
regulations. Based on the guidance, the FDA 
will consider a number of factors when determin-
ing whether reliance on a single adequate and 
well-controlled clinical investigation plus confir-
matory evidence is appropriate. These factors 
may include the persuasiveness of the single 
trial; the robustness of the confirmatory evidence; 
the seriousness of the disease, particularly where 
there is an unmet medical need; the size of the 
patient population; and whether it is ethical and 
practicable to conduct more than one adequate 
and well-controlled clinical investigation. The 

amended statute did not, however, define “confir-
matory evidence”. Over many applications, “con-
firmatory evidence” was interpreted in several 
ways. The guidance on substantial evidence [8] 
stated that confirmatory evidence may be derived 
prior to or after one adequate and well-controlled 
clinical trial submitted for a regulatory decision. 
Confirmatory evidence may be based on: (1) an 
adequate and well-controlled trial in a related 
disease; (2) real world evidence derived from 
data on outcomes that also show a lack of effect 
in a control group; (3) compelling mechanistic 
evidence in the setting of well-understood disease 
pathophysiology or well-documented natural his-
tory of the disease; and (4) scientific knowledge 
about the effectiveness of other drugs in the same 
pharmacological class. 

From a practical perspective regarding data 
interpretation and ascertainment of substantial 
evidence, the review team considers both statisti-
cal significance and clinical relevance. 

Statistics is a tool that sets boundaries for 
determining drug efficacy. The boundary of sta-
tistical significance is to rule out with a certain 
level of confidence that a type 1 error will have 
been committed by concluding that a drug is 
efficacious. A type 1 error occurs when the null 
hypothesis is rejected when it is true. If the 
hypothesis is superiority of the drug versus com-
parator in reducing the incidence of a primary 
efficacy endpoint by a certain percentage, the 
null hypothesis is the drug is not superior to 
placebo in reducing the incidence of a clinical 
endpoint by that percentage. The statistical anal-
ysis plan designed to evaluate a difference 
between the drug and comparator may be “one-
sided” or “two-sided”. A one-sided test evaluates 
a treatment-effect in one direction (e.g., drug is 
superior to comparator in reducing the incidence 
of a primary efficacy endpoint). In this case, the 
term “alpha” (α), defined as the probability of 
committing a type 1 error, is set as 0.05 in the 
direction of superiority. A two-sided test 
evaluates a “change” (increase or decrease) in 
the parameter of interest (i.e., primary efficacy 
endpoint). In this case, α is split between both 
directions (superiority and inferiority). Hence, the 
α is set at 0.025 in each direction. It is easier to



reject the null hypothesis with a one-sided test 
than with a two-sided test, as long as the effect is 
in the specified direction. Therefore, one-sided 
tests have a lower type 2 error rate and more 
power than do two-sided tests (see following 
paragraphs on type 2 errors and power). A 
two-sided alternative hypothesis can be used 
when one wishes to set the type 1 error against a 
very precise null hypothesis (the effect is exactly 
zero-no effect without any variability). 
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As an example, consider testing a drug against 
a comparator where your hypothesis is simply 
superiority of the drug compared to comparator 
in reducing the incidence of a clinical endpoint by 
a certain percentage (i.e., one-sided test). The trial 
is designed to test this hypothesis. If the null 
hypothesis is rejected when it is true, a type 
1 error will have been committed, thereby 
approving a drug for a proposed indication when 
the drug is actually ineffective (false positive). In 
setting α at 0.05 (the accepted boundary), there is 
at least a 95% chance that if an adequate and well-
controlled clinical trial shows a statistically sig-
nificant effect, the result is correct. However, one 
accepts a 5% chance that a positive result may be 
a false positive. If one desires high or near 100% 
certainty that an observed treatment effect is cor-
rect, then there is a risk that effective drugs may 
be declared to be ineffective (i.e., type II error, 
accepting the null hypothesis when it is false: 
false negative). A useful analogy is serving as a 
juror in a criminal case. To be reasonably certain 
that an innocent suspect is not convicted (type 
1 error by rejecting the null hypothesis-not guilty 
until proven otherwise, when it is true), then the 
chance of finding a guilty suspect not-guilty 
increases. The term “beta” (β) is the probability 
of committing a type 2 error. In clinical trials 
designed for a regulatory decision with Health 
Authorities, acceptable boundaries include α set 
at 0.05 and β set at 0.2 (i.e., accepting a probabil-
ity of 20% that a type 2 error may be committed). 
This is analogous to the “beyond a reasonable 
doubt” paradigm in American jurisprudence, 
which is distinct from “beyond all doubt”. 

The required sample size to test the hypothesis 
set forth in the clinical trial is dependent on a 
number of factors: the predicted magnitude of 

the observed difference between drug and pla-
cebo, the variance in the measures, and the 
pre-set values of α and β. If the clinical trial is 
designed to have a 99% probability (α 0.99) of 
ruling out a type 1 error and a 95% probability (β 
0.95) of ruling out a type 2 error, the sample size 
required to satisfy these boundaries will be very 
high so as to render the clinical trial unfeasible to 
perform. Hence, the regulated industry tolerates a 
certain level of uncertainty. The term 1- β 
represents the power of a trial. Thus, with β set 
at 0.2, the trial has 80% power to detect the 
purported difference in treatment effect between 
drug and placebo. 

The observed treatment effect must be clini-
cally meaningful, i.e. statistical significance alone 
may not be sufficient for an approval. A small, 
statistically significant but clinically meaningless 
treatment effect in an over-powered trial may not 
result in an approval. For more discussion on 
these statistical issues in clinical trials, readers 
are directed to read the next chapter by Dr. Zhang. 

Drug approval involves demonstration of 
safety in addition to efficacy. The ultimate deci-
sion for drug approval will be based on the 
benefit/risk profile whereby the benefit outweighs 
the risk, as discussed in the next section. 

23.6 Benefit/Risk Evaluation 

The most important evaluation stemming from an 
NDA review is the benefit/risk profile. The 
benefit/risk evaluation is the culmination of a 
review process stemming from adequate and 
well-controlled trials meeting GCP-ICH 
guidance. 

Virtually all therapeutic drugs carry some 
risks, even if minor. Therefore, the basic question 
is whether the tradeoff between the benefits and 
risks of the drug is acceptable. The benefit/risk 
evaluation usually involves a qualitative balanc-
ing of benefits and risks, although sometimes a 
quantitative benefit risk assessment may be 
conducted. 

An example of a benefit/risk analysis is shown 
in Fig. 23.2. This figure demonstrates a benefit/ 
risk tree that delineates the most important



of

benefits and the most serious risks. It is essential 
that the development of a benefit/risk tree remain 
free of bias by listing risks that are not as 
inherently dangerous compared to the accrued 
benefit, or by listing benefits that are not as clini-
cally meaningful as the risks. 
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Drug 

Benefits: 
Prevention 

of CV events 
(composite) 

CV Death 

Type 1 MI 

Ischemic 
Stroke 

Risks: 
Increase in 

major bleeds 

Fatal bleeds 

Intracranial 
hemorrhage 

Bleeding with 
loss of >5 g/dL 

Hb 

Fig. 23.2 Benefit/Risk Tree 

The example provided refers to an anti-platelet 
drug designed to prevent platelet aggregation and 
consequently attenuate blood coagulation in 
patients who experienced a myocardial infarction 
(i.e., heart attack). The development strategy for 
this anti-platelet drug was to prevent recurrent 
heart attacks, strokes, or death due to cardiovas-
cular disease after the initial heart attack. These 
events comprised the primary efficacy endpoint in 
the pivotal clinical trial. This benefit was weighed 
against the risk of bleeds usually associated with 
any agent that prevents blood coagulation. The 
bleeds can be mild or serious. The delineated 
bleeds are all considered serious: fatal bleed, 
intracranial hemorrhage, or major bleed causing 
the loss of greater than 5 g/dL hemoglobin, col-
lectively called key safety events. 

In this case, the clinical significance of the 
benefit appears equally weighed by the serious-
ness of the risk. The benefit of preventing cardio-
vascular death is weighed against the risk of a 
fatal bleed. The benefit of preventing an ischemic 
stroke is weighed against the risk of an intracra-
nial hemorrhage that can and usually leads to a 

hemorrhagic stroke. Finally, the benefit  
preventing a recurrent heart attack is weighed 
against the risk of losing a sufficient amount of 
blood to possibly provoke an ischemic event, 
potentially leading to a recurrent heart attack. In 
this scenario, the initial benefit/risk evaluation 
requires quantification of the number of primary 
endpoint events and the number of key safety 
events. 

Knowing the number of primary efficacy end-
point events in each arm of the trial, the absolute 
risk reduction can be calculated. For example, if 
the primary efficacy endpoint event rate is 50% in 
the placebo arm and 40% in the drug arm, the 
absolute risk reduction is 50% - 40% = 10%. 
From this, the number of patients needed to be 
treated to prevent one episode of the primary 
efficacy endpoint (number needed to treat=NNT) 
is the inverse of the absolute risk reduction 
(1/(absolute risk reduction) = 1/0.1 = 10). There-
fore, it is necessary to treat 10 patients for the 
prevention of one primary efficacy endpoint 
event. The same exercise can be performed for 
each component of the primary efficacy endpoint. 
These numbers do not tell you that the drug is 
effective, but rather 1 patient will respond for 
every 10 treated, either by the drug or by some 
other mechanism. 

Similarly, knowledge of the key safety event 
rates in each arm of the trial would allow for the 
calculation of the number of patients required to 
be treated to cause one patient to experience one 
of the key safety events. For example, if the key 
safety event rate (i.e., fatal bleed, intracranial 
hemorrhage, bleeding causing loss of hemoglobin 
exceeding 5 g/dL) is 8% in the placebo arm and 
12% in the drug arm, the absolute risk increase is 
4% (i.e., 12% - 8%). The number of patients 
needed to be treated to observe one of these 
harmful events (NNH) is 1/(absolute risk 
increase) = 1/[(incidence of event rate in drug 
arm)-(incident of event rate in the placebo 
arm)] = 1/0.04 = 25. Therefore, it is necessary 
to treat 25 patients to experience one of the key 
safety events. The same calculation can be 
performed for each component of the key safety 
event.
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The NNT and NNH calculations assume that 
the benefit and the risk are equally important as in 
the illustration depicted in Fig. 23.2. However, 
the setting of equally important benefit and risk is 
unusual. Also, these calculations may or may not 
have an implicit time factor. That is, if all events 
happen in short order around the time of the 
intervention, then there is no useful time compo-
nent. If they are scattered through time, then the 
NNT and NNH must be evaluated over some 
period of time. 

A favorable benefit/risk profile would have a 
low value of NNT and a high value of NNH 
assuming equal importance of benefit and risk 
over the same time period. If every patient treated 
with the drug experienced the purported benefit, 
and if every 1000th patient treated with the drug 
was harmed, the benefit would clearly outweigh 
the risk. However, this may not be the case if the 
benefit and risk were not of equal importance. If 
the benefit was attenuation of minor itching after 
1 year of treatment and the risk was mortality 
after the first dose, then the low NNT and high 
NNH values would clearly indicate that the risk 
outweighs the benefit. 

In the example cited in Fig. 23.2, the benefit/ 
risk evaluation could be impacted if the benefit 
was driven only by heart attack (no effect on 
death or stroke), and the risk was driven only by 
fatal bleeding. Therefore, the harm experienced 
by one patient after 25 patients take the drug is 
more consequential than the benefit of preventing 
a survivable adverse event after 10 patients take 
the drug. There could be additional benefit/risk 
evaluation impacts based on the severity of the 
outcome harboring similar pathophysiology 
underlying the benefit/risk evaluation. As an 
example, if the ischemic stroke being prevented 
is considered mild, but the intracranial hemor-
rhage that can harm the patient produces a 
severely debilitating stroke, then the benefit/risk 
evaluation will be negatively impacted. Hence, 
the calculated numbers, NNT and NNH, by them-
selves do not constitute an adequate benefit/risk 
evaluation. Weights should be associated with 

each outcome on the benefit/risk tree that could 
more accurately describe the impact of preventing 
or causing one of those events. The assignment of 
such weights should not be arbitrary, but rather 
based on factors such as patient preferences, clin-
ical outcomes as defined by the healthcare com-
munity and epidemiological research, and the 
price society is willing to pay for the benefit 
accrued by the drug being developed for a pro-
posed indication. The regulatory decision for 
drug approval should be based on a carefully 
thought-out benefit/risk evaluation by consider-
ing these factors. The FDA has recently deployed 
a Multi-Criteria Decision Analysis (MCDA) [9] 
to inform a regulatory decision. The MCDA is an 
analytic tool for benefit-risk assessment that 
involves specifying numeric trade-offs between 
outcomes. These trade-offs are used to derive 
relative weights specific to the decision context 
and the best and worst possible performance 
values for each outcome (defined by using a 
95% confidence interval of the incidence). 
Weights are then combined with the performance 
of the drug and the comparator control on each 
outcome and summed to produce the overall total 
value of each alternative. 

23.7 Concluding Remarks 

The history of GCP and ICH is based on ensuring 
that past unethical behavior in clinical trials is 
prevented by implementing the principles of 
doing no harm and designing/conducting clinical 
trials that lead to clinically meaningful data that 
can be clearly interpreted. This has been codified 
by statutory requirements for substantial evidence 
of effectiveness. The clinical trial design aspects 
stemming from a carefully thought-out hypothesis 
involve a well constructed analysis plan and 
maintenance of subject safety, in the setting of 
ensuring subject autonomy via a clearly 
delineated informed consent process. 

The data retrieved under the principles of 
GCP-ICH are intended to facilitate an adequate
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benefit/risk evaluation, leading to the regulatory 
decision whether to approve or not-approve a 
drug applcation for marketing. 
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in the United States
Grandfathered Drugs of 1938 24 
Benjamin P. Lewis 

Abstract 

The chapter discusses how a drug became 
known as a “grandfathered drug of 1938” 
also called a “pre-1938” drug and includes a 
comprehensive listing of all drugs and thera-
peutic chemicals that were on the market in 
1938. With the passage of the U.S. Federal 
Food, Drug, and Cosmetic Act (FFDCA) of 
1938, it repealed the original 1906 Pure Food 
and Drug Act and required that all new drugs 
to undergo a premarket review of safety by the 
FDA and make a threshold determination 
whether or not a drug was a “new drug.” The 
Act required all new drugs to be reviewed for 
safety prior to approval and before entering the 
marketplace. For those drug products already 
on the market in 1938, they were never 
evaluated for safety as per the statutory 
requirements of the 1938 Act but were 
assumed to be safe. The 1938 Act contained 
a grandfather clause that exempted all 
pre-1938 drugs from the safety requirement 
of submitting a new drug application to the 
FDA. The premise being that all pre-1938 
drugs were considered safe but must contain 
the same chemical composition, indications, 

and other conditions for use to be considered 
a grandfathered drug. The products already on 
the market in 1938 were known as 
“grandfathered drugs of 1938” or “pre-1938 
drugs.” 
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24.1 Introduction 

In 1906 the original Pure Food and Drug Act was 
passed, also known as the “Wiley Act.” The 1906 
Act was the first law to provide for regulation of 
the food and pharmaceutical industries. Whereas, 
in 1938 the Federal Food Drug and Cosmetic Act 
(FFDCA) was passed by Congress and became 
law. It established regulations for the quality 
standards for food, drugs, medical devices, and 
cosmetics manufactured and sold in the U.S. The 
1938 Act required that all new drugs entering the 
marketplace be reviewed and approved for safety. 
However, those drug products already on the 
market in 1938 were never evaluated for safety 
as per the statutory requirements of the Act but 
were assumed to be safe and were allowed to stay 
on the market. These pre-1938 drugs were known 
as “grandfathered drugs of 1938.” In addition, 
this chapter explains the reason for creating and

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_24&domain=pdf
mailto:benlewisphd@gmail.com
https://doi.org/10.1007/978-981-99-1284-1_24#DOI


establishing the first drug law in the U.S. known 
as the Pure Food and Drug Act of 1906. Later in 
1938, this law was repealed and the FFDCA of 
1938 was created that strengthened the 1906 law 
that required FDA to conduct a premarket review 
of all new drugs prior to entering the marketplace. 
With passage of the 1938 Act, it created a “grand-
father clause” that assumed all drugs on the mar-
ket prior to 1938 drugs were safe and that they 
must contain the same chemical composition, 
indications, and other conditions for use to be 
considered as a grandfathered drug of 1938. At 
the end of the chapter are two tables that lists all 
pre-1938 drugs and pre-1938 therapeutic 
chemicals on the market at that time.1 
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24.2 Historical Background 

24.2.1 An Unsuspecting Cause 
for a New Drug Law 

It was 1906 when famed author Upton Sinclair 
published a classic novel, “The Jungle.” It was a 
fictionalized account of Chicago’s meat-packing 
industry in the early twentieth century. The novel 
exposed the appalling working and unsanitary 
conditions of companies, primarily Armour & 
Co. the leading Chicago meat packer. Sinclair 
saw men in the pickling room with skin diseases, 
men who used knives on a sped-up assembly lines 
with lost fingers, workers with tuberculosis who 
coughed constantly and spit blood on the floor. 
No toilets existed and workers urinated in a cor-
ner. Sinclair described unsanitary conditions that 
endangered health, how diseased, rotten, and 
contaminated meat products were processed, doc-
tored by chemicals, and mislabeled for sale to the 
public [1, 2]. He wrote that workers would pro-
cess dead, injured, and diseased animals after 
regular hours when no meat inspectors were 
around, and canned pork fat and beef scraps 
labeled as “potted chicken.” 

After reading The Jungle, the public reacted 
with outrage about the filthy and falsely labeled 

meat. The White House was bombarded with mail 
to reform the meat-packing industry. President 
Roosevelt appointed a special commission to 
investigate Chicago’s slaughterhouses. The com-
mission recommended that inspections take place 
at every stage of the processing of meat. They 
also called for the Secretary of Agriculture to 
make rules requiring the cleanliness and whole-
someness of animal products [1]. From this, Pres-
ident Roosevelt was able to enact the Meat 
Inspection Act of 1906. How does the Meat 
Inspection Act relate to food and drugs? 

1 Marketed today, meaning as of 1978 when the FDA 
conducted a thorough review of those products. 

24.2.2 New Federal Law: A Reason 
for Food and Drug Reform 

The exposé in The Jungle, by Upton Sinclair, 
depicting unscrupulous practices and unsanitary 
conditions rampant in the meat-packing industry 
opened the way for Congress to approve a long-
blocked law to regulate the sale of most foods and 
drugs [1]. During that same period, Dr. Harvey 
W. Wiley, Chief Chemist, Bureau of Chemistry, 
Department of Agriculture, had been leading a 
“pure food crusade” for over 20 years with his 
men called the “Poison Squad.” They had tested 
chemicals added to preserve foods and found 
many to be dangerous to human health. The pub-
lic uproar over The Jungle revived Dr. Wiley’s 
lobbying efforts in Congress for federal food and 
drug regulation [1, 3]. 

24.2.3 The U.S. Food 
and Drug Act: 1906 

The Food and Drug Act of 1906, also called The 
Pure Food and Drug Act, or the “Wiley Act” was 
signed into law on June 30, 1906, by President 
Roosevelt [3–5]. Coincidently it was signed on 
the same date as the Meat Inspection Act [6]. The 
Food and Drug Act became effective six months 
later on January 1, 1907 [3]. It was originally a 
policing statute that prohibited placing 
misbranded or adulterated drugs or food on the 
market. This primarily required drugs to be prop-
erly labeled and not be contaminated [5]. The



statute did not require that drugs be pre-approved 
by FDA in order to be marketed [7]. This Act is 
the first law to protect the public’s health (i.e., 
consumer protection) from ineffective or danger-
ous drugs [8]. There were no other requirements 
in the Act [9]. At the time of signing the Act the 
FDA did not exist, provisions of this Act were 
enforced by the Bureau of Chemistry, Department 
of Agriculture. The Bureau eventually became the 
U.S. Food and Drug Administration in 1930 with 
Dr. Wiley as its first Commissioner [8]. The 
Bureau of Chemistry was responsible for enforce-
ment of the Pure Food and Drug Act prior to 
becoming the FDA; and the Bureau of Animal 
Industry, a division of the U.S. Department of 
Agriculture, was responsible for meat inspections 
under the Meat Inspection Act of 1906 [10]. 
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24.2.4 The U.S. Federal Food, Drug, 
and Cosmetic Act of 1938 

The Food and Drug Act of 1906 was repealed, 
and the Federal Food, Drug, and Cosmetic Act 
(FFDCA) of 1938 was passed by Congress to 
strengthen the FDA’s regulatory authority 
[9, 11]. The 1938 Act included provisions that 
enabled the U.S. government to control the intro-
duction of unsafe new drugs into interstate com-
merce [9]. In addition, the 1938 FFDCA provided 
for “new drugs” to be subject to a premarket 
review for “safety” whereas, prior to the 1938 
Act (i.e., 1906 Act) no provision for safety 
existed and drugs only had to be labeled properly 
to show contents and not be contaminated (i.e., 
must be pure). Proponents (i.e., Sponsors) of new 
drugs would be required to file a new drug appli-
cation (NDA) with the FDA to show evidence of 
compliance with the safety requirements under 
the 1938 Act. The FFDCA of 1938 completely 
overhauled the public health system and was the 
first to demand premarket evidence of safety for 
new drugs. This essentially shifted the burden of 
proof of safety from the FDA to the manufacturer 

[12]. If FDA did not disapprove of the NDA, the 
drug could be produced and marketed [9]. 

24.2.5 Exemption for Safety to Qualify: 
Grandfather Clause of 1938 

In order to be exempted from premarketing 
procedures of the 1938 statute, i.e., a new drug 
review for “safety,” the FDA was required to 
make a threshold determination whether or not a 
drug is a “new drug.” If it is classified as a new 
drug, the Sponsor must apply for approval as an 
NDA before the drug can be shipped in interstate 
commerce. However, to be exempted from 
premarket procedures, the drug must fit the statu-
tory exemption which is known as the “grandfa-
ther clause” [9]. The active ingredients in many 
currently marketed drugs were first introduced at 
least in some form before June 25, 1938 (the date 
on which the FFDCA was enacted) [7]. Drugs on 
the market prior to that date were exempted or 
“grandfathered” from new drug status under the 
grandfather clause and, therefore, are exempt 
from the requirement of submitting an NDA to 
the FDA, provided it contains the same chemical 
composition, indications, and other conditions for 
use as the grandfathered drug [7]. The premise 
was that all pre-1938 drugs were considered safe, 
and if the manufacturer did not change the prod-
uct formulation or indication then an NDA was 
not required. All drugs in the marketplace today 
that were marketed before 1938 have been called 
“pre-1938” or “grandfathered drugs.” 

If a drug obtained FDA approval between 
1938 and 1962, the FDA generally permitted 
identical, related, or similar (IRS) drugs to an 
already approved drug to be marketed without 
independent approval [7]. Many manufacturers 
also introduced drugs onto the market between 
1938 and 1962 based upon their own conclusion 
that the products were generally recognized as 
safe (GRAS), and thus exempt from the statutory 
new drug definition or based upon a formal



opinion from FDA that the products were not new 
drugs [7]. 
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24.2.6 A Grandfather Clause 
for Efficacy in the 1962 
Amendment 

Due to a growing concern for pharmaceutical 
practices, Congress passed the 1962 Drug Effi-
cacy Amendment (also known as the Kefauver— 
Harris Amendment) to the Federal Food, Drug, 
and Cosmetic Act of 1938 [13]. The Act required 
that a new drug should demonstrate that it is 
“effective,” as well as “safe,” to obtain FDA 
approval [7, 9]. Under a “grandfather clause” 
included in the 1962 Drug Amendments, a drug 
is exempt from the “effectiveness” requirement, if 
its composition and labeling have not changed 
since October 10, 1962 (the date on which the 
1962 Drug Amendments were enacted), and if, on 
the day before the 1962 Drug Amendments 
became effective, the drug was: used or sold 
commercially in the United States; not a new 
drug as defined by the FFD & C Act at the time; 
and not covered by an effective application [7]. In 
order to be exempted from premarket procedures, 
the drug must fit into one of the statutory 
exemptions which is known as the “grandfather 
clauses” [9, 14]. 

24.3 List of Grandfathered Drugs 
of 1938 

A listing of proprietary products that were 
manufactured in 1938 and also on the market 
40 years later in 1978 in which the trade name 
of the product had not changed in the intervening 
40 years, see Table 24.1 Pre-1938 Drugs, and 
Table 24.2 Pre 1938 Therapeutic Chemicals [15, 
16]. It was from 1977 to 1978 that FDA 
undertook a comprehensive review of all drugs 
that were still manufactured in 1938 to determine 

which drugs were still being produced and classi-
fied/listed them as “pre-1938” drugs. Some of the 
names listed are not considered trade names by 
today’s standards but are generic names and were 
marketed under that name. 

Some of the products have had additional dos-
age forms approved since 1938; there has been a 
change in the formulation; there has been a 
change in an indication; a firm had decided to 
submit an NDA on its product for some reason. 
The products listed may or may not require a 
prescription, owing to changes instituted in the 
original drug law, such as the Durham-Humphrey 
Amendment passed in 1951, which required a 
prescription for drugs that cannot be used safely 
without adequate medical supervision. Under this 
amendment, drugs were divided into two classes: 
those that could be used safely in self-medication 
and sold without a prescription (known as over-
the-counter or OTC drugs) and those that required 
medical supervision and required a prescription 
(Rx Only). This amendment required drug 
manufacturers of prescription-restricted drugs to 
label with the Rx legend and made it illegal to 
place this legend on drugs not so restricted [17, 
18]. 

24.4 Concluding Remarks 

The U.S. Congress repealed the Food and Drug 
Act of 1906 and passed the Federal Food Drug 
and Cosmetic Act of 1938 to strengthen FDA’s 
regulatory authority. The 1938 Act required that 
all new drugs undergo a premarket review proce-
dure for safety prior to being approved and being 
shipped into interstate commerce. To be 
exempted from this premarket requirement the 
drug must fit the statutory exemption known as 
the “grandfather clause.” Drugs on the market 
prior to the passage of the 1938 Act (June 
25, 1938) were exempted from the new drug 
requirements under the grandfather clause and 
therefore exempted from submitting an NDA to
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Table 24.1 PRE 1938 DRUGS 

Manufacturer 
1938 

Manufacturer 
1977—1978 

AHFSa 

category 

Adrenalin Parke-Davis Parke-Davis 21:12, 
52:24 

Algic Prague Unimed 
Alurate Roche Roche 28:24 
Aminophylline Searle Searle 40:28; 

86:00 
Numerous NDAs 

Amyl nitrate Calco Burroughs-
Wellcome, Lilly 

24:12 Merged to become 
GlaxoSmithKline 

Amytal Lilly Lilly 28:24 
Anabolin Harrower Alto 08:08 
Anthralin Abbott Dermik 84:28 
Aphrodex Rex Rex 
A.P.L. Ayerst Ayerst 68:18 N17055 
Aspasmon Norgine Kretschmar 
Atabrine Winthrop Winthrop 08:08, 

10:00 
N15052 injectable only 

Atrobarb # 1, 2, 3 Jenkins Jenkins 
Auralgan Doho Ayerst Disc US 2015 
Barbidonna Van Pelt & Brown Mallinckrodt 
Belbarb Haskell Arnar-Stone 
Belbarb #2 Haskell Arnar-Stone 
Belladenal Sandoz Sandoz 
Bellafoline Sandoz Sandoz 12:08 
Bellergal Sandoz Dorsey 
Ben-caine B-B Ulmer Ulmer 52:16, 

84:08 
Benzedrine Smith Kline & 

French 
Smith Kline & 
French 

28:20 N17017—spansule 
N83900—tablet 

Berocca Roche Roche 88:28 N00240—elixir 
Betalin S Lilly Lilly 88:08 N80853—injectable only 
Butasol sodium McNeil McNeil 28:24 N00793—tablet 
Butyn sulfate Abbott Abbott 52:16 
Caffeine sodium 
benzoate 

Various Various 28:20 

Calcidrine Abbott Abbott 48:00 
Calciphen Rorer O’Neal, Jones & 

Feldman 
Calcium chloride 
solution ampules 

Various Various 68:24 

Calcium gluconate 10% 
ampules 

Various Various 68:24 

Calcium levulinate 
ampules 

Crookes Corvit 68:24 

Calpholac Nestles Century 
Carbarsone Lilly Lilly 8:04 
Carbromal Calco; Upjohn; 

Bluline 
Bluline; Freeman 28:12 N01592—tablets 

N01177—tablets 
Cenolate Abbott Abbott 
Cerose Wyeth Ives 48:00
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Table 24.1 (continued)

Manufacturer 
1938 

Manufacturer 
1977—1978 

AHFSa 

category 

Cheracol Upjohn Upjohn 4:00; 48: 
00 

Choline chloride Merck Baker; City 
Chemical 

Colchicine Abbott Abbott 92:00 
Congo Red Kirk Harvey; 

Consolidated 
Midland 

36:08 

Copavin Lilly Lilly 28:08, 
86:00, 
48:00 

Coramine Ciba Ciba 28:20 
Corex Roth Labs Econo-Rx 
Cosanyl Parke-Davis Parke-Davis 48:00 
Decholin sodium Riedel de Haen Dome 56:16 
Diacin Diacin Labs Danal Labs 
Digifortis Parke-Davis Parke-Davis 24:04 
Digiglusin Lilly Lilly 24:04 
Digitalis Various Various 24:04 
Digoxin Burroughs-

Wellcome 
Burroughs-
Wellcome 

24:04 N83391—injectable only 

Dihydrotachysterol Winthrop Philips Roxane 68:24 
Dilantin Parke-Davis Parke-Davis 28:12 N84349—capsules 

N08762—suspension 
Dilaudid Knoll, Merck Knoll 28:08 
Dionin Merck Merck 
Donnatal Robins Robins 12:08 
Emeracol Upjohn Upjohn 48:00 
Emetine hydrochloride Various Various 8:04 
Empirin Compound 
#2 and #3 

Burroughs-
Wellcome 

Burroughs-
Wellcome 

52:32 

Ephedrine 
hydrochloride alkaloid 
sulfate 

Various Various 12:12 

Ephedrine and Amytal Lilly Lilly 
Ephedrine and 
Nembutal 

Abbott Abbott 

Ephedrine and 
phenobarbital 

Massengill Various 

Epinephrine Various Various 52:24 
Epragen Lilly Lilly 
Ergotrate H Lilly Lilly 76:00 
Eschatin Parke-Davis Parke-Davis 52:08, 

68:04 
Estrolin Lakeside Laser 
Estrone Ayerst; Lilly Various 68:16 N04823—injectable 
Ethyl Chloride Amsco Various 84:08 
Euresol Knoll Knoll 84:28 
Extralin Lilly Lilly 20:04.08 
Follutein Squibb Squibb 68:18 N17056—injectable
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Table 24.1 (continued)

Manufacturer 
1938 

Manufacturer 
1977—1978 

AHFSa 

category 

Gluco-calcium Lilly Lilly 
Glypectol Schieffelin International 

Chemical 
Gomenol Bard Various 
Gynergen Sandoz Sandoz 12:16 
Hexalet Riedel Webcon 8:36 
Histamine phosphate Parke-Davis; 

Breon 
Various 36:64 N03862—injectable 

N02854—injectable 
N80697—injectable 

Indigo carmine Hynson, Wescott 
& Dunning 

Various 36:40 

Iron carodylate Various Various 20:04.04 
Ithyphen Strauss Universal 
Ivyol Burroughs-

Wellcome 
Burroughs-
Wellcome 

84:36 

Ketochol Searle Searle 20:04.04 
Lextron Lilly Lilly 
Lipo-lutin Parke-Davis Parke-Davis 68–32 
Liver extract Lederle; Lilly; 

Parke-Davis; 
Valentine 

Lederle; Lilly; 
Parke-Davis; 
Valentine 

20:04.08 

Luminal Winthrop Winthrop 28:12, 
28:24 

Luminal sodium Winthrop Winthrop 28:12, 
28:24 

Magnesium sulfate Various Various 28:12, 
56:12 

Mebaral Winthrop Winthrop 28:12, 
28:24 

Mecholyl Merck Baker 12:04 
Methenamine Abbott Various 8:36 
Methylene blue Abbott; Breon, 

Calco; Endo 
Various 8:36 

Metrazol Knoll Knoll 28:20 
Metycaine Lilly Lilly 56:12, 

72:00 
Myochrysine Merck Sharpe & 

Dhome 
60:00 

Naftalan Stiewe; Donner Hark 
Nembutal Abbott Abbott 28:24 N83244—elixir 
Neo-Synephrine Sterns Winthrop 12:12, 

52;24, 
52;32 

Nitroglycerin Abbott Various 24:12 
Novocain Winthrop Winthrop 72:00 
Nupercaine Ciba Ciba 56:12, 

84;08, 
72:00 

Octin Knoll; Merck Knoll 86:00 N06420—injectable 
Oreton Schering Schering 68:08
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Table 24.1 (continued)

Manufacturer 
1938 

Manufacturer 
1977—1978 

AHFSa 

category 

Organidan Wampole Wallace 48:00 
Otolgesic Bluline Bluline 84:00 
Ouabain Merck Lilly 24:04 
Oxoids Professional Lemmon 
Pancreatic hormone Grant Amfre-Grant 
Pantopon Roche Roche 28:08 
Papaverine Roche Various 86:00 
Parathyroid Squibb Lilly 68:24 
Pentobarbital sodium Lilly Lilly 28:24 N02368—capsules 
Pentothal Sodium Abbott Abbott 28:24 
Phenacaine 
hydrochloride 

Werner Muro 

Phenacetin Winthrop Various 28:08 
Phenobarbital Squibb Various 28:12, 

28:24 
Phenolsulphonphthalein Hynson, Westcott 

& Dunning 
Hynson, Westcott 
& Dunning 

36:40 Also spelled, 
Phenolsulfonphthalein 

Piperazine Winthrop Various 8:08 N09437—syrup; 
N80671; N80774; N80963; 
N83756; N80681—tablet 

Pitocin Parke-Davis Parke-Davis 76:00 N13508—tablet 
Pitressin Parke-Davis Parke-Davis 68:28 
Podophyllin Abbott; Lilly; 

Lloyds; Merrell 
Robinson 84:28 

Pontocaine 
hydrochloride 

Winthrop Winthrop 52:16, 
72:00 

Progesterone Breon Various 68:32 N17338—injectable 
Proluton Schering Schering 68:32 
Prostigmin Roche Roche 12:04 N00654—solution 

N02449—injectable 
Prunicodeine Lilly Lilly 36:56 
Pyridium Merck Warner-Chilcott 8:36 
Rectocaine Kirk Moore Kirk 
Reton Roche-Renand Tri-State 
Salyrgan-theophylline Winthrop Winthrop 
Sarapin High High 
Seconal Lilly Lilly 28:24 N07392—injectable 
Serenium Squibb Squibb 8:36 
Siderol Wyeth Doral 
Skiodan Winthrop Winthrop 
Sodium cacodylate Various Various 
Sodium thiosulphate Various Various 
Somnos Merck Sharpe & 

Dohme 
Merck Sharpe & 
Dohme 

28:24 

Strontium bromide Breon; Endo; Kirk Various 28:12 
Strychnine Houde Wallace Baker; Humco N00443—HT; 

N00444—HT; 
N00445—HT 

Sulfanilamide Baker Baker N01734; powder
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Table 24.1 (continued)

Manufacturer 
1938 

Manufacturer 
1977—1978 

AHFSa 

category 

Testosterone propionate ProMedico Various 68:08 N0188—injectable; 
N80254; N80262; N80276; 
N80676; N80741; N80742; 
N80743; N83595 

Theamin and Amytal Lilly Lilly 86:00 
Theelin Parke-Davis Parke-Davis 86:16 N03977—injectable 
Theobromin with 
phenobarbital 

Premo; Upjohn Paramount 40:28 

Thiamine hydrochloride 
injectable 

Abbott; Lederle; 
National; Squibb 

Invergy; Jenkins; 
Robinson; West-
ward 

88:08 Numerous NDAs 

Thyroid Various Various 68:36 
Thyroxin Squibb Various 68:36 
Thyroxine Roche Various 68:36 
Trilax Barksdale Drug Industries 
Tuberculin Winthrop Lederle; Lilly 36:84 
Urolax High Century 
a Since 1938, manufacturers of drugs/therapeutic chemicals have submitted to the FDA NDAs for the same or different 
dosage forms 
b Since 1938, manufacturers of drugs/therapeutic chemicals have submitted to the FDA New Drug Applications (NDAs) 
for the same or different dosage forms
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Table 24.2 PRE 1938 THERAPEUTIC CHEMICALS 

Name of chemical AHFS categorya Current NDA statusb 

Acetanilid 
Acetophenetidin 28:08 Now phenacetin 
Alcohol, absolute 28:08, 36:36 
Apomorphine hydrochloride 56:20 
Atropine 12:08, 52:24 
Atropine sulfate 12:08, 52:24 NDA—tablets, injections, ophthalmics 
Barbital 
Barbital sodium 
Belladonna leaves, powder 12:08 
Benzocaine 56:16, 84:08 
Bismuth subsalicylate solution 8:28 
Calomel 
Cantharides 
Chloral hydrate 28:24 
Chloroform 
Cocaine hydrochloride 52:16 
Codeine phosphate 28:08, 48:00 
Codeine sulfate 28:08, 48:00 NDA—tablets, injections 
Dextrose 40:20 I.V. plastic bags 
Eserine sulfate 12:04, 52:20 
Fluorescein 52:36 
Guaiacol 
Hexamethylenamine (methenamine) 8:36 
Homatropine hydrobromide 12:08, 52:24 
Hyoscine (scopolamine) 12:08, 52:24 
Hyoscyamine hydrobromide 12:08 
Hyoscyamine sulfate 12:08 
Iodoform Iron, peptonized 
Lithium carbonate 28:16.12 NDA—tablets, capsules 
Magnesium carbonate (heavy) 56:04 
Magnesium hydroxide NDA—liquids 
Magnesium oxide (light) 56:04 NDA—tablets 
Mercury, ammonated 84:04.16 
Methylene blue 8:36 
Morphine sulfate 28:04 Injectable, tablets 
Nux vomica 
Opium 28:08, 56:08 
Pancreatin 56:16 
Papain 44:00 NDA—tablets 
Paraldehyde 28:24 
Pilocarpine hydrochloride 52;20 
Pilocarpine nitrate 52:20 
Pilocarpine salicylate 52;20 
Potassium acetate injection 40:12 
Potassium bromide 28:12 
Potassium chloride 28:12 
Potassium chloride solution 40:12 Numerous NDAs 
Potassium iodide solution 48:00 
Potassium permanganate 84:04.16
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Table 24.2 (continued)

Name of chemical AHFS categorya Current NDA statusb 

Potassium phosphate 40:12 
Potassium thiocyanate NDA—tablets 
Procaine hydrochloride 72:00 Numerous NDAs 
Quinidine sulfate 24:04 Numerous NDAs 
Resorcinol 84:28 
Silver nitrate 52:04.12, 84:12, 84:28 
Sodium acetate 
Sodium acid phosphate 40:04 
Sodium bicarbonate solution 40:08, 56:04 
Sodium chloride solution 40:12, 40:36 Numerous NDAs 
Sodium fluoride 92:00 
Sodium hydroxide 
Sodium iodide 36:68 
Sodium nucleate 
Sodium phosphate 56:12 
Sodium salicylate 28:08 
Sodium succinate NDA—injection 
Theobromine 
Theophylline 86:00 NDA—elixir 
Thymol 
Tin metal 
Tin oxide 
Urea 40:28, 84:16 NDA—injection 
Yohimbine hydrochloride 
Zinc chloride 52:28 
Zinc peroxide 84:04.16 
Zinc sulfate 52:04.12 
Zinc sulfocarbolate (Zinc phenolsulfonate) 
a AHFS American Hospital Formulary Service published by the American Society of Health-System Pharmacists 
b Since 1938, manufacturers of drugs/therapeutic chemicals have submitted to the FDA New Drug Applications (NDAs) 
for the same or different dosage forms 
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Issues in Clinical Study Designs
General Overview of the Statistical 25 
Jialu Zhang 

Abstract 

This chapter introduces statistical issues often 
encountered in confirmatory clinical studies in 
a typical setting - randomized trials with paral-
lel group design. Starting with some basic 
statistical concepts such as hypothesis testing 
and type I error, the chapter covers fundamen-
tal statistical issues that one should understand 
when designing a clinical trial, for example, 
how to plan the sample size, why we need 
multiplicity adjustment in a trial, what is an 
estimand, how to prevent missing data. Adap-
tive design is also briefly discussed in the last 
section. Although the concepts are discussed 
under the confirmatory clinical study setting, 
many principles in this chapter also apply to 
exploratory studies. 
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25.1 Introduction 

A clinical development program of a medical 
intervention usually starts with animal studies. If 
the intervention is proven to be safe enough to test 
in human, early phase studies in human, e.g., 
phase I and phase II studies, will be conducted. 
Phase I trials are mostly conducted in a small 
number of health volunteers to test dose limiting 
toxicity and dose response. Oncology drugs can 
be exceptions that phase I trials may directly use 
patients rather than health volunteers. Phase II 
trials are exploratory and hypothesis generating 
in nature. Information on efficacy and safety from 
the phase II trials are used to design the confirma-
tory clinical trials. A confirmatory trial is 
designed to address the clinical question of inter-
est and confirm clinical hypotheses. Statistical 
issues vary in clinical studies with different 
objectives. This chapter will focus on the statisti-
cal issues in the confirmatory clinical trials in a 
typical setting – randomized trials with a parallel 
group design. And since majority of the confir-
matory clinical trials use frequentist approach, 
only frequentist statistical methods are discussed 
in this chapter. This does not mean that Bayesian 
methodology should not be used in the confirma-
tory clinical trials, but such discussion will need a 
separate chapter or even a book. 

In this chapter, Sect. 25.2 introduces the 
framework that’s commonly used in clinical trials 
to determine the effectiveness of a treatment and 
the concept of type I error rate. Section 25.3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_25&domain=pdf
mailto:Jialu.zhang@fda.hhs.gov
https://doi.org/10.1007/978-981-99-1284-1_25#DOI


discusses the sample size planning in a clinical 
trial, which is an important part of a study design 
to ensure precision. Section 25.4 explains multi-
plicity adjustment. In a clinical trial with multiple 
endpoints or doses or patient populations, multi-
ple hypotheses will be tested. Multiplicity adjust-
ment will keep the false positive conclusion at a 
low level. Section 25.5 reviews a relatively new 
concept that was brought into clinical trials in 
2017, estimands. By examining what treatment 
effect we really want to estimate, the estimand 
framework intends to bring clarity in describing 
the benefit and risk of a treatment. Section 25.6 
touches upon the concept of adaptive design. 
Adaptive design offers flexibility in conducting 
confirmatory clinical trials under specific statisti-
cal methodology and in a pre-planned setting. By 
introducing a few most simple and well-studied 
adaptive design, the section offers readers a flavor 
of adaptive design. 
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25.2 Type I Error Rate 

Hypothesis testing is commonly used framework 
to determine whether a treatment is effective in a 
clinical trial. A statistical test is conducted to 
determine whether the data are such that the null 
hypothesis, e.g., the experimental drug has no 
treatment effect, can be rejected, leading to the 
conclusion that the treatment is effective. 

Let H0: μ = 0 be the null hypothesis and H1: 
μ ≠ 0 be the alternative hypothesis. μ is the true 
treatment effect and u is the observed or sample 
treatment effect. The null hypothesis that the 
experimental treatment has no effect can be 
expressed as H0: μ= 0. Rejecting the null hypoth-
esis leads to the conclusion that the alternative 
hypothesis of an effective treatment is true. In 
fact, when the null hypothesis is rejected, it only 
means that the results are unlikely to occur if the 
null hypothesis is true. P(u > 0| μ = 0) is the 
probability that study data show a treatment effect 
when the true treatment effect is zero. This prob-
ability is called the type I error rate. 

Controlling the overall type I error rate in a 
clinical study is important. A higher type I error 
rate means a higher chance of false positive, 

where an ineffective treatment is concluded to 
be effective. Such a false conclusion can lead to 
ineffective experimental treatments receiving 
marketing approval for patients to use. Confirma-
tory trials used for regulatory approval often have 
a controlled overall type I error rate. A conven-
tional level of two-sided type I error rate in a 
clinical trial is α = 0.05, which means that there 
is a 2.5% chance of drawing a false conclusion 
that the treatment is effective when the treatment 
has zero effect. Note that the two-sided type I 
error stems from two-sided hypothesis testing 
where alternative hypothesis is H1: μ ≠ 0. A 
two-sided type I error rate of α = 0.05 means 
there is a 5% chance of drawing a false conclu-
sion that the treatment is different from the pla-
cebo, which is equivalent to a 2.5% chance of 
concluding the treatment is better than the pla-
cebo and 2.5% chance of concluding the treat-
ment is worse than the placebo. 

Let α be the level that the overall type I error 
rate should be controlled for a study. To test a 
hypothesis, a p-value based on the observed study 
data needs to be computed. P-value is the proba-
bility of observing a result at least as extreme as 
the observed study result if the null hypothesis is 
true. A p-value of 0.01 means that if the treatment 
indeed has no effect, there is only 1% chance to 
observe a study result that’s more extreme than 
the current result. In other words, the chance that 
the null hypothesis is true is small. The P-value 
calculated from the observed study data is com-
pared with a pre-specified α level, e.g., 0.05. If the 
p-value is smaller than α, the null hypothesis is 
rejected. 

It is possible that a hypothesis test fails to 
reject the null hypothesis, therefore one cannot 
conclude that the treatment is effective, when the 
experimental treatment is indeed effective. Such 
an erroneous conclusion is called a type II error, 
or false negative. Often this occurs when the 
sample size is not sufficiently large to overcome 
the uncertainty around the estimate of the treat-
ment effect. In a clinical trial, one also wants to 
keep the type II error rate reasonably low so that a 
study can demonstrate the effectiveness of an 
experimental treatment if the treatment is indeed 
effective. Table 25.1 illustrates type I and type II



error rates. Power is the probability of drawing 
the correct conclusion that a treatment is effective 
when the treatment is effective. Computationally, 
power equals 1 minus the probability of a type II 
error. A study with good power would have a 
high probability to reject the null hypothesis for 
a meaningful treatment effect size and demon-
strate the efficacy of the treatment when the treat-
ment is truly effective. This is referred to as a 
sufficiently powered study. In practice, one may 
want to have at least 80% power for a study at a 
meaningful treatment effect size. 
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Table 25.1 State of nature and decision 

Decision 

Null hypothesis is rejected and 
hypothesis testing concludes there is a 
treatment effect 

Null hypothesis is NOT rejected and 
hypothesis testing concludes there is no 
treatment effect 

State 
of 
Nature 

An experimental 
drug has NO 
treatment effect 

Type I error (false positive) Conclusion is correct 

An experimental 
drug has a treatment 
effect 

Conclusion is correct Type II error (false negative) 

A clinical trial should be designed with the 
chance of false positive and false negative kept 
at a reasonably low level. 

25.3 Sample Size 

Sample size calculation in a clinical trial is a 
critical step. The computation of sample size 
depends on the objective of the study as well as 
the metrics we choose to use. A properly designed 
trial with good sample size can provide a reliable 
estimate of the treatment effect size with good 
precision. If one were to demonstrate that an 
experimental treatment is more effective than the 
control treatment in a randomized clinical trial, 
several factors should be considered for the sam-
ple size planning: (1) what is the expected treat-
ment effect for the experimental treatment on the 
endpoint of interest? (2) what’s the uncertainty 
around that expected treatment effect? (3) what is 
the overall type I error rate for the study? (4) what 
is the power at a selected meaningful effect size? 
The sample size calculation usually is based on 

such information. The larger the expected treat-
ment effect size, the smaller the sample size to 
have the desired power. But if the variability 
surrounding the estimated treatment effect is 
also large, then one needs to consider a larger 
sample size to overcome the uncertainty and dem-
onstrate the efficacy of the treatment. 

An important consideration for the sample size 
calculation is the expected treatment effect. The 
selected value is often based on prior studies and 
existing knowledge. This value should be a clini-
cally meaningful effect size. A tiny estimated 
treatment effect can lead to rejecting the null 
hypothesis when the sample size is very large. 
For example, one can conduct a hypertension 
study using thousands of subjects and show an 
estimated treatment effect of a decrease of 
1 mmHg or less in systolic blood pressure that 
leads to rejecting the null hypothesis. But this 
treatment effect size is fairly trivial and not clini-
cally meaningful. 

In some pediatric or rare disease studies, the 
sample size is limited by feasibility. While treat-
ment may be effective, there are not enough 
patients to recruit for routine hypothesis testing 
on a traditional clinical endpoint. Statistical 
methodologies and endpoints beyond the conven-
tional way, e.g., Bayesian borrowing, real-world 
data, and bridging biomarkers, can be utilized to 
demonstrate the treatment efficacy. 

If the primary objective of a study is to evalu-
ate the safety profile of a treatment, the sample 
size consideration can be different from what is 
discussed above. In a safety study, the sample size 
should be large enough to rule out an unaccept-
able increase of critical adverse events. The ICH



E1 guidance provided some guidelines and 
principles for sample size and drug exposure for 
safety studies [1]. To characterize the adverse 
drug events occurring within the first few months 
of the treatment, ICH E1 suggested that 300 to 
600 exposed subjects should be adequate to 
“observe whether more frequently occurring 
events increase or decrease over time as well as 
to observe delayed events of reasonable fre-
quency (e.g., in the general range of 0.5% to 
5%)”. ICH E1 also recommended that “the total 
number of individuals treated with the investiga-
tional drug, including short-term exposure, will 
be about 1500” and 100 patients exposed for a 
minimum of one year. Such a general standard is 
not applicable in some circumstances and 
exceptions are discussed in ICH E1. 
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25.4 Multiplicity Adjustment 

A clinical trial usually has multiple endpoints and 
may have multiple doses or include multiple 
patient populations. Multiple hypotheses testing 
each at a type I error rate of 5% can lead to an 
increased chance of at least one false positive 
conclusion. For example, assume that a single 
hypothesis testing in a study has a 5% of chance 
of drawing a false conclusion that the treatment 
works when the treatment is not effective. If one 
tests two different endpoints with the treatment, 
there are two null hypotheses for hypotheses test-
ing, each with 5% chance of false positive. What 
is the probability of making a false conclusion 
about the treatment? Under the condition that the 
two hypotheses are independent of each other, the 
probability can be written as follows. 

P (at least one null hypothesis is rejected when 
the treatment is not effective) 
=1–0.95 × 0.95 = 0.0975 > 0.05. 

The chance of drawing a false conclusion that 
the treatment works almost doubled. This infla-
tion of the overall type I error rate in a trial can be 
substantial as the number of hypotheses increases 
without any adjustment to the type I error rate for 
the individual tests. To control the overall type I 
error rate, proper multiplicity adjustment needs to 
be implemented to ensure that the chance of 
making at least one false positive conclusion is 

capped at a given level. Confirmatory phase 
3 studies should include a pre-specified plan for 
multiplicity testing and control of the overall type 
I error rate. 

There are many ways to adjust for multiplicity. 
Some well-known multiple step methods are 
listed below. 

25.4.1 Bonferroni Method 

Bonferroni adjustment simply divides the total α 
level by the total number of hypotheses to be 
tested. If we set the overall type I error rate to be 
5% for a study with three endpoints to be tested, 
the Bonferroni method divides the 5% among 
three endpoints 0.05/3 = 0.0167 so that each 
hypothesis will be tested at α = 0.0167. 
Bonferroni method is a simultaneous testing 
method. The rejection of a hypothesis does not 
depend on other hypotheses and the order of 
testing does not matter. Bonferroni method can 
be very conservative for individual tests when the 
number of hypotheses tested becomes large. If 
there are 10 hypotheses tested, each test needs to 
show a p-value <0.05/10 = 0.005 to reject the 
null hypothesis. The power for an individual test 
will decrease quickly as the number of 
hypotheses increases. 

25.4.2 Holms Procedure 

Holms procedure is a step up procedure [2]. One 
needs to first order the p-values from all hypothe-
sis tests from smallest to largest. Assuming there 
are m hypotheses, the Holm procedure first 
compares the smallest p-value to α/m. If the 
smallest p-value is less than α/m, then the 
p-value is considered significant. One can then 
move on to the second smallest p-value and com-
pare it with α/(m - 1). If this second smallest 
p-value passes the test, one can move on to the 
third smallest p-value. The procedure continues 
until a p-value cannot pass the test. All p-values 
beyond that are considered non-significant. This 
multiple testing procedure is less conservative 
than the Bonferroni method.
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25.4.3 Hochberg Procedure 

Hochberg procedure is a step down procedure 
[3]. In this procedure, p-values are ordered and 
compared to critical values α, α/2, α/3, . . ., α/m. 
But instead of starting with the smallest p-value, 
the Hochberg procedure starts with the largest 
p-value and moves down to smaller p-values. 
Unlike the Bonferroni method and Holms proce-
dure, the Hochberg procedure is not assumption 
free and may not control the overall type I error 
rate in some situations when the results of the 
statistical tests are negatively correlated. 

25.4.4 Sequential Test Procedure 

In this procedure, hypotheses are tested according 
to the prespecified order. The order is generally 
based on the study objectives and clinical ques-
tion of interest and should be pre-specified before 
any of the hypothesis testing. Full α can be passed 
down to the next hypothesis as long as the prior 
hypothesis wins. However, once a test fails to 
reject the null hypothesis, all hypotheses after 
that can no longer be tested. For example, one 
plans to test the time to hospitalization for heart 
failure endpoint after the 6-minute walk distance 
(6MWD) endpoint. The clinical trial has 
two-sided α = 0.05. If the 6MWD endpoint fails 
to show statistical significance, the testing will 
stop at the 6MWD endpoint even if the hospitali-
zation for heart failure endpoint may have a 
p-value<0.05, which is nominally significant. 
The sequential testing procedure is often used in 
clinical trials due to its simplicity. One needs to 
carefully think of the order of the hypotheses at 
the planning stage, e.g., which hypothesis should 
be tested first. 

25.4.5 Gatekeeping Test Procedure 

This procedure groups the primary endpoints and 
secondary endpoints into families [4]. Each fam-
ily may contain multiple hypotheses. The proce-
dure dictates how to pass α from one family to the 

other. It can be further classified into serial gate-
keeping and parallel gatekeeping. Parallel gate-
keeping can branch out and pass partial α to the 
next family while serial gatekeeping cannot. 

25.4.6 Graphical Approach 

Bretz et al. proposed an approach that uses 
graphic illustration to display how the alpha can 
be passed among multiple hypotheses [5, 6]. The 
approach offers flexible α allocation and intuitive 
illustration. The overall type I error is controlled 
as long as the following rules are followed. Each 
hypothesis is assigned an initial α level and the 
sum of the initial α levels needs to be equal to the 
total α. Once a hypothesis is rejected, the α 
assigned to that hypothesis is allowed to be 
passed to other hypotheses. Fractions of that ini-
tial α (between 0 to 1) can be passed to other 
hypotheses, but the total weight should sum up 
to 1. 

Many multiple procedures mentioned above 
can be illustrated using the graphical approach. 
Figure 25.1 is a graphic illustration of a multiplic-
ity testing procedure. H1 is the hypothesis for the 
primary endpoint and the full α = 0.05 is initially 
allocated to H1. H2, H3 and H4 are the three 
hypotheses for the three secondary endpoints. 
The initial α allocated to H2, H3 and H4 are 
zero so only the primary endpoint (H1) is tested 
first. Of the three secondary endpoints, H2 and 
H3 are key secondary endpoints and considered

H1 

H2 H3 

H4 

1/2 1/2 

9/10 

9/10 

1/10 1/10 

0 0 

0 

Fig. 25.1 Graphic illustration



more important. If H1 is not rejected, then the 
total α is used up and nothing can be passed down 
to any other hypotheses. The testing will stop. If 
H1 is rejected, the α allocated to H1 will be 
divided equally and passed down to H2 and H3. 
H2 and H3 each will get α/2 = 0.025 and be 
tested after the primary endpoint. If only one of 
these two hypotheses (e.g., H2) is rejected, the 
majority of its alpha (9/10 of α/2) will be recycled 
to the other key secondary endpoint (in this case, 
H3). H3 can be tested again using α/2 + α/ 
2 × (9/10) = 0.025 + 0.025 × 0.9 = 0.0475. 
This will increase the chance for H3 to be 
rejected. If both H2 and H3 are rejected, the α 
allocated to both H2 and H3 will be passed down 
to test H4. If H2 is rejected but H3 is not rejected 
despite the alpha recycling, H4 still can be tested 
since a small portion of α will be passed from H2 
to H4. But H4 will be only tested at a very low 
alpha level α/2 × (1/10) = 0.005. The overall type 
I error rate of making at least one type I error is 
controlled at α. Alpha allocation can be flexible 
depending on the objective of a trial. In this case, 
the procedure recycles alpha to increase the 
chance of rejecting the hypotheses for the two 
key secondary endpoints. H4 is put to low priority 
and only receives a very small fraction of alpha 
for testing unless both key secondary endpoints 
win.
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Multiplicity problems are common in clinical 
trials. Multiple doses, treatment arms, visits, 
endpoints and patient populations all can lead to 
multiple hypothesis testing. Depending on the 
objectives of a study, not all scenarios require a 
multiplicity adjustment but one should be cau-
tious in interpreting results when there are multi-
ple hypotheses tested and multiplicity adjustment 
is not used. For example, subgroup analyses are 
regularly performed in clinical trials to further 
investigate the treatment effect in various 
subgroups. The number of subgroups examined 
in a trial can range from a few to over 30. Because 
these subgroup analyses usually are to examine 
the consistency of treatment effect among 
subgroups for exploratory purpose, no multiplic-
ity adjustment is done. If a specific subgroup 
showed a much larger or smaller treatment effect 
than the rest of the population, such results should 

be considered hypothesis generating and need 
further confirmation. 

25.5 Estimand 

A clinical trial is to understand and answer spe-
cific clinical questions of interest. In a 6-month 
trial to study an experimental treatment on a 
6-min walk distance in patients with pulmonary 
arterial hypertension (PAH), a patient may 
encounter various events before the end of the 
study. The patient may: (1) die; (2) discontinue 
the treatment due to some adverse reaction; 
(3) discontinue the treatment due to lack of effi-
cacy; (4) start to use some prohibited medicine or 
a rescue therapy; (5) discontinue the study and 
withdraw consent. If we estimate the treatment 
effect in the study, e.g., the change from baseline 
in 6-min walk distance at Month 6, exactly what 
treatment effect is it that we estimate? Is it the 
treatment effect regardless of whether patients 
took rescue therapy? Is it the treatment effect 
observed until patients went off their treatment? 
Is it the treatment effect regardless of whether 
patients died? Is it the treatment effect where 
patients who died are considered failures? The 
answers to these questions are closely related to 
the clinical question of interest that the study is 
designed to address. 

ICH E9 R1 (Statistical Principles for Clinical 
Trials: Addendum: Estimands and Sensitivity 
Analysis in Clinical Trials) in 2017 introduced 
the estimand framework [7]. The intention is to 
provide clarity in describing the benefit and risk 
of the treatment by aligning the clinical questions 
of interest with the study design, conduct and 
analysis. In ICH E9 R1, estimand “defines the 
target of estimation for a particular trial objec-
tive”. An estimand defines what is to be 
estimated. 

The one important concept brought by 
estimand framework is the intercurrent events. 
ICH E9 R1 defines intercurrent events as “the 
events occurring after treatment initiation that 
affect either the interpretation or the existence of 
the measurements associated with the clinical 
question of interest.” In addition to the study



population and the endpoint, the patient journey 
through the trial period is also taken into consid-
eration in the clinical question of interest in the 
estimand framework. Using the same example 
above, in a 6-month PAH trial, a patient may: 
(1) die; (2) discontinue the treatment due to 
some adverse reaction; (3) discontinue the treat-
ment due to lack of efficacy; (4) start to use some 
prohibited medicine or a rescue therapy; (5) dis-
continue the study and withdraw consent. In the 
above scenarios, (1)–(4) are intercurrent events. 
Measurements affected by the intercurrent events 
should be differentiated from missing data. For 
example, the measurements after discontinuation 
of treatment or initiation of rescue therapy may 
not be relevant to the treatment effect of interest, 
but the measurements after the intercurrent events 
may still be collected and therefore are not con-
sidered missing data. Intercurrent events will 
occur in clinical practice so there is no need to 
avoid intercurrent events. Rather one should con-
sider all possible intercurrent events and how they 
should be handled within the chosen estimand 
framework. 
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It is of note that in the estimand framework, 
discontinuation from study or administrative cen-
soring is not considered intercurrent events. The 
Estimand framework redefines missing data as 
“data that would be meaningful for the analysis 
of a given estimand but were not collected”. 

Missing data should be minimized and 
avoided in the clinical trials. In the study design 
stage, steps can be implemented to retain patients 
and prevent missing data. Efforts should be made 
to continue following patients after they 
discontinued treatment. Patients can still be 
followed if they discontinued treatment in the 
study but not after they discontinued the study. 
Therefore, a study protocol should clearly differ-
entiate treatment discontinuation from study 
withdrawal. Reasons for treatment discontinua-
tion should be sought from the patients or 
practitioners during the trial. The reasons for 
treatment discontinuation provide useful informa-
tion and can imply very different outcomes. For 
example, is the discontinuation of treatment due 
to an adverse event or ineffective treatment? In 
addition, site investigators can be trained about 

the importance and steps to prevent missing data. 
Patient participation can be encouraged by 
including a statement in the consent form to edu-
cate patients about the scientific importance of 
their data even if they discontinue study treatment 
early. 

When designing a clinical trial, it is best to 
start with an estimand of interest and design the 
trial based on this estimand. Rather than diving 
directly into the analysis methods, the estimand 
framework requires one to first think of what to 
estimate in the context of a clinical question of 
interest before getting to the analysis methods. To 
define an estimand in a trial, five attributes are 
needed. 

1. Treatment 
2. Population 
3. Endpoint 
4. Intercurrent events 
5. Population-level summary 

Identifying any potential intercurrent events and 
planning the approach to address these intercur-
rent events are crucial at the study design stage. 
There are five different strategies to address how 
the intercurrent events should be handled. 

Treatment policy strategy: This strategy is 
most frequently used and well accepted. If we are 
interested in estimating the treatment effect 
regardless of the intercurrent events, e.g., patients 
discontinued the treatment or used rescue therapy, 
then a treatment policy strategy should be used. 
Patients in many cardiovascular outcome trials 
were followed until they had a primary event or 
reached the end of the study regardless of con-
comitant medication or treatment discontinuation. 
This is a treatment policy strategy. 

Composite variable strategy: The intercur-
rent event becomes part of the endpoint in this 
strategy. For example, in a trial comparing the 
treatment failure rate in the two treatment groups, 
specific intercurrent events, such as death or tak-
ing rescue medication, can be considered as a 
failure event, and included in the analysis. 

Hypothetical strategy: In a trial where 
patients are allowed to take rescue medication, 
but one wants to estimate the treatment effect as 
if the rescue therapy is not available, a



hypothetical strategy should be used in such a 
case. This strategy is assumption-based. Imputa-
tion for the measurements after the rescue medi-
cation would be based on certain hypothetical 
assumptions as if the rescue medication were not 
available for these patients. 
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While-on-treatment strategy: This strategy 
is often used in safety studies where one is inter-
ested in assessing safety signals when patients are 
exposed to the treatment. 

Principal stratum strategy: This strategy is 
associated with a subpopulation due to certain 
intercurrent events that become the clinical ques-
tion of interest. For example, one may be inter-
ested in understanding the treatment effect in the 
patient population who were able to tolerate the 
treatment in a study. 

If a substantial number of patients had inter-
current events in a trial, e.g., a large number of 
patients took rescue medication or discontinued 
treatment, the choice of different strategies can 
lead to different conclusions. Generally speaking, 
treatment policy type estimand provides the best 
reliable estimate. However, sometimes hypotheti-
cal estimand or other types of estimand may bet-
ter address the clinical question of interest. If a 
different estimand was proposed for the primary 
analysis in the study, it can be helpful to include 
supplementary analyses that are based on all 
observed data (i.e., a treatment policy approach). 
Hypothetical type estimand is usually based on 
one specific potentially plausible assumption, for 
example, in some renal trials, one may assume 
that the kidney function in patients who took 
rescue medication would deteriorate at a similar 
rate as the placebo patients over the trial period if 
the rescue medication was not available. Never-
theless, the approach still relies on the assumption 
that the patients’ eGFR trajectory would not prog-
ress too rapidly over the trial period. So additional 
sensitivity analyses that systematically and com-
prehensively explore the space of plausible 
assumptions should be conducted. 

25.6 Adaptive Design 

Over the years, statistical methodologies have 
been developed to allow more flexible study 

designs. If properly done, adaptive design allows 
a study to make adjustments based on the new 
information collected from the trial without inflat-
ing the type I error rate or affecting the study 
integrity. While adaptive designs allow certain 
flexibility to make changes in an ongoing trial, it 
does not mean changes can be made post-hoc and 
without proper adjustment. Careful planning is 
more important than ever in adaptive design. 

The most well-studied adaptive design is 
group sequential design. By pre-specifying stop-
ping criteria, a trial can be stopped early for 
futility or efficacy. Futility stopping allows trials 
to be terminated early and avoid wasting trial 
resources if early data indicate an ineffective 
treatment. Futility stopping boundary is deter-
mined such that the treatment has very low 
chance to succeed based on the interim look. It’s 
better to make the futility boundary non-binding. 
Non-binding futility boundary means that the 
boundary is set in the way that non-compliance 
to the futility stopping rule would not affect the 
overall type I error rate in the trial. Sometimes one 
may not be ready to terminate a trial yet even if 
the pre-specified futility boundary is met. In such 
a case, if the futility boundary is non-binding, the 
overall type I error rate would not be affected. 

Efficacy stopping boundary allows a trial 
showing overwhelming efficacy results to be 
stopped earlier, thus reducing the number of trial 
subjects needed and speeding up the process to 
make the effective treatment available. There are 
a number of approaches in early efficacy stopping 
[8–12]. Most efficacy stopping criteria allocate a 
very small α for early efficacy stopping to incor-
porate the greater uncertainty in the early estimate 
of the treatment effect. A trial should only be 
stopped early for efficacy when the treatment 
shows overwhelming treatment effect at the 
interim look. Unlike a non-binding futility stop-
ping, it is important to adhere to the pre-specified 
efficacy stopping rule. Adjusting the number of 
interim looks or the timing of the interim looks 
based on the ongoing study information can 
inflate the type I error rate and raise concerns on 
the study integrity. 

Another commonly used adaptive design is 
sample size re-estimation. While group sequential 
design is intended to save sample size, sample
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size re-estimation is often used to maintain trial 
power in case the true treatment effect is clinically 
meaningful but smaller than expected in the initial 
sample size planning. Sample size re-estimation 
can be either blinded or unblinded. 
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Blinded sample size re-estimation is a well-
characterized adaptive design. The sample size 
re-estimation is based on the treatment-blind 
information in the study, e.g., pooled variance or 
overall event rate. The sample size can be updated 
with the new estimated pooled variance. 
Although in theory, blinded sample size 
re-estimation can be done at any time during the 
trial and would not inflate the type I error, it is a 
good practice to pre-plan the timing of the blinded 
sample size re-estimation in a confirmatory trial 
and keep good documentation so that the sample 
size change can be verified by independent 
parties. 

Many cardiovascular outcome trials are event-
driven trials. Such studies are designed with a 
fixed number of primary endpoint events. If the 
total number of events is fixed, the total number 
of subjects to recruit can be increased or 
decreased if the overall event rate is lower or 
higher than expected. This change in sample 
size does not affect the overall type I error rate. 

Sample size re-estimation can also be 
unblinded. In the unblinded sample size 
re-estimation, by-arm information, e.g., estimated 
treatment effect at an interim look, will be used to 
re-estimate the sample size. Specific analysis 
methods and adaptation rules are needed in the 
unblinded sample size re-estimation to control the 
overall type I error rate. Statistical methodologies 
have been developed, e.g., combining test statis-
tics or p-values from data prior and post sample 
size re-estimation [13–15]. A methodology using 
conventional unweighted test statistic was also 
developed with the condition that sample size is 
only increased when interim results are promising 
[16, 17]. Such methodology requires even higher 
standards of compliance to the pre-specified anal-
ysis and adaptation rule. 

Other adaptive designs include adaption to 
patient population or treatment arms or endpoints 
[18]. In all adaptive designs, emphasis should be 
made to pre-planning and study integrity. To 

maintain study integrity, analysis methods and 
adaptation rules should be clearly pre-specified 
and be fully complied with. Failure to do so can 
substantially compromise the type I error proba-
bility and the credibility of study conclusion. 

Also, a detailed operating procedure should be 
created and followed to minimize operational 
bias. For example, maintaining confidentiality to 
interim results is important to prevent operational 
bias. In general, by-arm results should not be 
released to the public based on an interim analysis 
while the study is ongoing. Such knowledge of 
interim results can potentially impact the ongoing 
conduct of the trial in ways that are difficult for 
one to predict [19]. 

25.7 Concluding Remarks 

It’s important to mentioned that for any clinical 
trials intended to support a market approval of an 
experimental treatment, details on study design 
should be clearly written before the trial starts. 
Statistical analyses on key endpoints should be 
prespecified and statistical analysis plan should 
be finalized before a considerable amount of data 
is accumulated in the trial. 

This chapter introduces some key statistical 
concepts in designing a clinical trial and mainly 
focuses on the statistical issues in confirmatory 
clinical studies. Many other designs, such as a 
non-inferiority trial or a cross-over study, are not 
discussed here. Nevertheless, for anyone who is 
not a statistician, hopefully this chapter provides a 
glimpse of the statistical world in the clinical trial. 
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and Its Application in Clinical Research
Introduction to Pharmacoepidemiology 26 
Efe Eworuke 

Abstract 

Pharmacoepidemiology, a sub-specialty of 
epidemiology involves the study of the use 
and effects (beneficial and safety) of drugs on 
large numbers of people using principles and 
methods of epidemiology and biostatistics. 
Originally, pharmacoepidemiology focused 
on the study of the adverse events associated 
with medication exposure. However, the field 
has evolved, and includes drug utilization 
studies such as studies to assess medication 
adherence, adherence to treatment guidelines, 
identifying diseased undertreated population 
as well as effectiveness assessments such as 
understanding the effectiveness in real-world 
clinical settings, dose-response relationships, 
and drug-drug interactions. 
Pharmacoepidemiology involves the applica-
tion of study design methods and analytical 
techniques on large comprehensive databases 
to obtain measures of risk or effectiveness 
associated with drug therapies. Interpretation 
of these measures should be conducted in the 
context of the study design methodology and 
the limitations of the databases. In this chapter, 
I present a broad overview of 

pharmacoepidemiology methods, and the 
measures of risk or effectiveness associated 
with each study design method, highlighting 
the types of bias that can be introduced by 
conducting these analyses. 

E. Eworuke (✉) 
Division of Epidemiology, Office of Surveillance and 
Epidemiology, Center for Drug Evaluation and Research, 
US Food and Drug Administration, Silver Spring, MD, 
USA 
e-mail: efeeworuke@gmail.com 

# The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
G. Jagadeesh et al. (eds.), The Quintessence of Basic and Clinical Research and Scientific Publishing, 
https://doi.org/10.1007/978-981-99-1284-1_26 

409

Keywords 

Pharmacoepidemiology · Epidemiology · 
Observational study · Bias · Non-randomized · 
Database 

26.1 Introduction 

Epidemiology is the study of the distribution and 
determinants of health-related events or states in 
specified populations [1]. Epidemiology is 
referred to as the basic science of public health 
because it is applied to control or address health 
problems [2]. To examine the distribution of dis-
ease, we assess the frequency (number of events, 
rate, or risk) of the disease and patterns of disease 
occurrence. Epidemiology is a quantitative disci-
pline building upon the knowledge of probability, 
statistics, and research methods. Statistics or sta-
tistical inference is the process of drawing 
conclusions about an entire population based on 
the data from a sample. 

Pharmacoepidemiology is a sub-specialty of 
epidemiology. It involves the study of the use 
and effects of drugs on large numbers of people. 
It applies principles and methods of epidemiology
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to study the effects (effectiveness and safety) of 
drugs on a large number of people [3]. Initially, 
pharmacoepidemiology stemmed from studying 
adverse drug effects i.e., safety, but has now 
expanded to other topic areas such as drug utili-
zation studies (medication adherence, adherence 
to treatment guidelines, identifying diseased 
undertreated populations) and effectiveness 
assessments including understanding the 
effectiveness in real-world clinical settings, 
dose-response relationships, and drug-drug 
interactions. Pharmacoepidemiology applies 
study design methods and analytical techniques 
on large, comprehensive databases. Findings 
from these studies, i.e., measures of risk or effec-
tiveness must be interpreted in the context of 
limitations. In this section, I cover topics in 
pharmacoepidemiology: hypothesis generating 
and hypothesis testing designs, sources of sys-
tematic errors (bias) and data sources used in 
clinical research. 
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26.2 Hypothesis Generating Study 
Designs 

Hypothesis generating studies are initially used to 
identify patterns of association between exposure 
and outcome. Often, further studies are necessary 
to formally test the hypothesis developed to prove 
causation or association. These studies describe 
the occurrence of disease by place, time or popu-
lation, or present a hypothetical association 
between exposure and outcome. Hypothesis 
generating studies include case series and cross-
sectional studies conducted at the individual 
patient level and ecologic studies conducted at a 
group (of patients) level respectively. 

26.2.1 Case Series 

A case report describes a single patient with a 
particular outcome (e.g., adverse drug event), fol-
lowing drug exposure or disease occurrence. A 
case series is a series of related case reports. It 
presents reports of multiple patients with the same 
adverse drug event looking at prior drug 

exposures to investigate a potential association 
or reports of patients exposed to the same drug. 
The case series provides detailed information 
about the exposure-outcome relationship under 
investigation including patient characteristics 
such as gender, race or age and other clinical 
details on concomitant exposure or comorbidities. 
These data have some limitations. Case series 
cannot provide the incidence or frequency of the 
disease or adverse event because the population 
at risk for the outcome is unknown. There is also 
no control or comparison group and often 
outcomes that occur long after exposure can be 
challenging to evaluate in a case series. An exam-
ple of a case series is the FDA Adverse Event 
Reporting System (FAERS) database (FAERS 
Public Dashboard). This database contains 
valuable information on adverse events and 
medication error reports. Since its inception, 
FDA has received millions of cases submitted 
voluntarily by consumers or healthcare 
professionals or mandatorily submitted by drug 
manufacturers [4]. 

To evaluate causation between exposure and 
outcome in a case series, we rely on select 
Bradford Hill criteria [5, 6]. These criteria include 
the expected temporality between exposure and 
outcome, evidence of positive de-challenge 
and/or rechallenge, consistency of the association 
with other products in the same pharmacological 
class, supporting evidence from other studies and 
the absence of alternative explanations. Data 
mining methods [7, 8] such as the proportional 
reporting ratio (PRR), the reporting odds ratio 
(ROR), the information component (IC), and the 
Empirical Bayes Geometric Mean (EBGM) have 
been developed to quantify the association 
between a drug and an adverse event or a drug-
associated adverse event. 

26.2.2 Cross-Sectional Studies 

Cross-sectional studies are another type of study 
design used for hypothesis generation. In these 
studies, information on exposures and outcomes 
are collected at the same time. The data are col-
lected from a sample, or a cross-section of a



population to get a snapshot of that population at 
a certain point in time. A cross-sectional study 
might be repeated over time to look at trends, but 
the same individuals are not being followed over 
time. Cross-sectional studies can give measures 
of frequency called prevalence. Prevalence 
measures the proportion of individuals with a 
certain characteristic, risk factor or disease at 
one point in time or during a specific period. 
National surveys such as the National Survey of 
Children’s Health (NSCH) or the National Survey 
on Drug Use and Health (NSDUH) are examples 
of cross-sectional studies. 
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The measures of association between exposure 
and outcome in cross-sectional studies include the 
prevalence ratio, prevalence odds ratio and prev-
alence difference. The prevalence ratio (PR) is 
the ratio of the prevalence of adverse events in 
the exposed group divided by the prevalence of 
the adverse events in the unexposed or compara-
tor group. The prevalence odds ratio (POR) is the 
odds of an adverse event in the exposed group 
divided by the odds of an adverse event in the 
unexposed or comparator group. The prevalence 
difference (PD) is the prevalence of the adverse 
event in the exposed group minus the prevalence 
of the adverse event in the unexposed or compac-
tor group. When the PR or POR is equal to 1, the 
prevalence of disease in the exposed and in the 
unexposed or comparator are the same; when PR 
or POR is less than 1, the prevalence of disease in 
the exposed group is less than the prevalence in 
the unexposed group and when PR or POR is 
greater than 1, the prevalence of disease in the 
exposed group is greater than the prevalence in 
the unexposed group. For PD, the prevalence in 
both exposed and unexposed are the same when 
PD = 0 and prevalence is greater in the exposed 
when PD >0 and lower in the exposed group 
when PD <0 compared to the comparator group. 

A major limitation of the cross-sectional study 
design is the inability to confirm the temporal 
sequence of exposure and outcome because 
these data are collected at the same time. As 
noted previously, temporality is one of the key 
features in establishing causation between 

exposure and outcome. Another potential bias is 
the incidence-prevalence bias also known as 
selective survivor bias. Because the measure of 
association between drug and exposure is 
conducted in a sample of the population that 
reflects the risk of getting the disease, duration 
of disease and likelihood of surviving the disease 
up to the point that the data is inherently col-
lected. Therefore, for outcomes such as mortality, 
the measures of association from a cross-sectional 
study may be underestimated in an exposed group 
(if the exposure of interest reduces the risk of 
mortality) compared to an unexposed group. 
Cross-sectional survey studies are also subject to 
non-response or volunteer bias if the participants 
in the survey are systematically different from the 
nonparticipants. 

26.3 Hypothesis Testing Study 
Designs 

In this section, I will discuss the study designs that 
can be used to test the exposure-outcome associa-
tion inferred from case series or cross-sectional 
study designs. Randomized clinical studies remain 
the gold standard study design to test the hypothesis 
between exposure and outcome (also, see 
Chaps. 21–23). Random allocation and blinding 
of exposure assignment are desirable features of a 
study to determine the causal association between 
exposure and outcome. Randomization ensures that 
the exposed and unexposed groups are exchange-
able, therefore only the exposure of interest could 
have led to the outcome. Blinding the treatment 
group to both investigator and participants removes 
subjective assessment of certain outcomes. In 
observational studies, there is no random allocation 
of treatment assignment, rather the receipt of one 
treatment over the other is influenced by patient 
characteristics and physician prescribing behavior. 
Due to the absence of randomization, exposure 
groups in observational studies are not exchange-
able and causal inference can only be derived by 
implementing study design and analytical 
approaches to address potential bias. Potential



biases and proposed remedies are discussed below. 
Observational studies include cohort, case-control, 
and self-controlled study designs. 
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26.3.1 Cohort Study Design 

A cohort study is a longitudinal study design, 
proceeding from exposure to outcome to deter-
mine the association between the exposure and 
the outcome. In a cohort study, an exposed and 
unexposed group, free of the disease or outcome 
are identified and followed forward in time to 
determine the presence of the outcome 
(Fig. 26.1). If the exposed group has a higher 
incidence of the outcome relative to the unex-
posed group, the exposure is said to be associated 
with an increased risk of the outcome. 

The measure of disease frequency derived 
from a cohort study is the incidence. There are 
two measures of incidence. The incidence propor-
tion (risk) is the number of patients with the new 
outcome divided by the total population-at-risk at 
the start of the follow-up. The incidence rate is the 
number of patients with the new outcome divided 
by the total person-time at risk (total time all 
individuals contributed at the time the outcome 
is assessed). There are therefore two measures of 
association that relate the exposure and outcome, 
the risk ratio and the rate ratio. The risk ratio, also 
known as relative risk, is calculated by dividing 

the incidence proportion in the exposed group by 
the incidence proportion in the unexposed group 
(Table 26.1). 

Fig. 26.1 Illustration of a cohort study. In a population, among individuals free of the disease, the presence or absence 
of exposure is identified and followed over time for the presence or absence of disease 

The rate ratio is calculated by dividing the 
incidence rate in the exposed group by the inci-
dence rate in the unexposed group (Table 26.2). 

The relative risk and risk ratio (RR) can be 
interpreted similarly. When the RR is equal to 
1, there is no association between the exposure 
and the outcome, or the risk of the outcome in the 
exposed and unexposed groups are the same. 
When the RR is less than 1, the risk of the out-
come in the exposed is less than the risk of the 
outcome in the unexposed group. When the RR is 
greater than 1, the risk of outcome in the exposed 
is greater than the risk of outcome in the unex-
posed group. 

There are several strengths of cohort study 
designs. The temporal sequence between expo-
sure and the outcome ensures the temporality 
criteria in assessing the causal association 
between exposure and outcome. Cohort studies 
can also be used to study relatively rare exposures 
and can be used to examine multiple outcomes at 
the same time. This study design also allows for 
direct measures of disease frequency such as inci-
dence rates, relative risk, or attributable risk. 
There are also disadvantages. Cohort studies can-
not be used to study rare outcomes or outcomes 
that take a long time to occur because a long time 
is needed to accrue before the outcome occurs.
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Table 26.1 Calculation of Risk Ratio in a Cohort Study 

Disease No disease Total 

Exposed 50 150 200 
Unexposed 30 170 200 
Total 80 320 400 

Risk in the exposed: 50/200 (0.25 cases per person) and risk in the unexposed: 30/200 (0.15 per person). Risk ratio: 0.25/ 
0.15 (1.7). In this study, the exposed group was 1.7 times more likely to develop the disease than those not exposed 

Table 26.2 Calculation of Rate Ratio in a Cohort Study 

Disease No disease Person years at risk 

Exposed 50 150 175 
Unexposed 30 170 190 
Total 80 320 365 

Incidence rate in the exposed: 50/175 (0.29 cases per person-year) and the incidence rate in the unexposed: 30/190 (0.16 
cases person-year). Rate ratio 0.29/0.16 (1.8). In this study, the exposed group was 1.8 times more likely to develop the 
disease than those not exposed 

26.3.1.1 Study Design Considerations 
for Cohort Studies 

There are certain study design considerations nec-
essary to conduct cohort studies. Appropriate 
inclusion and exclusion criteria should be applied 
in defining the study cohorts. These criteria 
depend on the study question and the outcome 
of interest. For example, patients with the neces-
sary patient characteristics such as age or alcohol 
use in the population of interest would need to be 
selected for study entry in a study that examines 
the effect of a drug on the elderly or a study that 
examines risk with alcohol use. Patients with the 
outcome of interest before the start of this study 
would have to be excluded from the cohort to 
obtain the frequency of new outcomes (risk). 
Other study design considerations include the 
selection of an appropriate comparator group to 
minimize differences between the exposure and 
the unexposed group and accurate measures of 
exposure and outcome ascertainment to ensure 
the validity of the observed exposure-outcome 
association. Systematic error can be introduced 
into cohort study designs when there is bias in 
the selection of study participants or measure of 
exposure and outcome. 

26.3.2 Case-Control Study Design 

While the cohort study begins with disease free 
patients categorized into exposed and unexposed 
who are followed for the presence or absence of 
the outcome, the case control study design selects 
patients based on their disease status and collects 
information on their prior exposure history. Spe-
cifically, patients with the disease (cases) and 
those without the disease (controls) are selected 
from the source population and the prevalence of 
the exposure among cases and controls are deter-
mined and compared (Fig. 26.2). If the prevalence 
of the exposure among the cases is higher than the 
prevalence of exposure among the controls, then 
the exposure is associated with an increased risk 
of the outcome. 

The measure of association for the control 
study is the odds ratio. The odds ratio is the 
ratio of the odds of the outcome in the exposed 
compared to the odds of the outcome in the unex-
posed group. Table 26.3 displays a two by two 
(contingency) table showing how to calculate the 
odds ratio. 

When the odds ratio is equal to 1 the cases and 
the controls have equal odds of having the expo-



sure, indicating no effect. If the cases have higher 
odds of exposure than the controls, then the odds 
ratio is greater than 1 suggesting that there is an 
increased risk of the outcome associated with the 
exposure. Similarly, if the odds ratio is less than 
1 it indicates that the odds of having exposure 
among the cases are less than the odds of having 
exposure in the controls, suggesting a protective 
effect. 
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Fig. 26.2 Illustration of 
case control study design. 
In a source population 
individuals with disease 
(cases), and individuals 
without disease (controls) 
are identified. Cases and 
controls are followed in 
time for exposed and 
unexposed status 

POPULATION 

People with 
the disease 

(Cases) 

People without 
the disease 
(Controls) 

Exposed 

Unexposed 

Exposed 
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TIME 

Table 26.3 Calculation of Odds Ratio in a Case-control Study 

Disease No disease Total 

Exposed A B A + B 
Unexposed C D C + D 
Total A + C B + D 

Odds in the exposed: A/B; Odds in the unexposed: C/D; Odds ratio: AD BC 

Despite having the parameters to calculate a 
risk ratio from the contingency table for the case-
control study, we do not calculate the risk ratio 
because it is not a reliable measure of association 
in case-control studies. This is because, in a case-
control study, the true denominators (A + B and 
C + D) are not known since both measures are 
directly influenced by the study investigators. 
However, the odds ratio approximates the risk 
ratio when the disease is rare. Additionally, 
when A and C become smaller (decreased disease 

prevalence), the odds ratio approximates the risk 
ratio, because B and D will contribute to the 
calculation of both ratios. 

Case-control studies are useful for studying 
rare outcomes or outcomes that take a long time 
to develop since cases and controls are sampled 
rather than following patients based on exposure 
status. It is also possible to evaluate multiple 
exposures and their risk of a single outcome. A 
major challenge of case-control studies is the 
selection of an appropriate control group. The 
control group must be selected from the same or 
similar populations as the cases such that both 
groups are similar in all aspects except for not 
having the outcome. Case and control selection 
should also be independent of exposure status, to 
assure an unbiased estimate of the exposure prev-
alence in both groups. Lastly, case-control studies 
are subject to recall bias, specifically when the 
data are collected after the exposure, or the



outcome has occurred. Cases may be more likely 
to accurately report exposure compared to the 
controls. 
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26.3.2.1 Study Design Considerations 
for Case-Control Studies 

Case definitions should be precise to allow for 
accurate control definitions. It is also preferred to 
select incident cases to ensure that the etiology of 
the disease is related to the exposure. A nested 
case-control design is a special type of case-
control study where the controls for a given case 
is selected at the same time the incident case is 
selected. The selection of cases and controls is 
nested in the source population, hence the term 
“nested case-control”. This study design is desir-
able because temporality between the exposure 
and outcome can be inferred, especially when 
the case-control study is nested in the source 
population of new initiators of a drug. Generally, 
in a case-control study, the exposure should pre-
cede the outcome and the window between out-
come and exposure should be the same for both 
cases and controls. The exposure window must 
also be etiologically relevant to the outcome of 
interest. Both the cohort and case-control study 
designs are referred to as “between-person” 
designs because we compare groups of patients. 
However, there are study designs where a single 
person contributes both the exposed and unex-
posed experience in the study. We refer to these 
as self-controlled study designs. In Sect. 26.3.3, I  
introduce these study designs and challenges in 
the conduct of these studies. 

26.3.3 Self-Controlled Study Designs 

Self-controlled study designs or within-person 
study designs are another types of observational 
study where the risk of the outcome during an 
exposed segment of time is compared to the risk 
of the outcome during an unexposed segment of 
time in the same patient. Self-controlled study 
designs should be considered when: (1) appropri-
ate comparators are not available for a cohort 
study; (2) we cannot measure important 
differences between the exposed and unexposed 

group and these differences are not expected to 
change over time; (3) the risk window between 
the exposure and outcome is short; (4) the out-
come is acute i.e., [develops suddenly and lasts a 
short time] and (5) the outcome can be detected. 
There are two broad categories of self-controlled 
designs, outcome-anchored (case) sampling and 
exposure-anchored (cohort) sampling study 
designs [9]. 

26.3.3.1 Outcome-Anchored (Case) 
Sampling Designs 

Case sampling designs are a modification of the 
case-control study design. Generally, a sample of 
cases (incident cases preferably) are selected, and 
exposure windows hypothesized to be causally 
related to the outcome are assessed. The follow-
ing are variations of the case-control sampling 
designs: 

Case-crossover (CCO) design 
In the CCO design [10, 11], after the cases are 
identified, the investigator must first identify a 
time window to assess the prevalence of expo-
sure. Often this is the time just before the index 
event and is hypothesized to be the window of 
time when the exposure is likely to cause the 
outcome. This time window is referred to as the 
case time window (Fig. 26.3). One or more 
windows distant from the index event date are 
selected to serve as control time windows. During 
the control time windows, it is hypothesized that 
the exposure that caused the outcome is unlikely 
to occur. 

Exposure prevalence in the case time window 
compared to the prevalence in the control time 
windows is assessed in matched analyses since 
the same individual acts as both case and control. 
The interpretation of the relative risk estimate 
between the case and control time window is 
different from the relative risk estimate from a 
between patient study design (cohort or case-
control study). The estimate quantifies the risk 
of the outcome associated with the exposure in 
the period just before the outcome compared to 
distant control time windows. There are 
limitations to the CCO design. First, time trends 
in drug use such as market uptake of drug



products or changes in prescribing patterns can 
alter the probability of identifying exposures in 
windows that are ordered by calendar time. Sec-
ond, if exposure in one window affects the expo-
sure in a subsequent window, then “exposure 
exchangeability” is violated, i.e., the case or con-
trol time windows are no longer exchangeable. 
Lastly, changes in patient health status that can 
impact the outcome can create bias. 
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Fig. 26.3 Illustration of 
the case-crossover study 
design in 
pharmacoepidemiology 
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Case-Time-Control (CTC) Design 
The CTC design was developed to address the 
problem of exposure time trends in the CCO 
design [12]. This design may simply be referred 
to as a case-control crossover design [13], as it 
simply selects controls (patients with another 
event other than the case event) at the same time 
cases are identified in the CCO and examines the 
same length of case time and control windows in 
the cases and controls. By examining the time 
periods in the controls, the exposure trends in 
the source population can be estimated and 
accounted for by comparing the risk estimates 
from the CCO among the cases to the estimates 
from the CCO among the time-matched 
non-cases. Although the exposure trends have 
been adequately adjusted for in the CTC design, 
there is no adjustment between the cases and 
controls in the CTC design, thus bias can still be 
introduced in the comparative risk estimate if the 
cases and controls differ. 

Case-Case-Time-Control (CCTC) Design 
The CCTC design was proposed to circumvent 
the challenge of using a control CCO as proposed 

in the CTC design [14]. In the CCTC design, only 
future cases can serve as controls. This helps to 
preserve the within patient assessment which is 
desirable for control of confounding. This design 
may be affected by limited power since only a 
subset of the cases will have sufficient history to 
serve as controls. 

26.3.3.2 Exposure-Anchored (Cohort) 
Sampling Design 

When exposure is intermittent during follow-up 
in a cohort and the outcomes are transient and 
occur recurrently and independently, i.e., the 
occurrence of an outcome does not affect 
subsequent outcomes, cohort sampling designs 
are efficient within patient designs to assess 
exposure-outcome relationships. Exposure-
anchored designs are initiated on the date of 
exposure, while outcome-anchored designs are 
initiated on the date of the outcome. However, 
in both designs only exposed cases (or controls) 
contribute to the analyses. There are two 
variations of the exposure-anchored sampling 
designs: self-controlled case series and self-
controlled risk interval study designs. 

Self-Controlled Case Series (SCCS) Design 
The SCCS is set up similarly to a cohort study; 
individuals are followed over time with fixed 
exposure history and the events are occurring 
randomly [15, 16]. The total events that occur in 
the observation period are fixed and the 
individuals are not censored for an event. There-
fore, all exposure periods that occur before and 
after the event are included in the analysis



(Fig. 26.4). This is different from the CCO 
designs where individuals are anchored on the 
event date and exposures relative to the event 
are assessed. 
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Exposed and unexposed periods during the 
observation period are defined based on treatment 
exposure. In Fig. 26.4, individuals were consid-
ered fully exposed while on treatment followed 
by a sequence of five 35-day periods (for a maxi-
mum of 175 days) after which the patient was 
considered unexposed (baseline period). The rel-
ative risk of the outcome during exposed and 
unexposed periods was compared. 

Self-Controlled Risk Interval (SCRI) design 
The SCRI is a simplified version of SCCS [17], 
initially developed for vaccine safety. In the 
SCCS design for vaccine studies, the exposure 
period is defined as the time period immediately 
following vaccination and the control period is 
defined as all the remaining periods in the obser-
vation period. The SCRI modifies the SCCS 
design by shortening the control period, by 
selecting a period of similar length to the exposed 
period, either before or after the exposure period. 
In practice, the shortened control window is 
selected close to the exposure period to avoid 
time-varying confounding. 

Start of 
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Fig. 26.4 Pictorial representation of a SCCS study 
design. The study examined antipsychotic drug use during 
an observation period. All participants had at least one 

prescription for an antipsychotic and the outcome (single 
incident stroke) 

26.4 Systematic Errors: Bias 
in Pharmacoepidemiology 
Studies 

The validity of an epidemiologic study is depen-
dent on internal and external validity. Internal 
validity of a study refers to the extent to which 
the observed results represent the truth in the 
studied population and are not due to errors. Sys-
tematic error and random error are threats to the 
internal validity of a study. If the study is inter-
nally valid, we can assess external validity. Exter-
nal validity refers to the extent to which the 
results of a study can be applied to the target 
population. 

The systematic error also known as bias is the 
error inherent to the study design or conduct. 
Random error, on the other hand, is the error 
remaining after the elimination of systematic 
error. This is directly related to the sample size 
of the study population. As the study sample 
increases, so does the random error decrease due 
to a decrease in variability. We group systematic 
error (bias) into three broad categories – selection 
bias, information bias and confounding.
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26.4.1 Selection Bias 

Selection bias occurs when individuals have dif-
ferent probabilities of being selected or remaining 
in the study due to exposure and outcome status 
[18] (Fig. 26.5). When selection bias is present 
when the association between exposure and out-
come among those selected for analysis is differ-
ent from the association in the source population. 
Three common scenarios that can result in selec-
tion bias are inappropriate control selection, dif-
ferential loss of follow-up, and prevalence user 
bias. 

26.4.1.1 Inappropriate Selection 
of Controls 
in a Case-Control Study 

This can occur when the selection of controls is 
derived from a population that is not representa-
tive of the source population. Consider a case-
control study that aims to examine the association 

between smoking and acute myocardial infarction 
(AMI) in a hospital (Fig. 26.6). The investigator 
selects cases as patients admitted for AMI and 
controls admitted for other conditions. The selec-
tion of hospitalized controls is inappropriate 
because the non-cases could also have a higher 
prevalence of smoking-related to their hospitali-
zation, for example, hospitalized controls 
with stroke, lung cancer, or COPD likely 
have a high prevalence of smoking compared to 
non-hospitalized controls in the source popula-
tion. Due to the high prevalence of smoking in 
the hospitalized controls, the association between 
smoking and AMI will be underestimated. 
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Fig. 26.5 Schematic depicting selection bias 

Fig. 26.6 Inappropriate selection of controls in a case-control study leading to selection bias 

26.4.1.2 Differential Loss of Follow-up 
Selection bias can also occur if there are 
differences in the rate of study completion 
(or dropouts) by exposure and outcome status. 
Consider a randomized controlled trial that 
aimed to compare a new drug A to an old drug



B on their ability to reduce myocardial adverse 
cardiovascular events (MACE) (Fig. 26.7). If 
patients receiving the old drug B were more likely 
to drop out of the study due to ineffectiveness and 
thus more likely to develop MACE, then selec-
tion bias can occur when we assess the associa-
tion between exposure and outcome among 
patients who complete the study. 
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Fig. 26.7 Differential loss of follow-up by exposure and outcome status, study leading to selection bias 

26.4.1.3 Prevalent User Bias 
The inclusion of patients who are prevalent users 
can lead to selection bias. Patients who develop 
outcomes likely stop taking the drug of interest, 
whereas prevalent users tend to be patients who 
benefit from the treatment. Therefore, the inclu-
sion of prevalent users will distort the study pop-
ulation by selecting patients who are at low risk 
for the outcome. Selection bias is best addressed 
by study design and cannot be addressed using 
analytical techniques. Generally, the study sam-
ple of exposed and unexposed patients, cases, and 
controls should be representative of the source 
population. Efforts should also be taken to mini-
mize loss to follow-up and monitor the reasons 
for drop-out from the study. 

26.4.2 Information Bias 

Information bias occurs due to poor measurement 
or incorrect classification of study variables 
(exposure, outcome). When information bias 
occurs with a continuous variable, we refer to 
the bias as measurement bias and when it occurs 
with a binary variable, we refer to the bias as 
misclassification bias. Most epidemiology 
analyses, employ category or binary variables, 
therefore the focus of information bias will be 
misclassification bias. Two basic types of 

information bias are non-differential and differen-
tial misclassification. For non-differential 
misclassification bias, the degree of 
misclassification is the same between the 
study comparison groups and for differential 
misclassification, the degree of misclassification 
between the study group is different for the 
study comparison groups. Differential and 
non-differential biases can occur with exposure 
or outcome. 

26.4.2.1 Misclassification of Exposure 

Binary, Non-differential Misclassification 
of Exposure 
The extent of misclassification of exposure is the 
same regardless of outcome status. In the example 
below (Fig. 26.8), 20% of exposed patients in 
both the outcome (AE+) and non-outcome (AE-) 
are classified as unexposed. In other words, 20% 
of 20 (n = 4) and 20% of 10 (n = 2) of the 
exposed patients are misclassified as unexposed 
in the study (observation) and are added to the 
unexposed group for AE+ and AE-, respectively. 
Similarly, 10% of the unexposed patients are 
misclassified as exposed (10% of 80 [n = 8] and 
10% of 90 [n = 9]) and are added to the exposed 
group for AE+ and AE-, respectively. Because of 
the misclassification, there is a different distribu-
tion of exposed and unexposed patients in the 
study even though, the total number of patients 
with and without the outcome is the same. 

In the study, we added 4 and 7 more patients to 
the exposed group, AE+ and AE-, and removed 
the same number of patients from the unexposed 
group. The estimated OR in our study is 
lower, i.e., the estimate has moved toward 
the null (OR = 1) due to non-differential 
misclassification. Misclassification of exposure



occurs when there is an inaccurate categorization 
of exposure status. For example, in an observa-
tional database relying on pharmacy dispensing 
insurance claims to ascertain exposure, there 
could be misclassification of unexposed patients 
as exposed, if the researcher classified them as 
exposed when they are not active on their medi-
cation, for example, non-compliers to the drug. In 
another scenario, a researcher may misclassify 
exposed patients as unexposed, because the unex-
posed patients procured the treatment from other 
sources, for example, over-the-counter version of 
a drug. 
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Fig. 26.8 Schematic depicting binary, non-differential misclassification of exposure 

Fig. 26.9 Schematic depicting binary, differential misclassification of exposure 

Binary, Differential Misclassification 
of Exposure 
The extent of misclassification of exposure is 
different by outcome status, i.e., exposure 

misclassification may be higher or lower among 
patients with the outcome compared to those 
without the outcome. The example in Fig. 26.9 
shows two different scenarios that can lead to two 
opposing outcomes. In scenario 1, there is 0% 
misclassification among those who had the out-
come, whereas there is a 30% misclassification of 
exposed patients, i.e., 3 (30%) patients who were 
truly exposed reported unexposed status. This can 
occur with recall bias, where patients who do not 
have the outcome recall their exposure history 
differently from those who experienced the out-
come. As shown in Fig. 26.6, this results in a 
higher OR than the truth (3.32 vs. 2.25). In sce-
nario II, there is also no misclassification of expo-
sure among patients with the outcome; however, 
misclassification of exposure is introduced among 
patients who did not experience the outcome. In



this example, 10% (n = 9) of the unexposed 
patients were classified as exposed in the study. 
This misclassification resulted in a bias towards 
the null, in other words, the estimated OR was 
lower than the true OR. The impact of 
non-differential misclassification bias cannot be 
predicted. It can bias the ORs in any direction. 
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26.4.2.2 Misclassification of Outcome 
Misclassification of outcome is analogous to the 
misclassification of exposure and the effects are 
similar. In misclassification of the outcome, the 
patients with the outcome are misclassified as 
not having the outcome and vice versa. Though 
the impact of misclassifying outcome status for 
differential and non-differential misclassification 
as previously described for exposure 
misclassification, there is one special case. 
When there is non-differential misclassification 
of outcomes because of incomplete capture of 
patients with the outcome only (i.e., all patients 
without the outcome are correctly classified), the 
relative risk will not be biased (Fig. 26.10). In this 
example, only patients who had the outcome were 
affected by misclassification, as shown by the red 
arrows moving patients from AE+ to AE-, but no 
patients are moving from AE- to AE+. Specific-
ity, the measure of accuracy for determining 
non-cases is 100%; however, for sensitivity, the 
measure of classifying cases is 50%. 

To address misclassification bias, prospective 
studies should ensure accurate measurement of 
exposure and outcome by using appropriate 
tools or instruments and relying on defined 
protocols for measurements. Studies that rely on 
secondary data would need to ensure that 

algorithms used to establish exposure and out-
come for the study have been validated against 
gold standard definitions. Researchers can also 
understand how data are generated to be able to 
identify how measurement errors can be 
introduced into the study. 

Fig. 26.10 Schematic depicting misclassification of exposure 

26.4.3 Confounding 

Confounding occurs when the association 
between exposure and outcome is distorted by a 
third factor. A confounder must meet the follow-
ing characteristics: (1) it is a risk factor for the 
outcome; (2) it is associated with the exposure 
(a predictor of the exposure); (3) it is not an 
intermediate variable on the causal pathway 
between exposure and the outcome. Intermediate 
variables can also be confounders, the timing of 
the variable is important for determining whether 
a variable is a confounder or not. An example is a 
study that examines the effect of an anti-HIV drug 
on HIV complications (Fig. 26.11). Pre-treatment 
CD4+ count is a pre-treatment variable that is a 
predictor of exposure and is also a risk factor for 
the outcome. However, post-treatment CD4+ 
count is an intermediate variable because the 
anti-HIV drug can only impact the risk of HIV 
complications only through a reduction of the 
CD4+ count. 

26.4.3.1 Confounding by Indication 
and Disease Severity 

Indication for treatment or disease severity will 
often predict the selection of treatment(s) and the 
indication or disease severity often is associated



with the outcome. The impact of confounding by 
indication and disease severity will depend on the 
choice of the comparator used in the study. When 
the choice between exposure and comparator is 
strongly driven by the underlying disease or 
severity and is a risk factor for the outcome, the 
stronger the confounding bias. This often happens 
when comparing exposed versus unexposed 
patients because the unexposed patients either 
do not have the indication or have lower disease 
severity. To minimize confounding, the 
researcher can select an active comparator with 
a similar indication or disease severity which 
would result in a similar probability of receiving 
the exposure of interest or the comparator and 
thus create similar groups. A good understanding 
of the treatment guidelines and clinical under-
standing of treatment selection should guide the 
appropriate choice of a comparator. Confounding 
can also be minimized by restriction i.e., exclud-
ing patients with factors that are strong 
confounders to create a homogenous population 
or employing analytical techniques such as 
matching patients on key confounders or use of 
multivariate analyses. 
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Pre-treatment 
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I 

II 

Fig. 26.11 Pre-treatment CD4+ is a confounder because 
it is a predictor of exposure (I), a risk factor for the 
outcome (II) and is not an intermediate between exposure 

and outcome. On the other hand, post-treatment CD4+ is 
an intermediate variable and not a confounder 

26.4.3.2 Effect-Measure Modification 
Effect-measure modification occurs when the 
effect of an association between exposure and 
outcome differs by levels of a third variable i.e., 
the variable modifies the effect of the association. 
Effect modifiers help to identify susceptible 

groups to ensure comprehensive communication 
of the effects or safety of drugs. In an example of 
a study of the effect of oral contraceptives on deep 
vein thrombosis (DVT), an overall RR of 3 is 
observed. Examining the risk by smoking status 
revealed a risk ratio of 7 among smokers and 1.29 
among non-smokers (Fig. 26.12), suggesting that 
smoking status modifies the effect of the associa-
tion between oral contraceptives and DVT. The 
effect from the overall population represents the 
average effect across all levels of the effect modi-
fier. It is important to note that confounding and 
effect-modification can be present at the same 
time in a study. 

26.5 Data Sources for Clinical 
Research 

In conducting pharmacoepidemiology research, 
we apply methods that incorporate study design 
and analytical techniques on databases which 
need to be large, comprehensive, validated, and 
include the appropriate data elements for 
analyses. Finally, we examine the measures of 
risk or measures of effectiveness and then inter-
pret the findings in the context of the study 
limitations. In this section, we introduce data 
sources and discuss their pros and cons. 

An ideal database requires that records that are 
contained are verifiable, reliable, and updated 
regularly. The database should also allow for



linkage to other databases to pull in additional 
information using unique identifiers. No database 
is ideal, however, there are published guidelines 
[19] on how we may select a database for 
research. The database should (1) include the 
appropriate population of interest and the study 
variables should be updated regularly, (2) allow 
for linking to other data sources to expand patient 
information and potentially increase the study 
sample, (3) include information on how to extract 
the study population, (4) variables should also be 
readily available and (5) include information to 
ensure confidentiality and privacy. 
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Fig. 26.12 Effect modification of the risk of deep vein thrombosis by smoking status 

Broadly, data sources can be characterized as 
primary and secondary data sources. For primary 
data sources we have prospective registries and 
surveys, and for secondary data, we have surveys, 
registries, claims or administrative data sources, 
and electronic health record data sources. 

26.5.1 Primary Data Sources 

Primary data are collected prospectively to 
answer a study question. Data can be collected 
through questionnaires, interviews, or chart 
reviews. The advantage of these data sources 
includes improved capture of study-specific 
details, such as exposure and outcome informa-
tion and the ability to appropriately define the 
population of interest. The disadvantage is that 
expenditure and time to collect the data can be 
resource intensive. It is also limited by small 
sample size often to accommodate intense use of 
resources. 

26.5.1.1 Registries 
Registries are described as a collection of patient 
records on a particular subject. The purpose of 
registries includes describing the natural history



of the disease, determining clinical or cost effec-
tiveness in real world data, measuring and moni-
toring the safety and harm of products in terms of 
active surveillance, and measuring the quality of 
care. Product registries are a collection of patients 
exposed to a particular drug. A common example 
are the biologics registries which can also be 
repurposed to answer other questions. In that 
situation, registries serve as secondary data 
sources. Pregnancy registries are a type of prod-
uct registry; however, they focus on exposure 
during pregnancy. Disease registries are a collec-
tion of patients with a particular disease or 
condition, for example, the cystic fibrosis registry 
is a registry of patients with cystic fibrosis. 
And lastly, we have health services registries 
which are a collection of patients exposed to a 
specific healthcare service that is often under 
evaluation. 
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26.5.1.2 Surveys 
Surveys are a collection of data or knowledge, 
attitudes, behavior, practices, opinions, or beliefs 
from selected individuals normally from a sam-
pling frame. Questions will be answered in per-
son, via post, or over the phone. Surveys are 
generally cross-sectional, but a repeated collec-
tion of the same data in the same population can 
form longitudinal assessments. Usually, surveys 
are designed to answer a specific research ques-
tion, via primary data collection. They may also 
be used for other research questions. In this case, 
they are regarded as secondary data. Surveys can 
be used to assess prescriptions, health, nutritional 
status, or other lifestyle factors, like smoking. 
They can be used to examine the distribution of 
unmeasured confounding to improve data quality 
for other observational studies. 

26.5.2 Secondary Data Sources 

Secondary data are pre-existing data already col-
lected from a previous research question or as part 
of administrative records. Examples include elec-
tronic health records (EHR) or claims data. These 
data can be used in outcome research, including 

pharmacoepidemiology, pharmacovigilance (see 
the next chapter), assessing prescribing practices, 
drug utilization, and medication adherence stud-
ies. The pros of these data sources are that they 
are already collected and thus readily available, 
and therefore less resource intensive. However, a 
limitation of this data source is that the data were 
collected for other research questions and have 
been repurposed. Therefore, the study design and 
analyses must incorporate the differences in study 
design to assure valid findings. 

26.5.2.1 Administrative or Claims Data 
Administrative or claims data arise from a medi-
cal or pharmacy claim or a bill that healthcare 
providers submit to a patient’s health insurance 
provider. The claim contains unique codes for the 
service or care administered during a patient visit. 
These codes are generated from the claims data 
used to define the presence of drug exposure or 
diagnosis in pharmacoepidemiology studies. For 
example, when a patient fills a dispensed drug, a 
specific drug code is generated, and the pharmacy 
bills the insurance company. When the patient 
goes to a physician or is hospitalized, a code is 
generated for the service (e.g., a diagnostic, or 
procedure code) and a bill is sent to the patient’s 
insurance company. With a common patient iden-
tifier, the pharmacy and medical claims can be 
linked to form a longitudinal medical record. For 
claims data, pharmacy data are usually more 
accurate than medical data because filing incor-
rect drug claims is considered fraud. On the other 
hand, there is less accuracy in the diagnosis 
because there is often no incentive to provide a 
precise diagnosis. These inconsistencies have to 
be considered when using secondary data 
sources. To improve the richness of data, you 
can link claims data to the primary data source. 
An example of an administrative data source is 
the Medicare claims database which covers 
patients 65 years and older. 

26.5.2.2 Electronic Medical/Health 
Record 

With the advancement of automated medical care, 
data generated during health encounters are now



Disclaimer This chapter reflects the views of the author
and do not necessarily represent FDA’s views or policies.

easily accessible and increasingly being used for 
outcomes research. There is a difference between 
EHR and electronic medical records (EMR.) 
While the EHR is a longitudinal digital record 
of the patient’s information generated during 
health encounters, the EMR is a digital version 
of the paper charts in medical practice. These 
sources provide information about the healthcare 
encounter and provide complete clinical detail 
compared to administrative claims data. How-
ever, the lack of standardization across these 
EMR and EHR systems can often be problematic 
when considering data from several data sources. 
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26.5.2.3 Multi-database 
Multi databases involve pooling data from differ-
ent databases to improve generalizability and pre-
cision. Precision is often improved because of the 
very large sample size. Examples include the 
FDA Sentinel system, Vaccine Safety Datalink, 
and the Canadian Network of Observational Drug 
Effects. Often these databases require a common 
data model to transform the local data into a 
predefined common data structure which allows 
for implementing the same analytical scripts on 
the contributing data sources. 

FDA’s Sentinel system is a multi-database that 
the FDA uses to answer questions about the 
safety of approved drug products. Currently, the 
data has over 71 million members contributing 
data with more than 600 million person-years 
contained in the database. There are over 11 bil-
lion pharmacy dispensing and 15 billion unique 
medical encounters. FDA’s Sentinel system 
comprises several data partners including admin-
istrative data sources, EMR/EHR clinical data, 
data from registries, mother-infant linked data, 
and other auxiliary data sources. By using a com-
mon data model, individual partners can convert 
their local data, into a common language allowing 
for the use of the same analytical script across 
several data partner databases. 

26.6 Concluding Remarks 

Pharmacoepidemiology is an applied public 
health science with widespread application in 

understanding the use, effectiveness, and safety 
of medications in real-world settings. 
Pharmacoepidemiology requires careful consid-
eration of study design and analytical techniques 
to address a study question. The interpretation of 
study findings should be discussed in the context 
of the limitations of the study design. 
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Abstract 

The evolution of science has gifted humans 
with safe and effective treatment modalities. 
Drugs are monitored from clinical trials to real 
world usage. Pharmacovigilance started in a 
reactive way but today it is a proactive process. 
Under the umbrella of regulatory bodies, drugs 
are monitored during the development and 
marketing phases. The stakeholders such as 
healthcare set-ups, the pharma industry, gov-
ernment agencies, consumers, non-profit 
organizations, and legal bodies collectively 
contribute to the development of guidelines, 
safety process, and risk minimization 
measures for the reduction and prevention of 
harm caused by drugs. Recently, the effective 
use of automated tools and integration of arti-
ficial intelligence has started helping in 
integrating data throughout the globe. Also, it 
is predicted to further simplify the 
pharmacovigilance process, and reduce the 
overall cost. This chapter elaborates on the 
pharmacovigilance process during phased 
clinical trials, and post-marketing surveillance. 
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27.1 Introduction 

27.1.1 What is Pharmacovigilance? 

The World Health Organization (WHO) defines 
pharmacovigilance as the science and activities 
relating to the detection, assessment, understand-
ing and prevention of adverse effects or any other 
medicine-related problem. The goal of 
pharmacovigilance is to improve overall medica-
tion safety [1]. 

27.1.2 What Led to the Evolution 
of Pharmacovigilance? 

Pharmacovigilance has evolved after a series of 
disasters in the past. In 1848, a little girl from the 
north of England named Hannah Greener died 
after receiving chloroform anaesthesia. She was 
undergoing a toenail surgery. The cause was 
attributed to lethal arrhythmia, pulmonary aspira-
tion, or an overdose of the drug. She had success-
fully received ether several months earlier during 
the removal of another toenail. The case raised an 
alert regarding the safe use of anaesthetics

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_27&domain=pdf
mailto:dr_ananya@yahoo.com
mailto:vijay.j@oviyamedsafe.com
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[2]. However, the first milestone in drug regula-
tion was much later. In June 1906, the US Federal 
Food and Drugs Act was passed. The main pur-
pose of the act was to prohibit adulterated or 
spurious food and drugs [3]. 
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Much later, in 1937, there were 107 deaths in 
the USA due to the use of sulfanilamide elixir. 
During World War II, soldiers were trained to 
sprinkle wounds with “SULFA POWDER” to 
prevent infection. The anti-infective properties 
of the drug were promising. Hence, a manufac-
turer decided to market the drug in a liquid form 
for sore throat. But there was a problem. The 
powder would not dissolve in water or alcohol. 
Later, it was found to dissolve in a solvent, 
“diethylene glycol”. The drug was consequently 
marketed in this solvent. However, no clinical 
tests were performed before marketing. And it 
caused the deaths. Consequently, the Federal 
Food, Drug and Cosmetic Act was established 
in 1938. It became a priority to prove that medi-
cine was safe before marketing it. This act saved 
the USA from the thalidomide tragedy many 
years later when the drug was discovered and 
marketed in Europe. In the USA, it was declined 
approval without proof of experiments on preg-
nant animals [3, 4]. 

In Europe, thalidomide was a widely used drug 
in the late 1950s and early 1960s. It was marketed 
for the treatment of nausea during the early tri-
mester of pregnancy. There was no evidence to 
prove that the drug was safe before marketing. 
Slowly, thalidomide treatment resulted in severe 
birth defects in thousands of children. Children 
were born with seal limbs, a condition called 
Phocomelia. This disaster led to a big change in 
European Pharmacovigilance. In 1964, the “Yel-
low card” (YC) was structured in the UK. YC is a 
specific form to compile a spontaneous report of 
drug toxicity. Spontaneous reporting is a passive 
mode of reporting adverse event (AE) by a 
healthcare professional or consumer to a pharma-
ceutical industry or the regulatory authorities [5– 
9] (also see Chap. 23). 

In the USA (1962), the Kefauver-Harris 
amendment, which mandated the safety and effi-

cacy data of drugs before premarketing submis-
sion, was approved. The safety data also required 
teratogenicity tests in three different animals. In 
1968, the WHO Programme for International 
Drug Monitoring was instituted. In 1992, the 
International Society of Pharmacovigilance 
(ISoP) was formed. Later, there was the introduc-
tion of pharmacovigilance databases equipped 
with computerized automated statistical 
approaches. They needed to be regulatory com-
pliant. They provided key information for risk 
detection and the ongoing evaluation of the risk-
benefit profile of drugs [3, 6–9]. 

Pharmacovigilance started reactively, but 
today it is a structured proactive process. Drugs 
are monitored for AE during clinical trials, and 
post-marketing surveillance (PMS) of the real-
world population. This monitoring helps take 
pre-emptive measures to reduce the risks 
associated with drugs as 17% of the failed phase 
3 trials are due to safety issues. PMS also leads to 
drug withdrawals, restrictions in use and labelling 
changes. Proactive monitoring of drugs helps 
design drug utilisation practices, essential drugs 
programmes, standard treatment guidelines and 
national and institutional formularies [10, 11]. 

27.1.3 What is the Scope 
of Pharmacovigilance? 

Drug development starts with the evaluation of 
efficacy and safety in pre-clinical models (see 
Chaps. 4–15). This is followed by an evaluation 
of the benefit-risk profile during various phases of 
clinical trials (see Chaps. 20–22). Pre-marketing 
clinical trials are conducted on a limited number 
of eligible participants. The frailest and special 
populations like women, ethnic minorities, and 
vulnerable populations are usually under-
represented. This leads to intrinsic limitations 
and a chance to miss a population-specific AE, 
or AEs due to drug-drug interactions that may be 
unique to specific populations. 

It is important to monitor a drug throughout 
the life cycle for AE. Post-marketing PMS and



phase 4 clinical trials are conducted towards the 
evaluation of safety based on real world evidence 
(RWE) [12, 13]. 
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The scopes of pharmacovigilance are as 
follows:

• Collect and record AEs/adverse drug reaction 
(ADR)s

• Conduct causality assessment and analysis 
of ADRs

• Collate and code in a database
• Compute benefit-risk and suggest regulatory 

action
• Communicate the significance of the safe use 

of drugs among stakeholders 

27.1.4 What is the Minimum Dataset 
Required for a Reportable AE, 
and What Are Their Sources? 

The minimum dataset required to report an AE is 
(1) an identifiable patient (2) an identifiable 
reporter (3) product exposure, and (4) an event. 
This is shown in Fig. 27.1. 

AEs are reported by solicited and unsolicited 
sources. 

Solicited reports are obtained from organized 
data collection systems. They include clinical 
trials, registries, post-approval patient use 
programs, other patient support and disease man-
agement programs, surveys of patients or 
healthcare providers, or information gathering 

on efficacy or patient compliance. Solicited 
reports are termed as study reports. The site 
study team and the marketing authorization 
holder (MAH) are responsible to provide the 
dataset and to report these cases. 

Fig. 27.1 Data set required to report an AE 

Unsolicited sources refer to spontaneous 
reporting done by healthcare workers, patients 
and their caregivers, government agencies, the 
pharma industry, etc. Safety data identified by 
MAH’s review of scientific and medical literature 
as well as reports from verified news in lay press 
or media are also categorised under spontaneous 
reports [12–14]. 

27.1.5 What are the Common Terms 
Used in Pharmacovigilance? 

The following terms are commonly used in 
pharmacovigilance [10, 15–17].

• Adverse event (AE): An AE is any unwanted 
and noxious effect of a drug when used in 
recommended doses. AE does not have a 
causal association with the study drug.

• Adverse drug reaction (ADR): AE with an  
established causal association with the study 
drug is called an adverse drug reaction (ADR).

• Serious adverse event (SAE): AEs are 
categorized for reporting purposes according 
to the seriousness and expectedness of the 
event. An AE that is associated with death, 
in-patient hospitalization, prolongation of hos-
pitalization, persistent or significant disability 
or incapacity, a congenital anomaly, or is oth-
erwise life-threatening is termed a serious 
adverse event (SAE).

• Adverse events of special interest (AESI): 
AESI is one of the scientific and medical 
concerns specific to the sponsor’s product or 
programme, for which ongoing monitoring 
and rapid communication by the investigator 
to the sponsor could be appropriate.

• Adverse Event Following Immunization 
(AEFI): AEFI is any untoward medical occur-
rence that follows immunization, and which 
does not necessarily have a causal relationship 
with the usage of the vaccine.
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• Expected and unexpected ADR: Based on 
expectedness, ADRs are graded as expected 
and unexpected. For expected reactions, the 
nature and severity are listed in the reference 
safety information (RSI) document e.g., core 
safety information in the investigator’s bro-
chure (IB), protocol, informed consent form 
for phase 2 and 3 trials, summary of product 
characteristics (SmPC, Europe), product label-
ling (package inserts, USA) in case of 
approved drugs. Unexpected reactions are 
those that are not listed in the same specificity 
or severity in any of the above documents.

• Relatedness of AE: Relatedness is based on 
various factors such as biological plausibility, 
prior experience with the product, and tempo-
ral relationship between the exposure to the 
drug and onset of the event, as well as 
de-challenge (discontinuation of the drug to 
determine if the AE resolves) and rechallenge 
(reintroduction of the drug to determine if the 
AE recurs). Various standard scales are used to 
describe the degree of causality. Relatedness is 
graded based on terms like certainly, defi-
nitely, probably, possibly, likely related, not 
related.

• Labelled and unlabelled ADR: For a drug 
with an approved marketing application, any 
reaction which is not mentioned in the official 
product information is “unlabelled.” If it is 
included, it is termed “labelled.”

• Spontaneous reporting: Spontaneous 
reporting is a passive surveillance method. 
Spontaneous reporting is usually an unsolic-
ited communication by a healthcare profes-
sional, consumer to a company, regulatory 
authority, or other organization (e.g., WHO, 
Regional Centre, Poison Control Centre) about 
an AE.

• Individual case safety reports (ICSRs): Indi-
vidual case safety report is a document in a 
specific format for the reporting of one or 
several suspected AEs in a single patient at a 
specific point in time.

• Serious and unexpected suspected adverse 
reactions (SUSAR): SUSAR is a serious 
unexpected adverse reaction. This term is 
used in the context of clinical trials. The 

investigator needs to notify EC within a day. 
Once an SAE report is received by the spon-
sor, the team decides based on RSI whether the 
event should be considered a SUSAR. In most 
countries, the sponsor gets 7 calendar days to 
report a SUSAR to the regulatory authorities if 
the event is fatal or life-threatening. If not, they 
get 15 days.

• Development safety update report (DSUR): 
DSUR is a periodic pre-marketing safety 
report. DSUR contains safety information 
from all ongoing clinical trials. DSUR has 
usually submitted annually to regulatory 
agencies and sometimes also to EC.

• Periodic safety update report (PSUR): 
PSUR is a post-marketing aggregate safety 
report. It contains the worldwide safety expe-
rience with a drug at a defined time after its 
marketing authorisation. It is usually submit-
ted every 6 months for the first two years [-
European Medicines Agency (EMA)] and 
every 6 months for the first three years [Japa-
nese Pharmaceuticals and Medical Devices 
Agency (PMDA)], and then annually.

• Periodic adverse drug experience report 
(PADER): PADER is a post-marketing aggre-
gate safety report. It is required to be submitted 
by a sponsor or MAH to the US Food and 
Drug Administration (FDA). It is submitted 
every 3 months for the first three years post-
marketing authorization, and then annually.

• Periodic benefit-risk evaluation report 
(PBRER): PBRER is a post-marketing aggre-
gate safety report. It is submitted to the 
European Union every 6 months for the first 
two years post-marketing authorization, and 
then annually.

• Data lock point (DLP): DLP is the date 
designated as the cut-off date for data to be 
incorporated into a particular safety update 
(PSUR, PBRER, etc.) This is usually based 
on the international birth date (IBD) of the 
new drug.

• Safety signal: A signal is new and important 
safety information or a new aspect of an 
already known association that warrants fur-
ther investigation to accept or refute. It may 
necessitate remedial actions. Usually, more
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than a single case report is required to generate 
a signal, depending on the seriousness of the 
event and the quality of the information. If the 
signal is verified and evidence of causality 
between a drug and an AE is established, the 
regulators may issue a recall, change a drug’s 
labelling, or withdraw a medication from the 
market.

• Signal detection or data mining: Data 
mining is an analytical process. In this, large 
datasets (ISCRs) from suitable databases are 
analysed or “mined” in search of meaningful 
patterns, relationships, or insights, called 
signals.

• Quantitative signal detection: Signal detec-
tion where computational or statistical 
methods are used to identify drug-event pairs 
(or higher-order combinations of drugs and 
events) that occur with disproportionately 
high frequency in large spontaneous report 
databases.

• Line listing: It is a report about the ICSR that 
can be generated regarding a drug from 
pharmacovigilance databases.

• ICH E2E guidelines: The International Coun-
cil for Harmonisation of technical 
requirements for pharmaceuticals for human 
use (ICH) is a non-profit organization. The 
goal of ICH is to bring regulatory authorities 
and the pharmaceutical industry throughout 
the globe together to harmonize scientific and 
technical aspects of drug registration. ICH 
E2E guidelines aid in planning 
pharmacovigilance activities, especially in 
preparation for the early post-marketing period 
of a new drug.

• Council for International Organizations of 
Medical Sciences (CIOMS): CIOMS was 
formed in 1949 by WHO and UNESCO. 
CIOMS form is the standard reporting format 
of serious adverse events while conducting 
clinical trials worldwide to respective regu-
latory authorities.

• Marketing Authorization Holder (MAH): A  
MAH is a person or company that is licensed 
to distribute, sell and commercialize a medical 
product.

• Medical Dictionary for Regulatory 
Activities (MedDRA): MedDRA is an inter-
national medical terminology. It is used for 
coding cases of AEs in clinical study reports 
and pharmacovigilance databases, and to facil-
itate searches in these databases. It is helpful in 
all phases of drug development.

• MedDRA hierarchy: The MedDRA hierar-
chy consists of five levels. These are System 
Organ Class (SOC), High Level Group Term 
(HLGT), High Level Term (HLT), Preferred 
Term (PT), and Lowest Level Term (LLT). E. 
g., for SOC term gastrointestinal disorder, 
HLGT is gastrointestinal signs and symptoms, 
HLT is nausea and vomiting symptoms; PT 
is nausea, LLT can be feeling queasy. 

27.1.6 What are the Methods 
in Pharmacovigilance? 

Passive Surveillance Passive surveillance is the 
backbone of the safety monitoring of drugs. Such 
surveillance is conducted through spontaneous 
reports by healthcare workers and consumers, 
and a review of ADR case reports from published 
sources by sponsors. 

Spontaneous reports play a major role in the 
identification of safety signals once a drug is 
marketed. Such a report is an unsolicited, volun-
tary communication by a healthcare professional, 
or a consumer to a pharmaceutical firm, regu-
latory authority, or other organisation (e.g., 
WHO, Regional Centres, Poison Control Centre). 
The system was developed after the thalidomide 
disaster. The data is documented in an ADR 
reporting form, and forwarded to a central or 
regional database. Although the data capture pro-
cess may vary a little across the world, the iden-
tity of the reporter and patient usually remain 
anonymous. Other patient-related details like 
country, age, gender, pre-existing comorbidities, 
concomitant medications, seriousness, and drug 
related details like batch number, company 
details, etc. can be recovered from the reporting 
forms. However, the most important shortcoming 
of such surveillance is underreporting, variations



in the quality of the information provided, and 
missing data. 
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Examples of spontaneous reporting systems 
include the “Yellow card scheme” (UK), the 
MedWatch (USA), the suspected ADR reporting 
scheme (India), etc. These are respectively linked 
to the databases of the Medicines and Healthcare 
products Regulatory Agency (MHRA), the FDA 
Adverse Event Reporting System (FAERS), the 
WHO Global Individual Case Safety Report 
(ICSR) database (VigiBase™), etc. [18–20]. 

At present, the focus is on systematic methods 
of data mining for the detection of safety signals 
from spontaneous reports. Techniques have been 
developed to evaluate the reports in terms of 
quality and quantity. Quantitative signal detection 
is most commonly evaluated by 
disproportionality statistics. These methods 
include the calculation of the reporting odds 
ratio (ROR), and proportional reporting ratio 
(PRR), as well as the use of Bayesian methods 
and the information component (IC). Data mining 
techniques have also been used to examine drug-
drug interactions and their role in causing 
ADR [21]. 

Active Surveillance In this type of reporting, 
case safety is monitored entirely through a 
pre-planned process. The process may involve 
systematic screening of medical records or 
questioning patients to find out AEs. Such sur-
veillance can be drug-based where adverse events 
in patients taking certain products are identified, 
setting based where AE in patients at sentinel 
healthcare sites (single or small number of health 
facilities) are monitored, or event-based when an 
event (e.g., liver failure) is traced back to a drug. 
Active surveillance is also conducted through 
observational studies, pharmacoepidemiologic 
studies, cohort event monitoring programs, and 
registry studies. The FDA launched its largest 
multisite distributed database in the world in the 
year 2016. The initiative named, Sentinel, uses 
distributed analytic tools and curated real-world 
health insurance claims data to generate insights 

on medication safety. Recently, a lot of focus is 
on active surveillance of drugs based on social 
media platforms, electronic medical record 
(EMR) data, and genome-wide association stud-
ies. A current publication tried to map ADR men-
tioned at a social site to the USA national 
database. They found out that three ADRs of 
amoxicillin, hypersensitivity, nausea, and rash, 
shared similar profiles on FAERS and Twitter. 
They concluded that Twitter and other social 
media platforms can be a unique and complemen-
tary source of early detection of AE [18–22]. 

Stimulated Reporting It is practiced during the 
early post-marketing phase when pharmaceutical 
firms actively provide health professionals with 
safety information and at the same time encour-
age the cautious use of new products and the 
submission of spontaneous reports when an 
adverse event is identified. In Japan, early post-
marketing phase vigilance (EPPV) is conducted 
for new drugs or for existing drugs for which 
there is a new usage. This system is a type of 
stimulated reporting. The recent pandemic saw a 
lot of stimulated reporting [21, 23, 24]. 

Targeted Clinical Investigations Such studies 
are conducted to elucidate the benefit-risk profile 
of a drug outside of the traditional clinical trial 
setting. It may be conducted to fully quantify the 
risk of a critical but relatively rare AE observed 
during clinical trials. It may also include vulnera-
ble populations; the elderly, children, or patients 
with renal or hepatic disorders [21]. 

Literature Surveillance A key component of 
regulations concerning pharmacovigilance is lit-
erature surveillance and reporting. Hence, it is a 
regular task within the pharmacovigilance 
workflow. Oftentimes, the task is challenging 
considering the huge volume of publications 
across the globe. Of late, there has been the 
development of artificial intelligence (AI) based 
techniques, and software driven approaches to 
ease the process [22, 23].
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27.1.7 Who Are the Stakeholders 
of Pharmacovigilance? 

The key stakeholders (Fig. 27.2) directly involved 
in pharmacovigilance activities are healthcare 
professionals and establishments, regulatory 
authorities, consumers, and the pharmaceutical 
industry (MAH). Other stakeholders include 
media, advocacy groups, and legal 
representatives. These stakeholders facilitate the 
development of new and robust drug policies and 
decisions. They also highlight the deficiencies 
and weaknesses in existing drug safety policies 
and practices [10, 24]. 

Pharmaceutical firms discover and develop 
drugs, share risk management plans, submit 
safety reports, respond to risk minimization 
measures, and educate and update other 
stakeholders about their products. Academic 
centres of pharmacology and pharmacy 
associated with healthcare centres play an impor-
tant role through education, training, policy 
development, clinical research, ethics committees 
(institutional review boards), and clinical 
services. In many medical institutions, monitor-
ing of adverse drug reactions (ADR) and medica-
tion errors is recognized as an essential quality 
assurance activity. They report the cases through 
regional, and national centres to regulatory 
authorities of various countries. The reports are 

then analysed, assessed, and compiled for signal 
generation. They are routed to the regulators. The 
regulators and global pharmacovigilance teams 
facilitate international collaboration 
[6, 11]. Recently, a lot of focus is on patient 
organizations’, education and patient initiated 
spontaneous reporting of AE [25]. 

Fig. 27.2 Pharmacovigilance stakeholders 

27.2 Pharmacovigilance During 
Phase 3 Trials 

During clinical trials, the safety of a participant is 
the responsibility of all stakeholders. In case of 
any undesirable experience, the trial investigator 
is mainly responsible for the medical care of the 
participant. Such care needs to be provided 
irrespective of the association of the injury to 
the trial product. The study sites capture AE 
through electronic data capture (EDC) systems. 
EDC is monitored remotely by sponsor personnel 
and checked by monitors during field visits. SAE 
and AESI are flagged in the EDC systems. The 
flag in EDC provides a good first alert to the 
sponsor. All AEs are documented and signed by 
qualified team members in the subject’s medical 
record. The AEs are further coded, and analysed 
for needful actions by the safety monitoring team. 

In most countries, the principal investigator is 
required to promptly report (within 24 h) a SAE



to the ethics committee (EC), and sponsor. The 
investigator also needs to further send a detailed 
report after due analysis to the EC, regulator, and 
the head of the institution where the trial is being 
conducted, usually within 15 calendar days. The 
sponsor team reviews the reactions and provides 
directives to the sites, and also reports to the 
regulatory authority. The trial sponsor takes up 
the responsibility of ongoing safety evaluation, 
reporting to the regulatory authority, and 
providing compensation if required as per the 
regulatory guidelines. 
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The ethics committee reviews the AEs on an 
interim basis, and SAEs on an emergency basis. 
They review global data, and if there are too many 
AESI e.g., cardiac events or gastrointestinal 
haemorrhage at the study site or other sites, they 
may seek an explanation from the investigator. If 
deemed risky, they may direct early closure, tem-
porary stoppage of the trial, or a re-consent pro-
cess with an update of the risk in the informed 
consent form. 

In the case of an SAE, EC reviews the case, 
may seek the opinion and queries from the inves-
tigator, and determine the causality by taking into 
consideration the case narrative, and other source 
documents. They adhere to the ethical principles 
of beneficence, justice, and non-maleficence. And 
provide a report to the regulator with causality 
analysis, and financial compensation 
requirements within the specified timeline (usu-
ally 30 days after notification of SAE). The regu-
lator gives a final decision on the amount of 
compensation to be given by the sponsor or the 
sponsor’s representative to the grieving party 
[4, 26]. 

A higher-than-expected rate of expected AEs 
(AESI) also requires reporting. Another point to 
note is that the IB is updated from time to time on 
an ongoing basis with new important safety infor-
mation during the trial period [4, 27]. The safety 
information is compiled into the DSUR periodi-
cally. After the successful completion of phase 
3, sponsors perform an integrated safety analysis 
of aggregate data from all study sites and submit 
the updated DSUR for filing new drug 
applications (NDA) and marketing authorization 
[27, 28]. 

27.3 Post-Marketing Surveillance 
(PMS) 

27.3.1 What is PMS? 

After the phase 3 trial, the sponsor requests mar-
keting authorization. Once approved for market-
ing, the drug is monitored for safety in real world 
settings. PMS is conducted as an observational, 
non-interventional phase 4 trial and registry study 
in a naturalistic setting. ADRs are reported 
through passive surveillance by health 
professionals and consumers, and actively by 
MAH. Until recently, spontaneous reporting was 
considered the cornerstone of PMS. Lately, 
there’s much focus on electronic health record 
(EHR), and AI driven data extraction tools to 
detect ADR. There is hope that this approach 
will complement and strengthen existing PMS. 

27.3.2 What is the Scope of PMS? 

During PMS, the true safety profile of a drug is 
characterized by a spontaneous adverse event 
monitoring system and aggregate reporting by 
the sponsor or MAH. PMS attempts at capturing 
the rare ADRs that occur in less than 1 in 
3000–5000 patients. The rare ADRs are unlikely 
to be detected in Phase I – III investigational 
clinical trials due to limited sample sizes, short 
duration, and strict inclusion and exclusion 
criteria. These ADRs may be unknown at the 
time of approval of a drug. It has been found 
that 20% of drugs acquire new black box 
warnings during this phase. Also, 4% of the 
drugs are ultimately withdrawn for safety reasons 
[12, 18]. 

27.3.3 What is the Process 
of Spontaneous Reporting 
Around the Globe? 

For spontaneous reporting of AE, every country 
has its own pharmacovigilance system based on 
WHO guidelines. There are ADR monitoring



units in healthcare organizations to detect, evalu-
ate, and report ADR. Also, there are direct 
reporting structures through mobiles, toll-free 
phone numbers, web-based systems, and apps. 
This allows the regulators to collect information 
directly into their own database. 
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In most countries, the pharmacovigilance pro-
gram is affiliated with the WHO program for 
International drug monitoring (PIDM). PIDM 
was initiated in the year 1968. With representa-
tion from more than 170 countries, the program 
covers about 99% of the world’s population. It 
has the largest ADR database in the world 
(VigiBase™). The spontaneous reports from 
member countries are routed to the Uppsala Mon-
itoring Centre (UMC) through the national 
pharmacovigilance centres. UMC is an indepen-
dent, non-profit foundation that works with the 
WHO, engages the stakeholders of 
pharmacovigilance, and collaborates with global 
drug monitoring. It is based in Uppsala, Sweden. 
UMC provides international service and scientific 
research in the field of pharmacovigilance. 

Most countries follow the ICH E2E guidelines 
for pharmacovigilance activities. The European 
Union (EU), Japan and the USA are the founding 
members of ICH. ICH has established pharma-
ceutical regulatory systems of the highest level 
worldwide. The PV systems are based on long-
standing experiences, and empirical knowledge 
gained from intensive international collaboration. 
ICH guidelines encourage harmonisation and 
consistency, prevent duplication of effort, and 
provide benefits to public health programs that 
include new drugs throughout the world [21, 29]. 

In the USA, PMS and spontaneous reporting 
are through MedWatch. One can voluntarily 
report AR, SAE, product quality problems, prod-
uct use errors, or therapeutic equivalence or fail-
ure issues. MedWatch interacts with the FDA 
information database FAERS. The reports in 
FAERS are evaluated by multidisciplinary staff 
safety evaluators, epidemiologists, and other 
scientists in the Centre for Drug Evaluation and 
Research’s (CDER) office of surveillance and 
epidemiology. The process helps detect safety 
signals, assess risk mitigation and evaluation 
strategies (REMS), and recommend regulatory 
actions [29, 30]. 

The FDA equivalent in Japan that regulates the 
safety of drugs is the pharmaceuticals and medi-
cal devices agency (PMDA). PMDA works 
together with the Ministry of Health, Labour, 
and Welfare. PMDA collects AE information 
from healthcare professionals and MAHs into 
their database. They analyse the data, routinely 
disseminate the safety information, and proac-
tively participate in international harmonization 
activities. Japan also requires MAH to conduct 
early post-marketing phase vigilance (EPPV) for 
the first 6 months after the launch of a new drug 
[31, 32]. 

PMS in other Asian countries are also 
conducted as hospital based and industry based 
approaches. Each country has its drug regulatory 
agency. Spontaneous reports are collected by vol-
untary submission of suspected ADRs reports. 
The forms are based on CIOMS template. The 
ADRs are routed to the regulatory database, and 
then to the UMC. In India, pharmacovigilance 
was initiated in the year 1986 with a formal 
ADR monitoring system under the supervision 
of the drug controller of the country. The program 
evolved over years and is currently known as the 
pharmacovigilance program of India (PvPI). 
Under the umbrella of PvPI, ADR monitoring 
centres are established at medical schools and 
other healthcare organizations throughout the 
country. The national coordinating centre is 
located at the Indian Pharmacopoeia Commission 
(IPC) in Ghaziabad. PvPI routes ICSRs to UMC 
through Vigiflow [32–34]. 

In the United Kingdom, PMS is through the 
YC ADR reporting system. The UK also has a 
process of labelling drugs with an inverted black 
triangle when they are first marketed. The idea is 
to bring the AE to the notice of the authorities. 
This intensive monitoring of the drug continues 
for a minimum of 2 years from the launch of the 
product. It is extended further if necessary. In the 
European economic area, the European 
Medicines Agency (EMA) provides extensive 
guidance to enable all stakeholders to meet their 
legal pharmacovigilance obligations. EMA 
operates a large database of ADR, 
EudraVigilance. From this database, ISCRs are 
directly routed to the UMC thus facilitating global 
pharmacovigilance activities [35, 36].
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In Canada, the PMS program is through Health 
Canada. It collects and assesses the reports of 
ADRs. And then conducts a complete analysis 
of probable safety concerns. Health Canada fur-
ther recommends pharmaceutical manufacturers 
change product labels. It also communicates 
new safety information to healthcare 
professionals and the public through Dear 
Healthcare Professionals (DHP) letters [37]. 

27.3.4 What is the Process 
of Aggregate Safety Reporting 
During PMS? 

For regulatory reporting, SUSARs are reported 
continually and non-serious ones are compiled 
and reported periodically. The periodic aggregate 
safety reports are periodic safety update reports 
(PSUR), periodic adverse drug experience reports 
(PADER), periodic benefit-risk evaluation reports 
(PBRER), or addendum to clinical overview 
(ACO). MAH is required to submit the country 
specific report to the respective regulatory 
agency. These documents are usually prepared 
by the safety writers of the sponsor or MAH 
[30–38]. 

PSUR PSUR contains the title page, worldwide 
marketing authorization status, steps taken for 
safety purposes during the reporting interval, 
changes in reference safety information, assessed 
patient exposure, individual case history, a sum-
mary of significant findings, signal assessment, 
and risk evaluation, and overall safety. It is 
accepted throughout the world. In the USA, the 
counterpart of PSUR is PADER. PSUR can also 
be submitted to the US FDA but with a waiver 
from the need to submit US-style reports. 

PADER contains individual case narratives 
for SAE with fatal outcomes and events of special 
interest or serious unlisted events. It is a relatively 
less complex document with five sections. It is 
prepared as per the US 21 code of federal regula-
tion (CRF) 314.80. It is submitted every 3 months 
(quarterly) for the first three years post-marketing 
authorization, and then annually to FDA. Usually, 

different PADERs are prepared for the investiga-
tional drug based on formulations, dosage forms, 
or indications. PADER is prepared based on the 
line listings. It includes a summary of all the 
15-day alerts regarding serious unlisted domestic 
and foreign cases and non-15-day alerts of serious 
listed, non-serious unlisted, and non-serious listed 
domestic cases reported during the reporting 
interval. It also includes regulatory actions like 
‘dear doctor letters’, labelling changes, etc. After 
obtaining the IBD, MAH is required to submit the 
first quarterly PADER within 30 days. 

PBRER contains a detailed risk-benefit evalu-
ation of a drug after the approval of a new drug 
application. It is prepared as per ICH E2C R2 and 
European Medicines Agency module VII. It is 
submitted to the European Union and the rest of 
the world. It is a relatively complex document 
with 20 sections. The sections include regulatory 
updates, cumulative and interval exposure, inter-
ventional and non-interventional clinical trials, an 
overview of signals, and benefit-risk assessment. 
Usually, one PBRER is prepared for the investi-
gational drug irrespective of formulations, dosage 
forms, or indications. It is submitted every 
6 months for the first two years post-marketing 
authorization, and then annually. 

ACO ACO is an aggregate safety report that is 
submitted for renewal of the marketing authoriza-
tion license of a drug. The structure and 
specifications of the ACO and PBRER are simi-
lar. But the information is presented with greater 
emphasis on the data received since the last 
renewal/approval rather than discussing 
cumulatively. 

27.4 Patient Narrative 

A patient narrative is a brief summary of adverse 
events experienced by patients, during a clinical 
trial. They are prepared based on standardized 
guidelines (ICH). They are submitted along with 
the clinical study report (CSR). They are prepared 
from primary source data, line listings in 
databases, and secondary data like regulatory 
notifications, etc. They are produced on an



interim basis, or after study completion. Based on 
when they are prepared, they are called either a 
pre-database lock (DBL) narrative or a post-
database lock narrative. Pre-DBL data narratives 
are updated or modified based on post-DBL data. 
These narratives are considered clean and final. 
Final narratives are submitted with the CSR as an 
appendix. Recently with the advancement of dig-
italization, narratives can be automated. This tool 
is very helpful for studies with large volumes of 
narratives (usually >150) [39, 40]. The contents 
of a patient narrative are as follows:

27 Pharmacovigilance Through Phased Clinical Trials, Post-Marketing. . . 437

• Subject ID (most serious adverse event/events)
• Age, gender, ethnicity, had a medical history 

including past history and history at the time of 
the start of the trial

• Upon study admission, the presentation of the 
subject and the reason for receiving the 
study drug

• Randomization and dosing regimen
• Description of the most serious adverse event 

(e.g., prolonged hospitalization or death) 
including the day it started, its effect, and the 
action taken (e.g., withdrawal of treatment or 
change in dosing regimen) if any

• Description of the nature (intensity) and rela-
tionship of this event to the study medication 
(causality information) 

Fig. 27.3 WHO-UMC causality assessment scale

• The treatment used for this event and the out-
come (resolved, persisted, etc.)

• Other adverse events whether listed and 
related to these adverse events and their 
outcomes

• List and description of laboratory results/vital 
signs which are related to the SAE and the 
outcome and/or a statement stating that no 
significant lab values/vital signs were reported

• The last sentence states, “The subject 
completed the study on which day or the 
study was terminated on which day and the 
reasons 

27.5 Quantification of ADR Reports 

ADR reports are quantified after assessment with 
standard scales. The process helps evaluate the 
incidence, type, causality, preventability, and 
severity of the ADR. To determine the predict-
ability or incidence, the published literature is 
screened for regional, national and global data. 
To find out the causality, the WHO scale or 
Naranjo’s algorithms are used. WHO scale is the 
most widely used causality analysis tool 
(Fig. 27.3). WHO criteria categorise events into 
certain, probable, possible, unlikely, unclassified,



and unclassifiable. Naranjo scale categorizes 
them into unlikely, possibly, probably, or definite 
associations. To evaluate the type, an assessment 
is done based on Willis and Brown classification. 
The types are augmented, bizarre, chronic, 
delayed, withdrawal, familial, genetic, hypersen-
sitivity, and unclassified. To demonstrate the 
severity, tools such as the Modified Hartwig and 
Siegel scale are used. It categorizes AE into mild, 
moderate, and severe categories. To assess the 
preventability, a modified Schumock and 
Thornton scale is used. It classifies events into 
categories like definitely preventable, probably 
preventable, and non-preventable. The impact of 
ADR on quality of life (QOL) is measured by the 
WHO Quality of Life BREF scale. Recently, the 
focus is on AI based tools to quantify ADR [41– 
46]. 
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27.6 Risk Management Plan 

A risk management plan (RMP) is a document 
that describes the current knowledge about the 
safety and efficacy of a drug. It is submitted to 
regulatory authorities at the time of application of 
a marketing authorization. RMPs include infor-
mation on safety profiles, plan for prevention and 
minimization of risks, plans for studies and other 
activities to gain more knowledge about the 
safety and efficacy, and measurement of the effec-
tiveness of risk-minimisation measures. RMPs 
are continually modified and updated throughout 
the lifetime of a drug. RMP and good 
pharmacovigilance practice (GVP), medication 
error minimization guidelines are available on 
regulatory websites [47–49]. 

27.7 Pharmacovigilance 
Process Flow 

The process of pharmacovigilance starts with an 
event collection. Once a case is received, the case 
processor looks for the minimum information. 
The case is then triaged for date, seriousness, 
causality, and expectedness. It is then processed 
as per the priority. This ensures that expedited 

reporting is processed and submitted to the regu-
latory authorities within timelines. After triage, 
the processor looks for duplicate data. If there is 
duplicate data, the processor is required to add a 
follow-up to the existing case and process the 
information. If there is no duplicate data; the 
processor creates a new case to process the infor-
mation. The case processor then performs the 
complete data entry with all available informa-
tion. The AE is then coded in the MedDRA. The 
case processor can auto code the event term when 
the term has an exact match in MedDRA or code 
it manually if the exact match is not available. 
This ensures the use of the same language across 
countries, companies, and regulatory bodies. The 
case is then subjected to causality analysis, narra-
tive writing, a self-quality check, and drafting of 
queries for the missing information. The cases are 
submitted through the available safety database. 
The cases are subjected to signal surveillance, 
detection, evaluation, governance, communica-
tion, and documentation. They are also exposed 
to benefit-risk management [50, 51]. The process 
is shown in Fig. 27.4. 

27.8 PV During Health Emergencies 

During any health emergency, monitoring drug 
safety is a paramount task. And the recent coro-
navirus disease (COVID-19) pandemic has 
shown that the efforts of the WHO, ISoP, several 
national pharmacovigilance programmes, and 
other pharmacovigilance stakeholders are vital 
to the success of public health initiatives across 
the globe. During the first waves of the Covid-19 
pandemic, the absence of vaccines and drugs led 
to a rush to repurposed drugs, and the use of 
off-label. Also, expedited discovery and 
approvals led to a hastened development of 
vaccines. Pharmacovigilance was thus crucial to 
be able to adhere to the ethical principle of “do no 
harm”. WHO released the vaccine safety surveil-
lance manual. It facilitated the early detection, 
investigation, and analysis of adverse events fol-
lowing immunization (AEFIs) and adverse events 
of special interest (AESIs). The global collabora-
tion and coordination between the stakeholders



ensured an appropriate and rapid response. Drugs 
received emergency use approvals, expedited 
reviews, and repurposing. But because of the 
already existing collaboration across the globe 
and sharing of data to the UMC VigiBase™, it  
was possible to manage the functioning of 
pharmacovigilance. ICSRs were managed, 
signals were detected, and benefits and risks 
were assessed and communicated to the 
healthcare workers and the general public. Infor-
mation was available in the public domain, and 
care was taken to minimize confusion during the 
infodemic [52–57]. 
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Fig. 27.4 Pharmacovigilance process 

27.9 AI Based Approaches 
in Pharmacovigilance 

Safety monitoring starts with an incident of 
AE. The report is then documented, processed, 
and analysed. It requires a lot of motivation and 
willingness on the part of healthcare workers, and 
consumers to detect, diagnose, and report the 
events. Hence, a lot of data is missed. Also, signif-
icant information present in electronic records, and 
health claims are missed. There is a prediction that 
the use of AI can help reduce such errors, and save 
manpower, and cost. AI can analyse a large 
amount of data simultaneously to identify patterns 
and trends, improve the accuracy of the informa-
tion, and thus reduce the burden and time of case 
processing and interpretation [58, 59]. 

AI and machine learning may also be useful in 
pharmacovigilance for the following:

• The automatic case report entry and processing
• The identification of clusters of adverse events
• The extraction of data from 

pharmacoepidemiologic, and genetic studies
• The conduction of probabilistic matching 

within datasets and data linkage
• The prediction and prevention of AE related to 

drug/food interaction
• The automated literature screening and data 

mining 

27.10 Concluding Remarks 

Pharmacovigilance is an essential element of 
quality healthcare delivery. The process starts 
during clinical trials and continues throughout 
the life cycle of a drug. The methods include the 
detection of an ADR, reporting it based on the 
regulatory requirements, listing, then generation 
of signals, and risk management plans. Once 
manual, the system today relies on sophisticated, 
proprietary databases for its operation. The system 
has evolved in terms of tracking activities at the 
evidentiary level of standards. And addressing the 
security issues against global hackers, ensuring 
compliance with local and global standards, 
evolving with a focus on ecopharmacovigilance, 
and safety of advanced therapy medicinal products. 
With the introduction of digital therapeutics, the
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field promises to further evolve and streamline the 
medication safety process throughout the globe. 
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27.11 Quick Recap with Case 
Discussions 

1. A 50-year-old male with hypertension visits 
his primary care clinic for a blood pressure 
check. He also gives a history of left ventricu-
lar hypertrophy and prediabetes. His brief 
medication history revealed that he is on 
tablets, amlodipine 10 mg daily, lisinopril 
40 mg daily, and hydrochlorothiazide 25 mg 
daily. He was on this regimen for the past 
5 years. He did not use any supplements or 
over-the-counter medication regularly. His 
blood pressure was found to be 160/100 mm 
Hg. The other vital signs were within normal 
limits. On physical examination, his gum tis-
sue was firm, pink, moist, and overgrown, 
displacing most teeth. The patient mentions 
that his gums were healthy before he started 
his medications. The physician diagnoses the 
case as amlodipine-induced gingival over-
growth (AIGO). The physician changes the 
drug to a different calcium channel blocker 
and reports the case as an ADR. 
(a) What is the process of spontaneous 

reporting of ADR? 
(b) What are the tools for causality analysis? 
(c) What’s the role of the literature review in 

the above case? 
2. A 60-year old male patient suffering from 

chronic lymphocytic leukaemia enrolls in a 
phase 3 clinical trial. After receiving the 
study drug, he complains of vomiting and 
generalised weakness. After a couple of 
hours, he develops breathlessness. His blood 
pressure was unrecordable, blood gases 
revealed severe metabolic acidosis, high 
lactates, and hyperkalaemia. It was decided to 
shift him to the intensive care unit. 
(a) What are the responsibilities of 

stakeholders in the above case? 
(b) What are the tools for causality analysis? 
(c) Can such a case have an impact on the 

global trial of the product? 

3. During the global safety review, an ethics 
committee comes across a couple of cases of 
serious cardiac events for a diabetic product. 
The events were not listed in the investigator’s 
brochure. The principal investigator is, how-
ever, confident that his trial participants will be 
safe. 

(a) What are the responsibilities of 
stakeholders in the above case? 

(b) Is there room for a risk 
management plan? 

(c) Does this require updating of any trial 
document? 
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Abstract 

This chapter provides an introduction to the 
design of pre-clinical experiments using the 
“Completely randomized (CR)” and the 
“Randomized block (RB)”. These are the 
only randomized experimental designs suit-
able for widespread use in pre-clinical 
research. Both designs can have any number 
of treatments as well as additional “factors” 
such as both sexes or more than one strain of 
animals. In both designs, one of the treatments, 
chosen at random, is assigned to each caged 
subject so that those receiving different 
treatments are randomly intermingled in the 
research environment. 

group sizes, but the whole experiment needs to 
be done at the same time. In contrast, the more 
powerful RB design is split into several 
“blocks” each of which has a single subject 
receiving each of the treatments. These blocks 
can be spread over time and/or location to 
provide some assurance of reproducibility. 
The “Matched pairs” design is a special case 
of the RB design, with only two treatments. 

statistical analysis of four examples of well-
designed experiments, analyzed using 
“MINITAB” statistical software. It also 

includes a brief account of measures of associ-
ation using “Correlation” and “Regression”. 
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the experimental designs which they have used 
as this provides some assurance that they have 
used a statistically valid design. 
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28.1 Introduction 

Pre-clinical research involving laboratory animals 
is characterized by high levels of irreproducibil-
ity. This is probably due to bias caused by the 
failure of scientists to design their experiments 
correctly, using either the “Completely 
randomized” or the “Randomized block” designs. 

This chapter describes these two designs and 
explains how they should be statistically 
analyzed, if they are to give reproducible results. 
It includes a brief introduction to measures of 
association using “Regression” and “Correla-
tion”, although these are not “randomized” 
experiments.
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https://orcid.org/0000-0001-9092-4562
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28.2 Randomized, Controlled 
Experiments 

Randomized, controlled experiments were 
invented by the mathematician R.A. Fisher in 
the 1920s [1]. His aim was to develop methods 
for comparing different varieties of agricultural 
crops, and/or the effects of different fertilizer 
treatments on yield, in the presence of environ-
mental variation. 

Fisher invented two main designs: the 
“Completely randomized” (CR) and the 
“Randomized block” (RB). Both designs involve 
“replication” and “randomization” with each sub-
ject receiving one of the treatments, assigned at 
random. So, the caged subjects (or plots in a field) 
receiving different treatments are randomly 
intermingled in the research environment. This 
avoids bias due to variation in the research 
environment. 

The advantage of the CR design is that it can 
have unequal treatment group sizes. In 
pre-clinical studies the whole experiment should 
be done at the same time. This is the design 
which, with considerable elaboration, is used in 
clinical trials. In contrast, the RB design is split 
into several equal sized “blocks” each of which 
has a single subject receiving each of the 
treatments, assigned at random. These blocks 
can be spread over time and/or location. The 
whole experiment consists of “N” blocks, where 
N is the sample size. The results across all blocks 
are combined in the statistical analysis. Although 
the RB design is normally designed with equal 
treatment group sizes, modern statistical software 
can cope with unequal sized treatment groups 
where necessary. The RB is the most widely 
used design in agricultural and industrial 
research. 

Both the CR and RB designs are analyzed 
using an “analysis of variance”, which Fisher 
also invented. 

The textbook “Statistical methods” by 
G.W. Snedecor, was first published in 1937 with 
later editions being co-authored by William 
Cochran. The seventh edition was published in 
1980 [2]. This book is highly influential in 

making the use of the CR and RB designs widely 
available in agricultural and industrial research. 
The CR design also forms the basis of clinical 
trials (see Chap. 25). 

The high level of irreproducibility found in 
pre-clinical research [3] is probably due to the 
failure of scientists to use these designs. To give 
just one example, Scott et al. [4] found that more 
than 50 publications had described therapeutic 
agents which appeared to extend the lifespan of 
a mouse model of amyotrophic lateral sclerosis 
(ALS). But none of them were effective in 
humans. So, with advice from a statistician, they 
re-screened all fifty, plus another twenty 
compounds, using the “Matched pairs” experi-
mental design. It took them five years and used 
18,000 mice across 221 studies. They found that 
when the experiments were correctly designed, 
none of the drugs extended the lifespan of these 
mice. All  fifty previous studies had given false 
positive results, presumably due to environmental 
effects being mistaken for the effects of the 
treatment. 

The widespread failure by scientists in acade-
mia to use the “Randomized block/“Matched 
pairs” (RB)/MP or the “Completely randomized” 
(CR) design probably accounts for most of the 
excessive levels of irreproducibility currently 
found in pre-clinical research. 

28.3 Treatments and Factors 

A “Factor” is an alphanumeric variable with 
values specified by the investigator. For example, 
an experiment usually has a factor called “Treat-
ment”. This will have two or more “levels” which 
may, for example, be designated “Control”, “Low 
dose”, and “High” dose. These alphanumeric 
names, starting with a letter, are specified by the 
investigator. In some experiments “Sex” or 
“Strain” may be the main, or additional factors, 
with levels “Male” and “Female” or “CD-1” and 
“C57BL/6” strain mice. 

An experiment can include more than one 
factor, such as both “Treatment” and “Sex”.  In  
this case, it is called a “Factorial design”.



Factorial designs often provide extra information, 
such as whether the two sexes respond in the 
same way to the treatments, at little or no extra 
cost, apart from a slightly more complex statisti-
cal analysis. They are discussed below, with 
examples. 
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A CR design with a single factor such as 
“treatment” is called a “one-way” design. It is 
analyzed using a one-way analysis of variance 
(ANOVA). If it has an additional factor such as 
two or more strains of animals it is a “Two-way” 
design, requiring a two-way ANOVA. An RB 
design with both treatments and blocks is also a 
“two-way” design. But if it has another factor 
such as sex, it becomes a “three-way” design. 
This is discussed in the examples below. 

28.4 Planning a Pre-clinical 
Experiment 

When planning a pre-clinical experiment, the 
investigator should: 

1. State the purpose of the experiment 
2. Specify the species, sex, age and strain(s) of 

animals to be used. 
3. State the number, name, and nature of the 

treatment groups. 
4. Decide whether any additional factors (such as 

sex or strain) are to be included. 
5. State the name of the experimental design 

which is to be used (CR, RB/MP or other). 
6. Specify the sample sizes, as discussed below. 

28.4.1 The Determination 
of Sample Size 

When using the CR design, the experimental 
animals should be as uniform as possible other-
wise the experiment will lack “power” (the ability 
to detect a treatment effect). 

However, if an RB design is to be used, the 
subjects can be more variable provided those 
within each block are closely matched. Any 
differences between the blocks are removed in 

the statistical analysis a “two-way analysis of 
variance without interaction” (see below). 

An appropriate sample size (the number of 
subjects in each treatment group) can be 
estimated using either the “Resource equation” 
or a “Power analysis” [5]. The resource equation 
method is simple. It assumes that the available 
animals are relatively uniform and suggests that: 

The total number of subjects, minus the number of 
treatments should be between ten and twenty. 

For example, with three treatments (e.g., Control, 
Low, and High dose) a sample size of between 
five and seven subjects per treatment group is 
suggested. If the experiment is to include more 
than one factor, a slightly larger sample size may 
be appropriate. 

When there are only two treatments, and a 
reliable estimate of the standard deviation of the 
character to be measured is available from previ-
ous studies, a “Power analysis” can be used 
[5]. This can provide an estimate of the magni-
tude of response which is likely to be detectable 
for a given sample size and standard deviation. 

28.4.2 Randomization and Blinding 

Randomization seems to be widely 
misunderstood. The animals are not randomized. 
It is the assignment of one of the treatments, 
chosen at random, to each subject. Correct ran-
domization means that the cages of animals 
receiving different treatments are randomly 
intermingled in the animal house environment. 

Such randomization is essential because the 
research environment is not homogeneous. For 
example, the top shelf in a rack of cages has a 
different environment from the second shelf. 
Edge cages have a different environment from 
those in the middle of a rack. The first few 
animals to be caught and treated may not be as 
expertly handled as later animals. The last few 
animals in a gang cage may be exhausted from 
having been run around the cage to avoid being 
caught. Circadian rhythms may result in the first 
few animals being treated or having their 
outcomes measured being physiologically



different from later ones. And when measuring 
outcomes, the staff may become more skilled at 
catching and handling the animals as the experi-
ment progresses. Randomization ensures that 
these environmental factors are distributed 
reasonably equally among the treatment groups. 
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Once the subjects have been treated, they 
should only be identified by their i.d. number, so 
that investigators are “blinded” to the treatments 
when assessing the outcomes. 

28.4.3 Randomization in Practice 

Randomization should be done in the office 
before going to the animal house, using 
EXCEL. Suppose, for example, that a CR experi-
ment is to have three treatments “Control”, 
“Low” and “High” dose, with a sample size of 
six. The row numbers in EXCEL can represent 
the eighteen animal’s ID. Column one should 
have “Control”, “Low” and “High” each written 
six times. Column two should have eighteen ran-
dom numbers generated by typing “=rand()” in 
the first cell and pulling down on the small box in 
the lower right of the cell, to generate a column of 
random numbers. Columns one and two should 
then be marked and sorted on column two (the 
random numbers). This will assign one of the 
treatments, chosen at random, to each numbered 
subject, and maintain the sample sizes. The ran-
dom numbers, which change when accessed, can 
then be deleted. 

A similar randomization procedure should be 
used if the “Treatment” is an attribute such as a 
genotype. For example, if the investigator wishes 
to compare two or more strains of mice for some 
measurement character, the different strains need 
to be randomly intermingled within the animal 
house environment. 

If an RB design is to be used with, for exam-
ple, three treatments “L”, “C” and “H” and six 
blocks (i.e., a sample size of six), then two sorts 
are required. The row numbers, 1–18, will repre-
sent the individual IDs. Column one should have 
the treatments such as “C”, “Low” and “Hi” each 
repeated six times. Column two should have the 
block numbers 1–6 repeated three times. Column 

three should have eighteen random numbers 
using “=rand()”. The three columns should then 
be marked and sorted first on the random numbers 
and then on the block numbers. This will assign 
one of the treatments chosen at random to each of 
the three animals within each block. 

The EXCEL sheet containing the i.d. numbers 
and treatment assignments should be saved, 
printed, and taken to the animal house when 
setting up the experiment. 

28.4.3.1 Blinding 
Scientists usually want a particular outcome, such 
as there being “statistically significant” 
differences between the treatment groups. If they 
know which treatments the animals have received 
when measuring the outcomes, they may “adjust” 
the measurements to obtain the desired result. 
Bias can be avoided by ensuring that the experi-
mental subjects are only identified by their ID 
number when the outcomes are being measured 
and recorded. 

28.4.4 Assumptions About the Data 
and Data Transformations 

The statistical analysis is based on the properties 
of the “normal” or “Gaussian” bell-shaped distri-
bution. The experimental subjects or “units” must 
be independent so that any two of them can 
receive different treatments. Here it is assumed 
that the experimental unit is a single animal in a 
cage. If there are two animals in a cage and the 
treatment is given in food or water, then the two 
animals cannot receive different treatments. In 
that case, the pair of caged animals would repre-
sent a single experimental unit and the statistical 
analysis should be based on their mean value. 

The statistical analysis is based on the assump-
tion that the “residuals” (the deviation of each 
observation from the group mean) should have a 
“normal”, Gaussian, distribution. This will usu-
ally be the case with characters such as body 
weight and hematology. But it may not be the 
case with “bounded” data such as percentages or 
proportions, which cannot be less than zero or 
more than one hundred.
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Minitab can produce a number of residuals 
diagnostic plots of the residuals (deviation of 
each observation from its expected value) as part 
of the statistical analysis (see Example 28.2, 
below). A normal probability plot of the residuals 
should give a reasonably good straight line. If this 
is not the case, a “scale transformation” may be 
needed, followed by a re-analysis of the 
transformed data. 

The two most common scale 
transformations are: 

1. If the variation increases as the means of the 
groups increase, a logarithmic transformation 
may be appropriate; each observation should 
be replaced by it’s logarithm. 

2. Counts, with a low mean, often have a 
“Poisson” distribution with mostly low num-
bers but an occasional high one. In this case, 
each observation should be replaced by its 
square root. 

28.5 Animal Welfare 

The animal division of the institute should ensure 
that Investigators have received training in 
handling the animals and in the use of simple 
techniques such as giving intraperitoneal 
injections. 

Special care should be taken to ensure that the 
animals experience the least possible pain and 
distress. The proposed experiments need to be 
approved by the local IACUC (Institutional Ani-
mal Care and Use Committee) and the Director of 
the animal division. 

Animal welfare organizations sometimes sug-
gest that, as rats and mice are social animals, they 
should not be housed singly. However, housing 
two or more male mice or rats in the same cage 
may lead to fighting and unpredictable results. 
Also, if the animals were to receive different 
pharmaceutical treatments there could be cross 
contamination because mice and rats are 
coprophagic. So, animals should usually be 
housed singly while they are the subjects of an 
experiment. 

28.6 Choice of the Experimental 
Design 

The “Randomized block”/“Matched pairs” 
(RB/MP) is the most widely used design in agri-
cultural and industrial research because it is pow-
erful and convenient to use. The individual blocks 
or pairs can be separated in time and/or location, 
to suit the investigator. This also provides some 
assurance of repeatability because treatment 
effects will only be observed if the individual 
blocks are in reasonable agreement, as assessed 
by the statistical analysis. 

Studies involving animal models of develop-
ment can use a version of the RB design with 
unequal group sizes. In that case, a litter 
represents a “block” and subjects within each 
litter can receive different treatments [6]. 

However, in a recent survey of one hundred 
published papers involving mice or rats [7], three 
of them had used an MP design when comparing 
genetically modified with wildtype litter mates, 
but the remaining ninety-seven papers had not 
named the design which they had used. 

Journal editors and referees should reject any 
paper involving a pre-clinical experiment that 
fails to state the name of the experimental design 
which has been used. 

When unequal treatment group sizes cannot be 
avoided, such as when there is only enough of a 
test reagent to treat a small number of subjects, or 
when only a few GM animals are available to be 
compared with wild-type ones, then the CR 
design with unequal sample sizes can be used. 

28.7 Software 

Designed experiments, with quantitative 
outcomes, are usually analyzed using a t-test if 
there are just two groups or an “Analysis of vari-
ance” (ANOVA) when there are three or more 
treatment groups. Several software packages are 
available. “MINITAB” (https://www.minitab. 
com), used below, has been used by this author 
for many years. It is relatively easy to use, with 
well formatted output. It or some other high

https://www.minitab.com
https://www.minitab.com


quality software package should be made avail-
able (within the Animal division?) to all scientists 
who use laboratory animals. 
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As an alternative, “R-Commander” (Rcmdr) is 
free. It can be downloaded from the “CRAN” 
website. First, the “R” statistical language needs 
to be installed and then Rcmdr can be down-
loaded from it. Further details are given by 
Festing et al. [8]. However, Rcmdr is not as easy 
to understand and use as MINITAB. 

The MINITAB interface is like a spreadsheet. 
If the experimental treatments and results (still in 
random order) have been recorded in EXCEL, 
they can be copied and pasted directly into 
MINITAB. This has a menu along the top: 
“File”, “Edit”, “Data”, “Calc”, “Stat”, 
“Graph” etc. 

With designed experiments, one of the “Stat”, 
or “ANOVA” options should be chosen. The 
columns in EXCEL which contain the treatment 
designations, factors, blocks (if an RB design is 
being analyzed) and data need to be indicated. A 
menu offers various outputs, such as the ANOVA 
table and comparisons of treatments as well as 
various plots, including those of fits versus 
residuals. This should be a reasonably straight 
line. If that is not the case the raw data may 
need to be transformed, as noted above. Numeri-
cal examples are given below. 

28.8 Conclusions 

Pre-clinical research in Academia is characterized 
by high levels of irreproducibility which may be 
costing as much as twenty eight billion dollars per 
year in the USA alone [3]. In contrast, it is highly 
unlikely that such high levels of irreproducibility 
would be tolerated in the pharmaceutical industry. 

An obvious difference between the two is that 
the pharmaceutical industry employs many 
statisticians, but few applied statisticians are 
available to assist scientists in Academia. 

Maybe the organizations funding pre-clinical 
research should ensure that statistical advice is 
available to all their scientists. The animal divi-
sion of most academic institutions is headed by 
well qualified veterinarians. An applied 

statistician could be employed within the animal 
divisions of the larger research institutes with 
smaller institutions sharing their services. 

28.9 Numerical Examples 

The rest of this chapter consists of worked 
examples of CR and RB designs including some 
with a factorial arrangement of treatments. 
Investigators can use these to become familiar 
with MINITAB, or other statistical software. 

1. A “Matched pairs (MP)” design. A compari-
son of the body weights of rats fed on roast or 
raw peanuts. A one-sample t-test of the signed 
differences between treated and control 
subjects. (Data from reference [2] with one 
slight modification). 

2. A “Randomized block” design with three 
treatments: The effect of two drugs on apopto-
sis in rat thymocytes. This was a pilot experi-
ment to test whether the response to these 
drugs was reproducible. The three blocks 
were spread over a three-week period. 

3. A “Completely randomized” (CR) design with 
three treatments: “Do BALB/c strain mice 
treated with either Methylcholanthrene 
(M) or Urethane (U), show an increase in the 
number of micronuclei in the peripheral blood 
lymphocytes, compared with the vehicle 
control mice? 

4. A “two strains by two treatments” completely 
randomized factorial experimental design. Do 
mouse strains C3H and CD-1 differ in their red 
blood cell response to chloramphenicol, 
administered i.p at a dose of zero or 
2000 mg/kg? 

Example 1: A “Matched Pairs” Design 
This experiment aimed to compare the biological 
value of roast versus raw peanuts as judged by 
weight gain in rats. Nine pairs of rats, matched for 
age and weight, were used. One of each pair was 
fed raw and the other on roast peanuts. At the end 
of the study, the body weights were recorded in 
EXCEL as shown in Table 28.1. (Data from ref-
erence [2], with one alteration.) The results are



1 61 5
2 60 4
3 56 7
4 63 9
5 56 1
6 63 1
7 59 7
8 56 4
9 61 8

clear-cut and hardly need statistical analysis, but a 
p-value is usually required when publishing the 
results. 
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Table 28.1 The raw data. Body 
weight 

Pair Raw Roast Raw-roast 
5 6  
5 6  
4 9  
5 4  
5 5  
6 2  
5 2  
5 2  
5 3  

Table 28.1 The column headings and all the 
numerical data, stored in EXCEL, were pasted 
into MINITAB. A “one-sample t-test” of the 
hypothesis that the mean difference in weight 
(Col. 4) between the two groups (column 4) 
does not differ statistically from zero, as shown 
in Table 28.2. The analysis was done in 
MINITAB using “Stat, “basic statistics”, “one-
sample t” of “Raw-roast”. The results are shown 
below. 

Conclusion 
The 95% Confidence interval (CI, Table 28.2) for 
the mean difference does not span zero and the 
p-value is 0.001. So, it can be concluded that the 
rats on the Roast diet had significantly (p < 0.01) 
lower body weights than the rats given the 
raw diet. 

No graphs are shown. They are not helpful 
with such a small set of data. 

Table 28.2 Minitab output for a one-sample t-test for Raw-Roast 

One-sample T: raw-roast 
Test of mu = 0 vs not = 0 
Variable N Mean StDev SE Mean 95% CI T P 
Raw-Roast 9 4.33 2.39 0.80 (2.49, 6.18) 5.42 0.001 

Example 2: A “Randomized Block” 
(RB) Design with Three Blocks and Three 
Treatments 
This was an in-vitro experiment using fresh rat 
thymocytes. The scientists wanted to confirm that 
“apoptosis” (programmed cell death) could be 
reliably induced in rat thymocytes using the 
drugs “CPG” and “STAU”, compared with the 
vehicle control treatment “C”. 

Once a week, for three weeks, a rat 
was sacrificed and a suspension of thymocytes 
was prepared. A measured aliquot of these cells 
was added to three tissue culture tubes. One of the 
three drug treatments: “CPG”, STAU” or “C” 
(medium control), chosen at random, was added 
to each tube and, after a suitable incubation 
period, the number of cells undergoing apoptosis 
was scored. A “two-way analysis of variance 
without interaction” was used to analyse the 
results, shown below. 

Note that the sample sizes were less than those 
suggested by the “resource equation” method. 
This can be risky as the experiment may lack 
power. However, RB designs are intrinsically 
more powerful than CR designs and this was an 
in-vitro study with better control of variation than 
a full animal study. Also, the investigators only 
wanted to check that they could get repeatable 
results and did not plan to analyze or publish the 
results. 

Statistical analysis using MINITAB. 

1. The raw data in Box 28.1 including the 
headings, was pasted into MINITAB. 

2. A two-way ANOVA without interaction 
(as required for an RB design) was specified. 
The raw data and results are shown in Boxes 
28.1 and 28.2. It is assumed that the
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investigator has had some training in statistics 
and is familiar with the Analysis of Variance. 
Briefly, this breaks the total variation into parts 
associated with the differences between 
blocks, treatments (“Drug” in this case), and 
“Error”, or what is left over. It gives a “P-
value” for the blocks, drugs, error and total, 
but in this case, only the “Drug” p-value of 
p = 0.023 is of interest. This is less than the 
usual 0.05 significance level, so the results are 
judged to be “Statistically significant”. 

Below the ANOVA table are some 95% 
confidence intervals for the three treatments. 
If these do not overlap the three treatment 
group means, as in this case, then CPG and 
STAU differ both from each other and the 
control C. 

Box 28.1 The Raw Data (Note Random 
Order Within Each Block) 

Block Drug Score 
1 STAU 421 
1 CPG 398 
1 C 365 
2 C 423 
2 CPG 432 
2 STAU 459 
3 STAU 329 
3 CPG 320 
3 C 308 

Conclusions 
The normal probability plot of the residuals is a 
good straight line and the plots of fitted versus 
residuals show no pattern, which is good 
(Fig. 28.1). The ANOVA in Box 28.2 shows a 
statistically significant effect of the drugs 
(p = 0.023) which also differ from each other. 
The 95% CIs do not span the control means for 
either drug, so both are significantly different 
from the controls and each other at p < 0.05. 
There were large differences between blocks but 
the effects were removed in the statistical analy-
sis. The conclusion is that the results were repro-
ducible, with statistically significant differences 
between the three treatments. 

Example 3: A Completely Randomised 
(CR) Design with Three Treatments 
The purpose of this experiment was to see 
whether BALB/c strain mice treated with either 
Methylcholanthrene (M) or Urethane (U), two 
known carcinogens, show an increase in the num-
ber of micronuclei in the peripheral blood 
lymphocytes of mice, compared with the vehicle 
treated control mice. 

The mice were placed individually in num-
bered cages and one of the treatments, chosen at 
random, using the “=rand()” function in EXCEL 
as described in Sect. 28.4.1, above, was assigned 
to each mouse. Following treatment and a short 
interval, the micronuclei in a sample of one thou-
sand cells were counted using a laser scanning 
cytometer. Box 28.3 shows the raw data (subject 
number, the treatment, and the micronucleus 
count for each mouse.) 

The raw data was pasted into Minitab (without 
the row numbers). The “Stat”, “ANOVA”, and 
“Oneway” options were chosen. 

The results are shown in Box 28.4. Animals 
numbered four and five were outliers but deleting 
them or transforming the data to the log10 of each 
observation makes no difference to the 
conclusions. Overall, the treatment effect was 
statistically significant (P = 0.001) but only the 
mice treated with Urethane differed significantly 
at the 5% level from the control mice (the 5% 
confidence intervals in Box 28.4 cover the control 
for MCA). The adjusted R-sq shows that the 
treatments accounted for 42.6% of the total 
variation. 

The normal probability plot of the residuals is 
a reasonably straight line, as required (see 
Fig. 28.2). If this were not the case the raw data 
might have needed to be transformed to a differ-
ent scale. 

The plot of fitted versus residuals is of some 
slight concern as it suggests that there is a bit 
more variation in the higher dose group than in 
the other two groups. This is not a large effect, but 
had it been larger, a logarithmic transformation of 
the raw data might have been appropriate. 

In conclusion, the number of micronuclei was 
significantly increased when the mice were
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Box 28.2 Output from MINITAB 
Two-Way ANOVA: Score Versus Block, Drug 

Source DF SS MS F P 
Block 2 21764.2 10882.1 114.82 0.000 
Drug 2 2129.6 1064.8 11.23 0.023 
Error 4 379.1 94.8 
Total 8 24272.9 

S = 9.735 R-Sq = 98.44% R-Sq(adj) = 96.88% 

Individual 95% cis for mean based on pooled StDev 
Drug Mean 
C 365.333 
CPG 383.333 
STAU 403.000 

Note that R-squared is the proportion of the total variation which is accounted for by the 
statistical analysis. In this case it was 97%. 
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Fig. 28.1 The normal probability plot of the residuals 
shows a good straight line, as required for a satisfactory 
analysis. And the plot of residuals versus fitted values 
shows the required random scattering of points. The 

histogram is too sparse to be useful, and there is no 
indication that the orde in which the data was collected 
had any particular pattern



Example 4: A “Two Strains by Two

treated with Urethane, but not when they were 
treated with Methylcholanthrene, at the 
concentrations which were used.
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Box 28.3 Raw data 

Subject Treatment Count 
1 M 2.00 
2 C 1.87 
3 C 2.06 
4 U 5.39 
5 U 6.1 
6 M 0.75 
7 C 2.15 
8 C 1.90 
9 C 0.66 
10 M 1.87 
11 C 1.59 
12 M 1.98 
13 M 2.27 
14 U 3.48 
15 U 3.56 
16 U 3.85 
17 C 1.22 
18 U 2.15 
19 U 1.57 
20 M 2.13 
21 U 2.34 
22 C 1.23 
23 M 0.83 
24 M 1.76 

Treatments Completely Randomized Factorial 
Experimental Design” 
The aim of this experiment was to see whether 
there were strain differences in the red blood cell 
counts of mice following treatment with chloram-
phenicol. The raw data is shown in Table 28.3. It  
was analysed using MINITAB using a “two-way 
analysis of variance with interaction” to see 
whether the strains differed in their response. 

The ANOVA Table 28.4 shows significant 
strain differences (p = 0.003), an overall 

treatment effect that is not quite significant at 
the 5% level (p = 0.057) and a strain by treatment 
interaction which is significant at p = 0.016 with 
a large decline in RBC counts in response to the 
chloramphenicol in C3H but not in CD-1, as 
shown in the boxplot (Fig. 28.3 left panel). The 
normal probability plot of fits versus residuals is a 
good straight line (Fig. 28.3 right panel), so there 
is no problem with the distribution of the data. 

In conclusion, strains C3H and CD-1 differ 
significantly (p = 0.016) in their response to 
chloramphenicol given at a dose of 2000 mg/kg, 
with C3H being susceptible, but CD-1 being rel-
atively resistant. 

28.10 Correlation and Regression 

These two statistical methods are used to measure 
the “association” between two variables. They do 
not normally involve randomization. 

“Correlation” quantifies an association 
between two or more variables, without implying 
causation. For example, there is, apparently, a 
positive correlation between ice cream sales and 
shark attacks on beaches (presumably in 
Australia?). 

The “coefficient of correlation”, designated “r” 
can range from -1.0, a strong negative associa-
tion to +1.0, a strong positive association between 
the two variables. In contrast, “Regression” 
quantifies a presumed causal association between 
an “independent” variable such as the dose of a 
pharmaceutical agent, and a “dependent” 
response such as red blood cell counts. 

28.10.1 Correlation 

The Pearson “Coefficient of correlation” is a 
quantification of the linear association between 
two variables. It is quantified by the “Coefficient 
of correlation” usually designated by “r”. 
MINITAB was used to calculate “r” for the data 
in Table 28.5.
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Box 28.4 MINITAB Analysis of Variance 

Variable Treatment Q3 Maximum 
Count C 2.020 2.150 

M 2.098 2.270 
U 5.005 6.100 

One-way ANOVA: Count versus Treatment 

Source DF SS MS F P 
Treatment 2 19.57 9.79 9.54 0.001 
Error 21 21.54 1.03 
Total 23 41.11 
S = 1.013 R-Sq = 47.61% R-Sq(adj) = 42.62% 

Individual 95% CIs for mean based on pooled StDev 
Level N Mean StDev 
C 8 1.585 0.513 
M 8 1.699 0.582 
U 8 3.555 1.573 
Pooled StDev = 1.013 
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Fig. 28.2 Residual diagnostic plots. Note that the 
residuals versus fitted value plot suggests greater variation 
in the urethane treated group. However, transforming the 

data to a Log10 scale (not shown) makes no difference to 
the over-all conclusion that there was a response to ure-
thane but not to methylcholanthrene



Table 28.4 Two-way ANOVA: score versus strain, treatment
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Table 28.3 The raw data was collected in 
random order 

ID Strain Treatment RBC Score 
1 CD-1 Treated 8.47 
2 CD-1 Control 8.42 
3 C3H Treated 6.96 
4 CD-1 Control 9.01 
5 C3H Treated 7.21 
6 C3H Control 8.77 
7 C3H Treated 7.81 
8 CD-1 Control 7.76 
9 C3H Control 8.22 

10 C3H Treated 7.10 
11 C3H Control 7.85 
12 CD-1 Treated 8.67 
13 CD-1 Treated 9.18 
14 C3H Control 8.48 
15 CD-1 Treated 8.31 
16 CD-1 Control 8.83 

The data and plot (Fig. 28.4) show a positive 
correlation of r = 0.62 with a p-value of 0.006 
between liver and kidney weight in a sample of 
mice. Presumably, the weight of the two organs 
depends mainly on the body weight of the mice. 

So, if the mice are relatively uniform in weight, 
the correlation will be lower than if they are more 
variable. 

Source DF SS MS F P 
Strain 1 2.44141 2.44141 13.13 0.003 
Treatment 1 0.82356 0.82356 4.43 0.057 
Interaction 1 1.47016 1.47016 7.91 0.016 
Error 12 2.23077 0.18590 
Total 15 6.96589 

S = 0.4312 R-Sq = 67.98% R-Sq(adj) = 59.97% 
Individual 95% CIs for mean based on pooled StDev 

Strain Mean 
C3H 7.80000 
CD-1 8.58125 

Individual 95% CIs for mean based on pooled StDev 
Treatment Mean 
Control 8.41750 
Treated 7.96375 

28.10.2 Regression 

This quantifies the relationship between an inde-
pendent variable (x), such as the dose of a drug, 
and a dependent variable (y) such as red blood 
cell count. The aim is to quantify a causal rela-
tionship between the two. “Regression analysis” 
estimates the best fitting straight according to the 
formula y = a + bX, where “a” is a constant, “b” 
is the “regression coefficient” and X is the inde-
pendent variable. An analysis of variance is used 
to assess statistical significance. 

In this example, mice were dosed at six dose 
levels with chloramphenicol and red blood 
cells were counted, as shown in Table 28.6. 
An analysis of variance (Table 28.7) provides 
a p-value of 0.001. The fitted line plot 
(Fig. 28.5) gives the regression formula: 
RBC = 9.81– 0.058 × dose. 

It can be concluded that chloramphenicol, at 
the doses studied, causes a statistically significant 
decline in red blood cell counts.
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Fig. 28.3 The boxplot shows little difference in the mean 
score between strains C3H and CD-1 in the control mice, 
left. But a large decrease in score in the treated C3H but 
not in the CD-1 mice. This is a clear example of a mouse 

strain by treatment interaction. The normal probability plot 
in the right-hand panel shows that the residuals in both 
strains have a good normal distribution, as required for a 
valid statistical test 

28.11 Conclusions 
and Recommendations 

Randomized, controlled experiments are an 
essential tool for comparing the effect of different 
treatments on the physiology and behaviour of 
laboratory animals. But they must be designed 
and analyzed correctly if they are to give valid, 
reproducible, results. 

There are only two experimental designs suit-
able for widespread use: The “completely 
randomized” (“CR”) design needs a uniform 
group of subjects with the whole experiment 
being done at the same time. Its main advantage 
is that it can have unequal treatment group sizes. 

The more powerful “Randomized block” 
(RB) design is split into several “blocks”, each 
of which has a single subject receiving each of the 
treatments. The blocks can be separated in time 
and/or location. This can provide some assurance 
of reproducibility. The results across all the 
blocks are combined in the statistical analysis. 

Table 28.5 Liver and kid-
ney weight in 
individual mice 

Liver wt. Kidney wt. 
0.99 0.29 
1.19 0.34 
1.28 0.28 
1.19 0.32 
1.06 0.29 
1.04 0.28 
1.09 0.29 
0.83 0.25 
1.03 0.29 
1.1 0.24 
0.9 0.26 
0.99 0.25 
0.98 0.24 
0.93 0.24 
0.8 0.26 
0.99 0.29 
1.03 0.26 
0.86 0.24
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Fig. 28.4 Plot of the correlation between liver and kidney weight in a sample of mice. The Pearson correlation between 
liver and kidneys in these mice, calculated using MINITB, was r = 0.618 with a statistically significant P-Value of 0.006 

Both designs are quite versatile. They can have 
any number of treatment groups as well as addi-
tional factors such as both sexes or more than one 
strain of animals. These can provide additional 
information at little or no extra cost. 

There are several other designs such as the 
“Latin square”, the “Split-plot”, the “Lattice 
square” and “Sequential” designs. These are 
only used in exceptional circumstances. Where 
necessary, details can be found in textbooks on 
experimental design. 

When publishing the results of an experiment 
the authors should always state the name of the 
design which they have used: “Completely 
randomized” (CR) or “Randomized block”/ 
“matched pairs” (RB/MP). This will provide 
some assurance that they have designed their 
experiments correctly. 

Funding organizations should find a way of 
ensuring that an applied statistician is available, 
possibly within the animal division, of each insti-
tute to assist the scientists in designing and ana-
lyze the experiments correctly. 

Table 28.6 Red blood 
cell response to varying 
doses of Chloramphenicol 

Dose RBC 
0 9.60 
0 9.56 
0 9.14 
5 9.27 
5 9.16 
5 9.53 

10 9.61 
10 9.82 
10 9.44 
15 9.81 
15 9.83 
15 9.83 
20 8.18 
20 8.82 
20 8.24 
25 7.83 
25 8.07 
25 7.83
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Table 28.7 Analysis of variance table 

Source DF SS MS F P 
Regression 1 4.4037 4.4037 15.03 0.001 
Residual Error 16 4.6891 0.2931 
Total 17 9.0928 
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S0.541358 
R-Sq48.4% 
R-Sq(adj)45.2% 

Fitted Line Plot 
RBC =  9.811 - 0.05792 Dose 

Fig. 28.5 The fitted line plot for the linear association between the dose of chloramphenicol and red blood cell count 
in mice 

Badly designed experiments that lead to incor-
rect conclusions are scientific, welfare and eco-
nomic issue. The local IACUC “Institutional 
Animal Care and Use Committee” should exert 
pressure to ensure that the experiments are being 
done correctly and should insist that statistical 
advice is made available, where necessary, to all 
scientists doing pre-clinical research. 
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in Biomedical Sciences: An Overview
Descriptive and Inferential Statistics 29 
Avijit Hazra 

Abstract 

Statistical literacy is essential for understand-
ing medical literature and conducting biomed-
ical research. Data constitute the raw material 
for statistical work. Descriptive statistics 
summarizes data from a sample or population. 
Categorical data are described in terms of 
percentages or proportions. With numerical 
data, individual observations tend to cluster 
about a central location, with more extreme 
observations being less frequent. Measures of 
central tendency summarize the extent to 
which observations cluster while the spread is 
described by measures of dispersion. There is 
no way of assessing true population 
parameters by observing samples alone. We 
can, however, obtain a standard error and use 
it to define a range in which the true population 
value is likely to lie with a given level of 
uncertainty. This is the confidence interval 
(CI), Conventionally, the 95% CI is used. 
The commonly encountered pattern in data 
sets is the normal distribution which appears 
as a symmetrical bell-shaped curve. Much of 
medical research begins with a research ques-
tion that can be framed as a hypothesis. Infer-
ential statistics starts with a null hypothesis 
that reflects the conservative position of no 

change or no difference in comparison to the 
baseline or between groups. Usually, the 
researcher believes that there is some effect 
which is the alternative hypothesis. Thinking 
of the research hypothesis as addressing one of 
five generic research questions helps in selec-
tion of the right hypothesis test. This chapter 
aims to introduce the basic tenets of descrip-
tive and inferential statistics without delving 
into the mathematical depths. 
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29.1 Introduction 

Biostatistics encompasses the application of sta-
tistical principles to the understanding and explo-
ration of living systems. Biomedical research, in 
its myriad applications, will simply not be possi-
ble without the use of statistics to design and 
conduct biomedical experiments (see Chap. 28) 
and to interpret the data captured through obser-
vational studies. The major reason for this is the 
enormous variations exhibited by living systems 
coupled with our inability, to a large degree, to 
understand the sources of such variation and to 
control for them in the course of our observations

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_29&domain=pdf
mailto:blowfans@yahoo.co.in
https://doi.org/10.1007/978-981-99-1284-1_29#DOI


and experiments. Variations may stem from 
peculiarities of individual subjects, the back-
ground exposures or the interventions offered, 
measurement errors or simply unknown ‘chance’ 
factors. Further, most of the time researchers in 
the life sciences must look out for small changes 
or differences rather than large effects. The appli-
cation of statistics allows the researcher to make 
sense of these small changes or differences while 
adjusting for variations, usually working with 
representative samples drawn from larger 
populations. Simply put, in biomedical research, 
statistics is a tool for drawing meaningful 
conclusions in the face of inevitable uncertainty. 
Outside the ambit of research and audit, statistical 
description is also used in everyday data 
presentation. 
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Biostatistical principles and methods can 
broadly be envisaged as covering three 
domains—descriptions of patterns in numbers 
through various descriptive measures (descrip-
tive statistics), drawing conclusions regarding 
populations by interpreting data captured from 
representative samples through various statistical 
tests (inferential statistics), and exploring the 
relationship between variables, sometimes with 
the goal of prediction (statistical modeling). 
This chapter looks at the various uses of statistics 
without delving into mathematical depths. The 
mathematical underpinnings of statistics are 

undeniable but the aim here is to present the 
concepts and applications from the point of view 
of the applied user of biostatistics. 

Fig. 29.1 Basic data types 

29.2 Data and Variables [1] 

Data refers to records of measurement or 
observations or simply counts and constitutes 
the raw material for statistical work. A variable 
refers to a particular character on which a set of 
data are recorded. Data are thus the values of a 
variable. The nature of the variables of interest 
will influence the way in which observations are 
undertaken, the manner in which they will be 
summarized and the choice of statistical tests 
that will be used. Figure 29.1 presents the basic 
classification of data or variable types. 

Note that we may assign numbers (scores) to 
nominal and ordinal categories, although the 
differences among those numbers do not have 
numerical meaning. However, category counts 
do have numerical significance. A special case 
may exist for either categorical or numerical 
variables, when only two values are possible for 
the variable in question; this is binary or dichot-
omous data, as opposed to non-binary or poly-
chotomous data that can take more than two 
values.
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Often certain numerical variables, like age or 
blood pressure, are treated as district variables 
although strictly speaking, they are continuous. 
Numerical data can be recorded on an interval 
scale or a ratio scale. On an interval scale, the 
differences between two consecutive numbers 
carry equal significance in any part of the scale, 
unlike the scoring of an ordinal variable (‘ordinal 
scale’). For example, when measuring height, the 
difference between 50 and 52 cm is the same as 
the difference between 150 and 152 cm. With 
interval data the zero value can be arbitrary, 
such as the position of zero on Celsius and Fahr-
enheit temperature scales—the Fahrenheit zero is 
at a different position to that of the Celsius scale. 
The ratio scale is a special case of recording 
interval data that has a true zero, such as the 
Kelvin (absolute) scale of temperature, where 
0 °K denotes no heat. Only on a ratio scale, can 
differences be judged in the form of ratios. 0 °C is  
not zero heat, nor is 26 °C twice as hot as 13 °C, 
whereas such value judgments hold with the Kel-
vin scale. 

Changing data scales is possible so that 
numerical data may become ordinal, and ordinal 
data may become categorical (even dichoto-
mous). This may be needed because the 
researcher has concerns about the accuracy of 
the measuring instrument, is unconcerned about 
the loss of fine detail, or where group numbers are 
not large enough to adequately represent a vari-
able of interest. It may also make clinical inter-
pretation easier. For example, in ECG 
monitoring, the extent of ST-segment depression 
indicates the degree of myocardial ischemia. 
Although, theoretically a continuous variable, it 
is generally accepted that ST-segment depression 
greater than 1.0 mm indicates significant ische-
mia, so that ST-segment depression less than this 
value is categorized as ‘no ischemia’. This results 
in some loss of detail, but clinically is more 
convenient to deal with and is therefore widely 
accepted. 

Numerical or categorical variables may some-
times need to be ranked, that is arranged in 
ascending order and new values assigned to 
them in serial order. Values that tie are each 
assigned the average value of the ranks they 

encompass. Thus, a data series 20, 30, 30, 30, 
30, 50, 70, 90, 150 can be ranked as 1, 3.5, 3.5, 
3.5, 3.5, 6, 7, 8, 9 (since the four 30 s encompass 
ranks 2, 3, 4, 5 giving an average rank value of 
3.5). Note that when a numerical variable is 
ranked, it gets converted to an ordinal variable. 
The ranking does not apply to nominal variables 
because their values do not follow any order. 

While exploring the relationship between 
variables, values of some can be considered as a 
dependent (dependent variable) on another 
(independent variable). For example, when 
exploring the relationship between height and 
age, it is obvious that height depends on age, at 
least till a certain age. Thus, age is the indepen-
dent variable, which influences the value of the 
dependent variable height. When exploring the 
relationship between multiple variables, usually 
in a modeling situation, the value of the outcome 
(response) variable depends on the value of pre-
dictor (explanatory) variables, while some 
variables, called confounding variables 
(confounders), cannot be accurately measured, 
or controlled, but may confound the results. 
Thus, in a study of bronchodilator effectiveness, 
atmospheric pollution may affect bronchial 
responsiveness and may confound the results. 
Smoking can be another confounder. 

29.3 Descriptive Statistics [1, 2] 

Descriptive statistics aims at summarizing data 
obtained from a series of measurements or 
observations (a data series or raw data). Categori-
cal data are commonly summarized in terms of 
frequencies or proportions. With numerical data, 
individual observations within a sample or popu-
lation tend to cluster about a central location, with 
more extreme observations being less frequent. 
The extent to which observations cluster is 
summarized by measures of central tendency 
while the spread can be described by measures 
of dispersion. The shape can be described by the 
property of kurtosis, but we will ignore this at the 
moment as it is seldom required. Box 29.1 
summarizes the measures of central tendency



(continued)

while Box 29.2 summarizes the measures of 
dispersion. 
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Box 29.1 Measures of Central Tendency 

Mean (Arithmetic Mean) or Average
• Calculated as the sum of the individual 

values in a data series, divided by the 
number of observations.

• Need not be an actual value in the data 
series being summarized.

• Most commonly used measure of central 
tendency to summarize numerical data.

• Usually reliable, unless there are 
extreme values (outliers) that can distort 
the mean.

• Generally, not to be used in describing 
categorical variables because of the arbi-
trary nature of category scoring. May, 
however, be used to summarize category 
counts. 

Geometric Mean
• Geometric mean of a series of n 

observations is the nth root of the prod-
uct of all the observations.

• Always equal to or less than the 
arithmetic mean.

• Not often used but can be a more appro-
priate measure of central tendency when 
data in a series varies over several orders 
of magnitude or have been recorded on a 
logarithmic scale.

• Logarithm of the geometric mean is 
the arithmetic mean of the logarithms 
of the observations. Calculated by taking 
the antilog of the arithmetic mean of the 
log values of the observations. 

Other Varieties of the Mean
• Harmonic mean for a set of non-zero 

positive numbers is obtained as the 
reciprocal of the arithmetic mean of the 
reciprocals of these numbers. Used for 
calculating average rates. Seldom used 
in biostatistics.

• Quadratic mean is the root mean 
square value. Values are squared, the 
average of squared values is derived 
and the square root of this is taken as 
the quadratic mean.

• Trimmed mean or truncated mean is 
the arithmetic mean calculated after 
removing a small, specified percentage 
of the largest and smallest values 
(e.g. 5% trimmed mean would imply 
2.5% of the observations are eliminated 
from each end of the data series). Helps 
eliminate the influence of outliers that 
may unduly affect the traditional 
arithmetic mean.

• Pooled mean or grand mean is the 
average of the means of multiple 
samples from the same population, so 
long as the samples have the same num-
ber of data points. For example, if we 
sample 5 persons each from 10 groups, 
and then measure the weight of each 
person, we can calculate 10 sample 
means and finally calculate the average 
of these 10 sample means as the 
pooled mean.

• Weighted mean is used to combine 
average values from different sized 
samples of the same population. Each 
mean is weighted (multiplied) by the 
sample size, the products are summed, 
and the average is taken to get the 
weighted mean. 

Median
• If values in a data series are ranked 

(either in ascending or descending 
order), this is the actual middle value 
(for an odd number of observations) or 
the average of the two middle values (for 
an even number of observations).

• Denotes the point in a data series at 
which half the observations are larger 
and half are smaller.

• Same as the 50th percentile value.



100 equal parts (in terms of the number
of values in the series).
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x 29.1 (continued)

•

Bo 

A useful summary measure, particularly 
if the distribution of the data is not sym-
metrical, since it is less sensitive to 
extreme values than the mean.

• For a positively skewed distribution 
(long tail to the right) median is less 
than the mean. The reverse holds true 
for a negatively skewed distribution 
(long tail to the left). In a normal distri-
bution mean and median coincide.

• Divides the distribution curve of the data 
into two equal-area portions. The 
portions will be symmetrical if the dis-
tribution curve is normal. 

Mode
• The most frequently occurring value in a 

data series.
• Not often used, for the simple reason 

that it is difficult to pinpoint a mode if 
no value occurs with a frequency mark-
edly greater than the rest.

• Also, two or more values may occur 
with equal frequency, making the data 
series bimodal or multimodal. 

Box 29.2 Measures of Dispersion 

Range
• The interval between minimum and 

maximum values.
• Affected by the two extreme 

observations.
• Does not provide much information 

about the overall distribution of 
observations. 

Percentile Related Measures
• Centiles or percentiles are obtained by 

arranging the data in order of their 
values and then grouping them into

• It is then possible to state the range cov-
ered by any two percentiles values such 
as 5th to 95th, 10th to 90th, and so 
on. The median represents the 50th 
percentile.

• The range of values covered by the mid-
dle 50% of the observations about the 
median (i.e. 25th to 75th percentile 
values) denotes the interquartile range 
(IQR), which is a particularly useful 
measure of spread if the data series is 
skewed. 

Variance and Standard Deviation
• A better method of measuring variability 

about the central location is to estimate 
how closely the individual observations 
cluster about it. The variance represents 
the mean square deviation and is calcu-
lated as the sum of the squares of indi-
vidual deviations from the mean, 
divided by the number of observations. 
The squaring removes the effect of neg-
ative values.

• The standard deviation (SD) of a data 
series is simply the square root of the 
variance. Unlike the variance, which 
must be denoted in squared units that 
are difficult to comprehend, SD retains 
the basic unit of observation.

• SD is particularly useful for normally 
distributed data because the proportion 
of values in this distribution (i.e. the pro-
portion of the area under the curve) is a 
constant for a given number of standard 
deviations above or below the mean.

• The formulae for the variance (and stan-
dard deviation) for a population has the 
value ‘n’ as the denominator. However, 
the expression (n – 1) is used when 
calculating the variance (and standard 
deviation) of a sample. The quantity 
(n – 1) denotes the degrees of freedom, 
which is the number of independent
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Box 29.2 (continued) 

observations or choices available. For 
instance, if a series of ten numbers is to 
add up to 100, we can assign different 
values to the first nine, but the value of 
the last is fixed by the first nine choices 
and the condition imposed that the total 
must be 100. Thus, this data series will 
show 9 degrees of freedom. The degree 
of freedom concept is used when calcu-
lating the variance (and standard devia-
tion) of a sample because the sample 
mean is a predetermined estimate of the 
population mean, and, in the sample, 
each observation is free to vary except 
the last one which takes on a defined 
value. 

29.4 Frequency Distributions 
and Tables [3, 4] 

It is useful to summarize a set of observations 
with a frequency distribution. The summary may 
be in the form of a table or a graph (plot). Many 
frequency distributions are encountered in medi-
cal literature, and it is important to have a clear 
idea of the more commonly encountered ones. 

The majority of distributions that quantitative 
clinical data follow are unimodal, that is the data 
have a single peak (mode) with a tail on either 
side. The more common of these unimodal 
distributions are symmetrical; however, some 
are skewed with a substantially longer tail on 
one side (Fig. 29.2). A positively skewed distri-
bution has a longer tail on the right; with most 
values being relatively low with a smaller number 
of extremely high values. A negatively skewed 
distribution has a longer tail to the left; with the 
extreme values being markedly low in compari-
son to the rest of the dataset. In this instance, the 
mean, being unduly influenced by the extremely 
low values on the left, will be smaller than the 
median. On the other hand, in a positively skewed 

distribution, the mean will be greater than the 
median. Bimodal or multimodal distributions 
are uncommon in biology and may even be 
artifacts. A distribution with two peaks (bimodal) 
may actually be reflecting a combination of two 
unimodal distributions, for instance, one for each 
gender or different age groups. In such cases, 
appropriate subdivision, categorization, or even 
recollection of the data may be required to elimi-
nate multiple peaks. 

Fig. 29.2 Examples of frequency distributions—(a) 
Asymmetric, negatively skewed (b) Asymmetric, posi-
tively skewed (c) Symmetric but not normal (d) Symmet-
ric and normal 

Oftentimes data is presented as a frequency 
table. A frequency table of numerical data may 
report the frequencies for class intervals (the 
entire range covered being broken up into a con-
venient number of classes) rather than for individ-
ual data values. In such cases, we can calculate 
the weighted average by using the mid-point of 
the class intervals. However, in this instance, the 
weighted mean may vary slightly from the arith-
metic mean of all the raw observations. 

29.5 Measures of Precision 

The coefficient of variation (CV) of a data series 
denotes the SD expressed as a percentage of the 
mean. Thus, it denotes the magnitude of the SD 
relative to the mean. An important source of 
variability in biological observations is measure-
ment imprecision and CV is often used to quan-
tify this. Thus, CV is commonly used to describe 
the variability of measuring instruments - CV up



to 5% is generally considered acceptable repro-
ducibility. CV can be conveniently used to com-
pare variability between studies, as, unlike SD, its 
magnitude is independent of the units employed. 
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Another measure of precision for a data series 
is the standard error of the mean (SEM), which 
is simply calculated as the SD divided by the 
square root of the number of observations. Since 
SEM is a much smaller numerical value than SD, 
it is often presented in place of SD. However, this 
is erroneous since SD is meant to summarize the 
spread of data, while SEM is a measure of preci-
sion and is meant to provide an estimate of a 
population parameter from a sample statistic in 
terms of the confidence interval. 

It is self-evident that when we make 
observations on a sample, and calculate the sam-
ple mean, this will not be identical to the popula-
tion (‘true’) mean. However, if our sample is 
sufficiently large and representative of the popu-
lation, and we have made our observations or 
measurements carefully, then the sample mean 
would be close to the true mean. If we keep taking 
repeated samples and calculate a sample mean in 
each case, the different sample means would have 
their own distribution, and this would be expected 
to have less dispersion than that of all the individ-
ual observations in the samples. In fact, it can be 
shown that the different random sample means 
would have a symmetrical distribution, with the 
true population mean at its central location, and 
the standard deviation of this distribution would 
be nearly identical to the SEM calculated from 
individual samples. This is the essence of the 
central limit theorem in probability theory. 

In general, however, we are not interested in 
drawing multiple samples, but rather in how reli-
able our one sample is in describing the popula-
tion. We use the standard error to define a range in 
which the true population value is likely to lie, 
and this range is the confidence interval [5], with 
its two terminal values being called confidence 
limits. The width of the confidence interval 
depends on the standard error and the degree of 
confidence required. Conventionally, the 95% 

confidence interval (95% CI) is used in biomedi-
cal research. From the properties of a normal 
distribution curve (see below) it can be shown 
that the 95% CI of the mean would cover a 
range of 1.96 standard errors on either side of 
the sample mean and will have a 95% probability 
of including the population mean; while 99% CI 
will span 2.58 standard errors either side of the 
sample mean and will have 99% probability of 
including the population mean. Thus, a funda-
mental relation that needs to be remembered is 

95%CI of mean= Sample mean± 1:96× SEM 

It is evident that the confidence interval would be 
narrower if SEM is smaller. Thus, if a sample is 
larger, SEM would be smaller, and the CI would 
be correspondingly narrower and thus more 
‘focused’ on the true mean. Large samples, there-
fore, increase precision. However, although 
increasing sample size improves precision, it is a 
somewhat costly approach to increasing preci-
sion, since halving SEM entails a fourfold 
increase in sample size. 

Confidence intervals can be used to estimate 
most population parameters from sample statis-
tics (means, medians, proportions, correlation 
coefficients, regression coefficients, odds ratios, 
relative risks, etc.). In all cases, the general pat-
tern of estimating the confidence interval remains 
the same, that is 

95%CI of a parameter= Sample statistic 
± 1:96 × Standard error for that statistic 

The formula for estimating standard error how-
ever varies for different statistics, and in some 
instances is quite elaborate. The situation, there-
fore, is usually managed by relying on computer 
software to do the calculations. 

29.6 Data Transformation [6] 

Manipulation of a dataset to alter its distribution 
is called data transformation. There are many



different transformations, such as logarithmic, 
square root, reciprocal, logit transformation, and 
so on. There are certain advantages to working 
with symmetrical rather than asymmetrical data 
sets, and the most used transformation to make 
positively skewed data symmetrical is the loga-
rithmic transformation. In this, every value in 
the dataset is replaced by its logarithm. 
Logarithms are defined with respect to a base, 
the most common being base e (natural 
logarithms) or base 10 (common logarithm). The 
end result is independent of the base chosen, 
provided the same base is used throughout. 
Notice that in log transformation, the differences 
in the transformed values are larger at the lower 
end of the scale. The logarithmic transformation 
stretches out the lower end and compresses the 
upper end of a distribution, with the result that 
positively skewed data will tend to become more 
symmetrical in shape. Calculations and statistical 
tests can be carried out on the transformed data 
before converting the results back to the original 
scale. A linear relationship between variables is 
desirable in regression analysis, and the logarith-
mic transformation is also useful in linearizing 
data, if an exponential relationship exists between 
two variables (Fig. 29.3). 
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Fig. 29.3 Two uses of 
logarithmic transformation 
of data. (a, b) Making 
positively skewed data 
normally distributed, and 
(c, d) Linearizing in case of 
exponential relationship 
between two variables 

29.7 The Normal Distribution 

Many biological variables tend to cluster around a 
central value, with a symmetrical positive and 
negative dispersion about this point. The values 
become less frequent the further they lie from the 
central point. These features characterize a nor-
mal distribution (Fig. 29.4); the term ‘normal’ 
probably relates to the wide prevalence of this 
distribution. It is also referred to as a Gaussian 
distribution after the German mathematician, Karl 
Friedrich Gauss (1777–1855), although Gauss 
was not the first person to describe such a 
distribution. 

The properties of a normal distribution are:

• Unimodal, bell-shaped distribution.
• The mean, median and mode coincide.
• These values all represent the peak of the 

distribution.
• The distribution then falls symmetrically 

around the mean, or, in other words, the 
curve flattens symmetrically as the variance 
is increased.

• The skewness (a measure of asymmetry) of the 
distribution is 0.

• The area delimited by one SD on either side of 
the mean covers 68.2%, two SD 95.4%, and



The standard normal distribution curve is a par-three SD 99.7% of the total area under the 
curve. This is sometimes referred to as the 
empirical rule.

• 95% of the values lie within 1.96 standard 
deviations on either side of the mean. Hence 
this range is often taken as the normal range or 
reference range for many physiological 
variables.

• The kurtosis (shape or thickness of the tails) 
equals 3. The normal distribution is said to be 
mesokurtic. 

If we look at the formula for the normal distribu-
tion, it is evident that two parameters define the 
curve, namely μ (the mean) and σ (the standard 
deviation): 
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Fig. 29.4 The normal distribution. Note that the 
boundaries depicted by 1, 2 and 3 standard deviations 
(SD) on either side of the mean cover 68.2%, 95.4% and 

99.7% of the area under the curve. The range covered by 
1.96 SD on either side of the mean encompasses 95% of 
the data 

f xð Þ= 
1 

σ√2π 
e-½ x- μð Þ2 =σ2 

ticular normal distribution for which probabilities 
have been calculated. It is a symmetrical bell-
shaped curve with a mean of 0 and a variance 
(or standard deviation) of 1. This is also known as 
the z distribution, since standardized normal 
deviates or z scores of a random variable x can be 
calculated using this distribution as follows: 

z= 
x- μ 
σ 

The z value thus tells us how many standard 
deviations the corresponding value of x lies 
above or below the mean of the normal distribu-
tion. Tables of z scores (in statistics books) can be 
used to find out what proportion of any normal 
distribution lies above any given z score, and not 
just z scores of 1, 2, or 3. We can also do the 
converse, that is use z scores to find the score that



divides the distribution into specified proportions. 
Z scores also allow us to determine the probabil-
ity of a randomly picked element being above or 
below a particular score. 
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As the number of observations increases (say, 
n > 100), the shape of a sampling distribution 
will approximate a normal distribution curve even 
if the distribution of the variable in question is not 
normal. This is implied by the central limit theo-
rem and is one reason why normal distribution is 
so important in biomedical research. 

Many statistical techniques require an assump-
tion of the normality of the dataset. The sample 
data do not need to be normally distributed, but 
they should represent a population that is nor-
mally distributed. 

29.8 Presenting Data 

Once summary measures of data have been cal-
culated, they need to be presented in tables and 
graphs. Regarding data presentation in tables, it is 
helpful to remember the following:

• The mean is to be used for numerical data and 
symmetric (non-skewed) distributions.

• The median should be used for ordinal data or 
numerical data if the distribution is skewed.

• The mode is generally used only for examin-
ing bimodal or multimodal distributions.

• The range may be used for numerical data to 
emphasize extreme values.

• The standard deviation is to be used along with 
the mean.

• Interquartile range or percentiles should be 
used along with the median.

• Standard deviations and percentiles may also 
be used when the objective is to depict a set of 
norms (‘normative data’).

• The coefficient of variation may be used if the 
intent is to compare variability between 
datasets measured on different numerical 
scales.

• 95% confidence intervals should be used 
whenever the intent is to draw inferences 
about populations from samples. 

For presenting data graphically, it is usually nec-
essary to obtain the frequency distribution or rel-
ative frequency distribution (e.g., percentages) of 
the data. This can then be utilized to draw differ-
ent types of graphs (or charts or plots or 
diagrams). 

Pie chart depicts the frequency distribution of 
categorical data in a circle (the ‘pie’), with the 
sectors of the circle proportional in size to the 
frequencies in the respective categories. A partic-
ular category can be emphasized by pulling out 
that sector. All sectors are pulled out in an 
‘exploded’ pie chart. Pie charts can be made 
highly attractive, by using color and three-
dimensional design enhancements, but become 
cumbersome if there are too many categories. 

Bar chart (also called column chart) depicts 
categorical or discrete numerical data as a series 
of vertical or horizontal bars, with the bar heights 
being proportional to the frequencies. The sepa-
ration between bars is of little significance other 
than to indicate that the bars denote discrete 
values or categories. The separation distance is 
usually kept equal. Bars depicting subcategories 
can be stacked one on top of another (compound, 
segmented or stacked bar chart). Two or more 
data series can be depicted on the same bar chart 
by placing corresponding bars side by side—dif-
ferent patterns or colors are used to distinguish 
the different series (clustered or multiple bar 
chart). 

Histogram resembles a bar chart but is used 
for summarizing continuous numerical data and 
hence there are no gaps between the bars. The bar 
widths correspond to the class intervals. The 
alignment of the bars can be vertical or horizontal. 
A histogram is popularly used to depict the fre-
quency distribution in a large data series. Accord-
ingly, the class intervals should be chosen so that 
the bars are narrow enough to illustrate patterns in 
the data but not so narrow as to become too large 
in number. A histogram should be labeled care-
fully to clearly depict where the boundaries lie. 

Dot plot (Fig. 29.5) depicts frequency distri-
bution like histograms and can also be used for 
summarizing discrete numerical data. Instead of 
bars, it has a series of dots for each value or class



a
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interval—each dot representing one observation. 
The alignment can be vertical or horizontal. Dot 
plots are conceptually simple but become cum-
bersome for large data sets. 
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Fig. 29.5 Example of a dot plot. The plot is depicting the 
days on which subject recruitment occurred in a clinical 
study. Obviously, there is minimum recruitment over the 
weekend 

Stem-and-leaf plot (Fig. 29.6) is like a com-
bination of a diagram and a table. It can depict 
frequency distribution, as well as individual 
values for numerical data. The data values are 
examined to determine their last significant digit 
(the ‘leaf’ item) and this is attached to the previ-
ous digits (the ‘stem’ item). The stem items are 
usually arranged in ascending or descending 
order vertically and a vertical line may be drawn 
to separate the stem from the leaf. The number of 
leaf items should total up to the number of 

observations. However, it becomes cumbersome 
with large data set. 

Fig. 29.6 Example of a stem-and-leaf plot. The plot is 
depicting examination scores (out of 100) for 50 students. 
In this case, the stem value is multiplied by 10 and added 
to the unitary leaf value to get an individual score. Note 
that both individual scores and the shape of data distribu-
tion can be discerned from the plot 

Box-and-whiskers plot (or box plot) is  
graphical representation of numerical data based 
on a five-figure summary—minimum value, 25th 
percentile, median (50th percentile) value, 75th 
percentile and maximum value (Fig. 29.7). A 
rectangle is drawn extending from the lower quar-
tile to the upper quartile, with the median dividing 
this ‘box’ but not necessarily equally. Lines 
(‘whiskers’) are drawn from the ends of the box 
to the extreme values. Outliers may be indicated 
beyond the extreme values by dots or asterisks— 
in such ‘refined’ box plots, the whiskers have 
lengths not exceeding 1.5 times the interquartile 
range. The plot may be presented horizontally or 
vertically. Box plots are ideal for summarizing 
large samples. Multiple box plots arranged side 
by side, allow ready comparison of data sets. 

In addition to these commonly used plots used 
for summarizing data and depicting underlying 
patterns, many other plots are used in biostatistics 
for depicting data distributions, time trends in 
observations, relationships between two or more 
variables, exploring goodness-of-fit  
hypothesized data distributions and drawing 
inferences by comparing data sets. 

29.9 The Need for Inferential 
Statistics 

Descriptive statistics, such as the central location 
and the dispersion, mostly provide information 
about a sample data set that we have studied. 
However, we are often interested in understand-
ing entire populations rather than just a sample 
drawn from them. This is the arena of inferential 
statistics, the need for which arises out of the fact 
that a sample, even though representative of a 
population, is not expected to represent the popu-
lation perfectly and that any sampling strategy 
naturally incurs some sampling error. Although 
measures used in descriptive statistics, such as the 
95% confidence interval (CI), also allow us to 
draw inferences regarding populations, for the 
most part, statistical inference means making 
and testing propositions about populations (called



hypotheses) using data obtained from a section of 
the population of interest via some form of sam-
pling. Appropriate sample size and sampling 
strategy are necessary to ensure that the sample 
is truly representative of the population under 
consideration. 
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Fig. 29.7 Example of a box-and-whiskers plot. The plot provides a ready 5-figure summary of numerical data and can 
also depict outliers 

29.10 Hypothesis Testing 

Much of medical research begins with a research 
question that can be framed as a hypothesis (see 
Chap. 1). The statistical convention is, to begin 
with, a null hypothesis that reflects the conserva-
tive position of no change or no difference in 
comparison to the baseline or between groups. 
In contrast to this, the researcher believes that 
there is some effect—indeed this is usually the 
reason for the study in the first place! The 
researcher, therefore, proceeds to study samples 
and measure outcomes in the hope of finding 
evidence strong enough to be able to reject the 
null hypothesis. 

While putting the null hypothesis to the test, 
two types of error may occur (Fig. 29.8):

• Type I error is that made in incorrectly 
rejecting the null hypothesis. The real situation 
is that the null hypothesis is true and there is no 
difference between the two data sets that are 
being compared; however, the conclusion 
reached is that there is a difference. This is 
akin to a false positive error, and its probability 
is denoted as α.

• Type II error is made in incorrectly accepting 
the null hypothesis. The real situation is that 
there is a difference that has unfortunately not 
been found. This is a false negative error, and 
its probability is denoted as β. 

Rather than speak in terms of Type II error, it may 
be more intuitive to speak in terms of the proba-
bility of correctly rejecting the null hypothesis 
when it is false or, in other words, the probability 
of detecting a real difference where it does exist. 
This is denoted by the quantity (1 – β) and is 
called the power of the study. 

Type I and Type II error probabilities bear a 
reciprocal relationship and, for a given sample 
size, both cannot be minimized at the same time. 
Hence, the strategy is to strike an acceptable 
balance between the two a priori. Conventionally, 
this is done by setting the acceptable value of α at 
0.05 (i.e. 5%) or less and the value of β at 0.2 
(i.e. 20%) or less. The latter is more usually 
expressed as a power of at least 80%. The chosen 
values of α and β affect the sample size that needs 
to be studied—the smaller the values, the larger 
the size. In addition, the sample size is affected by 
the standard deviation of the outcome measure in 
the population in question and the smallest differ-
ence that is clinically important and is therefore 
sought to be detected. 

The concept of the p value is almost univer-
sally used in hypothesis testing. It denotes the 
maximum probability of getting the observed 
result assuming the null hypothesis to be true. 
Expressed alternatively, it is the maximum



probability of getting the observed outcome by 
chance. Statisticians have agreed that a 1 in 
20 chance of an accidental result is acceptable in 
the real world—thus the cut-off for the p value is 
taken at 0.05 (i.e. 5%). One can be stricter than 
this and settle for a cut-off of say 0.01 (i.e. 1%) 
but a more lenient p value is unacceptable. Ide-
ally, all tests should be done in a 2-tailed situation 
(‘tails’ refers to the ends of a distribution curve) 
implying that no presumption is made regarding 
the direction of change or difference if it does 
exist. A one-tailed test is more powerful in 
detecting a difference, but it should not be applied 
unless one is sure that change is possible only in 
one direction. 
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Fig. 29.8 The difference 
between Type I and Type II 
errors. This is illustrated in 
the context of what is 
applicable regarding the 
null hypothesis 
(in columns) and the 
decision reached (in rows) 

Hypothesis testing, as it stands now, proceeds 
through the following steps:

• Select a research design and sample size (see 
the previous chapter) appropriate to the 
hypothesis to be tested.

• Decide the test of statistical significance that is 
to be applied.

• Apply the test and determine the p value from 
the results one has observed.

• Compare it with the critical value of p, say 
0.05 or 0.01.

• If the p value is less than the critical value, 
reject the null hypothesis (and rejoice) or oth-
erwise accept the null hypothesis (and reflect 
on the reasons why no difference was 
detected). 

With the increasing availability of computers and 
access to statistical software the drudgery 
involved in statistical calculations is now a thing 
of the past. There is also no need to look up 
mysterious statistical tables to get an approximate 
p value from the test statistic that is laboriously 
calculated. The biomedical researcher is therefore 
free to devote one’s energy to optimally design-
ing the study, selecting the tests to be applied 
based on sound statistical principles and taking 
care in conducting the study well. Once this is 
done, the computer will work on the data that is 
fed into it and take care of the rest. The argument 
that statistics is tedious and time consuming is 
absolutely no excuse now for not doing the appro-
priate analysis. 

29.11 Selecting the Hypothesis Test 
to Be Applied [7, 8] 

While computers and statistical software make 
the actual calculation part easy, the daunting 
part is to select the right statistical test of infer-
ence to be applied. Over 100 different tests have 
been described in biomedical literature. Fortu-
nately, most hypotheses can be tackled through 
a much more limited basket of tests. To help in 
selecting the appropriate test, it is useful to think 
of the study in terms of some generic research 
questions rather than the study specific research 
questions. Most situations would be covered by 
just five such generic questions:
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Question 1. Is There a Difference Between Groups: Unpaired (Independent Groups) Situation? 

Numerical data Categorical data 

Parametric Otherwise 2 groups > 2 groups 

2 groups 
Unpaired 
Student’s t test 
>2 groups 
Analysis of 
variance 
(ANOVA) 
or F test 

2 groups 
Mann-Whitney U test 
Wilcoxon’s rank sum test 
>2 groups 
Kruskal-Wallis H test 
(Kruskal-Wallis ANOVA) 

Chi-square [χ2 ] test 
Fisher’s exact test 

Chi-square [χ2 ] test 

Post-hoc (multiple group comparison) tests are to be applied, if ANOVA or its non-parametric 
counterpart shows a significant difference, to detect between which two groups the significant 
difference lies. Examples of such tests are:

• Parametric data: Tukey’s honestly significant difference test (Tukey-Kramer test), Student-
Newman-Keuls test, Dunnett’s test, Scheffe’s test, Bonferroni’s test, etc.

• Non-parametric data: Dunn’s test. 

Data sets are considered to be independent if there is no possibility of values in one set being related to 
or influencing the other. This is not always obvious. For instance, will intraocular pressure in one eye 
influence that in the other when only one eye gets treated and the other serves as control—if it does 
then measurements from the two eyes do not constitute independent data sets.
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Question 2. Is There a Difference Between Groups: Paired Situation? 

Numerical data Categorical data 

Parametric Otherwise 2 groups >2 groups 

2 groups 
Paired Student’s t test 
>2 groups 
Repeated measures 
ANOVA 

2 groups 
Wilcoxon’s matched 
pairs signed rank test 
>2 groups 
Friedman’s ANOVA 

McNemar’s χ2 test Cochran’s Q test 

Once again, post-hoc (multiple group comparison) tests are to be applied, if repeated measures 
ANOVA or its non-parametric counterpart shows a significant difference, to deduce between which 
two data sets the significant difference lies. These include:

• Parametric data: Tukey’s test.
• Non-parametric data: Dunn’s test 

There is often confusion over which data sets to treat as paired. The following iteration provides a 
guide:

• Subjects are recruited in pairs, deliberately matched for key potentially confounding variables such 
as age, sex, disease duration, disease severity, etc. One subject gets one treatment, while his paired 
counterpart gets the other.

• Before-after or time series data: A variable is measured before an intervention, and the measurement 
is repeated at the end of the intervention. There may be periodic interim measurements as well. The 
investigator is interested in knowing if there is a significant change from the baseline value 
with time.

• A crossover study is done, and both arms receive both treatments, though at different times. The 
comparison needs to be done within a group in addition to between groups.

• Variables are measured in other types of pairs e.g., right-left, twins, parent-offspring, etc. 

Question 3. Is There an Association Between Variables? 

Numerical data Categorical data 

Both variables parametric Otherwise 2 × 2 data Otherwise 

Pearson’s (product moment) 
correlation coefficient r 

Spearman’s (rank) 
correlation coefficient ρ 
Kendall’s (rank) correlation 
coefficient τ 

Relative risk [Risk 
ratio] 
Odds ratio [Cross-
products ratio] 

Chi square 
for trend 
Log linear 
analysis 
Logistic 
regression 

If two numerical variables are linearly related to one another, a simple linear regression analysis 
(by least squares method) enables the generation of a mathematical equation to allow the prediction of 
one variable, given the value of the other. Multiple linear regression generalizes this to more than one 
numerical variable linearly related to one numerical outcome variable.
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Question 4. Is There Agreement Between 
Assessment Techniques? 

Numerical data Categorical data 

Intraclass correlation coefficient 
(quantitative method) 
Bland-Altman plot (graphical 
method) 

Cohen’s 
Kappa statistic 

Note that assessment techniques may refer to 
laboratory screening or diagnostic techniques, 
clinical diagnosis and various types of rating. 

Question 5. Is There a Difference Between 
Survival (Time to Event) Trends? 

2 groups > 2 groups 

Cox-mantel test 
Gehan’s (generalized Wilcoxon) 
test 
Log-rank test 

Peto and Peto’s 
test 
Log-rank test 

Note that survival data are always treated as 
non-parametric. There is also likely to be censor-
ing with such data, meaning that complete infor-
mation over time may not be available for all 
subjects. Survival (or time to event) trends are 
commonly depicted by Kaplan-Meier plots 
(see Chap. 8) and two or more such plots can be 
compared by the versatile log-rank test. 

It is evident from the above schemes that it is 
important to distinguish between parametric tests 
(applied to data that are normally distributed) and 
non-parametric tests (applied to data that are not 
normally distributed or whose distribution is 
unknown). Parametric tests assume that:

• Data are numerical
• The distribution in the underlying population 

is normal
• Observations within a group are independent 

of one another
• The samples have been drawn randomly from 

the population
• The samples have the same variance (‘homo-

geneity of variance’) 

If it is uncertain whether the data are normally 
distributed or not, they can be plotted as a histo-
gram or the quantile versus quantile (QQ) plot 
and visually inspected, or tested for normality, 
using one of several goodness-of-fit tests such 
as the Shapiro-Wilk, Kolmogorov-Smirnov, 
Lilliefors, Anderson-Darling or D’Agostino-
Pearson tests [9, 10]. These tests compare the 
sample data with a normal distribution and derive 
a p value; if p < 0.05 then the null hypothesis that 
there is no difference between a normal distribu-
tion and the sample distribution stands rejected 
and the data cannot be normally distributed. The 
Shapiro-Wilk test is considered the most power-
ful among all the tests listed above in detecting 
departures from normality. 

Non-normal or skewed data can be 
transformed so that they approximate a normal 
distribution. The commonest method is a log 
transformation, whereby the natural logarithms 
of the raw data are analyzed. If the transformed 
data are shown to approximate a normal distribu-
tion, they can then be analyzed with parametric 
tests. Large samples (say n > 100) approximate a 
normal distribution and can nearly always be 
analyzed with parametric tests. This assumption 
often holds even when the sample is not so large 
but say is not less than 30. However, with the 
increasing availability of non-parametric analysis 
in computer software, data transformation is now 
seldom required, and it is more apt to apply the 
appropriate non-parametric test to skewed data. 

The requirement for observations within a 
group to be independent means that multiple 
measurements from the same set of subjects can-
not be treated as unrelated sets of observations. 
Such a situation requires specific repeated 
measures analysis. The requirement for samples 
to be drawn randomly from a population and to 
have the same variance are not always satisfied 
but most commonly used hypothesis tests are 
robust enough to give reliable results even if 
these assumptions are not fully met.
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29.12 Merits and Demerits of the p 
value [11] 

The traditional practice is to treat results as statis-
tically ‘significant’ or ‘non-significant’, based on 
the p value being smaller than some prespecified 
critical value, commonly 0.05. This practice is 
now becoming increasingly obsolete, and the 
use of exact p values (say to 3 decimal places) is 
now preferred. The use of statistical software 
allows the ready derivation of such exact 
p values, unlike in the past when statistical tables 
had to be used. Further, the use of a cut-off for 
statistical significance can foster the misleading 
notion that a ‘statistically significant’ result is the 
real thing. However, recall that a p value of 0.05 
means that one out of 20 results would show a 
difference at least as big as that observed just by 
chance. Thus, a researcher who accepts a ‘signifi-
cant’ result as real will be wrong 5% of the time 
(committing a type I error). Similarly, dismissing 
an apparently ‘non-significant’ finding as a null 
result may also be incorrect (committing a type II 
error), particularly in a small study, in which the 
lack of statistical significance may simply be due 
to the small sample size rather than the real lack of 
effect. Both scenarios have serious implications 
in the context of accepting or rejecting a new 
treatment. The presentation of exact p values 
allows one to make an informed judgment as to 
whether the observed effect is likely to be due to 
chance and this, taken in the context of other 
available evidence, will result in a better conclu-
sion being reached. 

The p value does not clearly indicate the clini-
cal importance of an observed effect. A small 
p value simply indicates that the observed result 
is unlikely to be due to chance. However, just as a 
small study may fail to detect a genuine effect, a 
large study may yield a small p value (and a very 
large study a very small p value) based on a small 
difference that is unlikely to be of clinical impor-
tance. For instance, a large study of fasting blood 
glucose lowering treatment may show a lowering 
of 5 mg/dL as statistically ‘highly significant’ i.e., 
p < 0.01. This is obviously unlikely to help much 
in clinical practice. Decisions on whether to 

accept or reject a new treatment necessarily 
must depend on the observed extent of change, 
which is not reflected in the p value. 

The p value provides a measure of the likeli-
hood of a chance result, but it is worthwhile to 
express the result with appropriate confidence 
intervals. It is becoming the norm that an estimate 
of the size of any effect, expressed by its 95% CI, 
be presented for meaningful interpretation of 
results. A large study is likely to have a small 
(and therefore ‘statistically significant’) p value, 
but a ‘real’ estimate of the effect would be 
provided by the 95% CI. If the intervals overlap 
between two treatments, then the difference 
between them is not so clear-cut even if 
p < 0.05. Conversely, even with a 
non-significant p, CI values that are apart suggest 
a real difference between interventions. Thus the 
95% CI does what the p value is telling us, and in 
addition, gives us further information on the 
likely range for the difference that is detected in 
the underlying population. Increasingly, statisti-
cal packages are getting equipped with the 
routines to provide 95% CI values for a whole 
range of statistics. 

29.13 Concluding Remarks 

Descriptive statistics remains local to the sample, 
describing its central tendency and variability, 
while inferential statistics focuses on making 
statements about the population. The central 
maxim of inferential statistics is a generalization 
from the sample to the population. To do this it 
resorts largely to the hypothesis testing approach 
whose goal is to reject the null hypothesis. Many 
hypothesis tests are available and the one to be 
applied depends upon the research question, the 
nature of the variables of interest and the number 
of data sets that are to be compared. This chapter 
has introduced several commonly used tests. The 
next chapter discusses the applications of most of 
the parametric and non-parametric tests 
introduced here. However, the assimilation of 
this knowledge can only occur through number 
crunching with one’s own data sets. With the 
increasing availability and user friendliness of



statistical software, this task is well within every 
biomedical researcher’s reach. 
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Employed for Posthoc Analysis

Principles and Applications of Statistics 
in Biomedical Research: Parametric 
and Nonparametric Tests Including Tests 

30 

S. Manikandan and Suganthi S. Ramachandran 

Abstract 

The statistical analysis for comparing two or 
more groups is divided into parametric and 
nonparametric tests. Parametric tests use prob-
ability distribution to estimate the P value. 
Parametric tests are in general more robust 
than nonparametric tests. Every parametric 
test has a corresponding nonparametric test. 
Parametric tests have three assumptions 
viz.—random sampling, the groups have 
equal variance and data follows the normal 
distribution. If assumptions are not satisfied, 
nonparametric tests can be used. t test (inde-
pendent, paired) and analysis of variance 
(ANOVA)—one-way and repeated measures 
are parametric tests. Wilcoxon test, Kruskal 
Wallis test and Friedman’s test are the respec-
tive nonparametric counterparts. The Chi 
square test is used to evaluate the association 
between categorical variables. The construc-
tion of contingency table is an important step 
in chi square test. The strength of association 
in a chi square test is provided by the odds 
ratio (retrospective study) or relative risk (pro-
spective study). ANOVA is used when three or 
more groups/datasets have to be compared. 

ANOVA provides a global assessment, and 
the individual comparisons are given by the 
post-hoc tests. Correlation can be done to 
study the association between two quantitative 
variables and regression analysis is performed 
when you want to predict one variable from 
the other. It is advisable to report the confi-
dence interval so that the clinician can know 
the magnitude of the expected effect in the 
population. The key objective of this chapter 
is to explain the principles of various statistical 
tests and the interpretation of their results. 
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30.1 Introduction 

Current medical research is dependent on statis-
tics from the early stages (designing the study 
type, estimation of sample size) to the final anal-
ysis of data and publication of results. Statistical 
methods can be broadly divided into descriptive 
statistics and inferential statistics. Descriptive sta-
tistics refers to describing, organizing and 
summarizing data. Inferential statistics involves 
making inferences about a population by 
analysing the observations of a sample. Hypothe-
sis testing is a form of inferential statistics.
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Statistical tests involving two groups are the most 
commonly used univariate analysis. A clear 
understanding of the principles and concepts 
underlying these statistical tests is essential for 
the conduct and interpretation of results. 
Table 30.1 summarizes the parametric and 
non-parametric tests enumerated in this chapter. 
It also provides a simplified way of choosing an 
appropriate statistical test for a given set of 
variables, study design and type of analysis 
[1]. Parametric tests are listed in the first row 
(R1). Non-parametric tests are listed in a row 
(R2). Tests for analysis of categorical variables 
are listed in Row (R3). If one knows the type of 
analysis and exposure and outcome variables, 
then the statistical test can be identified by 
looking at a specific row and cell to arrive at the 
statistical test. Readers are advised to read related 
Chaps. 28 and 29. 
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Table 30.1 How to choose a statistical test? 

Reproduced with modifications from Raveendran R, Gitanjali B, Manikandan S. A Practical Approach to PG disserta-
tion. 2nd ed. Hyderabad: PharmaMed Press. 2012 
a If the result turns significant, a suitable post-hoc test should be performed (see Sect. 30.6). 

At the end of this chapter, readers should be 
able to 

1. List the various parametric and nonparametric 
statistical tests. 

2. Explain the principle of various statistical tests 
and their assumptions. 

3. Enumerate the methods to check the 
assumptions and interpret the results of the 
analysis. 

30.2 Parametric Tests 
for Comparing Two 
Groups/Datasets 

30.2.1 Etymology 

A numerical value that describes the population is 
known as a parameter and that which describes 
the sample is called a statistic [2]. A mnemonic to



remember this is provided in Box 30.1. For exam-
ple, the mean of the population is a parameter 
whereas the mean of the sample is a statistic. 
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Box 30.1 

Mnemonic 
P for P and S for S 
Parameter—Population; Statistic—Sample 

Statistical tests which estimate the underlying 
population’s parameter and then use it to test the 
null hypothesis are known as parametric tests 
[3]. These tests are based on the probability dis-
tribution for making inferences. Statistical tests 
which are not based on probability distribution 
and do not test hypotheses concerning parameters 
are called nonparametric tests. These are also 
known as distribution free tests. 

30.2.2 Parametric Tests 

There are various parametric tests, and they are 
categorized according to the number of groups/ 

dataset and the design of the study. Figure 30.1 
provides a flowchart for selecting various 
parametric tests. 

No. of groups 

One group Two groups > 

Two data sets >2 data sets 

Paired t test Analysis of 
Variance 

No. of groups 

One group Two groups >2 groups 

>2 data sets 

(Repeated measurements) 

Repeated 
measures ANOVA* 

Unpaired t 
test 

Analysis of Variance 
(ANOVA)* 

Fig. 30.1 Parametric tests for analysis of data. * if the result turns significant, a suitable post-hoc test should be 
performed (see Sect. 30.6) 

30.2.3 Student’s t Test 

30.2.3.1 History 
Student’s t test was developed by William S 
Gossett who was employed in a brewery (Arthur 
Guiness Son & Co) in Dublin, Ireland. He was 
entrusted with quality control in the brewery and 
he wanted to perform this with a small number of 
samples. As Guiness Brewery prohibited its 
employees from publishing the work done in the 
brewery, he published it under the pseudonym 
‘Student’. There is a speculation that he 
conducted these works during the afternoon 
breaks and hence he named the distribution ‘t’ 
(tea) distribution [4]. 

30.2.3.2 Principle 
t test is carried out when the mean of two groups/ 
datasets are to be compared (see below Sect. 
30.2.3.3). The difference in the mean between 
the two groups/datasets with relation to the



standard error of the difference is calculated. If 
this ratio is more than or equal to 1.96, then it is 
less likely to occur by chance (P<0.05) [5]. 
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30.2.3.3 Criteria for Performing t Test 
Student (independent) t test can be done under the 
following circumstances. 

Outcome variable: Numerical continuous 
(summarized as mean) 

Analysis type: Comparison of mean 
Number of groups: two groups/datasets 
Study design: Unpaired (two independent 

groups) 
Distribution of data: Normal distribution 

30.2.3.4 Assumptions of t Test 
All parametric tests have some assumptions. 
There are three assumptions of t test. They 
are1. The samples are selected from the respec-

tive population randomly. 
2. The variances (square of standard deviation) of 

both groups are equal. 
3. The variable follows a normal distribution. 

30.2.3.5 Methods for Checking 
the Normal Distribution 

A frequency histogram of the observed data may 
be created for each variable. Then the normal 
distribution curve may be superimposed on 
it. Now by comparing these two visually, we 
can easily find out whether the data follows nor-
mal distribution [6]. There are statistical tests like 
the Kolmogorov Smirnov test, Shapiro Wilk test 
for checking the normality of data. These tests 
have their own assumptions. So, using one signif-
icance test conditional on another significance 
test is not recommended [5]. 

Departure from the symmetry of the distribu-
tion is called skewness. Skewed distribution can 
be detected from the summary statistics. If the 
mean is smaller than twice the standard deviation, 
then the data are likely to be skewed. 

30.2.3.6 The Way Out for Assumptions 
Most often convenience sampling is followed 
(and not random sampling) in medical research. 
If the intervention is randomly allocated (random-
ization), then the difference in mean between the 

two groups behaves like the difference between 
two random samples [7]. Hence if randomization 
is followed, the assumption of random sampling 
will be satisfied. 

The same argument placed for checking the 
normality of data holds good for checking equal-
ity of variance. As a rule of thumb, if the ratio of 
the two standard deviations (larger standard devi-
ation ÷ smaller standard deviation) is greater than 
2, then it may be considered that the variance is 
not equal. Most of the software for statistical 
analysis provides output for equal and unequal 
variance. So, if the variances of the two groups 
are not equal, the output for an unequal variance 
may be considered. 

If the data is not extremely skewed and if the 
number of samples (sample size) is the same in 
both groups, then t test will be valid. If the data is 
extremely skewed and if we wish to perform 
t test, then transformation of the data should be 
attempted. Log transformation is preferred 
among all transformations as back transforma-
tion is possible and meaningful [8]. If the data 
does not follow normal distribution even after 
transformation, then a nonparametric test should 
be done. 

30.2.4 Paired t Test 

30.2.4.1 Conditions for Conducting 
a Paired t Test 

The paired t test is used when there is one group 
and two datasets (before and after intervention). 

Paired t test is carried out under the following 
circumstances. 

Outcome variable: Numerical continuous 
(summarized as mean) 

Analysis type: Comparison of mean 
Number of groups: One group and two 

datasets (baseline and after intervention) 
Study design: Paired (matched) 
Distribution of data: Normal distribution 

30.2.4.2 Principle 
In this type of analysis, every participant serves as 
his/her own control. The observations are paired 
as both baseline and after intervention



Baseline Baseline

measurements are made on the same subject. 
Thus, interindividual variation is eliminated in 
this type of study. The difference between the 
baseline and after intervention measurement is 
estimated. Then the standard deviation of the 
difference is calculated (the standard deviation 
of the difference is not equal to the difference 
between the standard deviations of the baseline 
and after intervention data). For the mean differ-
ence the t statistic, significance level, and 95% 
confidence interval are calculated. 
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30.2.4.3 Applications of Paired t Test 
Apart from its application for analysing two 
datasets from one group of individuals (baseline 
and after intervention), paired t test may be used 
to analyse data from studies that have eliminated 
the interindividual variability. For example, in 
patients having a bilateral fungal infection of the 
hand, the intervention is administered on one side 
(say left side) and the standard therapy (compara-
tor) on the other side. These two datasets are 
analysed by paired t test. 

30.2.5 Example for t Test (Unpaired 
and Paired) 

A pilot study was conducted in patients with type 
2 diabetes mellitus to evaluate the efficacy of a 
new hypothetical drug jipizide as compared to 

glipizide. The drug was administered for one 
month. The postprandial blood glucose levels 
are provided in Table 30.2. The baseline post-
prandial glucose and the postprandial glucose 
after one month of therapy are measured in the 
study. For analyzing this data, we need to create a 
new variable viz. reduction in postprandial glu-
cose after one month of therapy. Student t test has 
to be performed for comparing the reduction in 
postprandial blood glucose between the two 
groups. The values of postprandial glucose 
obtained after one month of therapy should not 
be used as such for analysis as this depends upon 
the baseline value and the baseline value is differ-
ent in each patient. The baseline postprandial 
glucose level and the level after one month of 
therapy within a group may be compared by a 
paired t test to assess if the drug is effective. If the 
efficacy has to be compared between the two 
groups, then the student t test has to be used. 

Table 30.2 The antidiabetic effect of jipizide in patients with type 2 diabetes mellitus 

Glipizide Therapy—Postprandial glucose (mg/dL) Jipizide Therapy—Postprandial glucose (mg/dL) 

After 
1 month of 
therapy 

Reduction in postprandial 
glucose after 1 month of 
therapy 

After 
1 month of 
therapy 

Reduction in postprandial 
glucose after 1 month of 
therapy 

220 200 20 230 193 37 
180 156 24 190 154 36 
174 146 28 164 122 42 
160 131 29 158 119 39 
190 160 30 210 163 47 
240 208 32 224 183 41 
200 176 24 189 150 39 
185 163 22 188 148 40 
158 122 36 166 122 44 
210 184 26 220 180 40 

N = 10 in each group 

30.2.6 Interpretation of Results 

Before interpreting the results, we need to make 
sure that the assumptions are satisfied. The P 
value indicates the probability of the results 
occurring by chance alone. If the P value is less 
than 5% (0.05), it is considered that there is a 
significant difference between the two groups/ 
interventions (But still there is a 5% probability



that this can happen purely by chance). If we are 
concluding that there is no significant difference 
(P > 0.05), we should calculate the power and 
confirm that the study was adequately powered 
(>0.8 or 80%) to detect the difference. 
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A significant P value (statistical significance) 
does not mean clinical or biological significance. 
When data from groups with large sample sizes 
are tested, even a small difference will be picked 
up as statistically significant which need not be 
clinically significant. For example, in a clinical 
trial involving 10,000 participants, the new drug 
produced a mean decrease in systolic blood pres-
sure by 4 mm Hg compared to the reference drug 
(P < 0.05). Now the reduction in systolic blood 
pressure is statistically significant but not clini-
cally significant as the mean reduction in systolic 
blood pressure is just 4 mm Hg. 

P value does not provide any information 
regarding the effect size. But 95% confidence 
interval indicates that there is a 95% chance of 
including the population parameter in the given 
interval. For example, if the 95% confidence 
interval of the mean difference in systolic blood 
pressure is-12 to-5 mm Hg. It means that if the 
new drug is used in the real-world population 
(hypertensives), then we can expect a reduction 
in systolic blood pressure by 5 to 12 mm Hg. 

No. of groups 

One group Two groups 

Friedman Test* 

>2 groups 

Two data sets
 (before & after) >2 data sets 

(Rep. measurements) 

Kruskal Wallis test*Wilcoxon signed rank 
test 

Mann Whitney U test 
(Wilcoxon rank sum test) 

Fig. 30.2 Nonparametric tests according to the number of groups/datasets.* if the result turns significant, a suitable 
post-hoc test should be performed (see Sect. 30.6) 

30.3 Nonparametric Tests 
for Comparing Two 
Groups/Datasets 

30.3.1 Nonparametric Tests 

Nonparametric tests are to be used when the pop-
ulation distributions do not follow a normal dis-
tribution. These tests are simple to perform and do 
not have any assumptions about the population 
distribution. This does not mean that we can do 
away with the parametric tests and use the non-
parametric tests for all data. As parametric tests 
are more powerful, they are preferred over non-
parametric tests [9]. The various nonparametric 
tests are mentioned in Fig. 30.2. These are the 
corresponding nonparametric tests for the 
parametric tests provided in Fig. 30.1. 

30.3.2 Etymology 

If the variable in the population does not follow a 
normal distribution, then we need to use nonpara-
metric tests. These tests are not based on probabil-
ity distribution. For anymeaningful inference about 
the population, we need to compare the parameters. 
Hence nonparametric test is a misnomer.



Patient. No

1 2 1
2 2 1
3 3 2
4 4 3
5 0 2
6 1 2
7 2 1
8 1 0
9 3 2
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30.3.3 Wilcoxon Test 

30.3.3.1 Types 
Based on the number of groups, Wilcoxon test 
can be of two types viz.—Wilcoxon rank sum test 
and the Wilcoxon signed rank test. A simple 
mnemonic for this is provided in Box 30.2. 
Mann and Whitney also described the rank sum 
test independently. By convention, the Wilcoxon 
test is now ascribed to paired data and the Mann 
Whitney U test to unpaired data. 

Box 30.2 

Mnemonic 
U for U 
Unpaired (two independent groups)—Wilcoxon 
rank sum test 
or 
Mann Whitney U test 

30.3.3.2 Principle 
The Mann Whitney U test checks whether the 
medians (as opposed to mean by t test) of the 
two independent groups are different. The first 
step is to arrange all the observations (both groups 
put together) in ascending or descending order. 
Then rank all these observations ignoring their 
group. When the observations/scores are equal, 
the average of the ranks is assigned to all the tied 
observations. After all the observations are 
ranked, they are groupwise arranged and the 
sum of the ranks of each group is calculated 

(hence the name rank sum test). These ranks are 
analysed as though they are the original 
observations to find the level of significance 
(P value) [10]. 

Table 30.3 The tremor score of the new drug as compared to salbutamol in patients with bronchial asthma 

Tremor score 

Salbutamol (n = 10) New drug (n = 10) 

10 4 3 

30.3.3.3 Example for Assigning Ranks 
The adverse effects of a new inhaled beta-2-
adrenergic receptor agonist for bronchial asthma 
are compared with a reference drug, salbutamol, 
in a pilot study of a sample size of 20 (10 in each 
group). The tremors are scored 0 to 5 (0, - no 
tremor; 5, - intense tremor). The observed data 
are provided in Table 30.3. 

Arrange all observations in ascending order 
0, 0, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 3, 3, 3, 

3, 4, 4 
Assign ranks 
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 

16, 17, 18, 19, 20 
Find the average of the ranks for the tied 

observations and assign the average of the ranks 
of the tied observations. 

1.5, 1.5, 5, 5, 5, 5, 5, 11, 11, 11, 11, 11, 11, 11, 
16.5, 16.5, 16.5, 16.5, 18.5, 18.5 

The rank assigned for each observation is men-
tioned in Table 30.4. 

T1—the sum of ranks of group 1 
T2—the sum of ranks of group 2 
T—Smaller of T1 and T2 

Mean sum of ranks (m) = {n1(n1 + n2 + 1)}/2 
Z = {Modulus (m – T) – 0.5}/S.D 
If Z < 1.96, the null hypothesis is accepted 

(P > 0.05)



Patient No

1 11 5
2 11 5

6 5 11
7 11 5

S. No (difference) (difference)Baseline Difference

2 6 1
3 2
4 6
5 3
6 2
7 1
8 7
9 8 1
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Table 30.4 Rank for the data given in the example in Sect. 30.3.3.3 

Assigned Ranks 

Salbutamol (n = 10) New drug (n = 10) 

3 16.5 11 
4 18.5 16.5 
5 1.5 11 

8 5 1.5 
9 16.5 11 
10 18.5 16.5 
Sum of ranks 114.5 93.5 

If Z > 1.96, the null hypothesis is rejected at a 
5% significance level. 

If Z > 2.58, P < 0.01 and if Z > 3.29, 
P < 0.001 

30.3.3.4 Wilcoxon Signed Rank Test 
The Wilcoxon signed rank test is done to assess 
the difference in median between two datasets 
from a group (baseline scores and scores after 
intervention). The individual difference in score 
is calculated for each pair of observations. These 
are arranged in ascending order (ignoring their 
sign) and ranked accordingly. The ranking is 
done as explained previously in Sect. 30.3.3.2. 
The zero difference values are ignored [11]. Then 
the ranks of the positive signed difference values 
and the negative signed ones are separated into 
two groups (hence the name signed rank test). 

These are then analysed to find out the signifi-
cance level. 

Table 30.5 Effect of a new anticholinergic on salivary secretion 

Salivary secretion score Rank 
(ignoring 
sign) 

The rank of positive values The rank of negative valuesAfter 
drug 

1 5 3 2 5.5 5.5 
5 - 2 2  
6 4 9 9  
4 -2 5.5 5.5 
4 1 2 2  
6 4 9 9  
5 4 9 9  
5 -2 5.5 5.5 
7 - 2 2  

10 6 4 2 5.5 5.5 

30.3.3.5 Example for Wilcoxon Signed 
Rank Test 

A pilot study was conducted to assess the reduc-
tion in salivary secretion by a new anticholinergic 
drug. Salivation was scored 1 to 10 (1, -
completely dry; 5, - normal secretion; 10, -
profuse secretion). The data and the steps in 
assigning ranks are provided in Sect. 30.3.3.3 
(Table 30.5). 

T+—sum of ranks of positive value = 40 
T-—sum of ranks of negative values = 15 
T—Smaller of T+ and T-
T = 15 
Sum of positive and negative ranks = n 

(n + 1)/2
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Mean sum of ranks (m) = n(n + 1)/4 
Z = {Modulus (T-m) - 0.5}/S.D 
If Z < 1.96, the null hypothesis is accepted 

(P > 0.05) 
If Z > 1.96, the null hypothesis is rejected 

(P < 0.05) 

30.4 Parametric Tests 
for Comparing Three or More 
Groups/Datasets 

30.4.1 Analysis of Variance (ANOVA) 

Analysis of variance (ANOVA) is a statistical 
tool to be used when more than two independent 
group means are to be compared. In statistical 
terms, the exposure variable is categorical with 
more than two levels, and the outcome variable is 
numerical continuous one. It is a parametric test 
like t test and was developed by Fisher [12]. 

30.4.2 Principle 

The principle behind ANOVA is to test the mean 
differences among the groups by estimating vari-
ance across the groups and variance within the 
group and hence the name analysis of variances. 
The ratio of these variances is represented by the 
F ratio. When the variability across the groups is 
greater than that of the variability within the 
group, we conclude that at least one group mean 
is significantly different from other group means. 
Thus, ANOVA is an omnibus test and tells only 
whether one group mean is different from the rest 
of the mean. If ANOVA returns significant result, 
a further post-hoc test should be performed to 
identify which specific pair/s of means are signif-
icantly different (See 6). 

30.4.3 Assumptions of ANOVA 

1. Each data point in the group is independent of 
the others and is randomly selected from the 
population. It should be planned at the design 
stage itself. 

2. The data in each group follows a normal 
distribution. 

3. There is a homogeneity of variance among 
groups i.e., variance is similar in all the 
groups. It is commonly assessed by doing 
Bartlett’s test or Levene’s test in statistical 
packages. 
These assumptions must be checked before 
performing the actual analysis. 

30.4.4 Types of ANOVA 

Depending on the number of factors in exposure 
variables, the ANOVA model can be a one-way, 
two-way, or multifactorial ANOVA (three-way 
ANOVA). If there is a relatedness of the datasets, 
then repeated measures ANOVA is used. In this 
section, one-way, two-way, and one-way 
repeated measures of ANOVA are discussed. 
Interested readers may refer to Doncaster and 
Davey [13] for learning other complex models 
[nested, split plot, mixed model ANOVA and 
analysis of covariance (ANCOVA)]. 

30.4.5 One-Way ANOVA 

One-way ANOVA is performed when a continu-
ous outcome variable needs to be compared 
across one exposure variable with more than 
two levels. It is called one-way because the expo-
sure groups are classified by just one variable. It is 
also referred to as factor and hence one factor 
ANOVA. The experimental design 
corresponding to one-way ANOVA is termed a 
completely randomized design. 

30.4.5.1 Example for One-Way ANOVA 
A researcher wishes to evaluate the effect of three 
different treatments (drugs A, B, and C) on the 
reduction of blood cholesterol levels in mg/dL at 
the end of one month in cafeteria-diet induced 
obesity rat model against positive control drug 
statin and vehicle control. Table 30.6 provides 
the data set.



2 11 30 40 42

5 11 30 46 49
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Table 30.6 Effect of treatment on change in blood cholesterol in experimental rats 

Vehicle control 
(n = 6) 

Drug A 
(n = 6) 

Drug B 
(n = 6) 

Drug C 
(n = 6) 

Statin 
(n = 6) 

5 5 35 41 50 
10 10 32 50 42 
6 8 31 42 42 
5 9 35 45 45

• Outcome variable: Blood cholesterol 
(continuous)

• Number of exposures with their levels: One 
(Drug treatment, five levels) 

Table 30.7 provides the output of ANOVA 
results. One-way ANOVA divides the total varia-
tion which is represented by the total sum of 
squares into two distinct components: the sum 
of squares (SS) due to differences between the 
group means and the sum of squares due to 
differences between the observations within 
each group (known as the residual sum of squares 
or residuals/error). The degree of freedom for 
between-group SS is k- 1, where k is the number 
of groups and the residual SS has a degree of 
freedom (n- k), where n is the total observations. 
The F ratio is estimated by dividing between group 
mean SS by within group mean SS under the 
abovementioned pairs of a degree of freedom. The 
F value test statistic is compared with the F distribu-
tion table to locate the critical threshold. If the test 
statistic exceeds the critical value, we reject the null 
hypothesis (P < 0.05). 

30.4.5.2 Interpretation of Results 
In the example scenario, since the P value is less 
than 0.05, we can infer that there are statistically 
significant differences in the mean decrease in 
cholesterol among the five groups as determined 
by one-way ANOVA (F(4,25) = 238.35, 

P = 0.000). It only points out that at least one 
group mean is significantly different from others. 
To identify which specific pair/pairs of means are 
different, post -hoc analysis needs to be done 
(Refer Sect. 30.6). 

Table 30.7 Results of one-way Analysis of variance (ANOVA) 

Sum of 
Squares (SS) 

Degree of 
freedom (Df) 

Mean Sum of squares 
(MS) = (SS/Df) 

Between group MS P 
value 

Between groups 
(Treatment) 

8555.1 4 2138.8 238.35 (4,25) 0.0000 

Within groups 
(Residuals) 

224.33 25 8.973 

After performing a post hoc test, Tukey’s hon-
estly significant difference (HSD) (refer Sect. 
30.6), further comparisons can be made. When 
compared to vehicle, the highest mean reduction 
in cholesterol was observed in the statin group 
[39.5 (CI: 34.0,44.5); P < 0.001] followed by 
drug C [38.5 (CI: 33.4, 43.5); P < 0.001] and 
drug B [26.7 (CI:21.6,31.7); P < 0.001]. Drug A 
did not show a mean reduction in cholesterol as 
compared to vehicle. The mean reduction in cho-
lesterol observed with drug B is lower as com-
pared to both drug C and statin. 

30.4.6 Two-Way ANOVA 

Two-way ANOVA is done to compare continu-
ous variables across two exposure variables. In 
the above example of one-way ANOVA (Sect. 
30.4.5.1), if the researcher wants to evaluate the 
gender effect (male/female) in addition to the 
treatment effect (five treatment groups), the data 
sets (5) would be stratified into (5 × 2 = 10) data 
sets. The total variation would be partitioned for 
both the exposure factors and their interaction [12].
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Table 30.8 Effect of drug treatment by antagonist on depletion of catecholamines in rabbit heart 

Placebo Drug A Drug B 

Control 420, 500, 460, 520 2, 12, 9, 3 80, 130, 60, 160 
Antagonist 460, 530, 440, 560 230, 280, 330, 200 360, 380, 260, 390 

30.4.6.1 Example of Two-Way ANOVA 
In an experiment, the effect of an antagonist on 
agonist-induced depletion of catecholamines 
measured in a nanomolar unit from the rabbit 
heart was studied. There were three levels of 
treatment namely, control (placebo), drug A and 
drug B, and each of these treatments was tested in 
the presence and absence of an antagonist. Thus, 
there were six (3 × 2) factor level combinations. 
Rabbits (4 per treatment) were randomly assigned 
to each of the six factor level combinations. We 
are interested to know any possible interaction 
between treatments and the antagonist in addition 
to the individual effects of each factor. The data 
are given in Table 30.8.

• Outcome variable: catecholamine levels in 
nanomolar units (continuous variable)

• Number of exposure variables with their levels 
(Factors): Two 
Factor 1: Treatment- three levels 
Factor 2: Presence of Antagonist—two levels 

30.4.6.2 Interpretation of Results 
As shown in Table 30.9, the F ratio is determined 
for treatment, antagonist and the drug and antag-
onist interaction. A statistically significant effect 
has been noted for both treatment and antagonist 
status, i.e., at least one of the two drugs had a 
significant effect on depleting catecholamines as 
compared to the untreated control. Also, the 

antagonist had a significant effect on the deple-
tion of catecholamines induced by agonists rela-
tive to the placebo (control). It can be deciphered 
that drugs responded differently under the influ-
ence of antagonists since the interaction between 
agonist and antagonist status shows a statistically 
significant interaction. 

Table 30.9 Results of two-way analysis of variance 

Sum of 
squares (SS) 

Degree of 
freedom (Df) 

Mean sum of squares 
(MS) = (SS/Df) 

Between group MS 

Between group 
(Treatment) 

2 534516.33 267258.17 113.47 <0.0001 

Between group 
(Antagonist) 

1 177504 177504 75.37 <0.0001 

Treatment*Antagonist 
interaction 

2 67233 33616.5 14.27 0.0002 

Error 42394 18 2355.2222 

30.4.7 Repeated Measures ANOVA 
(RM ANOVA) 

Repeated measures ANOVA is considered as an 
extension to paired t test when there is one group 
and three or more related datasets. It is applied to 
situations where repeated measurements of the 
same variable are taken at different time points 
or under different conditions. The assumption that 
is specific to RM ANOVA is that the variances of 
the differences between all combinations of 
related groups must be equal. It is assessed by 
Mauchly’s test of sphericity. If this assumption is 
violated, some corrections like Greenhouse-
Geisser or Hunyh-Feldt needs to be done to 
avoid inflating type II error. 

30.4.7.1 Example of One-Way Repeated 
Measures ANOVA 

A physician started prescribing a new antihyper-
tensive available on the market. He wants to assess 
the efficacy of the drug in a group of 10 newly 
diagnosed hypertensive individuals. He measures



ANOVA table
F= Within group MS

the blood pressure at baseline before prescribing 
the drug and collected the mean systolic blood 
pressure readings of the same individuals at 
1 week, 1 month and 3 months after prescribing 
the drug. The dataset is given in Table 30.10. 
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Table 30.10 Effect of the new drug on blood pressure recordings at three time-points 

Mean blood pressure (mm of Hg) (n = 10) 
Baseline 1 week 1 month 3 months 

160 140 133 120 
156 142 138 122 
159 146 137 128 
162 140 139 118 
154 144 130 117 
150 139 129 125 
152 137 130 127 
160 147 129 115 
158 142 135 120 
154 140 140 121 

30.4.7.2 Interpretation of Results 
The results are depicted similarly to two-way 
ANOVA results with time and participants as 
between group variations (Table 30.11). A 
one-way repeated measures ANOVA was run on 
a sample of 10 participants to determine if there 
were a reduction in BP after taking a new drug 
after three months of therapy. The results showed 
that the new drug elicited statistically significant 
differences in mean BP reduction over its time 
course, F (3, 27) = 139.48, P < 0.005. 

30.5 Non-parametric Tests for More 
Than 3 Datasets 

As shown in Fig. 30.2, Kruskal- Wallis and 
Friedman are two non-parametric tests used to 
analyze more than two datasets. 

Table 30.11 Results of repeated measures analysis of variance 

Sum of 
squares (SS) 

Degree of 
freedom (Df) 

Mean sum of squares 
(MS) = (SS/Df) 

Between group MS P 
value 

Between groups 
(time) 

6502.675 3 2167.55 139.48 0.0000 

Between groups 
(participants) 

143.125 9 15.903 1.02 0.4469 

Within group 
(residuals) 

419.575 27 15.539 

30.5.1 Kruskal-Wallis Test 

It is a non-parametric test equivalent to one-way 
ANOVA for comparison of three or more 
datasets. It is used in the setting of non-normally 
distributed continuous variables or data sets 
corresponding to small, unbalanced sample sizes 
with no homogeneity of variances or in the case 
of ordinal/discrete variables. The calculation of 
test statistic requires rank ordering of data like the 
Mann-Whitney U test. It also performs only 
global assessments like ANOVA and a suitable 
post-hoc test needs to be performed to identify 
which group is significantly different from others. 

30.5.1.1 Example 
of Kruskal-Wallis ANOVA 

A physician wants to compare the visual analogue 
(VAS) score for the two new formulations of an 
analgesic compared to the standard drug in the 
treatment of osteoarthritis (n = 10). VAS ranged 
from 1 to 10. One indicates less pain and ten 
indicates severe pain (Table 30.12).



4 0 4
1 3

3 2 -1
2 2 3
3 3 4

3 3
2 0

3 1 1
0 1 3

1 2

30 Principles and Applications of Statistics in Biomedical Research:. . . 491

Table 30.12 Effect of three formulations on change in VAS (Visual analog scale) score 

Change in Visual analog scale (VAS) score from baseline 

Standard drug Formulation 1 Formulation 2

-1 -

5 -
4 -

4 -

30.5.1.2 Interpretation of Results 
Table 30.13 depicts the results of Kruskal Wallis 
test showing the rank sum for each group and the 
chi-squared statistic with P value. Results can be 
reported as Kruskal-Wallis test showed that there 
was a statistically significant difference in the 
VAS Score among the three groups, 
χ2 (2) = 8.473, p = 0.0145. Subsequently, Dunn 
test should be carried out to identify the individ-
ual median differences. 

30.5.2 Friedman Test 

Friedman test is a non-parametric counterpart to 
repeated measures ANOVA for outcome 
variables being ordinal or non-normal continuous 
data. It is developed by Nobel Prize-winning 
economist Milton Friedman in 1937 [4]. An 
example scenario for using Friedman test would 
be to analyse the effect of two interventions on a 
numerical pain rating scale measured at three 
different time points. Paired Wilcoxon test with 
Bonferroni correction should be performed as 
post hoc if the result of Friedman test is 
significant. 

Table 30.13 Results of Kruskal-Wallis equality-of-populations rank test 

Group Observations Rank sum 

1 10 199.50 
2 10 91.50 
3 10 174.00 

chi-squared with ties = 8.473 with 2 d.f 
probability = 0.0145 

30.6 Post-hoc Tests 

ANOVA performs global assessment. It does not 
convey which pair of group means are different 
from each other. To compare the two groups, we 
know that t-test needs to be performed. The fal-
lacy of doing multiple t tests is explained by an 
example. We wish to compare the mean reduction 
in HbA1C at the end of three months of therapy 
with three different anti-diabetic drugs A, B and 
C. For each comparison, we need to do a t test. 
Hence, three t tests need to be done. When multi-
ple analyses are done with the same experimental 
dataset, the likelihood of finding a false positive 
test (type-1 error) increases. This is known as the 
familywise error rate. For the above example, if 
we do three t tests, the inflated alpha error can be 
calculated from the simple formula 1 - (1 - α)N , 
where N is the number of groups, which is 14.6% 
which is unacceptable as it exceeds the conven-
tional error rate 5%. 

To account for such multiple comparisons test-
ing, post hoc tests should be employed in order to 
do pairwise comparisons. There are numerous 
post-hoc tests available. Some commonly used



tests and their characteristics are given in 
Table 30.14. These tests basically differ in how 
they safeguard against α errors [14, 15]. For 
example, Bonferroni correction adjusts the α 
value by dividing it by the number of 
comparisons to be made. In the above example 
of three comparisons, the adjusted P value 
becomes 0.016 (0.05/3) instead of 0.05. The 
tests that are stringent in adjusting the α error 
are termed as conservative and those that are not 
are labelled as liberal. Scheffe test is the most 
conservative of all and is used in complex 
comparisons including a large number of groups. 
Tukey HSD is the commonly used post-hoc test 
in biomedical research settings. Games Howell is 
preferred for samples with unequal variances and 
Dunn’s test is used for non-parametric tests. Each 
has its own pros and cons, and no single test is 
universally applied in all settings. A researcher 
has to choose a suitable test based on their 
research objective. 
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Table 30.14 Characteristics of some common post-hoc tests 

Post-hoc test Characteristics 

Fisher’s Least Significant difference All possible pairwise comparisons 
No safeguard against type I error 
Not used now-a-days 

Tukey’s Honestly significant difference All possible pairwise comparisons 
Adequate safeguard against type I error 
Specifically for equal size groups. 
Tukey Kramer can be used for unequal variances. 

Scheffe test For complex comparisons (a large number of groups) 
Less likely to return a significant difference 
Adequate safeguard against type I error 

Holm-Sidak All possible pairwise comparisons and specific comparisons 
Does not give a confidence interval 

Bonferroni test All possible pairwise comparisons & specific comparisons 
Sensitive for small groups. 

Games Howell test Preferred in the setting of unequal variances. 
Mainly used in unequal group sizes or very small sample size 

Newman-Keul’s test Only for all possible comparisons 
No adequate safeguard against type I error 

Dunnett’s test Used to compare one control group with all other treatment groups 
Dunn’s test Used for non-parametric tests (Kruskal Wallis) 

30.7 Chi-square Test 

Chi-square test (χ2 ) (pronounced as ki as in kite 
[10]) is a statistical tool to assess the relationship 

between two categorical variables. The categori-
cal variables can be either in nominal or ordinal 
scale. It is a versatile test that can assess both the 
association of variables as well as test the differ-
ence in proportions of two variables [12]. The test 
in principle compares the observed numbers in 
each of the four categories in the 2 × 2 contin-
gency table with the numbers to be expected if 
there were no difference between the two groups. 

30.7.1 Criteria to Do Chi-Square Test 

Outcome variable: Categorical (nominal/ordinal) 
summarized as a proportion 

Analysis type: Comparison of proportion/ 
association 

Number of groups: two/more than two groups 
Study design: unpaired 
Distribution of data: dichotomous distribution 

30.7.2 Contingency Table 

Constructing a contingency table is the first step 
in finding the relationship between two categori-
cal variables. Both exposure and outcome



variables with two levels are cross-tabulated to 
form a frequency distribution matrix, convention-
ally known as 2 × 2 contingency table [12]. In this 
table, the two levels of variables are arranged as 
rows and columns. It is a convention that expo-
sure variables are depicted in rows and the out-
come variables in columns. Individuals are 
assigned to one of a cell of the contingency 
table with respect to their values for the two 
variables. The data in the cell should be entered 
as frequencies/counts not any other derived 
parameter like percentages. Table 30.15 shows 
the 2 × 2 contingency table for testing the associ-
ation between smoking and lung cancer. If there 
are more than two levels in the variable, it is 
written as r × c tables, where r denotes the number 
of rows and c denotes the number of columns. 
Even numerical discrete or continuous variables 
can be grouped as categorical variables and 
presented as large contingency table. 
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Table 30.15 Contingency table (2 × 2) showing an association between smoking and Lung cancer 

Lung cancer 

Yes No 

Smokers (a) (c) (a + c) 
Non-smokers (b) (d) (b + d) 

(a  + b) (c + d) (a  + b + c + d)  

30.7.3 Assumptions 
for Chi-Square Test 

Assumptions to be satisfied for performing the 
Chi-square test are listed below [5]: 

1. The data should be random observations from 
the sample. 

Table 30.16 Contingency table (2 × 2) depicting two antibiotic groups and their cure rates 

Cured Not cured Row total 

New antibiotic group 160 
(147.4) 

40 
(52.6) 

200 

Reference antibiotic group 120 
(132.6) 

60 
(47.4) 

180 

Column total 280 100 380 
(Grand total) 

The number in each cell denotes the observed frequency. The values in parentheses represent the expected frequency in 
each cell assuming the null hypothesis 

2. The expected frequency (not observed) should 
be 5 or more in 80% of cells. And no cell 
should have an expected frequency of less 
than 1. 

3. The sample size should be at least the number 
of cells multiplied by 5. For a 2 × 2 table, the 
minimum sample should be at least 20. 

30.7.4 Example for Chi-Square Test 

A new antibiotic is compared with a reference 
antibiotic in curing patients with urinary tract 
infections. A total of 380 patients were randomly 
assigned to receive either reference or new antibi-
otic and 160 achieved microbiological cures in 
the new antibiotic group and 120 in the reference 
antibiotic group. The microbiological cure is 
recorded by the absence of organisms in urine 
culture after seven days of treatment. 

The null hypothesis for this scenario is that 
there is no difference in proportions of cure rate 
between new and reference antibiotic groups and 
vice versa is the alternate hypothesis. Assuming 
the null hypothesis, the expected frequency of 
each cell can be calculated by multiplying the 
marginal row and marginal column total divided 
by the grand total. Thus, in the given example, for 
the first cell (a), the expected frequency is 
(200 × 280)/380 = 147.4 and similarly, the values 
for other cells are estimated (Refer Table 30.16).



Þ

The difference between observed (O) and 
expected (E) is then derived (O - E). The 
Chi-square (X2 ) test statistic is obtained from the 
formula (Box 30.3): 
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Box 30.3 Chi-square Statistic Formula 

x2 = 
O-Eð Þ2 
E 

where, O, the observed number; E, 
expected number; X2 is the test statistic. 

Box 30.4 Worked Out Example 

x2 = 
12:6ð Þ2 
147:4 

þ - 12:6ð Þ2 
132:6 

þ - 12:6ð 2 

52:6 

þ 12:6ð Þ2 
47:4 

= 8:641 

The degree of freedom for Chi-square sta-
tistic is (row-1) × (column -1) [(2 - 1) 
(2 - 1) = 1]. From the Chi-square distribu-
tion table, under the specified degree of 
freedom (1) and level of significance at 
0.05, the χ2 value is found to be 3.84. 
Since the test statistic X2 (8.861) is higher 
than Chi-square critical value (3.84), we 
reject the null hypothesis. We can conclude 
that the new antibiotic has a significantly 
higher cure rate than the reference drug 
(P < 0.05). 

30.7.5 Strength of Association and Its 
Interpretation 

The Chi-square test only informs whether the 
proportion of one group is significantly different 
from the other group; it does not tell the magni-
tude of the relationship between two variables. 
The strength of association should be determined 
by absolute measure (risk difference) or relative 
measures like Relative risk (RR) or Odds 
ratio (OR). 

30.7.5.1 Risk Difference 
Risk difference measures the difference of out-
come variable between two groups. In the given 
example, the cure rate with the new antibiotic is 
(160/200) 80% and the reference drug is 
(120/180) 66.6%. The risk difference is 13.4%. 
The interpretation is straightforward, and the pre-
cision of the estimate can be given by calculating 
the confidence interval for this estimate. 

30.7.5.2 Relative Risk (RR) 
Relative risk is obtained by computing the ratio of 
the risk of occurrence of an event in the test 
(exposed) group and the risk of occurrence of an 
event in the control (unexposed) group. RR of 
one indicates that there is no difference in the 
occurrence of events between the exposed and 
unexposed groups. RR greater than one implies 
more events occur in the exposed group. Con-
versely, RR less than one indicates the occurrence 
of events is less in the exposed group as compared 
to the non-exposed group. The risk for each group 
is calculated by the number of events in that 
group divided by the total population at risk in 
that group. Thus, it can be calculated from a 2 × 2 
contingency table by the formula [a/(a + c)/b/ 
(b + d)] (see Table 30.4). For the example sce-
nario, the relative risk is estimated to be 160/200/ 
120/180 = 1.2. It means there is a 20% higher 
probability of cure in the new antibiotic group as 
compared to the reference drug group. Relative 
risk is the preferred measure in the setting of 
prospective study designs like cohort and 
randomized controlled trials as the population at 
risk is defined in these settings. 

30.7.5.3 Odds Ratio 
It is the ratio of the odds of occurrence of events 
in the exposed group and the odds of occurrence 
of an event in the unexposed group. Odds for each 
group are calculated by the number of individuals 
who had events divided by the number of 
individuals who did not have events. It is 
computed from 2 × 2 contingency by the formula 
(ad/bc). The odds ratio of one indicates there is no 
difference in the odds of the occurrence of events 
in the exposed and unexposed groups. An odds



ratio greater than one denotes higher odds of an 
event in the exposed group and the reverse is true 
for odds less than one. For the example scenario, 
the odds ratio is 2 [160/40/120/60]. It means there 
are two-fold increased odds of cure in the new 
antibiotic group compared to reference antibiotic 
group. For retrospective studies, the odds ratio 
should be reported. It can also be used in prospec-
tive study designs especially when it has to be 
adjusted for confounding factors [4]. 
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30.7.6 Closely Related Tests 
to the Chi-Square Test

• If the sample size of the study is too small 
(n less than 20) or if any of the expected cells 
takes a value less than 5, then the Chi-square 
test assumption would be violated, and it can 
lead to increased type II error. In these 
situations, Chi-square with Yate’s continuity 
correction or Fisher’s exact test should be 
performed. Yate’s continuity correction is 
done only for the 2 × 2 contingency table.

• If the observations are paired data/related 
samples, McNemar’s Chi-square test can be 
employed if there are only two datasets and 
Cochran’s Q in case of more than two sets of 
observations. It is used in the setting of paired 
design as in paired t test and matched case-
control studies [12]. However, for matched 
case-control studies, conditional logistic 
regression would be more appropriate.

• When the levels of groups are more than two, 
the significance derived from Chi-square test 
provides only global assessment like ANOVA 
(Refer to Sect. 30.4.2). To find the significance 
between the specific pair/pairs of groups of 
proportions, a partitioned Chi- square should 
be used.

• Cochrane Armitage trend test can be used to 
test the dose-response relationship of categori-
cal variables to assess whether there is an 
increasing (or decreasing) trend in the 
proportions over the exposure categories. 
This is useful in pharmacogenetic studies to 
identify the association between different 

allele frequencies and a clinical phenotype. It 
is also useful in toxicity studies where terato-
genicity is evaluated at various dose levels [4]. 

30.8 Correlation and Regression 

The correlation and regression analysis are 
performed when the association between two 
quantitative variables is studied. 

30.8.1 Correlation 

Correlation is the statistical tool to assess the 
association between two quantitative variables. 
Both variables are measured in the same 
individuals. The first step is to create a scatter 
plot graphically (Fig. 30.3) and visualize the asso-
ciation between two variables. In a scatter plot, 
one variable is plotted on the X-axis and the other 
variable is plotted on the Y-axis. As a convention, 
the exposure (independent) variable is plotted on 
the X-axis and the outcome (dependent) variable 
is plotted on the Y-axis. Assumptions for 
performing correlation are random sample selec-
tion and the two variables, X and Y follow bivari-
ate normal distribution [10]. The strength of 
association is given by Pearson’s correlation coef-
ficient (r) which ranges from -1 to +1, which is a 
parametric test. The plus and minus symbols indi-
cate the direction of the relationship and the value 
1 indicates there is a strong correlation and ‘0’ 
indicates no correlation. If the assumption of a 
normal distribution is violated or if either of the 
variables is ordinal, a non-parametric equivalent, 
Spearman rank correlation (rho) can be 
employed. Correlation only expresses the 
strength of association and does not tell the mag-
nitude of change that happens from one variable 
to another variable. Also, statistical correlation 
does not imply causal association. 

30.8.1.1 Example of Correlation 
A researcher is interested to study the relationship 
between mid-arm circumference and body weight 
in children. He collected the body weight and



mid-arm circumference of 10 school-going chil-
dren. Table 30.17 provides a data set and 
Table 30.18 gives the results. 
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Fig. 30.3 Scatter plot of 
data mentioned in 
Table 30.17 

30.8.1.2 Interpretation of Results 
In this scenario, the r value is close to 1 which 
implies a strong correlation. Thus, results can be 
written as the mid-arm circumference is strongly 
associated with the body weight of school-going 
children with a Pearson correlation coefficient of 
0.997 (P<0.0001). The r2 in Table 30.18 depicts 
the coefficient of determination which indicates 
the proportion of variance in one variable that is 
explained by the other variable. 

Table 30.17 The midarm circumference and body weight of children 

Mid-arm circumference (cm) Weight (Kg) 

12 20 
15 23 
16 24 
16 25 
18 29 
20 31 
24 35 
28 42 
25 39 
22 33 

30.8.2 Regression 

Regression analysis is done in medical research 
for two main purposes. First, is when the research 
question focuses on the prediction of one variable 
from the other variable. Second, is when we need 
to infer an association between two variables by 
estimating the effect size after adjusting for the 
potential confounders and effect modifiers. Sup-
pose in the above example (Sect. 30.8.1.1), if the 
researcher wants to predict the body weight of 
individuals if he measures the mid-arm circum-
ference itself, regression analysis can be 
performed, provided all the variations in body



-

weight are captured by mid-arm circumference. 
In this analysis, mid-arm circumference is the 
independent variable (predictor or explanatory 
variable) and body weight is the dependent vari-
able (outcome variable). Depending on the type 
of outcome variable, regression analysis may be 
logistic, linear, cox or Poisson regression as 
described in Table 30.20 [16]. When multiple 
independent variables are assessed, it is called 
multiple regression. When we use a regression 
model to predict, the predictor values must be 
within the range of values that have been used 
to develop the model (refer to Sect. 30.8.2.3). 
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Table 30.18 Results of Pearson correlation test 

Pearson 

Correlation coefficient (r) 0.9927 
R squared 0.984 
P value 
P value (two tailed) <0.0001 
No. of observations (XY pairs) 10 

30.8.2.1 Simple Linear Regression 
In simple linear regression, one independent vari-
able is explored to predict an outcome. The dif-
ferent types of regression based on the outcome 
variable are provided in Table 30.19. A scatter 
plot is made as in correlation and the data points 
are joined by a line of best fit. The differences 
between observed data points and the predicted 
line are called residuals. The sum of squares of 
residuals should be minimum to get the best fit 
line by the least squares method. To perform 
linear regression, the following assumptions are 
checked. For each value of X, the Y values should 
follow a normal distribution, the mean of Y 
values lie on the predicted regression line 
(linearity assumption) and the other important 
assumption is that variances of Y are similar for 
each value of X (homoscedasticity). The simple 

linear regression model is given by Y = β0 + β1 
X +  €, which is quite similar to the straight-line 
equation studied in elementary geometry 
(y = a + bx). β1 (regression coefficient) is the 
slope of the line that estimates the extent of 
change in Y when X changes by 1 unit. β0 is the 
Y-intercept when X is 0. € is the error term 
included in statistical model to account for ran-
dom variations. 

Table 30.19 Types of regression based on the outcome variable 

Outcome Exposure 

Linear regression Numerical Continuous and/or categorical 
Logistic regression binary 
Cox regression Time to event 
Poisson regression Counts of Rare events 

30.8.2.2 Example of Simple Linear 
Regression 

A researcher wants to investigate the association 
of body weight and serum creatinine and col-
lected both variables in ten individuals. He also 
wants to know whether body weight can predict 
the serum creatinine level. Table 30.20 provides a 
dataset for both variables. 

30.8.2.3 Interpretation of Results 
From the results Table 30.21, the regression equa-
tion can be written as serum creatinine =  
0.402 + 0.019 body weight in Kg, where -
0.402 is the value of y-intercept (β0) and 0.019 
is the slope of the regression line (β1). For a one 
kg increase in body weight, serum creatinine 
increases by 0.019 (CI:0.016,0.02). From the 
regression equation, we can easily predict the 
value of serum creatinine value of an individual 
weighing 80 kg to be 1.118. This model should 
not be used for prediction of those who weigh less 
than 70 or more than 100, since the regression
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model is constructed from individuals weighing 
70 to 100 kg. 
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Table 30.20 Dataset showing body weight and serum creatinine levels 

Body weight (Kg) Serum creatinine (mg/dL) 

70 0.9 
73 0.95 
76 0.99 
78 1 
85 1.2 
88 1.25 
90 1.3 
94 1.32 
99 1.4 
100 1.45 

Table 30.21 Results of simple linear regression analysis 

Serum creatinine Co-efficient Standard error t test P value Confidence interval 

Body weight 0.0185108 0.000845 21.91 0.000 0.0165623, 0.0204593 
const -0.4029697 0.0725866 -5.55 0.001 -0.5703546, -0.2355848 

Model R2 = 98.16 

R2 can be interpreted as follows: according to 
the model, body weight in kilogram accounts for 
a 98.16% variation in serum creatinine in 
mg/dL. We should keep in mind that such near 
perfect explanation of a physiological variable by 
another variable is very rare and the variation is 
often explained by the combination of variables. 
In that case, R2 implies the explanatory power of 
all the variables in the model acting together. 

30.9 Concluding Remarks 

Statistical methods are used for drawing 
inferences about the population from the 
observations made in the sample. The statistical 
test for analysis of data is selected based on the 
type of variable, distribution of data, number of 
groups/datasets and study design. Most statistical 
tests come with a set of assumptions that the data 
must fulfill. These assumptions have to be 
checked before interpreting the results. These sta-
tistical tests calculate the probability of the results 
occurring by chance alone. The parametric tests 
are more powerful than the nonparametric tests 
and should be preferred. P value indicates the 

probability of the results occurring by chance 
alone. A significant P value does not mean clini-
cal significance. In addition to the statistical sig-
nificance, the point estimate of the effect and its 
precision (95% confidence interval) should be 
reported. 
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Artificial Intelligence Generative 
Chemistry Design of Target-Specific 
Scaffold-Focused Small Molecule Drug 
Libraries 

31 

Yuemin Bian, Gavin Hou, and Xiang-Qun Xie 

Abstract 

The de novo design of scaffold-focused and 
target-specific molecular structures using deep 
learning generative modeling introduces a 

promising solution to the discovery of novel 
and potent bioactive drug compounds. Deep 
learning generative modeling exhibits the cre-
ativity that machine intelligence can offer in 
composing, painting, and even the scratching 
of novel molecular structures. This chapter 
mainly covers that how generative chemistry 
can be effectively applied to the design and 
generation of scaffold-focused and target-
specific small molecules. To this emerging 
paradigm, the chapter starts with a brief history 
of artificial intelligence (AI) in drug discovery. 
Chemical databases, molecular 
representations, and cheminformatics related 
tools are covered as the infrastructure. Two 
example applications of using generative 
adversarial networks (GAN) and recurrent 
neural networks (RNN) to realize the de novo 
compound generation towards the cannabinoid 
receptor 2 (CB2) are discussed in the chapter. 
Summary, challenges, and future perspectives 
follow. 
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31.1 Introduction 

Drug discovery is expensive, and the cost keeps 
increasing. Now it can take 2.8 billion USD and 
over 12 years to finish the discovery process for 
the development of a novel drug [1, 2]. To esca-
late the discovery process and confront the grow-
ing cost, investigating new but efficient strategies 
is critical and in demand. For drug hit identifica-
tion, high-throughput screening (HTS) dramati-
cally speeds up the task by evaluating candidate 
compounds in large volume [3, 4]. Virtual screen-
ing (VS) in parallel enriches potential active 
molecules and filters out undesired structures. 
VS underwent quick advancement along with 
the improvement in computational power. Com-
monly adopted VS strategies are structure-based 
and ligand-based. With the protein structure of 
the target of interest available, structure-based 
approaches including molecular docking [5–8], 
molecular dynamic simulations [5, 9–11], 
fragment-based approaches [8, 12], etc., can be 
conducted to virtually evaluate receptor-ligand 
interactions for a large compound set for finding 
plausible hits. With confirmed active compounds 
or probes of the given target available, ligand-
based approaches such as pharmacophore 
modeling [13, 14], scaffolding hopping [15, 16], 
structural similarity search [17], etc., can be 
performed to further optimize known hits. The 
rapid advancement in Artificial Intelligence 
(AI) presents a machine learning (ML)-based 
decision-making model [18, 19] as an alternative 
solution to contribute to VS campaigns. Drug 
discovery is a data-enriched area of research. 
ML methods are favored as they demonstrate 
the ability to handle big data to excavate hidden 
patterns, and to use detected patterns to facilitate 
the future data prediction in an efficient and effec-
tive manner. 

Drug discovery campaigns with applications of 
the above-mentioned HTS and VS approaches 
have been fruitful in the past decades. In 
confronting the increasing cost of drug discovery, 
challenges still remain in exploring pioneering 
techniques and strategies that can better compre-
hend complex systems. In recent years, the 

flourishing of deep learning generative modeling 
provides putative novel solutions to the field. From 
generated human faces [20], to literature produc-
tion tools [21], deep learning generative models 
inspire our perception of the machine intelligence 
to a new level. It is noted that a generative 
pre-trained transformer (GPT) for chemistry is a 
type of generative chemistry that uses deep 
learning models to generate novel molecules with 
desired properties. Recently, the immersion of 
drug discovery and generative modeling 
investigates the feasibility of automated generation 
of scaffold-focused and target-specific molecula  
structures. The discovery of DDR1 kinase 
inhibitors within 21 days exemplified the capabil-
ity of using deep learning generative models to 
offer promising and compelling outcomes [22] 
This chapter provides examples and discussions 
based on the authors’ applications of using gener-
ative chemistry to realize the design of scaffold-
focused and target-specific libraries. The chapter 
starts with a brief evolution of AI in drug discov-
ery, and the infrastructures in deep learning gener-
ative chemistry. Two examples using generative 
adversarial networks (GANs) and recurrent neural 
networks (RNNs) are detailed to discuss their fun-
damental architectures as well as their applications 
in the de novo drug design. 

31.2 Artificial Intelligence in Drug 
Discovery 

Artificial intelligence (AI) is the study of devel-
oping and implementing techniques that enable 
the machine to behave with intelligence [23]. The 
concept of AI can be traced back to the 1950s. 
Researchers were trying to answer whether intel-
ligent tasks that usually are accomplished by 
mankind can be handled with computers 
[24]. Initially, researchers assume that a 
human-level AI system can be realized by 
specifying explicit rules to navigate knowledge 
(Fig. 31.1a). This strategy is also known as sym-
bolic AI [25]. Symbolic AI functions as a solution 
to a set of logical problems including chess 
playing. But when it comes to image recognition,



distinguishing active and inactive molecules for a 
given target, the performance of symbolic AI is 
greatly compromised. These types of problems 
usually come with blurry, unclear, and distorted 
knowledge, which can hardly be transferred into 
specific rules. Criteria can be defined to select 
general drug-like compounds that follow 
Lipinski’s rule of five [26]; but exhaustively 
specifying rules for selecting agonists of a given 
target is almost impossible [27]. 
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Fig. 31.1 Artificial intelligence to deep learning. (a) The 
programming paradigm for symbolic AI. (b) The program-
ming paradigm for machine learning (ML). (c) The 

relationship among artificial intelligence, machine 
learning, and deep learning 

Different from the symbolic AI, ML allows 
computers to solve problems by learning on 
their own [28, 29]. Instead of waiting for human 
specified rules, ML algorithms can summarize 
patterns by directly learning from the raw data 
(Fig. 31.1b). Both known data and known 
answers are keyed for ML algorithms to generate 
rules to make associations. With future data, 
generated rules will be used to make predictions. 
ML methods became a dominant player in the 
field of AI since 1990s [30]. In drug discovery, 
supervised learning, unsupervised learning, and 

reinforcement learning are commonly encoun-
tered ML categories (Fig. 31.1c). Both raw data 
and data labels are fed into the algorithm in 
supervised learning [31]. Discrete labels make 
supervised classifications, while continuous 
numeric labels make supervised regressions. 
One typical example of supervised classification 
is the prediction of the protein subtype selection 
for query molecules [18, 27, 32, 33], while a well-
trained regressor is supposed to be able to predict 
quantitative structure-activity relationships for 
molecules sharing a similar scaffold [8, 34]. In 
unsupervised learning, algorithms are trained 
with unlabeled data. For instance, molecules can 
be categorized into groups based on structural 
diversity using unsupervised clustering methods 
[35, 36]. In reinforcement learning, the learning 
system can choose actions according to its obser-
vation of the environment, and get a penalty 
(or reward) in return [37]. To achieve the lowest 
penalty (or highest reward), the system must learn 
and choose the best strategy by itself.
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Deep learning (DL) is a subfield of ML that 
adapts neural networks to emphasize the learning 
process with successive layers (Fig. 31.1c). 
Representations can be learned from raw data 
and transferred to abstract levels with DL 
methods [38]. The word “deep” in DL reflects 
the incorporation of successive layers of 
representations to process and learn from the 
raw data [39]. The advancement of DL generative 
architectures promotes the prevalence of genera-
tive chemistry. For example, as a specific type of 
Recurrent Neural Network (RNN), Long Short-
Term Memory (LSTM) models [40], have been 
used in text generation, which further inspired the 
compound generation based on the simplified 
molecular-input line-entry system (SMILES). 
Another example is the usage of the Generative 
Adversarial Network (GAN) models [41] for 
image generation, which motivates graph-based 
and fingerprint-based molecular scratching. With 
a simplified and widely-adaptable representation 
learning process [24, 38], it is foreseen that DL 
can bring the process of molecular design to the 
next level. 

Table 31.1 Illustrated cheminformatics databases available for drug discovery [42] 

Database Description Web linkage Examples of usage 

UniProt [43] Protein sequence and functional 
information 

https://www. 
uniprot.org 

Sequence alignment, protein 
clustering, protein sets for species, etc. 

RCSB PDB 
[44] 

Experimental and computational 3D 
structures for biological systems 

https://www.rcsb. 
org 

Retrieving protein structures for 
structure-based drug discovery 

PDBbind [45] Experimentally measured binding 
affinity data for PDB 

http://www. 
pdbbind.org.cn 

Benchmarking receptor-ligand 
interactions 

PubChem [46] A collection of chemical information https://pubchem. 
ncbi.nlm.nih.gov 

Finding chemical structures, physical 
properties, biological activities, etc. 

ChEMBL [47] A library of manually curated 
bioactive compounds 

https://www.ebi. 
ac.uk/chembl/ 

Collecting target-specific molecules 

SureChEMBL 
[48] 

A search engine for patented 
compounds 

https://www. 
surechembl.org/ 
search/ 

Searching patented compounds 

DrugBank [49] Information about drugs, drug 
targets, indications, etc. 

https://www. 
drugbank.ca 

Off-target analysis, drug repurposing, 
etc. 

ZINC [50] A collection of commercially 
available compounds 

https://zinc. 
docking.org 

Providing molecules for virtual 
screening 

Enamine A vendor to provide chemicals https://enamine. 
net 

Exploring large chemical space 

ASD [51] A resource documents allosteric 
modulators 

http://mdl.shsmu. 
edu.cn/ASD/ 

Studying allosteric modulation 

GDB [52] A library with enumerated 
compounds 

http://gdb.unibe. 
ch/downloads/ 

Expanding synthetic feasible chemical 
space 

31.3 Data Sources and Machine 
Intelligence Infrastructures 

The quantity and the quality of data are the foun-
dation of a ML campaign. Molecular and 
biological data functions as the prerequisite for 
the development of generative chemistry models. 
Table 31.1 lists commonly used databases that 
document chemical and biological information. 

The vectorization of collected molecules is 
necessary to prepare chemical structures into 
machine-readable representations. Table 31.2 
lists commonly used molecular representations. 
Besides string-based and fingerprint-based 
descriptions, graph-based and tensorial 
representations are popular alternative options. 
Most molecules can be represented in 2D graphs. 
A graph can be defined as the connectivity 
relations between a set of atoms (nodes) and a 
set of bonds (edges) [60]. Tensorial representa-
tion is another approach that stores molecular 
information into atom types, bond types, and 
connectivity information in tensors.

https://www.uniprot.org
https://www.uniprot.org
https://www.rcsb.org
https://www.rcsb.org
http://www.pdbbind.org.cn
http://www.pdbbind.org.cn
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https://www.ebi.ac.uk/chembl/
https://www.ebi.ac.uk/chembl/
https://www.surechembl.org/search/
https://www.surechembl.org/search/
https://www.surechembl.org/search/
https://www.drugbank.ca
https://www.drugbank.ca
https://zinc.docking.org
https://zinc.docking.org
https://enamine.net
https://enamine.net
http://mdl.shsmu.edu.cn/ASD/
http://mdl.shsmu.edu.cn/ASD/
http://gdb.unibe.ch/downloads/
http://gdb.unibe.ch/downloads/
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Table 31.2 Examples of commonly used molecular representations [42] 

Representation Description 

SMILES [53] A line notation for describing the structure of chemical species using short ASCII strings 
InChI [54] The International Chemical Identifier (InChI) is a textual identifier for chemical substances to 

encode molecular information in a standard way 
Physical-chemical 
properties 

Describing molecules using observed or measured characteristics, for example, molecular 
weight, logP, etc. 

Molecular fingerprints Using a series of binary digits to represent the presence or absence of substructures in a 
molecule. Examples including MACCS Keys [55], Circular [56, 57], Path [58], Tree [59], and 
Atom Pair [58] fingerprints 

Molecular graphs Describing a molecule using the connectivity relations between a set of atoms (nodes) and a 
set of bonds (edges) 

Table 31.3 Commonly used cheminformatics and machine learning packages [42] 

Package Description Web linkage 

RDKit [61] An open-source toolkit for operating cheminformatics tasks https://www.rdkit.org 
Open Babel 
[62] 

A chemical toolbox for manipulating chemical data http://openbabel.org/ 
wiki/Main_Page 

CDK [63] Open-source modular Java libraries for Cheminformatics https://cdk.github.io 
KNIME 
[64] 

An open-source workflow environment https://www.knime.com 

TensorFlow 
[65] 

An open-source ML platform https://www.tensorflow. 
org 

CNTK [66] A unified DL toolkit that describes neural networks as a series of 
computational steps via a directed graph 

https://github.com/ 
microsoft/CNTK 

Theano [67] A Python library and optimizing compiler for manipulating and evaluating 
mathematical expressions 

https://github.com/ 
Theano/Theano 

PyTorch 
[68] 

An open-source ML library based on the Torch library. https://pytorch.org 

Keras [69] A high-level neural networks API on top of TensorFlow, CNTK, or 
Theano 

https://keras.io 

Scikit-Learn 
[70] 

A free software ML library for the Python programming language https://scikit-learn.org/ 
stable/ 

After the data collection and vectorization, it is 
time to conduct the chemical data analysis and 
start a ML-based application. Table 31.3 
illustrates examples of frequently considered 
cheminformatics toolkits and machine learning 
packages. 

31.4 Application of GAN 
on Designing Small Molecule 
Library 

31.4.1 A Brief Overview 

A deep convolutional generative adversarial net-
work (dcGAN) model was developed in this 

study to design target-specific novel compounds 
for cannabinoid (CB) receptors [71]. In the adver-
sarial process of training, two models, the Dis-
criminator D and the Generator G, were 
iteratively trained. D was trained to discover the 
hidden patterns among the input data to have the 
accurate discrimination of the authentic 
compounds and the “fake” compounds generated 
by G; and G is trained to generate “fake” 
compounds to fool the well-trained D by 
optimizing the weights for matrix multiplication 
of data sampling. To determine the appropriate 
architecture and the input data structure for the 
involved convolutional neural networks (CNNs), 
the combinations of various network architectures 
and molecular fingerprints were explored. Well-

https://www.rdkit.org
http://openbabel.org/wiki/Main_Page
http://openbabel.org/wiki/Main_Page
https://cdk.github.io
https://www.knime.com
https://www.tensorflow.org
https://www.tensorflow.org
https://github.com/microsoft/CNTK
https://github.com/microsoft/CNTK
https://github.com/Theano/Theano
https://github.com/Theano/Theano
https://pytorch.org
https://keras.io
https://scikit-learn.org/stable/
https://scikit-learn.org/stable/


developed CNN models including LeNet-5, 
AlexNet, ZFNet, and VGGNet were investigated. 
Four types of fingerprints including MACCS, 
ECFP6, AtomPair, and AtomPair Count were 
calculated to describe the small molecules with 
diverse structural characteristics. Generative 
models with convolutional networks provide 
promising opportunities for small molecules 
screening and design. 
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Fig. 31.2 The modified and applied CNN architectures in this study. (a) LeNet-5. (b) AlexNet. (c) ZFNet. (d) VGGNet. 

31.4.2 Modified CNN Architectures 
and Predictive Analytics 

The study started with the determination of the 
architecture for the Discriminator. Compounds 
with reported Ki values for CB receptors (CB1 
and CB2) were retrieved as the training data 
[27]. CNN is a subtype of Deep Neural Networks 
(DNNs) with well-developed architectures during 
recent decades. Preliminary studies were 
conducted to compare and determine which 
architectures can better fit the molecular 

fingerprint-based input data structure and make 
accurate classifications of CB ligands (Fig. 31.2). 

LeNet-5 is a classic seven-layer architecture 
pioneered in 1998 [72] (Fig. 31.2a). In the 
adapted model, the first convolutional layer uses 
six kernels to filter input bit vectors from 
fingerprints. It is a one-dimensional convolution 
that each kernel has the size of five with a stride of 
four. An average pooling layer is followed by six 
kernels that have the size of two and the stride of 
one. The stacking of a convolutional and a 
pooling operation is repeated to give the layers 
three and four. The fifth layer uses 120 kernels to 
perform the convolutional operation. After the 
output matrix is flattened, densely connected 
layers are followed. 

AlexNet was the champion in the 2012 
ImageNet competition [73] (Fig. 31.2b). The 
adapted AlexNet-based architecture in this study 
stacks convolutional and pooling layers to offer 
the first four layers. Different from the LeNet-5, 
the number of kernels for each layer is dramati-
cally increased here. Three more convolutional



operations are followed before flattening the out-
put matrix. Two densely connected layers are 
deployed before the output classification. 
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Fig. 31.3 AUC values of all CNN models with each dataset on Training Set (a) and Test Set (b) 

ZFNet was the winner for the ILSVRC2013 
[74] (Fig. 31.2c). The ZFNet maintains the gen-
eral architecture and the arrangement of the 
AlexNet but has the hyperparameters adjusted. 
The adapted ZFNet-based architecture possesses 
less kernels, different kernel sizes, and varied 
strides. Notably, two additional dropout layers 
are inserted after pooling layers. The dropout 
rate is 0.5. 

VGGNet [75] was published in 2014 with 
uniformed building blocks in its architecture. 
The adapted VGGNet16-based architecture 
(Fig. 31.2d) is equipped with 13 convolutional 
layers, five pooling layers, five dropout layers, 

and two densely connected layers. Equipped 
convolutional and pooling layers have uniformed 
kernel sizes and strides. Dropout layers maintain 
a consistent dropout rate of 0.5. Densely 
connected layers have 256 hidden neurons. 
VGGNet13 and VGGNet11-based architectures 
share the framework but with less convolutional 
layers. 

Figure 31.3 combines the AUC values from 
training and testing of CNN models across six 
architectures (LeNet-5, AlexNet, ZFNet, 
VGGNet11, VGGNet13, and VGGNet16) on 
8 datasets. Consistent model performance on 
both the Training Set and the Test set can be 
observed. In most cases, the architecture adapted 
from the LeNet-5 can give the highest AUC. The 
architecture adapted from the AlexNet produced



the best scores for the CB1 training set when 
molecules were described in MACCS and 
ECFP6. The architecture adapted from the 
ZFNet gave the top score for the CB1 test set 
when molecules were described in MACCS. 
Molecular fingerprints in bit-vectors represent 
sparse matrixes with low data density. Informa-
tion loss can be expected when the architecture 
goes deeper. Dropout layers and L1/L2 penalties 
may relieve the problem of overfitting. But deep 
architectures can suffer from having more 
parameters than can be justified by the training 
data. 
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Distinctive data structures were retained in 
training datasets as molecules were vectorized 
into four different types of fingerprints. MACCS 
fingerprints are sub-structural keys to denote 
whether a certain sub-structure exists in a com-
pound. ECFP6 fingerprints, which were hashed 
into 1024 bits, describe circular topological infor-
mation of atom neighborhoods. AtomPair 
fingerprints encode each atom and enumerate all 

distances between atom pairs. The length was 
hashed to 1024 bits as well. The combination of 
AtomPair fingerprints and the LeNet-5-based 
architecture turns out to be the optimal option in 
the classification of active and inactive/random 
compounds for cannabinoid receptors. 

Fig. 31.4 The schematic illustration of GAN Generators and Discriminators. (a) The architecture of the Generator. (b) 
The architecture of the Discriminator. (Figure reproduced with permission from [70]) 

31.4.3 The Architecture 
of the Generated dcGAN Model 

Based on the preliminary architecture comparison 
described above, the model adapted from the 
LeNet-5 network was therefore selected for the 
generation of the Discriminator. AtomPair 
fingerprints were calculated to describe CB 
molecules as the input data. 

The deep convolutional generative adversarial 
network (dcGAN) is constituted with a Generator 
G and the Discriminator D (Fig. 31.4). Generally, 
G is constructed with the reverse convolutional 
process (Fig. 31.4a). Activation function relu is



selected for both the dense and reverse 
convolutional layers. An L2 penalty is assigned 
to the reverse convolutional layers. Detailed 
information for each layer of the G is specified 
in Table 31.4. D generally follows the LeNet-5-
based architecture (Fig. 31.4b). Dropout layers 
with a rate of 0.25 are inserted after each 
convolutional layer. 
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Table 31.4 Layer information for the Generator 

Layer Description 

Dense layer A dense layer transforms the noise input to a matrix of 128*128 
Dropout layer A dropout layer is applied to the matrix with a dropout rate of 0.25. The matrix is up sampled to 

have the shape of 256*128 
Convolutional 
layer 

A reverse convolutional layer with 64 kernels of size 3 and a stride of 1. The matrix is up sampled to 
have the shape of 512*64 

Convolutional 
layer 

A reverse convolutional layer with 32 kernels of size 3 and a stride of 1. The matrix is up sampled to 
have the shape of 1024*32 

Convolutional 
layer 

A reverse convolutional layer with 16 kernels of size 3 and a stride of 1. The matrix is transformed 
to have the shape of 1024*16 

Convolutional 
layer 

A reverse convolutional layer with 1 kernel of size 3 and a stride of 1. To report generated outcome 
molecular fingerprints 

31.4.4 The Training and Performance 
of the Generated dcGAN Model 

As a zero-sum non-cooperative game, the GAN 
model can only be converged if the Nash equilib-
rium has been reached by the D and G [76]. There 
are two objectives for the training process to 
accomplish simultaneously. First, D should be 
trained to make accurate classifications of 
fingerprints from known active CB ligands and 
G generated compounds. Second, G should be 
trained to generate fingerprints that cannot be 
distinguished from known active molecules. In 

other words, both the discriminative loss and the 
generative loss should be minimized simulta-
neously to achieve these two objectives 
(Fig. 31.5). Minimizing the discriminative loss 
optimizes the weights of the D to make correct 
distinctions, while minimizing the generative loss 
optimizes the weights of the G to mislead the D. 

Fig. 31.5 The training iterations of the GAN model 

Fingerprints of generated compounds from G 
are labeled as 0 while fingerprints of real active 
CB compounds are labeled as 1 to train the D and 
calculate the discriminative loss (Fig. 31.5a). On 
the other hand, to calculate the generative loss, 
fingerprints from both generated compounds and 
known active CB ligands are labeled with 1 to 
train the G-D stack and report the generative loss 
(Fig. 31.5b). The first step of reporting discrimi-
native loss is to train the D. The convergence of 
the discriminative loss reflects D’s improvement 
on making correct classifications. The second step 
of reporting generative loss is to train the G-D 
stack. The convergence of the generative loss 
suggests G’s capability of creating compelling 
fingerprints to mislead a well-trained



D. Generating fingerprints has the limitation that 
it is almost impossible to draw the chemical struc-
ture out of a molecular fingerprint. As a 
compromised solution, a molecular similarity 
search using a generated fingerprint towards a 
large chemical library can suggest a proximate 
structure. 
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31.5 Application of RNN LSTM 
on Designing Scaffold-Focused 
and Target-Specific Molecules 

31.5.1 A Brief Overview 

Enumerating scaffold-focused and target-specific 
compounds functions as a common strategy in 
drug discovery. To realize the automated virtual 
enumeration by generating de novo structures, the 
Deep-learning Molecule Generation Model 
(DeepMGM) was designed and devel-
oped [77]. Using SMILES of drug-like molecules 
as the input, a long short-term memory (LSTM)-
based recurrent neural network was trained to 
produce a general model (g-DeepMGM). A case 
study of preparing an indole-scaffold focused 
library was illustrated to exhibit the feasibility. 
Then, after a transfer learning process using 
known CB2 ligands, a Target-specific version 
(t-DeepMGM) was constructed. A sampling prac-
tice showed that generated compounds can main-
tain similar physical-chemical properties to 
reported active CB2 molecules. A supervised 
classifier for CB2 ligands was incorporated at 
the end to close a virtual design-test circle. 

31.5.2 General and Target-Specific 
Molecule Generation Models 
(g-DeepMGM and t-DeepMGM) 

The scheme of the workflow implemented in 
DeepMGM is exhibited in Fig. 31.6. A half mil-
lion diversified ZINC compounds were collected 
to function as training data for preparing the 
g-DeepMGM (Fig. 31.6a). The majority (87.2%) 
of collected molecules don’t have violations to 
the RO5. Molecules were described in SMILES 

strings. The iterative training process allowed the 
model to comprehend the grammar of composing 
valid SMILES strings to represent mostly drug-
like molecules. However, the chemical space was 
not only limited to be drug-like, as there were still 
12.8% of training molecules that possess 
violations to RO5. The One-hot encoding method 
was used to construct binary vectors to encode 
SMILES strings into a format that is machine-
readable. The g-DeepMGM is a RNN with 
LSTM layers. The g-DeepMGM was trained to 
predict the probability distribution of the n + 1th 
SMILES character given the input of a string with 
n characters. The categorical cross-entropy was 
selected as the loss function to evaluate the model 
training process. The molecular generation can be 
initiated by providing SMILES of a starting scaf-
fold to sample the remaining part of the 
compound. 

The transfer learning of the prepared 
g-DeepMGM on collected bioactive CB2 ligands 
was conducted to result in the CB2 specific 
t-DeepMGM (Fig. 31.6b). A same set of CB2 
compounds with reported Ki values was used 
here [27, 71]. These compounds were one-hot 
encoded into binary vectors as well. These CB2 
compounds give a limited chemical space cover-
age with different physical-chemical properties in 
comparison to a half million diversified ZINC 
compounds. In the process of transfer learning, 
the model combined learned patterns behind a 
half-million ZINC compounds to further extract 
features from CB2 ligands. Five case studies 
using known CB2 seed scaffolds were carried 
out for enumeration using the trained 
t-DeepMGM. An MLP-based supervised ML 
classifier was prepared to virtually assess 
enumerated compounds from the t-DeepMGM 
(Fig. 31.6c). 

31.5.3 Recurrent Neural Networks 
(RNN) Model Training 
and Sampling 

The architecture of the g-DeepMGM includes 
LSTM and dense layers for processing SMILES 
characters (Fig. 31.7). An 80:20 ratio was adapted
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to split ZINC compounds into training and test 
sets. The training process involved using mini-
batches of 512 molecules for 100 epochs. The 
loss and accuracy were calculated for saved 
models at each epoch.
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Fig. 31.7 The training and sampling of the recurrent neural networks (RNN) model with long-short-term memory 
(LSTM) units 

The training process results in a probability 
distribution of the next SMILES character given 
the input string. The resulted distribution is then 
used as the reference to suggest the next character 
in the process of sampling. Suggested characters 
are appended to the initial input afterwards in 
sequence. The sampling is an iterative process to 
compose SMILES strings for outcome molecules. 
The SMILES string from a lead fragment can be 
provided as the initial input to sample a scaffold-
focused chemical library. Figure 31.7 gives an 
example of benzaldehyde. To enumerate 
compounds with moieties attached to the car-
bonyl group, the SMILES string 
“C1=CC=CC=C1C(=O)” is used as the input 
to initiate the g-DeepMGM in step 1. The 
SMILES character “N” is reported as the output. 
In step 2, SMILES character “N” is appended to 
the initial string to function as the new input for 
predicting the next character. The SMILES char-
acter “C” is reported as the output. The process is 
iterated until the generation of a complete 

molecule is finished. Additional modification 
points are available throughout the benzaldehyde 
scaffold. The atom for modification can be 
selected specifically by adjusting the direction 
and the starting atom to compose the SMILES 
strings [78]. In the current work, the assessment 
of sampling temperatures [79] was conducted as 
well. The sampling temperature affects the condi-
tional probability distribution of the characters in 
the SMILES vocabulary. In other words, the sam-
pling of the next character under a lower temper-
ature tends to give more conservative predictions, 
while the sampling process under a higher tem-
perature favors the selection of permutating 
characters. 

31.5.4 Indole Scaffold-Specific 
Compounds Generation 

The sampling practice on the indole ring is 
exemplified here to show g-DeepMGM’s capabil-
ity of generating a scaffold-focused compound 
library. The saved out model at six different train-
ing epochs, 10, 20, 40, 60, 80 and 100 were 
deployed to sample molecules independently 
under four sampling temperatures, 0.5, 1.0, 1.2,



and 1.5. Three criteria were adopted here to assess 
sampled compounds: (1) validity that assesses 
whether molecular structures can be transformed 
from sampled SMILES strings; (2) uniqueness 
that assesses whether valid SMILES strings are 
unique from each other; and, (3) novelty that 
assesses whether valid and unique SMILES 
strings are different from molecules in the 
training set. 
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Fig. 31.8 The validity, uniqueness, and novelty of sampled indole molecules under different epochs and sampling 
temperatures of the g-DeepMGM 

Different scores of validity, uniqueness and 
novelty can be perceived as molecules were 
generated under diverse epochs and various sam-
pling temperatures (Fig. 31.8). At epoch 
40, g-DeepMGM exhibited the highest capability 
of creating valid SMILES strings. The improve-
ment sophistication of generating drug-like 
molecules was expected after training epochs as 
the purpose of the training process is to allow the 
model to learn and grasp proper ways of writing 
valid SMILES strings. With the increase of the 
temperature, it was noticed that both uniqueness 
and novelty were improved. Conservative 

predictions can favor valid but sometimes redun-
dant SMILES strings under low temperatures. 
Aggressive predictions can produce unique and 
novel but sometimes invalid SMILES strings in 
contrast. 

A graphical illustration of generated indole-
focused compounds may provide intuitional 
understanding (Fig. 31.9a). At the lowest temper-
ature (T = 0.5), aliphatic chains and ring systems 
(such as cyclohexane, phenyl, as well as pipera-
zine rings) can both be sampled. Interestingly, 
amines (primary, secondary, and tertiary) and 
methoxy moieties can also be produced at a rela-
tively low temperature. Notably, there are limited 
atom types (carbon, nitrogen, and oxygen) among 
sampled compounds. When the temperature is 
increased to T = 1.0, diversified atom types 
appear. The appearance of a trifluoromethyl 
group, a bromine substitution, and even a sulfonyl 
amine moiety appreciably expanded the coverage 
of potential chemical space by sampled 
structures. It is also noticed that basic carbon



chains can be produced at a relatively high tem-
perature. For example, when the T = 1.2, an 
aliphatic heptyl chain is sampled. Meanwhile, a 
quaternary ammonium cation is generated to pos-
sess a positive charge. The generation of charged 
molecules besides the neutral compounds may 
further expand the application scope of the 
g-DeepMGM [77]. At the highest temperature 
(T = 1.5), various atom types and mixed moieties 
(pyrimidine, quinuclidine, naphthalene, etc.) are 

frequently sampled among generated structures. 
Although a high degree of structural diversity is 
observed for sampled molecules under T = 1.5, 
structurally similar compounds can still be 
identified from the SciFinder, which suggests 
the generation of realistic structures. 
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Fig. 31.9 Sampling examples on indole scaffold and 
t-SNE analysis. (a) Randomly selected sampling outcome 
for the indole scaffold under four temperatures with the 
g-DeepMGM at epoch 40. Seven SMILES strings 
representing seven addition positions on the indole were 
fed as the initial input. Reported similar compounds to the 

generated molecules in the column “T = 1.5” are listed for 
comparison. Using both physical-chemical properties-
based (b) and MACCS fingerprints-based (c) t-SNE anal-
ysis to compare generated indole molecules and training 
compounds 

To investigate the chemical space coverage of 
sampled indole-focused structures, t-SNE analy-
sis was conducted on both physical-chemical 
properties (Fig. 31.9b) and MACCS fingerprints



(Fig. 31.9c). A half-million training molecules 
(blue dots) generally defined the overall boundary 
of the drug-like chemical space. Sampled indole-
focused molecules (colorful dots) were sparsely 
spread within this space. Colorful dots not only 
co-localize with blue dots, but also form clusters. 
Such an observation supports the hypothesis of 
generating scaffold-focused libraries that 
emphasizes a certain chemical space. 
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31.5.5 Transfer Learning 
for Cannabinoid Receptor 
Subtype 2 (CB2) 

After the transfer learning using collected CB2 
ligands, t-DeepMGM was applied to sample 
molecules on four well-known CB2 scaffolds. 
Figure 31.10a exemplifies sampling outcomes in 
comparison with known CB2 active ligands. The 
amide bond was cut on the JTE-907 [80, 81] to  
result in a scaffold for enumerating structures. A 
sampling outcome (1) exhibited the reconstruc-
tion of the amide bond. The original 
benzodioxole ring can be replaced by cyclohex-
ane (1), morpholine (2), and pyrrolidine (3) dur-
ing the generation. The process also explored the 
length of the linker in between. 

The diethylamine moiety of the biamide CB2 
inverse agonist [82] was chopped for structural 
enumeration. Interestingly, moieties, isopentane 
(4), cyclopropylamine (5), and methoxypropane 
(6) that mimic the size of the diethylamine group 
were generated. 

Structural modifications on AM630, a classic 
CB2 antagonist [83, 84] usually occurred on the 
indole scaffold. The compound enumeration was 
conducted to explore the replacement of moieties 
connected to the indole scaffold. With the benzal-
dehyde group chopped, t-DeepMGM generated 
both an aliphatic chain (ethyl bromide 9) and 
rings (pyrrolidine 7 and morpholine 8). With the 
ethylmorpholine moiety chopped, compound 10 
was sampled with one more carbon in the linker 
that connected the indole and the morpholine. 
Compound 12 was sampled to have a 
thiomorpholine replace the morpholine. The 

sulfur in the thiomorpholine and the oxygen in 
the morpholine are both capable of forming 
hydrophilic interactions. 

The fourth scaffold comes from triaryl sulfon-
amide derivatives [85]. The sulfonamide was 
chopped for enumerating compounds. The recur-
rence of the sulfonamide was observed in sam-
pled compound 13, which also has a pyridine ring 
attached. 

To investigate the chemical space coverage of 
t-DeepMGM sampled molecules, t-SNE analysis 
was conducted on MACCS fingerprints 
(Fig. 31.10b). Again, a half-million training 
molecules (blue dots) generally defined the over-
all boundary of the drug-like chemical space. 
Known CB2 ligands (orange dots) had a 
concentrated distribution at focused regions. 
Molecules sampled by the t-DeepMGM 
distributed within the space covered by orange 
dots. The transfer learning process forged the 
t-DeepMGM to produce scaffold-focused chemi-
cal libraries with a preference for the CB2 
target [77]. 

31.6 Concluding Remarks 

At this point, the following four areas present 
challenges and opportunities for AI generative 
chemistry: (1) the synthetic viability of the 
generated molecular structures; (2) alternate 
molecular representations that more accurately 
depict a structure; (3) the generation of macro-
molecules; and (4) close-loop automation in con-
junction with experimental validations. Some of 
the current methods for assessing synthesizability 
are based on synthetic pathways and molecular 
structural data, which calls for a sophisticated and 
thorough heuristic definition. The inability to 
integrate generative models with medicinal chem-
istry synthesis is revealed to be a major barrier. 
Small compounds can currently be described well 
using molecular representations like SMILES 
strings and molecular fingerprints. However, it 
will be interesting if the new representations can 
be made to additionally take into account geome-
try data in three dimensions. Chiral substances
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Fig. 31.10 Using t-DeepMGM to sample CB2 target-
specific molecules. (a) Molecular sampling examples 
from the t-DeepMGM for four known CB2 scaffolds. (b) 

Using MACCS fingerprints-based t-SNE analysis to com-
pare generated molecules, known CB2 ligands, and initial 
half-million training compounds
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may have many effects on a biological system, 
and even a minor molecule’s change in confor-
mation might affect how a receptor interacts with 
a ligand. The efficacy of feature extraction on 
spatial patterns is enhanced by the additional 
consideration of bond type, length, and angles. 
Research in deep learning is data-driven. Due to 
the easier access to chemical data, most current 
applications of generative chemistry are geared 
toward designing tiny molecules. De novo protein 
creation attempts are anticipated as protein-
related database construction increases. Folding 
and its conformation are even more important in 
determining function, so better representations 
are certainly needed to describe proteins. Finally, 
it is worth noting how generative chemistry can 
be integrated into drug design frameworks to 
close the loop on this automated process.
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Case Studies on Alzheimer’s Disease
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for Clinical Data PharmacoAnalytics 32 
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Abstract 

Artificial intelligence (AI) technologies are 
used extensively in health science-related 
fields. In this book chapter, we will briefly 
introduce AI applications in clinical data stud-
ies focusing on the recent works with AI 
techniques on Alzheimer’s disease-related 
topics. This chapter will use three case studies 
as examples of AI applications covering dif-
ferent categories (statistical modeling, 
machine learning/deep learning, causal 

analysis/discovery) in Alzheimer’s disease 
clinical pharmacoanalytics. We will dissect 
the study design, discuss the significance of 
the findings, and finally analyze the 
advantages and drawbacks of each model 
used in the studies. Further readings and 
resources are also provided for readers inter-
ested in carrying out studies independently. 
Lastly, we will touch upon the future 
opportunities and challenges of AI technology 
application in clinical research and the efforts 
made to overcome those challenges and 
difficulties. After reading this chapter, the 
readers should have a brief idea of the avail-
able pharmacoanalytics predicting models, 
their strengths, and their limitations, thus help-
ing readers decide the appropriate analytics 
models suitable for further studies. 
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32.1 Introduction 

In general definition, artificial intelligence (AI) is 
the simulation of human intelligence with 
programmed machines. Artificial intelligent com-
puter systems are extensively used in health
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science, and the applications consist of informa-
tion sharing, human assistance, clinical decision 
support, drug discovery, among others 
[1]. Among them, clinical decision support, 
including disease diagnosis and prediction, and 
imaging analysis, are the most popular fields of 
research and application, especially with the 
machine learning/deep learning models, which 
have significantly advanced in recent years 
[2]. Other hot topics are using AI techniques for 
structure-based drug discovery [3–8], antigen/ 
antibody/ligand discovery, and design 
[9, 10]. The AI computer system can search and 
model pharmaceutical/medical/clinical data and 
uncover insights that are very hard for physicians 
and researchers to discover on their own. AI 
techniques have been employed to fight against 
major human diseases, including cancer, cardio-
vascular disease, hypertension, diabetes, 
Alzheimer’s disease, and others [11]. 
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Artificial Intelligence and machine learning 
are increasingly used in basic research and 
clinical neuroscience, including Alzheimer’s 
disease [12], Parkinson’s disease [13], and sub-
stance use disorder (SUD) [14–16]. This book 
chapter focuses on a few representative AI 
techniques applied to Alzheimer’s disease clinical 
research. We will also dissect a few research 
studies as examples to show the data source, 
study design, data processing, evaluation metrics, 
and outcomes. Although this chapter uses 
Alzheimer’s Disease (AD) as an example, most 
models and methodologies such as statistical 
analyses and ML/DL predicting models are trans-
ferable to other disease models. 

AD is a progressive neurodegenerative disease 
caused by neural brain damage characterized by 
the formation of amyloid plaques between 
neurons and the accumulation of phosphorylated 
tau within neurons [17]. Unfortunately, AD is 
irreversible and gets worse with time, which is 
the primary cause of dementia. Patients will first 
experience memory, language, and thinking 
problems, and then as more neurons are damaged, 
patients cannot carry out daily living activities. 
Eventually, as the lesion extends to the brain parts 
that control essential body functions such as 
walking and swallowing, patients will have to 

stay in bed and require continuous care. AD is 
fatal, either by itself or by other comorbidities, 
due to loss of body function. 

AD has long been a global health problem. 
Over 6.5 million Americans are living with 
Alzheimer’s or other types of dementia. One out 
of nine people aged 65 or older has dementia due 
to AD [18]. It is estimated that the healthcare cost 
for AD patients is to be more than $300 billion, 
and it ranks as the seventh leading cause of death 
in 2020 and 2021 in the United States [19]. 

AI techniques have been a trending field in AD  
research and have drawn attention [20]. Eventu-
ally, the number of publications related to AD 
research using AI techniques has exponentially 
increased over the last decade (Fig. 32.1). 

Through long-term clinical and research 
efforts, AI tools and expertise have been set up 
to identify early-stage brain change in AD 
[21]. Those tools must be fine-tuned before 
physicians can confidently use them in disease 
diagnosis and decision-making [22]. There has 
been a continuous effort to improve the 
algorithms and data accessibility [23]. In the fol-
lowing section, we will discuss the AI techniques 
available in AD clinical data research and conduct 
case studies on three representative research 
papers. 

The objective of this chapter is to provide the 
readers with the latest AI related technique 
research examples on AD and help them to under-
stand the advantages and disadvantages of each 
technique, as well as to introduce related

Fig. 32.1 Number of publications on PubMed on 
Alzheimer’s disease research with AI techniques in recent 
ten years



resources, so they can be utilized in conducting 
their own research.
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32.2 AI Techniques/Models 
and Case Study with AD 
Research 

Before diving into the case study, we will men-
tion data preprocessing briefly. Even though 
many research papers did not emphasize it in the 
text, it is a critical step before any model can be 
faithfully established. Data preprocessing is about 
enhancing the quality and unifying the raw data, 
such as outlier removal, missing value imputa-
tion, data conversion, and variables 
encoding [24]. 

In the field of data science, it is said that 
roughly 80% of the time is devoted to data 
cleaning and processing. Given the nature of the 
clinical data and medical records, many variables 
are recorded in different scales, in text, or are 
even missing [25]. All the variables should be 
converted into a relatively consistent form and 
should be normalized/standardized and checked 
for correlation; while this is not within the scope 
of this article, we would like our readers to be 
aware of the scale and importance of the data 
pre-procession step which should be taken care 
of very carefully. 

Next, we will use three peer-reviewed research 
articles to review how the statistical, deep 
learning, and causal analysis models can be 
utilized in exploring the clinical data of AD. 

32.2.1 Computational Systematic 
Pharmacology 
Pharmacoanalytics on AD 
Clinical Data with Statistical 
Models 

There might be a trending opinion that statistical 
models, such as linear regression models, are less 
powerful and currently out of date compared to all 
the advanced AI techniques, for example, 
machine learning and artificial neural networks. 

The purpose of listing statistical models under AI 
techniques is to remind and emphasize the con-
cept that regardless of all the fancy names, the 
very basis and essence of AI techniques, models 
and algorithms are statistical models. The follow-
ing examples show that the “simple” statistical 
model is still valuable in answering particular 
research questions. 

The FDA has approved six drugs for the treat-
ment of AD [26]; five of the drugs —donepezil, 
rivastigmine, galantamine, memantine, and 
memantine combined with donepezil, only tem-
porarily alleviate Alzheimer’s symptoms but are 
not able to alter the underlying lesion in the brain; 
the sixth drug, aducanumab, is claimed to reduce 
the beta-amyloid plaques in the brain only in 
people with mild cognitive impairment (MCI) or 
mild dementia due to AD. There is currently no 
cure for AD. Given the slow pace of drug devel-
opment in AD, the researchers have put more 
effort into repurposing current drugs in combina-
tion therapy against AD. 

AD’s pathology and etiology are of great com-
plexity and not fully understood. AD’s onset is at 
the relatively late stay of the human life span 
(usually >65 years old) [18], and the patients 
could already have co-existing age-related 
diseases such as cardiovascular diseases, diabe-
tes, hypertension, and others [27]. The patients 
could have been taking multiple medications. 
Comparing disease progression among patients 
with different prescriptions enables systematic 
pharmacology analysis in observational clinical 
data that will lead to drug repurposing 
opportunities. Additionally, the systematic phar-
macology analysis study on different drug 
combinations and disease progression differences 
in AD patients will not only reveal the potential 
underlying mechanisms for AD onset and 
processing but also help to point out new 
directions of AD drug development [28]. 

32.2.1.1 Case Study 1 
As illustrated in the case study below [29], the 
authors explored the synergic effect of antihyper-
tensive drugs (aHTN) and cholinesterase 
inhibitors (ChEI) in AD patients.
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Research Objective To investigate cholinester-
ase inhibitor (ChEI) and antihypertensive (aHTN) 
medications to explore the synergism effect in 
slowing cognitive decline in AD patients. 

Data Source The data is obtained from the Uni-
versity of Pittsburgh Alzheimer’s Disease 
Research Center from April 1983 to March 2015 
[30]. Out of 4364 participants in the clinic, a total 
of 617 probable AD patients’ cases were selected 
for the analysis. MMSE scores are used as a 
measure of their cognitive function. Please note 
that there are also similar datasets available for 
the public from the National Alzheimer’s 
Coordinating Center (NACC, https://naccdata. 
org/). 

Study Design 

1. The effect of aHTN drugs on cognitive decline 
in patients with HTN and AD: 

Fig. 32.2 Illustration of study design and outcomes of 
aHTN drugs reduce cognitive decline in AD patients, as 
shown in the upper left corner. Analysis with set 1 patients 
show diuretics + Calcium channel blocker (CCB) + renin-
angiotensin-aldosterone system (RAAS) inhibitor (upper 
arrow) was associated with the slowest rate of cognitive 

decline among all groups, especially compared to the no 
aHTN group (lower arrow). The study result on set 
2 patients (lower right corner) shows that aHTN drugs 
and ChEI synergistically slow the cognitive decline in 
AD patients (as illustrated by the right-side figure with a 
publisher permission [29]) 

The patients with hypertension were divided 
into nine groups according to the types of 
aHTN drugs they were taking, which could 
be a single drug or a combination of two to 
three drugs (this is referred as the set 1 patients 
in Fig. 32.2). The author would like to know if 
the MMSE score decreases slower over 4 years 
as the patients start taking aHTN medications. 
A mix-effect regression analysis with random 
intercept and trend was conducted to control 
for several covariates associated with cogni-
tive declines, such as age, sex, years of educa-
tion, and APOEε4 carrier status. The time after 
the first use of an aHTN drug was used as the 
primary predictor for the MMSE score that 
was power transformed. 

2. The cognitive decline in the first 2 years with 
the synergistic effect of aHTN and ChEIs 
drugs in patients diagnosed with probable AD. 
A total of 419 patients who did not switch 
treatment (which means they remained ChEI

https://naccdata.org/
https://naccdata.org/


users or nonusers throughout the entire time) 
were selected for this analysis from the origi-
nal 617 patients. They were then divided into 
4 groups (referred as the set 2 patients in 
Fig. 32.2). Similarly, a mixed-effect regression 
model was applied with controlling age, sex, 
years of education, and APOEε4 carrier status. 
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All the data maintenance and management 
were done with SPSS, and the analysis was 
done with SPSS and SAS software. 

Evaluation Metrics Both study designs use the 
MMSE score decline over different times to rep-
resent the real cognitive decline of the patients. 

Outcomes 

1. aHTN drugs on cognitive decline. 
As shown in the upper right corner in 
Fig. 32.2, when compared with the slope of 
cognitive decline in all groups (-2.15)— 
which refers to the average speed of decline 
over 4 years in all patients, the slope (-0.69) 
for the patient group which is taking the com-
bination of 3 types of aHTN drugs 
(CCB + diuretics+ RAAS) was significantly 
(p < 0.0001) smaller in its absolute value, 
which means those patients have a slower 
cognitive decline 

2. Synergistic effect of aHTN and ChEls drugs 
on AD patients 
The result was plotted as bar graph at the lower 
right corner in Fig. 32.2, it shows that, overall, 
ChEI users have a slower decline trend than 
non-ChEI users but without statistical signifi-
cance (p = 0.068). However, within the ChEI 
users, the patients who take aHTN drugs have 
a significantly (p < 0.01) slower cognitive 
decline rate (-1.57) vs. those who do not 
take aHTN drugs (-2.09). Another interesting 
finding is that, for non-ChEI users, taking 
aHTN drugs is associated with a larger cogni-
tive decline rate.Summary 

The paper also applied computational methods to 
predict potential AD targets that might interact 
with aHTN drugs with a HTDocking program, 
an online-accessible package for high-throughput 

docking (http://www.cbligand.org/HTDocking/), 
which is another aspect of AI technique in drug 
discovery and mechanism study. However, this is 
beyond the scope of this section. Readers inter-
ested in this tool can refer to these publications 
[31–33]. 

With observational clinical data and a 
mix-effect regression model (essentially a multi-
variate linear model), the author concluded that 
aHTN drugs, by themselves or with ChEI drugs, 
are associated with a significant reduction of cog-
nitive decline rate in AD patients. Those results 
indicate that, with an appropriate research 
hypothesis and dataset, the “old-fashion” statisti-
cal model is still valuable in clinical data analysis. 

The overall advantage of the statistical models 
is that all the variables are explanatory, meaning 
we can attribute the effect on the outcome from 
inputs to a single real-world variable. For exam-
ple, taking aHTN drugs will affect cognitive 
decline [34]. Moreover, a statistical model usually 
has fewer parameters, which is computationally 
friendly (it does not require days or weeks of 
computation with a supercomputer to finish the 
analysis). The major downfall of the statistical 
models is that the covariates that need to be con-
trolled largely depend on previous knowledge 
[35]. In this case, the author controlled for age, 
sex, education years, and APOEε4 status, which 
have been reported previously to be associated 
with AD progression [36]. However, in clinical 
data, there are easily thousands of features in each 
patient’s record; therefore, it is far from a com-
plete list of all the covariates that might influence 
the outcome; which means, in this type of analy-
sis, there will still be relatively large noise or 
variance intra- and inter- groups that might mask 
some important features in the analysis. In a case 
where the usefulness of certain covariates is still 
in debate, whether to pick up them or not is 
largely subject to the researchers, which can 
bring in inherent bias in the model. 

This type of modeling may also suffer from 
insufficient samples in each subgroup [37]. For 
example, in this case, even starting with 4364 
patients, only 400 to 600 samples meet the initial 
inclusive critique. In some subgroups, there might

http://www.cbligand.org/HTDocking/


be 30 to 40 cases which will lower the power of 
detecting clinical significance since statistical sig-
nificance is not shown. 
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The mixed-effect model is a linear regression 
model that cannot catch the non-linear relation-
ship or interactions between the features and the 
outcomes [38]. Lastly, the model has less predic-
tion power on individual patients since many 
features of each patient were ignored in the 
model. In other words, not all the information 
from the clinical record was fully used. 

The mixed-effect model, together with other 
linear regression models, will have its best use in 
clinical studies, where the covariates associated 
with the outcome are well-defined, and each sub-
group in the study is designed to have a relatively 
large sample size. In the real research scenario, 
starting the analysis with relatively straightfor-
ward models is worthwhile before moving into 
more sophisticated models. 

32.2.2 Machine Learning and Artificial 
Neural Network (ANN) in AD 
Progression Prediction 

The other applications of AI techniques in AD are 
disease diagnosis and clinical decision-making. 
Besides the new drug or existing drug 
repurposing in the treatment of AD, another criti-
cal need is to distinguish patients who will prog-
ress to severe dementia from MCI due to AD 
from patients who tend to be stable (sometimes 
referred to as sMCI). Fifteen percent of MCI 
patients will develop dementia after 2 years, and 
one-third of MCI patients will develop dementia 
due to Alzheimer’s within 5 years [39]. At the 
same time, some MCI patients will revert to nor-
mal cognitive status or live on without additional 
cognitive level loss. Successfully predicting a 
patient’s disease progression will facilitate apply-
ing early intervention to those patients with a 
higher risk of developing dementia to prevent or 
slow down the disease progression. 

Machine learning (ML) is a field of study that 
allows computers to learn to complete tasks with-
out being explicitly programmed. ML can be 

roughly divided into unsupervised, supervised, 
and reinforced learning, Here are a few recent 
reviews of conventional machine learning 
algorithms such as K-nearest neighbors (KNN), 
support vector machine (SVM), and Naïve Bayes, 
random forest/decision trees, etc. [40–42]. The 
essence of Machine learning (referring to 
supervised learning here) is no different from 
the statistical model we discussed in the last sec-
tion: to fit a model to the existing data [43]. How-
ever, at the same time, they are much better at 
dealing with the non-linearity properties in the 
data and are more versatile in dealing with differ-
ent data types, such as images [44]. 

The ANN is a subset of machine learning 
(Fig. 32.3a). It is inspired by the neuron system 
and mimics the way of signal transduction 
between biological neurons. The ANN usually 
consists of an input layer that takes the input 
features; an output layer that outputs the outcome 
from the network; and, an in-between, where the 
hidden layers are in between the two layers and 
the number of hidden layers can be as small as 
one or as large as 256 (Fig. 32.3b). 

Deep learning (DL) is a branch of ANN. The 
development of deep learning models has made 
major advances in dealing with the problems that 
have troubled the AI community for years [45]. It 
is especially good at finding out the intricate data 
structures in high-dimensional data (clinical data/ 
clinical images are usually very high-dimensional 
data) in scientific research, business and govern-
ment applications, including audio and speech 
processing [46], visual/image data processing 
[47, 48], and natural language processing (NLP) 
[49], etc. The key feature of deep learning is that 
it does not need a feature selection/engineering 
process. They are obtained within the learning 
algorithm, and a few popular machine learning 
and deep learning packages are summarized in 
Table 32.1. 

The deep learning models can be divided into 
supervised and unsupervised models 
(Table 32.2). A good review of various types of 
deep learning can be found in reference [50], and 
a good survey of DL applications used in health 
science can be found in this paper [51]. Our lab
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Fig. 32.3 Overview of AI technology. (a) a diagram showing the relationship between ANN, DL, ML, CI and AI; (b) 
the basic structure of an Artificial Neural Network; (c) a typical convolutional neural network architecture 

Table 32.1 Popular Machine-/Deep-Learning (ML/DL) packages for the different platforms used in health science 
analytics 

Category Package name Platform/interface Link 

ML Scikit-learn python https://scikit-learn.org/stable/ 
ML E1071 R https://cran.r-project.org/web/packages/e1071/index.html 
DL Torch Lua, LuaJIT, C http://torch.ch/ 
DL PyTorch python http://pytorch.org/ 
DL Keras python https://keras.io/ 
DL TensorFlow Python https://www.tensorflow.org/ 
DL CNTK Python, C https://learn.microsoft.com/en-us/cognitive-toolkit/ 
DL Caffe C++, python, matlab http://caffe.berkeleyvision.org/ 
DL Theano Python https://github.com/Theano/Theano 
DL Deeplearning4jk Java, Scala, Clojure https://deeplearning4j.konduit.ai/ 
DL MxNet R/Python http://mxnet.io/ 

Table 32.2 Popular deep learning (DL) models that are used in health science analytics 

Model Category 

Deep (Dense) Neural Networks (DNN) Supervised 
Convolutional neural network (CNN) Supervised 
Recurrent neural networks (RNN) Supervised 
Long Short-Term Memory (LSTM) Supervised 
Deep belief networks (DBNs) Unsupervised 
Auto-Encoder (AE) Unsupervised 
Generative Adversarial Networks (GAN) Unsupervised

http://scikit-learn.org/stable
https://cran.r-project.org/web/packages/e1071/index.html
http://torch.ch/
http://pytorch.org/
https://keras.io/
https://www.tensorflow.org/
https://learn.microsoft.com/en-us/cognitive-toolkit/
http://caffe.berkeleyvision.org/
https://github.com/Theano/Theano
https://deeplearning4j.konduit.ai/
http://mxnet.io/


has also published a review focused on deep 
learning application in drug discovery [14].
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Among the supervised learning models, 
Convolutional Neural Network (CNN) is a 
specialized deep learning model that is used for 
imaging processing. A basic structure of CNN 
can be found in Fig. 32.3c. The central idea of 
how CNN works is down sampling- reducing the 
number of variables/features while still catching 
the connections between adjacent pixels. Its pri-
mary principle is to train and recognize specific 
patterns images—the information is stored in the 
“filters” used to convert the images in the 
convolutional layer—enough to distinguish dif-
ferent categories. A detailed review of the CNN 
model concept and architectures can be found in 
reference [52]. In biomedical research, it has been 
used for tumor detection with an histology image 
[53], neuro-imaging (including CT, MRI, and 
PET) [54–56], and cancer prediction with gene 
expression data (since gene expression can be 
presented as a heatmap, which can be viewed as 
images) [57]. 

32.2.2.1 Case Study 2 
For this study, we will use an example [58] with 
CNN to process the brain image data from AD 
patients and make predictions on their disease 
progression. 

Research Objective To build a CNN model to 
predict cognitive decline and if an MCI patient 
will eventually progress to AD. 

Data Source Fluorodeoxyglucose (FDG, 
representing brain metabolism level) and 
florbetapir (referred to as AV-45, representing 
amyloid deposition) positron emission tomogra-
phy (PET) image obtained from Alzheimer’s Dis-
ease Neuroimaging Initiative (ADNI) [59] was 
used in this study. Those images were for 
139 patients with AD, 171 with MCI patients 
(among which 79 were converted into AD and 
92 were not-converted), and 182 normal subjects 
were selected. The critique for inclusion is that 
the normal control subjects and AD patients have 
baseline scans of FDG, AV-45 PET, and the MCI 

patients have the baseline scan and at least a 
3-year follow-up clinical evaluation (which will 
track the cognitive decline of the patient). 

Study Design The CNN was designed using 
MatConvNet (a MATLAB-based CNN package). 
The author rescaled and digitalized the 96 PET 
slices from both the FDG and AV-45 to get two 
160 × 160 × 160 3D input volume for each patient 
with zero padding along the z-axis. Then a 
7 × 7 × 7 filter was used to convolute and combine 
the data from both PETs into a 64 pooled feature 
volume. Thus, the information of the FDG and 
the AV-45 PET from the same brain area of the 
same patient were combined in this step. The 
feature volume was then pooled, convoluted 
(128 filters), pooled, and finally convoluted into 
a 1D feature map that contains 512 features (this 
is a typical CNN architecture with two convolu-
tion layers). Furthermore, the feature map was fed 
into 2 output nodes with a full connection. It is 
worth mentioning that during the training of the 
model, only the baseline scan image of a normal 
control subject (referred to as NC) and AD was 
fed into the model. The MCI data was processed 
similarly to the AD and NC patients’ data and fed 
to the trained model. Therefore, the CNN model 
was not exposed to any data from MCI patients. 
The model will score each patient and then pre-
dict if the patient will be an MCI converter or 
non-converter (Fig. 32.4). 

Evaluation Metrics As a prediction model, sen-
sitivity, specificity, accuracy, and Area under the 
curve (AUC) were used for model evaluation; the 
author also compared the performance of SVM 
and feature volume of interests-based method 
with data from either FDG or AV45 images. 
Both methods are considered conventional pre-
diction methods. 

Outcomes The author first showed that the AD 
classification (AD vs. normal) performance of the 
model is superior compared to the other two 
methods, with a sensitivity of 93.5%, a specificity 
of 97.8%, an accuracy of 96.0%, and an AUC of 
0.98. These results indicate the CNN model did



catch essential differences between PET images 
of normal and AD patients. It is a very accurate 
model. 
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Fig. 32.4 A schematic diagram of the study design of 
building a CNN model using PET images from normal 
control subjects (NC), mild cognitive impairment (MCI) 

patients, and Alzheimer’s disease (AD) patients for MCI 
conversion prediction 

For MCI conversion prediction, the CNN 
model achieved 81.0%, 87.0%, 84.2%, and 0.89 
for sensitivity, specificity, accuracy, and AUC, 
respectively. Even though it is lower overall 
than the AD classification, given that MCI data 
was not included in the training dataset, this is 
also considered a relatively reliable and robust 
model performance. 

Summary 
The authors successfully established a CNN 
model with the information from the FDG 
and AV-45 PET scans in normal subjects and 
AD patients. It was able to predict MCI conver-
sion in MCI patients with their baseline PET 
scans. This model will help select appropriate 
prodromal AD patients who benefit from early 
intervention [60]. 

Besides the excellent performance of the 
prediction model itself, the CNN model 
demonstrated its advantage of automatically dis-
covering the appropriate features for the classifi-
cation, which has to be carried out separately and 
manually for conventional machine learning 
methods such as SVM and VOI analysis. This 
advantage will largely avoid potential 

information loss and bias that would have been 
introduced during the feature engineering phase. 

It is worth mentioning that the author used two 
convolution layers in the CNN architecture, 
which measure the “depth” of the model. Three 
or many more convolution layers (up to 256) can 
be seen in other applications, such as object rec-
ognition. More layers of convolution usually lead 
to the recognition of high-level patterns, but at the 
same time, more parameters within the model 
need to be learned which increase the model 
complexity. A simple CNN model can have 
60 k parameters. However, a very deep CNN 
model (i.e., VGG-34) can easily have over 
100 million parameters. The number of 
parameters is directly correlated with the needed 
computation power. Deep CNN could require 
weeks of computation before the model is 
trained [61]. 

The other downfall of deep CNN is that the 
features extracted in the end are low interpretabil-
ity to human physicians—in other words—it is a 
“black box” [62]. This downfall is true for other 
deep learning models, especially in the case 
above. The feature combines FDG and AV-45 
PET data. It has been transformed several times, 
making it very hard to continue any mechanism 
study or provide patients with MCI-specific treat-
ment plans.
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32.2.3 Causal Inference in AD Clinical 
Research 

Although machine learning, especially deep 
learning, is powerful in finding the correlation 
between the features and making accurate 
predictions, this also reflects its weakness [63], 
especially in observative clinical datasets such as 
the data of AD we obtain from NACC or ADNI. 
For example, in exploring drug efficacy in AD 
patients, we found that the AD related drugs taken 
by the patients are positively correlated with the 
disease progression (lower MMSE scores). In 
other words, the more AD medication the patients 
take, the more likely they will have worse cogni-
tive status. As the patients progress toward severe 
dementia due to AD, they will potentially be 
prescribed with more/stronger medication by the 
physicians-this is due to the fact that we don’t 
have any drug that can cure AD. It makes sense 

that medication intake is positively correlated 
with the disease progression, but this does not 
give us any information on the drug efficacy or 
what type of medication we should recommend 
for a patient who is seeking help from a physician. 

Fig. 32.5 In a simplified 
diagram of a causal 
relationship, the arrows 
indicate the causal 
relationship and its 
direction 

Table 32.3 Popular causal analysis packages on different platforms used extensively in causal inference. The Web links 
are provided for detailed instructions 

Package Platform/interface Link 

Causalinference Python https://causalinferenceinpython.org/ 
Causallib Python https://github.com/IBM/causallib 
Causalimpact Python https://github.com/jamalsenouci/causalimpact 
DoWhy Python https://py-why.github.io/dowhy/ 
EconML Python https://www.microsoft.com/en-us/research/project/econml/ 
CausalImpact R http://google.github.io/CausalImpact/CausalImpact.html 
Tetrad Java application https://www.ccd.pitt.edu/ 

That is where causal inference (CI) comes into 
play. CI is a collection of algorithms based on 
machine learning, but it can identify confounding 
factors and point out potential causal 
relationships between variables and outcomes 
[64]. Figure 32.5 shows a simple diagram of 
causal relationships that can be studied by causal 
analysis. A few popular causal analysis packages 
are listed in Table 32.3. 

The causal inference is trying to answer the 
following question: for a given patient, what will 
be the difference if one does action A versus not 
does action A, or whether the genetic mutation 
the patient is carrying will cause the onset of the 
disease [65].

https://causalinferenceinpython.org/
https://github.com/IBM/causallib
https://github.com/jamalsenouci/causalimpact
https://py-why.github.io/dowhy/
https://www.microsoft.com/en-us/research/project/econml/
http://google.github.io/CausalImpact/CausalImpact.html
https://www.ccd.pitt.edu/


32 Artificial Intelligence Technologies for Clinical Data PharmacoAnalytics. . . 533

The causal analysis has just begun drawing 
more attention in the AD research field [66], and 
APOE status is causally related to AD onset 
[67]. It is suggested that other risk factors, such 
as cardiovascular disease or diabetes, may also 
have a causal relationship with AD [59]. Deter-
mining which brain area or other genes have a 
causal relationship with AD or APOE is also very 
attractive research. If carried out successfully, the 
causal analysis will yield specific interventions 
that can be applied in clinical trials that may 
lead to new drug discoveries for AD patients. 

32.2.3.1 Case Study 3 
Here, we will dissect a research paper [68] that is 
trying to discover a causal relationship between 
the brain neuroimaging region and AD, and a 
causal relationship between the brain neuroimag-
ing region and genes. 

Study Objective To understand the genetic 
basis of brain structures and function and how it 
is related to AD and assess association and causal 
relationships among genetic variants, brain 
regions, and AD with DTI and genomic data 
from AD patients and normal subjects. 

Data Source Diffusion Tensor Imaging (DTI) 
images (91 × 109 × 91) from 100 normal control 
subjects (NC) and 51 AD patients were obtained 
from ADNI for the following time points: base-
line, 6 months, 12 months, and 24 months. DTI 
images from patients were processed with the 
linear and non-linear registration process (namely 
FMRIB’s Linear Image Registration Tool and 
RNiftyReg), which mapped the image details to 
a standard brain while keeping the structure 
details from the original data. Some image aug-
mentation techniques (Gaussian filter, translation, 
image flipping, random duplication of images) 
were utilized to overcome the small sample size 
limitation. Finally, data augmentation resulted in 
over 20 times more data than the original dataset. 

Genetic data - specifically single-nucleotide 
polymorphism (SNP) - of the patients were 
obtained and preprocessed to remove any prob-
lematic data and individuals with too much miss-
ing data. A similar procedure was also done on 

the SNP level. Finally, 1,589,061 common SNPs 
in 36,480 genes genotyped in 151 individuals 
were included in this study. 

Study Design First, a CNN model was set up 
with VGG-GAP architecture [69]. VGG-GAP is a 
very deep network with 16 convolution layers 
compared to the CNN with 2 convolution layers 
in the case study from the last section. The 
authors used this model for AD classification 
and prediction. They built up several models at 
each time point and used them to predict/classify 
AD at later time points; for example, one such 
CNN model used 151 patients’ data from a 
6-month time point to train the model and to 
predict the disease status with the 24-month 
patient images as testing data (Fig. 32.6). 

The authors then performed a feature selection 
within the DTI images with a technique called 
prediction difference analysis; the basic principle 
behind this method is to try the same model with 
some piece of information from the DTI images 
removed and then compare the prediction differ-
ence with the original model. A larger model 
performance loss means high importance of that 
piece of data. In this case, each piece of the 
information unit is a 3 × 3 × 3 patch. By doing 
this, we can obtain a heatmap of the regions 
contributing to the prediction or better 
distinguishing AD patients from NC, implying 
those regions may have functional importance in 
the disease etiology. 

As a result, a total of twenty-three regions of 
interest (ROI) that substantially contribute to AD 
prediction were identified. The regions included 
the temporal lobe (the left temporal, medial, and 
right temporal lobes), ventricles and enlarged 
ventricle, occipital lobe, and prefrontal area. The 
ROI is then fed into the causal analysis. Using a 
Conditional Generative Adversarial Network 
(CGAN), the authors tested for the potential 
causal relationship between DTI image ROIs 
and AD disease at baseline, 6 months, 12 months, 
and 24 months [70]. 

In the CGAN model, for each assay, two 
variables were placed in the model for the causal



relationship test. Usually, it is the disease status 
(Y) plus a brain region of interest (ROI) defined in 
the feature selection or SNP/gene from genetic 
data (X) after being converted into function prin-
cipal component scores. The model first assumes 
the causal relationship could be in both directions 
(X causes Y and Y causes X) and then calculates a 
statistical value from both conditions and takes 
their difference. If there is no causal relationship, 
the new statistical value will be a normal distribu-
tion centered at 0. Otherwise, it is indicated to 
have a causal relationship. 
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Fig. 32.6 A schematic diagram of the study design for using DTI images and genetic data for causal discovery with the 
CGAN model. NC normal cognition 

Outcomes The CNN model trained in this case 
study yields an accuracy range from 0.76 to 0.91 
without reporting sensitivity, specificity, and 
ROC-AUC. 

In the causal analysis with DTI images, three 
different regions of interest show causation 
to AD: the part of the verticals and enlarged 
ventricle, the right temporal lobe, and the left 
temporal lobe. The causal discovery for genetic 
information identified 61 genes that had causal 
relationships with the brain imaging regions. 
Among them, CD33, COBL, and APP [71, 72] 
have also been reported in other literature multi-
ple times, and a few other genes like FGF4, 
FRMD6, Dock9, H3F3B SCYL1, AKAP5, and 
PIGC all have been reported to at least be 
involved in regulating neuron or brain function. 

Those results might point to good opportunities to 
identify novel targets in AD. 

Summary 
This research used the DTI and genetic data from 
151 patients (100 normal and 51 with AD). First, 
a very deep CNN model was built with DTI 
image information to predict/classify the AD sta-
tus of the patient. Although the authors have done 
some data augmentation and balancing to enlarge 
the number of samples, the overall accuracy of the 
model was not the best due to the limited sample 
size. The deep feature selection provided infor-
mation about the importance of brain regions that 
could be important for the prediction, thus 
indicating the functional importance of those 
regions in the etiology of AD. This study, to 
some degree, overcame the problem with CNN 
with the lack of interpretability. The causal anal-
ysis carried out with the CGAN model found 
some regions that have causal relationships with 
AD and identified a few genes that have causal 
relationships with neuroimaging. Some genes 
have already been reported to be related to AD 
causally, showing that the method is promising in 
discovering causal relationships within this lim-
ited dataset. 

Causal models also come with their inherent 
limitations. For example, the CGAN model does 
not have a very intrinsic metric to evaluate the 
model performance [73]. Furthermore, in all the
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graphic analyses of causal models, there are a 
number of easily ignorable assumptions 
associated with each model. Another limitation 
of the causal analysis is that the putative causal 
relationship we got from the analysis is very hard 
and takes a long time to validate. There is no 
guarantee that any of them will work. The causal 
analysis also needs a large population/data to 
generate strong conclusions, which is often lim-
ited in the health science clinical data research 
scenarios. 
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32.3 Concluding Remarks 

In this chapter, we reviewed and dissected three 
representative research AI techniques used in 
clinical data pharmacoanalytics studies for 
AD. We covered the linear statistical mixed-effect 
model, CNNs, an example of deep learning, and 
causal analysis with the CGAN model. We 
presented to the readers an idea of how clinical 
data can be mined and analytics studied with 
different models and also what are the advantages 
and drawbacks of each model. 

We should avoid over-using machine learning 
in clinical data analytics. Overuse means unnec-
essary adoption of advanced ML or DL 
techniques when sophisticated ML models often 
offer only marginal accuracy gains. A number of 
ML/DL research papers have shown an AUC 
value greater than 0.8 or even 0.9, but it is not a 
guarantee of the robustness of the model, espe-
cially when the model is prone to overfitting due 
to a small sample size or a very large number of 
parameters in the models [74]. Therefore, it is 
suggested that, whenever appropriate, traditional 
statistical models should be conducted first and 
presented together with the ML/DL models to 
justify the use of the sophisticated models. The 
detailed protocol, including data preprocessing, 
model hyperparameters, datasets, and scripts, 
should be made available for better reproductivity. 

As for the future aspect, the limited amount of 
data and data imbalance will still be a great chal-
lenge for clinical data pharmacoanalytics studies 
for a while due to the nature of heterogeneous 

clinical data sources and the hardship of 
collecting and managing those data [75]. Efforts 
have been made by clinicians and researchers to 
produce, store, and utilize large, multicenter inter-
national datasets with high-quality data [76], par-
ticularly in AD clinical data. NACC and ADNI 
have been good examples of large-scale database 
build-up. Algorithms and methods have also been 
developed to augment the dataset to achieve a 
larger sample size [77], which is critical for trying 
robust machine learning models, especially deep 
learning models. 

Furthermore, understanding domain knowl-
edge in the future will be of great importance 
[78]. The future direction of AI technology is 
going to be automation and modulation. With 
highly integrated model-building tools, one does 
not need a sophisticated understanding of the 
underlying detail of the models to build a work-
able model and conduct machine learning. This 
trend even emphasizes the importance of domain 
knowledge. One has to be an expert in a certain 
research field to raise valued research questions 
and hypotheses with the available data. Other-
wise, it may easily end up in “garbage in, garbage 
out.” It should be pointed out that the AI tech-
nique is still not a replacement for human critical 
thinking but more like an augmentation of human 
ability to deal with numerous amounts of data. 

Finally, interpretability has long been an issue 
for ML and DL methods due to their feature 
transformation and non-linearity between features 
and outcomes. Currently, three major methods 
have been taken to improve the DL model. 
These methods are SHAP (SHapley Additive 
exPlanations) [79], LIME (Local Interpretable 
Model-agnostic Explanations) [80], and Anchors. 
These will remain a hot area of study for a while 
and will provide opportunities for new advance-
ment in AI technology. 
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Abstract 

From the mid-twentieth century, the digital 
age started changing every aspect of human 
life by utilizing information technology 
advancements. Informatics is a field of science 
that makes use of these signs of progress to 
transform data and information into required 
knowledge that can be used by humans effi-
ciently. Bioinformatics, an interdisciplinary 
field of science, was developed mainly 
because of the parallel development of molec-
ular biology, computer science and the recent 
emergence of big data. It analyses and 
interprets, a huge amount of biological data 
that has been generated by sequencing 
techniques and genome projects. The 
increased number of bioinformatics tools, 
biological big data and changes in computer 
architecture in recent times have raised the 
need for more expertise in the field. Thus, 
this chapter highlights the basic understanding 
of bioinformatics approaches including the 
databases, tools, and their diverse application 
in different fields such as biology and drug 

design and development. It also discusses 
diverse approaches to tackling biological com-
plex networks and understanding disease 
conditions. The significance of bioinformatics 
has been growing due to continual research 
and making the availability of new and 
updated resources for the interpretation of 
biological data. 
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33.1 Introduction 

Persistent efforts have been made around the 
world by researchers to decipher the functioning 
of the complex biological system. It is easy to 
understand the biology of unicellular organisms 
through the extraction of cell DNA, mRNA, 
proteins, and their metabolites [1]. It becomes 
tedious when extended to multicellular organisms 
where cells are differentiated after the cell divi-
sion process. These differentiated cells are 
allocated with a specific function; but that func-
tion can be regulated at different levels (i.e., 
DNA, RNA, and protein) by various biological 
signals. Although each cell of an organism has 
identical genome composition, protein expression 
differs from cell to cell [1, 2]. The degree to
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which proteins are expressed inside the cell 
determines which function it will perform and 
how well it will accomplish it. The change in 
protein expression either up or down-regulation 
can cause major consequences/disease-like 
conditions for individuals such as the formation 
of malignant cells in cancer. Over time, biologists 
have used several experimental techniques to 
solve numerous mysteries and provided meaning-
ful thoughts about how biological events occur 
inside the cells of animals, and plants. The knowl-
edge gained from experimental procedures helps 
us to improve the yield and productivity of plant 
and animal useful products in the agriculture, 
chemical and pharmaceutical industries [3]. It 
also aids in the eradication of diseases such as 
poliovirus and smallpox by allowing one to learn 
how to manipulate their regulatory mechanisms 
to have the desired effect on the system [4]. 
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The human brain appears to have a limited 
capacity to handle complicated biological 
networks present throughout the organism. It has 
necessitated the use of other technologies such as 
computational and statistical methods, to unwrap 
hidden information present within massive 
biological datasets. Due to the lack of computer 
literacy among biologists, the beginning of bioin-
formatics is hazy, making it difficult to pinpoint 
its precise beginning. The Fig. 33.1 depicts the 
highlight of potential accomplishments from var-
ious timelines, showing the evolution of bioinfor-
matics through several eras, such as protein, 
DNA, computer, genomics, big data, and future 
perspectives. The term “Bioinformatics,” has 
been in use since the late 1980s to refer computa-
tional analysis of genetic data and it can be 
broadly understood as an application of informa-
tion technology in the biotic system 
[1, 5]. Initially, computational resources were 
utilized in the biology field for the analysis of 
proteins and extended to DNA. The growth of 
computer technology, software, and expertise 
enabled substantial applications in the field of 
molecular modelling, genome, and big data. As 
a result, researchers are developing novel 
strategies including whole-genome analysis, con-
cept of personalized medicine, development of 
various diseases-based models, etc. 

This chapter will give the reader a brief under-
standing of bioinformatics and different 
approaches including methodologies and 
techniques to tackle biological problems. 
Throughout the chapter, a diverse set of bioinfor-
matics applications are highlighted in the field of 
biology, drug design and development. 

33.2 Definition, the Distinction 
Between Related Disciplines 
and Their Goals 

Bioinformatics is an interdisciplinary field of 
biology and computer technology that uses 
cutting-edge methods to organise and analyse 
the data that is beneficial for interpreting sophis-
ticated biological systems. It generally refers to 
the design, development, and advancement of 
algorithms, and computational and statistical 
techniques for organizing and analysing experi-
mental datasets and results [1, 5]. On the other 
hand, computational biology is a hypothesis-
driven investigation carried out on experimental 
or simulated data to develop new algorithms and 
theoretical methods to address the unique 
challenges of biology. Computational biology 
requires advanced knowledge of biology, but bio-
informatics also needs a deep understanding of 
programming and other skills like statistics [6]. 

Bioinformatics is used to develop predictive 
models on the biological data to exploit vast 
amounts of information such as functional and 
structural annotation of proteins/genes, evolution-
ary relationships among sequences, and defining 
genotype and expression level of different genes/ 
proteins [1]. Nowadays, due to the advancement 
in omics techniques, a massive amount of data 
has been produced related to proteome, 
transcriptome, genome, metabolome, etc.  T  
record, manage, and analyse these high through-
put data specific to an organism/subject, bioinfor-
matics is required [6]. Databases designed for 
omics data would be helpful to enhance the accu-
racy of available tools and assist in designing new 
tools by enabling curated training datasets for 
machine and deep learning approaches. The 
main aims of bioinformatics are as follows [1, 7]:
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Fig. 33.1 Timeline plot showing the significant events in 
the field of bioinformatics. The figure uses abbreviations 
such as APSS (Atlas of Protein Sequence and Structure), 
MSA (Multiple Sequence Alignment), NWA (Needleman-
Wunsch Algorithm), FDA (Feng-Doolittle Algorithm), 
PCR (Polymerase Chain Reaction), GCG (Genetics Com-
puter Group software), EMBL (The European Molecular 

Biology Laboratory), DDBJ (DNA Data Bank of Japan), 
CABIOS (Computer Applications in the BIOSciences), 
PERL (Practical Extraction and Reporting Language), 
MD (Molecular Dynamics), NCBI (National Centre for 
Biotechnology Information), NIH (National Institutes of 
Health), TIGR (The Institute of Genomic Research)

• Data curation and collection are based on the 
biological significance, of the experimental/ 
high throughput screening raw data.

• Documentation of curated data in different 
databases such as disease, organism, or 
geographical-specific databases.

• Databases must be updated with new experi-
mental data to improve their usefulness.

• Development of new algorithms and tools to 
address biological problems.

• Development of predictive models using arti-
ficial intelligence techniques like machine 
learning, deep learning, etc.
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• Computational analysis of curated data 
obtained from experimental methods or high 
throughput sequencing techniques such as 
genome, transcriptome, proteome, system 
biology, etc. 

Bioinformatics has diverse applications in a vari-
ety of disciplines and industries including molec-
ular biology, agriculture, genetics, biophysics, 
phylogenetic study, omics, and the pharmaceuti-
cal industry. In the agriculture sector, it can be 
used to understand how plant genome functions 
and then relevant genes are tweaked to boost 
nutrition value, increase product yield and pro-
vide prevention against biotic and abiotic stresses 
[3]. It is employed in molecular biology for struc-
ture prediction and function annotations of 
unknown proteins and genes. It is also helpful in 
establishing phylogenetic relationships among 
proteins/genes using their sequence, and struc-
tural and functional data. It gives information 
about up and down-regulated genes and their 
impact on biological functions, after genomic 
data analysis. It also tells us how biomolecules 
are communicating with one another in organisms 
[1, 2, 5]. In drug discovery and development, 
numerous modelling techniques such as molecu-
lar docking/dynamics, QSAR, pharmacophore, 
quantum methods, and machine/deep learning 
are utilised to identify and modulate the pharma-
cokinetic of lead/drug molecules and pharmaco-
dynamic properties of target proteins/genes. 

33.3 Applications of Bioinformatics 

This section will enlighten the readers about vari-
ous areas of bioinformatics, provide their brief 
ideology, and their applications in the biology 
and drug development field. The following 
subsections are included to explore the range of 
bioinformatics. 

33.3.1 Biological Databases 

Computer science provides a unique feature to 
organise, search, access, and analyse large-scale 

raw data into systematic tables using the Database 
Management System (DBMS). Different queries 
including insert, update, delete, join, etc. help in 
the time-dependent management of data in the 
databases. Biological databases are designed to 
keep a record of biological events in a well 
organised manner so that researchers can retrieve 
significant data as per their requirements. Data 
management aids in understanding hidden 
patterns by implementing machine learning and 
artificial intelligence on diverse datasets 
[8]. There are various types of databases that are 
described below along with their application. 

33.3.1.1 Sequence Databases 
These databases store sequence-related informa-
tion about biological entities including DNA, 
RNA, and protein for different organisms/species. 
Examples include GenBank, European Nucleo-
tide Archive (ENA), DNA Data Bank of Japan 
(DDBJ), GenPept, and UniProt. Secondary 
sequence databases are created by processing the 
sequence data using different alignment 
techniques such as multiple sequence alignment, 
Hidden Markov models, or fingerprints. It 
includes PROSITE, PRINTS, Pfam, and InterPro 
which store sequences with biological significant 
sites based on their conserved regions and divide 
them into families and domains. These databases 
have been utilized for phylogenetic/evolutionary 
studies, expression studies, mutation studies, 
functional annotation, and in the omics fields to 
uncover the mechanism of various disease 
conditions. 

33.3.1.2 Structure Databases 
The structural data of biological entities (DNA, 
RNA, or proteins) and their interactions with 
small or large molecules is stored in these 
databases. The RCSB PDB database is a 
well-known structural database, that 
provides structural coordinates, secondary struc-
ture content (α helix, β sheet, and loop), and 
conformation information about the entities. Sec-
ondary structural databases involve SCOP, and 
CATH that classify proteins into different classes 
and domains based on their common structural 
organization. These databases are used for



functional annotation, mutation studies, structural 
analysis, and evolutionary studies. Structural data 
can be utilized to design novel molecules for a 
specific target using a variety of drug develop-
ment techniques including molecular docking, 
molecular dynamics, pharmacophore, QSAR 
studies, and QM/MM methodologies [9]. 
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33.3.1.3 Specialized Databases 
These databases are designed to store specific 
biological data such as bibliographic, taxonomy, 
expression, similarity, interactions, pathways, 
enzyme assays, microRNA, small molecule, and 
vaccine design-specific information. Some 
examples of specialized databases are given in 
Table 33.1 [9]. 

33.3.2 Sequence and Phylogenetic 
Analysis 

An enormous number of sequences are generated 
with the advent of high throughput sequencing 
techniques such as RNA sequencing, next gener-
ation sequencing (NGS), etc. Sequence and phy-
logenetic analyses have been performed to give 
biological significance to raw sequence data. 

Sequence alignment and analyses involve the 
alignment of two or more sequences, with 

considering various phenomena like gaps, 
insertions, deletions, and translocations. Pairwise 
sequence alignment (PSA) and Multiple sequence 
alignment (MSA) are used to align two and mul-
tiple sequences respectively and an alignment 
score is assigned. It can be utilized for DNA/RNA 
or protein. In the nucleotide alignment, the iden-
tity/similarity score is determined on the bases of 
identical base pairs as only two nucleotide pairs 
(AT, and GC) exist in nature. However, the simi-
larity score in protein alignment is predicted by 
taking into account the similar physicochemical 
characteristics of the amino acids [10]. To achieve 
the optimum protein sequence alignment various 
matrices such as Block Substitution Matrix 
(BLOSUM) and Point Accepted Mutation 
(PAM) were used. Sequences can be aligned in 
two ways a) global alignment, which uses the 
Needleman Wunsch algorithm to align complete 
sequences b) local alignment, which uses the 
Smith Waterman algorithm to locate the highest 
local match region in the sequences. The local 
alignment is suitable for aligning sequences of 
varying lengths. The tools used for sequence 
alignment involve BLAST, MUSCLE, 
T-Coffee, and Clustal Omega [11, 12]. 

Table 33.1 List of some specialized databases with their data type and other descriptive information 

Databases Data type Description 

A Cluster of Orthologous 
Groups 

Clustering Pre-computed sequence similarity 

PubMed, MEDLINE, BIOSIS Bibliographic Literature sources 
ArrayExpress, BioStudies, 
Gene Expression Omnibus 

Expression Microarray and NGS data, experiment techniques 

Taxonomy (NCBI, 
UniProtKB) 

Taxonomy Classification of organism/species 

IntAct, DIP, IntEnz Interaction Interactions among nucleotides, proteins, and enzymes 
Kyoto Encyclopedia of Gene 
and Genomes (KEGG) 

Pathway Published data about pathways, chemical reactions, metabolism, 
and connectivity between genes to their respective products 
(protein) 

BRENDA, ENZYME Enzyme Enzyme classifications, functions, catalytic activity, disease 
information, enzyme assays 

PubChem, ChemDB, 
DrugBank, Zinc 

Small 
molecules 

2D & 3D Coordinates, Physical & chemical properties, disease & 
bibliographic information 

VIOLIN, AntiJen Vaccine data Quantitative binding data, kinetic, thermodynamic information, 
target prediction 

Phylogenetic analysis is an evolutionary study 
of a group of organisms/species, to infer their 
evolution in diverse families. Multiple sequence



alignment helps in the reconstruction of phyloge-
netic trees by considering gap penalties between 
the sequence alignments. Different algorithms 
such as neighbour join (NJ), minimum evolution 
(ME), Fitch-Marfoliash (FM), maximum likeli-
hood, and maximum parsimony (MP) methods 
are used for phylogenetic trees [10, 11]. The 
sequence analysis methods have the following 
application:
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• NGS itself makes use of sequence alignment to 
generate the entire length of sequences from 
short reads using either reference genome or 
de novo approaches. NGS utilized tools like 
Bowtie, GSnap, and Burrows Wheeler Aligner 
methods for short reads alignment.

• Genomics, proteomics, and transcriptomics 
utilized sequence analysis methods for per-
sonal and comparative studies, assigning 
functions to unknown sequences and 
structures.

• Appropriate sequence similarity between the 
sequences is used to predict 3D structure using 
homology modelling methods.

• It helps in identifying various regulatory 
elements such as binding site, promotor, 
enhancer, and silencer regions by analysis of 
conserved regions in the related sequences.

• Phylogenetic tree aids in understanding the 
origin of the evolution of different organisms, 
and geographical differences among 
species [11]. 

33.3.3 Gene Ontology (GO) 

Ontology is the branch of philosophy that deals 
with how entities are categorized into pertinent 
classes and which of these entities are present at 
the most fundamental level. Gene Ontology gives 
us information on the biological domain in three 
aspects a) Cellular Component, b) Biological Pro-
cess and c) Molecular Function [13]. 

Manual annotation of gene products based on 
scientific evidence is the most appropriate 
method. Since it demands domain expertise and 
more time, similarity search based computational 
predictions like BLAST/PSI-BLAST (Based on 

e-value or query coverage), etc., are commonly 
employed. Recently, Artificial Intelligence 
(AI) techniques like Machine learning and Deep 
learning are used to overcome the challenges of 
mutations, and changes in structural and func-
tional domains e.g., Blast2GO, DEEPred, etc. 
Enrichment analyses are often done using differ-
ent statistical tests for GO to reduce noise in large 
datasets. For example, to characterize disease 
phenotypes and related gene products, GSEA 
(Gene Set Enrichment Analysis) is done using 
tools like g: Profiler and ClusterProfiler. GO is 
the most widely used annotation for analyzing 
high-throughput data, identification of new 
genes, establishing various disease-gene 
relationships, differential expression, distribution, 
and functionality of genes [13]. 

33.3.4 Secondary Structure Prediction 

Secondary structure prediction methods are used, 
to determine which amino acid residues of the 
protein sequence are involved in the formation 
of different secondary structures such as helix, 
strand, coil, and turn. The Chou-Fasman tech-
nique uses heuristic approaches to estimate the 
statistical propensities of amino acids towards a 
certain secondary structure. There are other 
approaches like Garnier-Osguthorpe-Robson 
(GOR) and the Lim method which use a sliding 
window of nearby residues along with a variety of 
theoretical algorithms, including statistical data, 
graph theory, neural networks, logic-based 
machine learning approaches, and nearest neigh-
bour techniques to predict secondary structures. 
Secondary structure prediction methods are also 
used to design 3D structure models when struc-
tural homologs are not available [14]. 

33.3.5 Protein 3D structure prediction 

Proteins are composed of amino acids and are 
known for performing numerous biological 
functions. To perform functions, a protein must 
attain its quaternary structure. With the advance-
ment in proteomics techniques, a huge amount of



sequence data is available, but limited structural 
data is known due to biological complexity, and 
lack of experiment sensitivity. So, it is an 
extremely challenging task to predict the 3D 
structure of proteins based on their sequence 
information [7, 15]. Bioinformatics offers compu-
tational approaches such as homology or compar-
ative modelling, threading or fold-recognition, 
and ab initio methods for structure 
prediction [16]. 
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Homology Modelling It is based on the concept 
that homologue sequences (i.e. similar sequences) 
share structural similarity among themselves. It is 
useful when the query sequence has at least one 
template (a protein with a known sequence and 
structure) with desirable similarity. The 
sequences are aligned to themselves with the 
introduction of gaps between query and template 
sequences [16]. The aligned sequences help in 
identifying structural conserved regions inside 
the template structures and provide a high-quality 
homology model with biological-related func-
tionality. The quality of the predicted structure 
depends on the degree of similarity between 
query and template sequences. The tools used in 
homology modelling involve Modeller, SWISS-
Model, and PRIMO (Protein Interactive 
Modelling). 

Fold recognition relies on the concept that 
non-homologue sequences (those with less than 
25% pairwise sequence identity) can also share 
structure similarity. Threading is one of the 
methods utilized for fold recognition, it evaluates 
how well an unknown sequence fits into known 
fold structures of protein despite their low 
sequence similarity [15, 16]. Threading involves 
in following steps [17]. 

1. Multiple sequence alignment is obtained for 
query sequence (i.e. unknown structure) with 
SWISS-PROT protein sequences. 

2. Alignments are subjected to a neural network 
to predict parameters such as secondary struc-
ture, and relative solvent accessibility. Later, a 
1D structural profile is generated for the query 
sequence based on these parameters. 

3. Dynamic programming is utilized to find an 
optimal match between the query structure 
profile and structure profile database of 
known folds. 

4. The maximum matched fold is considered as a 
predicted fold and alignment of the query and 
predicted fold is used to model its 3D 
structure. 

Ab initio methods are based on protein folding 
processes irrespective of their sequence similar-
ity. According to the Anfinsen hypothesis, a pro-
tein sequence undergoes conformation changes to 
attain its native structure i.e., minimum free 
energy structure when kept in a biological condi-
tion. It is a unique, stable, and kinetically accessi-
ble structure [15]. These methods take protein 
sequences and start searching for native confor-
mation using various energy-based functions, 
conformational search algorithms, and model 
selection methods to model a given protein 
sequence. ROSETTA produces a small fragment 
library for a given protein sequence using 
sequence conservation with structural databases. 
These fragments are assembled using Monte 
Carlo fragment assembly methods to generate 
low-resolution structural models. Then, to acquire 
the native structure of a given protein, atomic 
refinement of these low structure models is car-
ried out using force fields like AMBER, 
GROMACS, and OPLS along with conformation 
search through the Monte Carlo method 
[18, 19]. I-Tasser uses threading methods to cre-
ate structural assembly using profile-profile 
threading alignment. Like ROSETTA, the struc-
tural assembly is set up for atomic refinement to 
develop a model. Ab initio approaches are only 
useful for short protein sequences; otherwise, the 
search for the native structures will take a long 
time [16, 18, 19]. 

Structural information helps scientists to 
access protein function, protein-protein 
interactions, identification of novel therapeutics 
targets, enzyme kinetics, and the effect of losing 
structural identity in a cell, tissue, or organism 
[15, 16]. Such technical advancement may 
address various issues concerning biological 
functioning, tissue specialization, signalling



routes, and disease causes. Furthermore, disease-
related mutagenesis studies are another use of 
structure modelling in the aspect of identification 
of amino acids with relevant functions in a pro-
tein. It can be employed in molecular modelling 
of biological assemblies of protein complexes 
(e.g., whole viral 3D structure), and in protein-
protein interaction investigations [20]. Homology 
modelling is also used to refine cryo-electron 
microscopy (EM) 3D structures. After examining 
the 3D molecule surface and density maps of 
cryo-EM, homology modelling is utilized to 
build an atomic 3D model. 
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33.3.6 Omics Techniques 

The “Omics” suffix is used in biology to refer to a 
variety of molecular disciplines such as geno-
mics, transcriptomics, proteomics, metabolomics, 
etc. It involves the characterisation, mapping and 
quantification of various messenger molecular 
entities including DNA, RNA, proteins, and 
metabolites, etc. Their names already give away 
the level at which they will operate like genomics, 
epigenomics, transcriptomics, proteomics, and 
metabolomics disciplines are involved in the 
investigation of genes, DNAs, RNAs, proteins, 
and metabolites respectively in the 
organisms [21]. 

One of the many ways that “omics” benefits 
the scientific community is by identifying a 
molecular entity as a biomarker that would be 
an indication of an underlying disease or illness 
condition. The identification of these biomarkers 
is done by comparing the compositions of differ-
ent entities like DNA, RNA, protein, metabolites, 
etc. in the normal individual and the abnormal 
one. The higher variation in the entity between 
the normal and abnormal groups, easy access to 
the entity, outcome accuracy, and reproducibility, 
determine how useful a biomarker is for 
foretelling or monitoring ongoing disease 
conditions. Biomarkers are biological entities 
such as enzymes, receptors, mRNA, microRNA, 
noncoding RNA, antibodies, peptides, 
metabolites, etc. used to characterize a disease 
condition by measuring/quantifying their 

presence in both normal biological and patholog-
ical processes. It also acts as an indicator to mea-
sure pharmacological response to a therapeutic 
intervention. A collection of biomarkers such as 
gene expression, proteomics, and metabolic 
signatures can also be employed to increase their 
sensitivity against the undergoing changes or to 
predict the incidence of disease in the individual 
[21, 22]. Following are some of the omics 
technologies: 

33.3.6.1 Genomics 
Genomics involves the study of a whole gene 
pool present in an organism. Gene acts as a fun-
damental source of information which is then 
decoded into different regulatory macromolecules 
including DNA, RNA, and proteins inside each 
cell of the organism [21]. Recent advancements in 
high throughput methods such as NGS techniques 
have made it possible to sequence a large number 
of bases (up to billions) at an effective cost. The 
generated data is stored in raw and curated form 
in the different databases. Genomics helps in 
understanding how genes interact with each 
other and any abnormalities in the gene signalling 
can contribute to various disease conditions like 
heart disease, diabetes, cancer, etc [23]. Therefore, 
genomic research opens up a new avenue for the 
diagnosis, treatment, and cure of diseases. Geno-
mics is categorised into the following fields based 
on its application: 

Pharmacogenomics utilizes an individual 
genome sequence to assess drug effectiveness 
and safety. It can be used to reduce drug toxicity 
and to identify pathologic symptoms on the bases 
of individual genome sequences. It presents a 
novel idea of targeted therapy and personalised 
medicine for each individual. 

Metagenomics deals with several species 
genomes that are known to exist together and 
show interaction among themselves in a certain 
environment. It is mainly implemented in the 
microbiology field where it is used to understand 
the effect of biotic (other microbes) and abiotic 
(pH, temp, etc.) environments on a particular 
microorganism. 

Mitochondrial Genomics is used to establish 
genealogical/evolutionary relationships among



multicellular organisms, as, during the fertiliza-
tion process, mitochondrial DNA is passed on to 
offspring. 
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Plant Genomics is utilized in the agriculture 
field to identify links between desirable traits and 
gene signatures. It helps scientists to improve 
crop breeding, develop new hybrid variants, and 
reduce the environmental stress on plant species. 
It has been used to preserve endangered plant 
species, and improve the yield and quality of a 
variety of crops. 

Genome analysis is also used in forensic sci-
ence to find the culprit by matching DNA samples 
collected from the crime scene. This information 
can then be used as evidence in the legal system. 
There are other clinical applications of genomics 
such as gene discovery, diagnosis, and cure of 
rare monogenic disorders (cystic fibrosis, sickle 
cell anaemia, albinism, etc.) [24]. Numerous 
computational algorithms are utilized to predict 
coding regions of genes after the genome has 
been sequenced using high throughput methods. 
The prediction of coding regions aid in 
correlating genome data with transcriptomic/pro-
teomics data to comprehend signalling processes 
under various stress and unstressed conditions 
[21]. Another well-known application of geno-
mics involves the identification of single nucleo-
tide polymorphism (SNP) markers and their 
analysis. SNPs have been aroused in an individ-
ual owing to the replacement, insertion, and dele-
tion of a single nucleotide base. These are used to 
diagnose genetic abnormalities, track the inheri-
tance of disease-associated genetic variants, and 
foretell individual responsibility toward drugs 
and toxins [24, 25]. 

33.3.6.2 Transcriptomics 
Transcriptomics involves the study and analysis 
of an RNA pool that is being transcribed from the 
organism’s genome inside a tissue or cell at a 
certain developmental stage. All forms of RNA 
such as messenger RNA (mRNA), transfer RNA 
(tRNA), ribosomal RNA (rRNA), double 
stranded RNA (dsRNA), and noncoding RNA 
(ncRNA) are kept under surveillance to observe 
biological changes. The transcriptome studies are 
time-dependent and tissue-specific phenomena 

i.e., different tissue cells have distinct gene 
expression at various cell stages due to the activa-
tion of certain transcription factors. mRNA 
transmits genetic information to proteins while 
other RNAs control gene expression, protein syn-
thesis, and several biological activities in the cell. 
Transcriptome sequencing can be done at the 
cellular or tissue level using high throughput 
techniques like microarrays, RNA sequencing, 
next-generation sequencing, etc. It has the follow-
ing major applications [26].

• Differential gene expression analysis uses for 
the characterization of different stages of cells 
or tissue. It also helps in identifying 
biomarkers that are differently expressed in 
healthy and disease states.

• Transcriptome study reveals gene function, 
and advances our knowledge of specific 
biological processes and molecular 
mechanisms.

• It can foretell the severity of a particular dis-
ease condition e.g. neurodegenerative disease, 
cancer, etc.

• It establishes a causative relationship between 
genetic variants and gene expression to 
address disease pathology.

• Cell-specific transcriptomes can be employed 
to illuminate cellular heterogeneity present 
among similar cells of a tissue e.g., the study 
of intratumor heterogeneity (ITH), and tumour 
microenvironment (TME) of cancerous cells.

• Its clinical application includes the prognosis, 
or diagnosis of complex diseases such as acute 
myeloid leukaemia, breast cancer, or cardio-
vascular diseases where the expression of mul-
tiple genes is affected. 

Nowadays, transcriptomic profiling is utilized in 
clinical oncology as a cancer prognostic and diag-
nostic biomarker, and in predictive gene expres-
sion assays. 

33.3.6.3 Proteomics 
Proteins are made up of amino acids and play an 
essential role in the survival of an organism by 
regulating complex machinery. Like 
transcriptomics, proteomics is also a tissue-and 
time-specific phenomenon but in proteomes,



complete protein expression data is analysed for a 
cell/tissue. Protein expression data can be 
deduced from the mRNA data, as it is well 
known to serve as a bridge between genes and 
proteins. Biological events like post-translational 
modifications, mutations, cleavage, complex for-
mation, transcripts from variant mRNA and cel-
lular location produce significantly different 
protein expression data from what is expected 
from mRNA [21]. It makes a solo study of 
proteins important to get a better understanding 
of the functioning of the biological system. High 
throughput methods such as mass spectroscopy, 
reverse phase microarray, etc., are used for the 
quantification of proteins. Proteomics involves 
[21, 22]:
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• Understanding of protein functions, 
complexes, and signalling at the cellular/tissue 
level.

• In the study of differential protein expression, 
that can be used to identify disease conditions, 
personalized medicine for individuals, bio-
marker identification, and heterogeneity 
between the cells.

• Identification of novel protein targets for drug 
design and development. It involves the isola-
tion of antibodies signature, identification of 
antigens, and specific enzyme targets to halt 
grow of pathogens.

• Characterization of different disease 
conditions such as Alzheimer’s, Parkinson’s, 
various types of cancers, and liver cirrhosis, 
along with the make-up and functions of 
pathogens.

• Finding functions of unknown proteins, by 
finding their similarity with proteins whose 
functions are known. 

33.3.6.4 Metabolomics 
Metabolites are end products of cellular processes 
that occur in a living system. Metabolites are 
small molecules that are produced by biological 
processes and further show interaction with other 
biological entities. Metabolomics involves high 
throughput analysis of heterogeneous mixtures 

of body fluids or tissues for identification and 
quantification of each metabolite. Numerous ana-
lytical techniques including mass spectroscopy, 
electron ionization, Nuclear Magnetic Resonance 
(NMR), capillary electrophoresis, and high-
performance liquid chromatography (HPLC) are 
utilized to obtain metabolomics data [21, 27]. It 
allows a global assessment of cellular processes 
by considering enzymes/receptor kinetics, regula-
tion of enzymes, protein signalling, and change in 
metabolic reactions. Its concurrent research with 
other omics indicates change at the appropriate 
level (i.e. gene, RNA, protein), and how the func-
tion of a specific process gets affected at an indi-
vidual level. Metabolomics studies can be cell, 
tissue, or organism specific [27–29].

• Toxicological studies can be conducted, by 
keeping the track of the rate of production of 
toxic and reactive metabolites.

• The presence of metabolites in excretory 
samples (urine, saliva, bile, feces and seminal 
fluid) makes them a reliable prognostic, diag-
nostic biomarker for various pathological 
states (cancer, diabetes, autoimmune, and cor-
onary diseases).

• Metabolomics data such as target-based 
metabolite analysis, metabolite profiling, 
metabolite flux analysis, and metabolic finger-
printing help researchers understand the 
molecular mechanism behind the complex 
processes. 

A metabolomic investigation offers the same 
advantages as proteomic and transcriptomic 
techniques like discovering novel drug targets, 
personalised therapeutics treatments, etc. All the 
omics techniques can also be used in diverse 
fields such as agriculture, microbiology, 
pharmaceuticals, and the food industry to provide 
a healthy life to an individual [23, 28]. Therefore, 
a collective implementation of these omics 
techniques i.e., multiomics can serve researchers 
by giving aggregate information about the net-
work of unknown pathways since each molecular 
entity (genes, RNAs, and proteins) has a limited 
piece of information.
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33.3.7 Molecular Modelling 
Approaches 

The design and development of a new drug for a 
therapeutic intervention takes a lot of effort from 
scientists in various fields. It is a time-consuming 
and costly process. Identification of the underly-
ing cause of biological dysfunction in the patients 
is the first step in the drug development process 
[30]. The causative mechanism can be individual-
based or pathogen based, which further produces 
malfunctioning of normal biological processes. In 
both situations, the triggering points of aberrant 
biological processes are identified using omics 
approaches, evolutionary knowledge, and struc-
tural information. These triggering points include 
DNA, RNA, receptors, enzymes, ion channels, 
and transporters that are present at various levels 
and assist in managing usual body functions. 
After the target selection for a particular disease 
condition, an intervention is designed through 
some foreign chemical molecules. These foreign 
chemical molecules must have selectivity towards 
the target, without having interaction with other 
normal functioning biological processes, and 
must not be toxic or harmful to the environmental 
assemblies. Selective action of these chemical 
molecules on specific targets aid individual to 
regain normal body functions through setting up 
proper signalling, preventing structural changes, 
and modulating enzyme activity and gene expres-
sion. But in some cases, foreign chemicals are 
directly supplied to meet the deficiency of essen-
tial precursors or in the absence of biological 
pathways. Here, we discussed how exogenous 
chemical compounds can affect the biological 
system and observed changes in biological pro-
cesses which are known as pharmacodynamics 
study. 

Since these chemicals are exogenous 
substances, therefore, the body will respond 
toward these entities which is known as a phar-
macokinetics study. It involves the absorption, 
distribution, metabolism, excretion, and toxicity 
study of compounds. Absorption is needed for 
compounds, to reach the destination/target site 
from the administered site through various 

membranes, and transporters. Bloodstream 
distributes compounds into different components 
like plasma proteins, tissues, etc. based on their 
lipophilicity and hydrophilicity, ionization, 
molecular size, and pH of the environment. Dur-
ing absorption and distribution, a compound goes 
through a variety of metabolic phase reactions to 
produce active, inactive, and toxic metabolites. 
These foreign chemicals and their metabolites 
need to be eliminated from the body after phar-
macological action at a specific target. A drug 
should demonstrate desirable pharmacokinetics 
to produce noteworthy pharmacodynamic effects 
in an individual. At different stages of drug dis-
covery and development, computational 
approaches are quite helpful and offer useful 
information. Here, we discuss some of the fre-
quently used computational techniques in the 
drug development process. 

33.3.8 Molecular Docking 

The prime objective of molecular docking 
approaches is to determine the most effective 
way for small/large molecules to form complexes 
with a macromolecular partner (DNA, RNA, pro-
tein). It is performed by using a three-dimensional 
structure of molecular targets and small/large 
molecules. Molecular docking is based on two 
main phases a) Conformation search that involves 
the sampling of different conformations of a mol-
ecule (small/macromolecule that will be docked) 
to explore the conformation space defined by free 
energy landscape b) Scoring function used to 
approximate energy of each conformation in the 
docked complexes. Docking analyzes the confor-
mation and orientation of molecules in the bind-
ing site of target macromolecules and provides 
potential poses with a score assigned by the scor-
ing functions [31]. It is used in the drug design 
process. (1) to identify lead molecules and their 
optimization via docking-based virtual screening 
[32]; (2) to rank molecules according to their 
binding propensity with target based on docking 
score; (3) to understand the binding mechanisms 
such as conformation changes, binding poses, and



potential interacting residues of various 
biological entities (drug-protein, protein-protein, 
DNA/RNA interactions); (4) to perform target 
fishing, where a single molecule is screened 
against several proteins to forecast cross targets 
and their associated adverse effects that can be 
seen among individuals; (5) to identify new ther-
apeutic applications for already approved drugs 
by using the drug repurposing concept [33]; (6) to 
identify lead molecules that can interact with 
multiple potential targets of a disease condition, 
and modulate the disease via different 
mechanisms. It helps in preventing drug resis-
tance among individuals. 
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33.3.8.1 Molecular Dynamics 
Molecular dynamics is a computer approach for 
simulating the dynamic behavior of a molecular 
system as a function of time, with all entities in 
the simulation box treated as flexible. Molecular 
dynamics may be utilized to comprehend the 
variety of drug development problems. It is com-
monly used in biology to examine the conforma-
tional stability and flexibility of protein and 
ligand complexes. It can be implemented to 
understand dynamic processes over time, such 
as transport across the membrane, conformational 
changes, protein folding, or ligand binding. MD 
is not constrained to these though. The most prac-
tical use of molecular dynamics is to study the 
behavior of a system after applying controlled 
changes, such as adding or removing ligands, 
altering proteins via mutations or protonation 
states, pulling ligands out of binding pockets 
with biased force, applying mechanical force, 
using external potential, or altering the protein 
environment [34, 35]. Xiaoli et al. employed 
homology modelling, molecular docking, and 
molecular dynamics to explore the interaction 
between mutant T1 lipase and fatty acids such 
as caprylic, myristic, stearic, oleic, linoleic and 
linolenic acids. Their work demonstrated that 
mutant t1 lipase had an excellent binding affinity 
for linoleic acid and linolenic acid compared to 
other fatty acids. They showed that the binding 
affinity of fatty acids for mutant t1 lipase was 
rising as the number of carbon atoms and double 
bonds of the acyl chain of fatty increased [36]. 

33.3.8.2 Quantum Mechanics 
The QM technique considers molecules to be 
collections of nuclei and electrons, with no notion 
of “chemical bonding.” Understanding the 
atomic-level behavior of the system requires 
knowledge of quantum mechanics. QM 
techniques use the QM laws to solve the 
Schrödinger equation and estimate the wave func-
tion. The Schrödinger equation may be solved in 
terms of the movements of electrons, which in 
turn provide information about bonding as well as 
other explanatory variables including molecule 
structure and energy. However, approximations 
must be used since the Schrödinger equation can 
only be solved for systems with one electron (the 
hydrogen atom). The results obtained by QM 
methods are more accurate and reliable as com-
pared to other methods [37]. 

In Drug Discovery, QM helps in obtaining 
precise geometries of small molecules, which 
can be further used in computational studies 
such as molecular docking and molecular dynam-
ics. Structure-based drug design (SBDD) can 
benefit from using quantum mechanics with a 
few minor adjustments or approximations to 
reduce computing time and cost. Examples of 
such a modification include divide and conquer, 
QM/MM, and fragments-based approaches. 
These techniques have been used to calculate 
the binding free energies and the energies of 
protein-ligand interactions. Because QM takes 
into account the electrical changes that take 
place when a ligand binds to a receptor, it is 
incredibly helpful in the design of compounds. 
As a result, interactions including hydrogen 
bonds, halogen bonds, Cation-aryl and aryl-aryl 
interactions, which are significant in the 
biological system, are properly characterized. 
Particular molecular features, such as partial 
charges, bond orders, and molecular geometry 
analysis, may be calculated using ligand-based 
applications of QM techniques and utilized to 
parameterize force fields. Additionally, QM 
descriptors may be applied to the construction of 
QSAR models. Energy prediction of bioactive 
conformation and finding molecular similarities 
are the recent application of QM-based 
approaches.
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33.3.8.3 Pharmacophore Modelling 
The presence of complementary functional 
groups in each molecule is one of the mechanisms 
through which small or large molecules interact 
with one another. Pharmacophore is used in the 
drug development process, to represent molecules 
with an abstract description of molecular 
properties instead of individual functional groups 
and their original bonds. The abstract molecular 
properties include aromatic rings, hydrogen bond 
donors (HBD), hydrogen bond acceptors (HBA), 
negative and positive charge features, and hydro-
phobic features. Their combinations are used to 
describe crucial molecular interactions between 
the molecules by considering their steric and 
electronic aspects. In the pharmacophore, each 
feature is represented in three-dimensional space 
by a sphere having a tolerance radius. A variety of 
tools and software have been utilized such as 
Phase, Catalyst/Discovery Studio, MOE, and 
LigandScout for pharmacophore development. 

Pharmacophores can be generated for ligands 
as well as for the binding site of enzyme targets. 
Virtual screening can be performed to identify 
new lead molecules for drug targets using 
ligand/structure-based pharmacophore. It has 
been implemented before molecular docking to 
filter out compounds that do not satisfy funda-
mental chemical and structural criteria for bind-
ing. Binding site-specific pharmacophores are 
utilized in the drug discovery field to identify 
potential lead molecules, similar binding sites, 
chances of cross-reactivity between different 
targets, and to identify new therapeutic targets. 
Pharmacophore modelling is also utilized to char-
acterize ADMET (absorption, distribution, 
metabolism, excretion and tolerable toxicity) 
proprieties of lead molecules using the ADMET 
profile of well-known drugs/molecules. It can be 
used to predict potential interaction between the 
lead molecules and metabolizing enzymes [38]. 

33.3.8.4 Quantitative Structure Activity 
Relationship (QSAR) 

Structure-activity analysis relationships (SAR) 
approach is founded on the notion that molecular 

structures are directly connected with biological 
activities, and hence, that molecular or structural 
alterations influence biological activities. QSAR 
is described as a method involving the building of 
computational or mathematical models by 
employing chemometric approaches to uncover 
substantial correlations between a set of structures 
and biological functions. A library of compounds 
with known biological activity is used to train 
statistical QSAR models that establish theoretical 
optimization of chemical functional groups to 
biological activity. Comparative molecular field 
analysis (CoMFA) and comparative molecular 
similarity indices analysis (CoMSIA) are the 
two most important approaches proposed for 
drug design. Like pharmacophores, the QSAR 
model also performed well in predicting 
physiochemical properties such as ADMET of 
compounds. It is used to modulate existing 
molecules to enhance their biological activity. It 
has been frequently employed in drug design to 
identify new novel lead compounds with high 
selectivity and specificity toward the drug target 
[39, 40]. 

33.3.9 Holistic Approaches 
in Bioinformatics 

Except for the omics techniques, all techniques 
discussed above are reductionist approaches 
where a single entity or a few entities (gene, 
proteins, metabolites, etc.) are considered to char-
acterize biological regulations. Biological 
systems have a complex network framework 
that enables the simultaneous transmission of 
signals at various entity levels. Therefore, holistic 
approaches like system biology are needed to 
characterize the perturbation of a single entity 
(gene, RNA, protein, drug, etc.) in a whole 
biological system. 

33.3.9.1 System Biology 
System biology helps in understanding all 
components of the biological system at the 
molecular level and predicts how an organism



will respond to external alterations such as gene 
mutation or knockout. It mainly deals with het-
erogeneous data such as sequences, structures, 
function, subcellular localization, biological 
activity, etc., that is generated by various types 
of experimental methods from several resources. 
System biology is utilized to build comprehensive 
systems via network biology including ecosys-
tem, single or multiple organism systems, cell or 
tissue specific systems, a system of a group of 
biological entities, and their pathway and simula-
tion analysis. 
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Systems biology offers insight into how evo-
lution has shaped the phenotype by allowing 
researchers to examine how the genotype leads 
to the phenotype via modelling, simulations and 
network analysis. The development of methods to 
comprehensively investigate the amount of pro-
tein, RNA, and DNA on a gene-by-gene basis, as 
well as the post-translational modification and 
localization of proteins, is a part of systems biol-
ogy. The emergence of high-throughput biology 
has compelled us to think about biological pro-
cesses systematically and is more powerful when 
combined with conventional techniques [41, 42]. 

33.3.9.2 Network Biology 
Network biology is an interdisciplinary science 
involving life sciences, mathematics, computa-
tional science, statistics, etc. Networks are one 
of the most common ways to visually represent 
various complex sets of objects and the relation-
ship between them, derived basically from the 
graph theory. Biological networks are made of 
nodes (type of information) representing genes, 
proteins, metabolites, etc., and edges (interaction 
patterns) representing genetic interaction, bio-
chemical reaction, etc. They help to establish the 
relationship between different ecosystems, gene 
regulations, protein-protein interactions, meta-
bolic pathways, and cellular signalling by 
utilizing the data obtained using modern high-
throughput technologies, etc. Databases like 
KEGG (Kyoto Encyclopedia of genes and 
genomes), STRING, BioCyc, etc., provide the 
necessary data for network development and 
tools like KEGGtranslator, ERGO, OmicsNet, 
etc., are utilized for network analysis [43]. 

33.3.9.3 Pathway Modelling 
and Simulation Analysis (PMSA) 

Pathway modelling is one of the finest ways to 
capture and convey our extant understanding of 
various biological processes. Here, a pathway 
model is described as a collection of biological 
interactions (such as those involving proteins and 
metabolites) pertinent to a specific context that 
have been carefully selected and arranged to rep-
resent a specific process. The models are 
generated by making an accurate description of 
the pathway, and utilizing the information about 
the elements and how they interact with each 
other. Once the initial topology of the model is 
defined, the mathematical model can be 
formulated using ordinary differential equations 
(ODEs), partial differential equations (PDEs), or 
stochastic differential equations, etc., for 
simulations [44]. Cell Designer and Cytoscape 
are the widely used pathway modelling tools 
whereas General Pathway Simulator (GEPASI), 
Systems Biology Workbench, COmplex PAth-
way Simulator (COPASI), etc., are used for 
simulating biochemical pathways and their 
kinetics. 

All these holistic approaches have been 
applied in the field of drug discovery and devel-
opment widely ranging from investigations of 
important gene/protein targets, protein/gene 
functions, signalling, identification of functional 
and non-functional associations between 
biomolecules, etc. Apart from being applied in 
studying phenotypes, designing metabolites, and 
flux-balance analysis, these methods are widely 
used in the drug discovery process to identify 
drug-drug/target interactions, identify new 
disease-causing pathways, predict drug toxicity 
effects at an early stage, host-pathogen 
interactions, drug repurposing, etc [33, 43, 45, 
46]. 

33.3.10 Machine Learning, Data Mining, 
and Big Data Analytics 

Machine learning (ML) is a branch of artificial 
intelligence (AI) that enables machines to learn 
from data and past experience while finding



patterns to make predictions with minimal human 
intervention (see Chap. 31). Machine learning 
approaches allow computers to function indepen-
dently without requiring explicit programming. It 
aids in the development of various tools that learn 
to anticipate and identify biological significant 
knowledge from databases. In bioinformatics, 
ML algorithms are widely utilized for prediction, 
classification, and feature selection tasks. ML 
techniques have some applied applications such 
as gene finding, genome annotations, protein 
structure prediction, gene expression analysis, 
complex interaction modelling, understanding 
biological systems, and drug discovery [47]. The 
machine learning concept is inexpensive and effi-
cient in dealing with bioinformatics issues. There 
is a belief that machine learning will play a sig-
nificant role in the future of bioinformatics. 
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Data Mining is a field of computer science 
and statistics, that utilises machine learning 
techniques and database systems to mine infor-
mation from a very huge dataset and convert them 
into an understandable form that can be further 
used for its intended purpose. Data mining in drug 
discovery is useful for many aspects such as gene 
analysis, biomarker discovery, protein function 
analysis, finding new drug targets and drug opti-
mization, etc. Some of the main data mining 
algorithms that are currently in use include 
C4.5, K-means, Support vector machine, etc 
[48]. The noise, biasness, and imperfectness of 
the current high throughput datasets make it hard 
to properly index, search and mine the required 
information. Linking the different databases 
containing information on the gene, RNA, 
proteins, expression, diseases, clinical outcomes, 
etc., are helpful in drug discovery. It will be a 
boon for the researchers to save time and retrieve 
required information more accurately. 

Big Data Analytics can be described in terms 
of four Vs (Volume, Velocity, Veracity, and Vari-
ety). a) First V stands for a huge Volume of data 
(petabyte/exabyte) that can be generated through 
various methods such as high throughput 
techniques data for cells, tissues or organisms. 
b) Second V stands for the Velocity at which 
data is being generated. c) Third V stands for 

the Veracity of data i.e., data correctness, as bias-
ness in data can occur due to batch effect, differ-
ent statistical models, and other experimental 
errors. d) Fourth V stands for the Variety of data 
since big data analytics deal with a diverse range 
of data such as sequences, structures, omics data, 
functional, biological activity data, 2D and 3D 
images, different interaction data (protein-pro-
tein/DNA/small molecules), pathways data, etc. 
It widely utilizes MapReduce, Fault-Tolerant 
graph, and streaming graph architectures in the 
bioinformatics field [49]. 

Like Machine learning (ML) and deep 
learning techniques, Big data analytics can be 
utilized to build predictive, classification models 
on the diverse nature of biological data. Addition-
ally, it aids in predicting important features of 
data that will help in understanding ongoing 
biological changes. It can be implemented to ana-
lyse real-time data of organisms or species to 
even detect slight changes in the data. Big data 
offers numerous opportunities to address various 
issues in the drug discovery process. The unavail-
ability of a universal format to represent big data, 
better visualization and analysis platforms, better 
architectures to handle heterogeneous data, data 
warehouses for dynamic storage and real-time 
retrieval, and lack of Hadoop or other cloud-
based big data tools demonstrate a lack of support 
for the bioinformatics problems [48, 50]. These 
issues need to be addressed to use them for better 
research purposes. 

33.4 Concluding Remarks 

Bioinformatics has evolved as a key subject and a 
prominent research area in recent years, and is 
connected to various disciplines and techniques. 
The current chapter emphasises the strength of 
bioinformatics approaches along with their appli-
cation in biological research and drug develop-
ment. The availability of high-performance 
computational platforms has led researchers to 
develop several databases and tools to manage 
and analyse experimental and omics data. Fur-
thermore, the chapter offers new career
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opportunities in the field of bioinformatics, to 
students and researchers to understand complex 
biological networks. In the upcoming decades, 
bioinformatics will be a new guide for molecular 
biologists and drug development researchers by 
providing a preliminary switch from the labora-
tory bench to futuristic computational methods. 
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Discovery and Development
Divergent Approaches Toward Drug 34 
Summon Koul 

Abstract 

The drug discovery process aims to identify 
new chemical entities (NCEs) that are thera-
peutically beneficial for the management 
and/or cure of diseases. Such novel 
compounds have been identified using various 
strategies that include phenotypic drug discov-
ery (PDD), target-based drug discovery (TDD) 
and serendipitous drug discovery (SDD). PDD 
is an empirical approach and has been a more 
successful strategy for discovering small mol-
ecule, first-in-class drugs. Phenotypic screen-
ing involves testing a molecule in cells, 
isolated tissues, or animals to evaluate the 
desired effect without exactly knowing the 
mechanism of action. TDD approach, on the 
other hand, has yielded more best in class 
drugs. It is a complex process that initiates 
the identification and validation of novel 
targets. To accelerate target analysis, high 
throughput screening (HTS) has played a piv-
otal role by cost-effectively screening large-
scale compound libraries. The target identifi-
cation is followed by synthesis, characteriza-
tion, and screening of NCEs in assays relevant 
to the disease target to find therapeutic effi-

cacy. Advanced techniques in molecular biol-
ogy and genomics have made TDD a preferred 
approach to drug discovery in the pharmaceu-
tical industry. SDD has also played an impor-
tant role in the drug discovery process, 
particularly in the discovery of psychotropic 
drugs that have led to the management of 
several psychiatric disorders. This chapter 
highlights successful drug discoveries 
achieved so far by applying the three 
approaches mentioned above, citing a few 
examples of successful drugs for each strategy. 
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34.1 Introduction 

A ‘Drug’ may be defined as a substance or prod-
uct that is used or intended to be used to modify or 
explore physiological systems or alter the patho-
logical conditions of the disease for the benefit  of  
the recipient and is approved by regulatory health 
agencies around the world to treat diseases 
[1]. U.S. Food and Drug Administration (FDA) 
defines a drug as a substance recognized by an 
official pharmacopoeia intended for the diagno-
sis, cure, mitigation, treatment or prevention of
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mailto:summon.koul@mitwpu.edu.in
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disease. A drug used as a medicine component 
affects the structure or any physiological function 
of the body [2]. In scientific literature, the term 
‘drug target’ is most often used to describe the 
specific molecular targets, like proteins, nucleic 
acids, etc., that a drug interacts with to initiate a 
biological response [3]. Drugs bind to these spe-
cific targets and change the gene function of these 
targets, thus achieving disease treatment 
[4]. Examples of targets for drug action are 
receptors, ion channels, transporters and 
enzymes. Therefore, the target identification step 
is one of the most critical steps in the drug dis-
covery and development process [5]. Identifying 
new drug targets and a rational understanding of 
the link between target biology and disease states 
plays a key role in the drug discovery process [6]. 

558 S. Koul

Fig. 34.1 Multiple 
approaches toward drug 
discovery 

There are two main complementary 
approaches to drug discovery: phenotypic drug 
discovery (PDD) and target-based drug discovery 
(TDD). In addition, serendipitous drug discovery 
(SDD) has also played a significant role in 
identifying novel and efficacious drugs 
(Fig. 34.1). 

This chapter provides a detailed explanation of 
the processes of these multiple approaches 
adapted to achieve discoveries of some of the 
successful drugs. Each approach is illustrated by 
citing examples of drugs with a brief description 
of their discovery. 

34.2 Phenotypic Drug Discovery 

This historical approach to drug discovery does 
not depend on the knowledge of specific drug 
target identification or a hypothesis about its role 
in disease. In PDD approach, therapeutic agents 
are initially selected by establishing their pharma-
cological actions in cells, tissues, or animals, 
followed by comprehending the mechanism of 
action. For example, bactericidal and bacterio-
static antibiotics have been identified without ini-
tial knowledge of the molecular targets involved 
in the disease [7]. After the active therapeutics are 
identified, disease-relevant phenotypes provide 
essential information about the translation 
between the observation and clinical outcome. 
The correlations between target agnostic screens 
in cellular signaling pathways or physiologically 
relevant disease models and clinical observations 
are also followed up in PDD approach 
[8]. Although this approach is primarily meant 
for small-molecule discovery, PDD has also 
played an important role in antibody drug discov-
ery [9]. Recently, this strategy has been shown to 
have great potential to give insight into the 
complexity of diseases and their ability to deliver 
first-in-class drugs [10]. Some examples of game-
changing therapeutic agents with novel 
mechanisms discovered by PDD approach are



medicines for spinal muscular atrophy (SMA), 
cystic fibrosis (CF), and hepatitis C [11]. 
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34.2.1 Risdiplam for Spinal Muscular 
Atrophy 

Of note, SMA is a genetic disorder affecting the 
nervous system and is characterized by weakness 
of skeletal muscles. It is caused by the loss of 
motor neurons that control muscle movement. 
The discovery of risdiplam started with SMA 
screens that were carried out with simple cell 
based reporter gene assays. Since the mechanism 
of the disease was well understood, this helped 
researchers build a simple HTS campaign rele-
vant to the disease model. Hence the molecular 
basis of SMA that warrants inappropriate exon 
splicing of SMN2 RNA, led the HTS design to 
identify small molecules that increase the inclu-
sion of exon 7 during SMN2 pre-mRNA splicing, 
thus increasing levels of SMN2 protein 
[11, 12]. This drive led to the identification of a 
promising hit that was optimized to dial out 
in-vitro mutagenicity and phototoxicity 
associated with this series to give lead compound 
(RG7800). Finally, further optimization of key 
parameters led to the identification of risdiplam 
[13]. Risdiplam is the first oral medication sold 
under the brand name Evrysdi approved to treat 
SMA [14, 15]. 

34.2.2 Elexacaftor–Tezacaftor– 
Ivacaftor for Cystic Fibrosis 

CF is a genetic disease that damages the lungs, 
digestive tract and other organs. It is a progres-
sive, most lethal disorder that drastically 
decreases patients’ average life expectancy. It is 
caused by mutations in the gene encoding the CF 
transmembrane conductance regulator (CFTR) 
protein that reduces CFTR channel function or 
interrupts intracellular folding of CFTR and inser-
tion into the plasma membrane [16, 17]. High 
throughput screening strategy using target 

agnostic approach started from a library of 
228,000 compounds, followed by optimization 
of various parameters. This led to the identifica-
tion of compound classes that enhanced channel-
gating properties of CFTR (potentiators) and 
improved the CFTR folding and plasma mem-
brane insertion (correctors). FDA approved 
Ivacaftor, a CFTR potentiator, in 2012 that 
provided treatment for only 5% of CF patients. 
Subsequently, clinical trials using Ivacaftor in 
combination with CFTR corrector Tezacaftor led 
to the FDA approval of this dual combination in 
2018. This combination is predicted to treat 46% 
of CF patients. Finally, the approval of the triple 
combination therapy Elexacaftor, Tezacaftor and 
Ivacaftor (two correctors, one potentiator) called 
Trikafta in 2019 is expected to treat 90% of CF 
patients [18, 19]. 

34.2.3 Daclatasvir for Hepatitis C 

Hepatitis C is a liver inflammation caused by the 
hepatitis C virus (HCV) that can result in mild to 
severe hepatitis leading to lifelong illness includ-
ing liver cirrhosis and cancer. In the early phase, 
the development of antiviral agents for the treat-
ment of HCV was directed mainly toward 
inhibitors of the viral enzymes NS3 protease and 
the RNA-dependent RNA polymerase NS5B4 
[20]. Later, a differentiating strategy was adopted 
to identify compounds that are functionally dis-
tinct from those acting on these enzymes. Toward 
this goal, a chemical genetics based mechanisti-
cally unbiased approach was carried out to iden-
tify hits for interfering with HCV replication 
[21]. This process led to the identification of a 
lead compound that was further optimized to 
achieve the first-in-class HCV NS5A replication 
complex inhibitor daclatasvir with a potent clini-
cal effect. The discovery and development of 
daclatasvir provide one of the unique examples 
of the importance of phenotypic screening to 
identify lead molecules engaging targets with a 
novel and unique mechanism [22].
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34.2.4 Metformin: First Line 
Medication for Type 2 Diabetes 
Mellitus 

Metformin is a biguanide class of medication that 
is most frequently prescribed for type 2 diabetes 
mellitus (T2DM) [23]. The mechanism of this 
class of compounds is not completely understood. 
Hence metformin is one of the unique examples 
to highlight how a safe and efficacious drug can 
be used successfully even though the identity of 
the molecular target is not entirely understood. 
The discovery of metformin originates from a 
traditional herb “Galega officinalis” found in 
Europe that was shown in 1918 to lower blood 
glucose owing to the presence of guanidine. Sev-
eral guanidine derivatives were synthesized and 
used to treat diabetes in 1920–1930. However, at 
this stage metformin though synthesized, was not 
tested for diabetes. The use of guanidine 
derivatives was later on discontinued due to side 
effects. Subsequently, in the 1940s, metformin 
was explored as an antimalarial agent. During 
clinical studies, metformin showed the potential 
to treat influenza and, at the same time, was found 
to lower blood glucose in some cases. This 
became the basis for using metformin to treat 
diabetes in 1957 for which the credit goes to 
French physician Jean Sterne. However, little 
attention was paid to metformin because of its 
lower potency than other biguanides like 
phenformin and buformin. Later, extensive stud-
ies and intensive scrutiny of various parameters 
provided a new rationale for adopting metformin 
as a treatment for Type 2 diabetes. Metformin 
continues to be the most prescribed glucose-
lowering medicine worldwide to manage hyper-
glycemia in T2D patients [24]. 

Phenotypic approaches to drug discovery have 
had major success for neglected diseases, particu-
larly in malaria and Human African trypanosomi-
asis (HAT) [25]. For example, the US FDA 
recently approved fexinidazole discovered 
through phenotypic screening as the first oral 
treatment for both HAT stages in children 
[26, 27]. 

34.3 Target Based Drug Discovery 
(TDD) 

In the past three decades, due to advances in 
molecular biology, recombinant technology and 
genomics, TDD—in which a defined molecular 
target is assumed to have a key role in disease— 
has become the preferred approach to drug dis-
covery in the pharmaceutical industry 
[10, 28]. Most of the first in class drugs approved 
by the US FDA have been successfully identified 
through TDD approach [7]. In TDD strategy, 
targets, usually “druggable” proteins, are 
validated with a particular therapeutic indication 
[11]. Target selection remains a crucial step in 
this approach because the selected target needs 
to be relevant to treat a specific disease. The 
approach applies not only to small molecule 
drug discovery but also to antibody drugs and 
other biologics. TDD approach also encompasses 
the discovery of gene therapy and nucleic acid-
based therapeutics [7]. The most common drug 
targets of currently marketed drugs are described 
in the following sections. 

34.3.1 Proteins 

34.3.1.1 G Protein-Coupled Receptors as 
Drug Targets 

G protein-coupled receptors (GPCRs), also 
known as 7-transmembrane receptors, are 
humans’ largest family of receptors [29– 
31]. These receptors mediate most of the cellular 
responses to hormones and neurotransmitters. 
GPCRs are also responsible for vision, olfaction 
and taste. Based on their sequence homology and 
structural similarity, these receptors are divided 
into five families—rhodopsin (family A), secretin 
(family B), glutamate (family C), adhesion and 
frizzled/taste2. The rhodopsin family, which is 
the largest and most diverse, is characterized by 
conserved structural features across the members 
of the families [32]. Most of the GPCRs contain 
seven helices and three intracellular loops, some 
members of the rhodopsin family being an



exception that may have eight helices and four 
intracellular loops [33]. GPCRs and their respec-
tive G proteins are characterized by random dif-
fusion within the cell membrane. These interact 
only upon receptor activation or form stable 
complexes in the absence of an agonist [34]. G 
proteins are classified into four subfamilies 
according to their α subunit: Gαi, Gαs, Gα12/13, 
and Gαq. Subtypes Gαi and Gαs either inactivate 
or activate, respectively, adenylyl cyclase activity 
which converts adenosine triphosphate (ATP) 
into second messenger cyclic adenosine 3′, 5′ -
monophosphate (cAMP) (Fig. 34.2). Calcium 
mobilizing hormones activate Gαq pathway. It 
stimulates phospho-inositol phospholipase C 
enzyme (PLC) that hydrolyses 
phosphatidylinositol biphosphate (PIP2) into 
diacylglycerol (DAG) and inositol triphosphate 
(IP3). IP3 triggers the release of calcium ions 
from endoplasmic reticulum calcium channels 
into the cytosol, while DAG activates protein 
kinase C (PKC) [35]. Gα12/13 interacts with spe-
cific guanine nucleotide exchange factors (GEFs) 
and stimulates downstream effectors like PLC, 
adenylyl cyclase, ras homolog family member A 
(RhoA) and several ion channels. These, in turn, 
trigger the release of secondary messengers in the 

cells like diglycerides, cAMP, sodium and cal-
cium ions [36]. Since the G proteins are expressed 
in most cell types and can induce diverse cellular 
signaling, they have an important role in disease 
pathogenesis. Thus GPCRs are considered by far 
the largest family of targets (approximately 35%) 
for approved drugs [37]. Additionally, GPCR 
targets are usually druggable and interact with 
numerous chemical entities. Since these receptors 
are expressed in the plasma membrane, molecular 
interactions in the extracellular space are highly 
facilitated. 
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Fig. 34.2 G proteins and their secondary messenger signaling 

Some examples of approved drugs that act on 
GPCR targets and are used to date are given in the 
following subsections. 

Cetirizine: H1 Receptor Antagonist 
for the Treatment of Allergy Symptoms 
Histamine H1 receptor belongs to the family of 
rhodopsin-like GPCR. The classic H1 receptor 
antagonists are highly lipophilic, leading to the 
significant metabolism of these compounds 
[38]. These drugs possess a single strongly basic 
center and exist as lipophilic cations at physiolog-
ical pH [39]. The major drawback of the first 
generation of H1 receptor antagonists was an 
effect on the central nervous system due to high



brain penetration and other off-target effects. 
Second-generation H1 receptor antagonists, 
though highly lipophilic and basic, did not show 
the central nervous system effects [40, 41]. How-
ever, some of these compounds were associated 
with cardiotoxicity at higher doses [42, 43] which 
might be attributed to these molecules’ high 
lipophilicity and basicity. Thus, novel H1 receptor 
antagonists were discovered that contained both 
basic amino and an acidic carboxylic group. The 
first marketed drug of this generation was 
cetirizine, which exists predominantly as a zwit-
terion at physiological pH. Later, the FDA 
approved its single R-enantiomer levo-cetirizine 
as the newest antihistamine [44]. Cetirizine shows 
a clear differentiation from its first generation H1 

receptor antagonists, such as negligible metabo-
lism and low CNS penetration. 
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Losartan: A Drug for Hypertension 
GPCRs are activated by different ligands like 
hormones, ions, small molecules and vasoactive 
peptides [45]. Angiotensin peptides are examples 
of such kinds of ligands that bind to GPCRs 
called Angiotensin 1 (AT1) and Angiotensin 
2 (AT2) receptors. The renin–angiotensin system 
(RAS), or renin–angiotensin–aldosterone system 
(RAAS), is an endocrine system that plays a key 
role in the regulation of blood pressure and fluid 
and electrolyte balance [46]. Overactivation of 
the RAS system results in high blood pressure. 
Several types of drugs interfere at different steps 
of this system to contain high blood pressure. 
These drugs can be angiotensin-converting 
enzyme (ACE) inhibitors, angiotensin II receptor 
blockers (ARBs), or renin inhibitors 
[47]. Losartan is an example of ARB that is 
used to treat hypertension [48]. Telmisartan is 
another ARB inhibitor with a longer action dura-
tion than losartan. Telmisartan (80 mg, QD) 
markedly reduces 24-h blood pressure relative to 
losartan (50 mg, QD). It has been proven to be 
especially beneficial in the last 6 h of the dosing 
interval [49]. ARB inhibitors have been proven to 
have additional therapeutic benefits beyond their 
blood pressure lowering effect. For example, 
telmisartan is the only ARB that has been shown 
to reduce cardiovascular morbidity in patients 

with atherothrombotic cardiovascular disease. 
Similarly, losartan and valsartan are beneficial 
for the second-line treatment of heart failure in 
patients with ACE inhibitor intolerance [50]. 

GPCR Targets and Implications in Cancer 
Some key GPCRs have mutations linked with 
cancer initiation and progression. Therefore, 
some of these GPCRs have been exploited to 
develop drugs that can inhibit signaling pathways 
leading to cancer. This approach has used several 
agonists and antagonists that target specific 
interactions between GPCRs and their ligands 
[51]. Some examples of such approaches are 
described below. 

Cabergoline for the Treatment of Neuroendocrine 
and Pituitary Tumors 
Cabergoline is a dopamine receptor D1 agonist 
that has been used as a first-line medication to 
treat prolactin secreting benign tumors in pituitary 
glands. It suppresses tumor cell proliferation and 
induces cell death. Cabergoline also has a broader 
therapeutic efficacy for treating pancreatic neuro-
endocrine tumors [52]. Cabergoline is an ergot 
derivative that is potent and selective and has 
long-lasting inhibitory activity on abnormally 
high levels of prolactin in the blood secreted by 
the lactotroph cells in the anterior pituitary gland 
[53, 54]. 

Sonidegib for Locally Advanced and Metastatic 
Basal Cell Carcinoma (BCC) 
Sonidegib is an orally administered hedgehog 
(HH) pathway inhibitor that works via smooth-
ened receptor (SMO) antagonism. It is used to 
treat locally advanced basal-cell carcinoma in 
adults who have the recurrent disease following 
surgery or radiation therapy, or those who are not 
patients for surgery or radiation therapy 
[51, 55]. HH GLI signaling pathway plays a cru-
cial role in cell proliferation and differentiation 
and gets activated in the pathogenesis of various 
types of tumors [56–58]. SMO receptor is the 
Class F GPCR, the main transducer of HH signal-
ing. Vismodegib was the first HH pathway inhib-
itor approved by the FDA and EMA followed by 
sonidegib which was approved as a first-line



treatment for adult patients with locally advanced 
BCC, [59]. Both sonidegib and vismodegib have 
similar efficacy and tolerability profiles, but a few 
of their pharmacokinetic parameters like the vol-
ume of distribution and half-life show several 
differences. The impact of these differences on 
clinical outcomes is not yet clear [60]. 
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Fig. 34.3 Mechanism of enzyme-catalyzed reactions 

Zibotentan Under Clinical Trials for Prostate 
Cancer 
Zibotentan is an oral specific endothelin (ET) A 
receptor antagonist from AstraZeneca that is 
under development for prostate cancer 
[51, 61]. The ETs and their receptors, referred to 
as ET axis, are implicated in several mechanisms 
that promote the growth and progression of vari-
ous tumours [61, 62]. Several studies have shown 
that the ET axis is involved in the pathogenesis of 
prostate cancer. A significant correlation has been 
observed between increased levels of the ETA 
receptor expression and tumor grade and stage 
[63]. In Phase II clinical studies, Zibotentan 
monotherapy has shown a good tolerability pro-
file and significant survival in patients with 
castration-resistant prostate cancer who were not 
having pain or mild symptoms of pain [64]. 

34.3.1.2 Enzymes as Therapeutic Targets 
Enzymes are proteins that act as essential 
catalysts for several physiological processes like 
metabolism, cell growth, cell division, and 

cellular signaling pathways in our body 
[65]. Enzymes catalyze multiple-step biochemi-
cal reactions in the cells that would otherwise 
proceed at a slower rate and would not occur 
under ambient temperature and pressure compati-
ble with life [66]. The first step in the enzymatic 
reaction is binding the substrate to the amino acid 
residues present in the active site of the enzyme 
through several interactions like hydrogen bond-
ing, van der Waals’ interactions, dipole-dipole 
interactions, etc. In the second step, the enzyme 
provides functional groups that can attack the 
substrate and carry out the enzyme-catalyzed 
reaction. After the reaction is complete, the 
products get released from the enzyme’s active 
site [67] (Fig. 34.3). Drugs that can inhibit this 
catalytic reaction by blocking the enzyme’s active 
site are known as enzyme inhibitors. Some of the 
drugs that directly bind to the active site where the 
substrate binds are known as competitive 
inhibitors while the drugs that bind to a site 
other than the active site of the enzyme are 
known as allosteric inhibitors. Some examples 
of enzyme inhibitors that have been approved as 
drugs by the FDA and are still in use are given 
below. 

Imatinib for the Treatment of Cancer 
Imatinib, a tyrosine kinase inhibitor, is an oral 
chemotherapy medication used to treat cancer 
especially chronic myeloid leukemia (CML) and



acute lymphocytic leukemia (ALL), certain types 
of gastrointestinal stromal tumors (GIST), 
hypereosinophilic syndrome (HES), chronic 
eosinophilic leukemia (CEL), systemic 
mastocytosis, and myelodysplastic syndrome 
[68]. Tyrosine kinases are a family of enzymes 
that mediate important signal transduction pro-
cesses, leading to cell proliferation, differentia-
tion, migration, metabolism, and programmed 
cell death. Many studies have shown tyrosine 
kinases’ important role in cancer pathophysiology 
[69]. The active sites of these enzymes have a 
binding site for ATP. Tyrosine kinases catalyze 
the transfer of the terminal phosphate from ATP 
to tyrosine residues on its substrates. Imatinib 
inhibits this process by binding to the 
ATP-binding site of the tyrosine kinase. This, in 
turn, inhibits the process of downstream signaling 
from the tyrosine kinase. This induces apoptosis 
and inhibits the further proliferation of cell lines. 
In CML patients, imatinib has improved the over-
all survival rate and it is the first effective oral 
therapy for GIST. This drug is an example of 
highly targeted cancer chemotherapy and is gen-
erally well tolerated [70]. 
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Sitagliptin for T2DM 
Sitagliptin is a dipeptidyl peptidase-4 (DPP-4) 
inhibitor used to manage T2DM. DPP-4 is a 
Type-II transmembrane glycoprotein expressed 
on cells throughout the body. When shed from 
the membrane, it circulates as a soluble protein in 
blood plasma and various body fluids [71]. DPP-4 
plays a pivotal role in glucose metabolism, where 
it is responsible for the degradation of incretin 
hormones like glucagon-like peptide-1 (GLP-1). 
Due to the degradation of GLP-1, the level of this 
hormone goes down in the body, leading to sev-
eral cascading effects like a decrease in glucose-
dependent insulin secretion, impairment of β–cell 
function, deactivation of insulin biosynthesis and 
many more [72]. Thus, two approaches have been 
adopted to enhance endogenous GLP-1 in-vivo: 
injecting GLP-1 analogs like exenatide that 
stimulates the pancreas to secrete insulin or 
using DPP-4 inhibitors that enhance the level of 
incretin hormones by inhibiting DPP-4 responsi-
ble for degradation of GLP-1. Sitagliptin is a 

potent, selective, competitive and reversible 
inhibitor of DPP-4. The selectivity against 
DPP-8 and DPP-9, which share very similar 
homology with DPP-4 gives an advantage to 
sitagliptin being safe in-vivo [73]. Orally 
administered sitagliptin is an effective treatment 
option for managing patients with T2DM. 

Atorvastatin for the Treatment 
of Hypercholesterolemia 
Atorvastatin belongs to the family of statins that 
are 3-hydroxy-3-methyl-glutaryl-coenzyme A 
(HMG-CoA) reductase inhibitors. HMG-CoA 
reductase is anchored in the membrane of the 
endoplasmic reticulum. The key function of this 
enzyme is to convert HMG-CoA to mevalonic 
acid in the hepatocytes, which is the first and 
rate-limiting step in cholesterol biosynthesis. 
Atorvastatin competitively inhibits HMG-CoA 
reductase by binding to the enzyme’s active site 
and inducing a conformational change in its struc-
ture. This results in reducing the formation of 
mevalonic acid, a precursor of cholesterol 
[74]. Thus, atorvastatin acts as a lipid lowering 
medication used in the primary and secondary 
prevention of coronary heart disease. In addition, 
statins in general may also inhibit rho-kinase and 
modulate vascular dysfunctions in atherosclerosis 
[75]. FDA has also approved atorvastatin to pre-
vent cardiovascular events in patients with car-
diac risk factors and for patients with abnormal 
lipid profiles [76]. 

34.3.1.3 Ion Channels as Drug Targets 
Ion channels are transmembrane proteins that 
control the flow of ions across the cell membrane. 
These proteins are important drug targets that 
play a pivotal role in treating various 
pathophysiologies [77]. There are four types of 
ion channels (Fig. 34.4)—resting K+ channels, 
voltage-gated, ligand-gated and signal-gated ion 
channels. K+ channels can be considered a 
subtype of voltage-gated ion channels, and 
signal-gated ion channels can be categorized as 
ligand-gated ion channels. Resting K+ channels 
are located in cell membranes that generate rest-
ing potential across the membrane. These 
channels are usually closed in the resting state



and get opened after activation by stimulus 
[78]. Voltage-gated ion channels are more selec-
tive than ligand-gated ion channels for the perme-
ation of ions. Voltage-gated ion channels allow 
passage of only one type of ion, while ligand-
gated ion channels allow permeation of more than 
one type of ion. This flux of ions helps in the 
propagation of action potential along the mem-
brane, which plays a crucial role in various 
physiological processes like neurotransmitter 
release, hormone secretion, muscle contraction, 
etc. Ligand-gated ion channels contain binding 
sites for specific extracellular ligands, such as 
neurotransmitters, and signal-gated ion channels 
respond to intracellular signals induced by an 
extracellular ligand binding to a separate receptor 
[79]. The widespread distribution of ion channels 
in the tissues and the physiological outcome of 
the opening and closing of each channel has made 
these desirable targets for drug discovery. After 

GPCRs, ion channels are the largest targets for 
existing drugs [30]. 
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Fig. 34.4 Types of ion channels. (a) Resting K+ 
channels; always open. (b) Voltage-gated; opens or closes 
when there is a change in membrane potential. (c) Ligand-

gated; opens or closes when an extracellular ligand like a 
neurotransmitter binds. (d) Signal-gated; opens or closes 
in response to an intracellular signal 

Voltage-Gated Ion Channels 
Voltage-gated ion channels are transmembrane 
proteins that play a key role in the electrical 
signaling of cells. The membrane potential of a 
cell regulates the activity of these ion channels. 
The movement of ions occurs through open 
channels that lead to the development of an elec-
trochemical gradient across cellular membranes. 
Voltage-gated ion channels are selectively perme-
able to ions such as Na+ ,  K+ ,  Ca2+ and Cl-. Since 
Na+ channels generate a longer action potential, 
these are important targets for local anesthetics. 
K+ channels are the largest and most diverse 
voltage-gated ion channels and play the most 
important role in generating the resting membrane 
potential. Like Na+ channels, Ca2+ channels have 
different activation and inactivation properties.



Hence subtle variations exist in electrical and 
chemical signaling processes mediated by these 
channels. Thus Ca2+ ion channels provide an 
important target for drugs that treat conditions 
such as hypertension, heart disease and anxiety 
disorders. Voltage-gated Cl- channels are widely 
distributed in neurons which contribute to resting 
potential and control excitability. These channels 
also play an important role in regulating cell 
volume [80, 81]. Some examples of drugs that 
target voltage-gated ion channels and their mech-
anism of action are given below. 

566 S. Koul

Verapamil 
Verapamil is an L-type voltage-gated calcium 
channel blocker that mimics the cardiac effect of 
simple calcium ion withdrawal and thus reduces 
the calcium-dependent high-energy phosphate 
utilization, the force of contraction and oxygen 
requirement [82]. It is a phenylalkylamine class 
of drugs used to treat hypertension, supraventric-
ular tachycardia and angina [83]. Very recently 
when oral verapamil was administered to patients 
with Type 1 diabetes, they were found to show 
improvement in endogenous beta cell function, 
showed fewer hypoglycemic incidences and had 
lower insulin requirements. Administration of 
verapamil helps in the preservation of beta cell 
function. Additionally, verapamil helps regulate 
the thioredoxin system and promotes 
anti-apoptotic, immunomodulatory and anti-
oxidative gene expression in human islets. This 
justifies the beneficial effect of verapamil in 
patients with Type 1 diabetes [84]. 

Oxcarbazepine 
Oxcarbazepine is an anticonvulsant drug 
approved in 2000 for the treatment of partial 
onset seizures. It inhibits abnormal electrical 
activity in the brain and thus helps reduce the 
incidence of seizures in epileptic patients [85– 
87]. Oxcarbazepine is known to exert its major 
pharmacological activity via its clinically relevant 
metabolite licarbazepine (monohydroxy deriva-
tive (MHD)]. This metabolite exists as a racemate 
in the blood even though it has both (S)-(+)- and 
the (R)-(-)-enantiomers. Since oxcarbazepine 

gets primarily metabolized to the hydroxyl deriv-
ative, it is less susceptible to involvement in drug-
drug interactions, as has been a concern in the 
case of many anti-epileptic drugs [88]. Although 
the exact mechanism of how oxcarbazepine and 
its metabolite exert their effect on anti-epileptic 
activity is not entirely understood, it is believed to 
work through the blockade of voltage-gated 
sodium channels [85–87, 89]. Under normal 
conditions, sodium channels open and close, 
allowing the action potentials to propagate along 
the neurons. However, in epileptic conditions, 
excessive propagation of action potentials occurs, 
causing their repetitive firing and leading to sei-
zure activity. It is believed that oxcarbazepine and 
MHD bind to the inactive state of the voltage-
gated sodium channels inhibiting the seizure 
activity [90]. Since the receptor is not available 
for propagation of action potential for a long time, 
this helps stabilize hyperactive neuronal 
membranes and inhibits high-frequency repetitive 
neuron firing. Thus, the propagation of seizure 
activity in the central nervous system is controlled 
without disturbing normal neuronal transmission. 

Ligand-Gated Ion Channels 
Ligand-gated ion channels, also known as 
ionotropic receptors, are transmembrane ion 
channel proteins. When these receptors bind to a 
ligand such as neurotransmitters, the passage of 
ions through the transmembrane pore occurs tran-
siently. These receptors are crucial for regulating 
electrochemical balance in the cells [91]. Ligand-
gated ion channels are abundantly present in the 
central nervous system and regulate essential 
functions such as anxiety, seizures, and cognitive 
functions. These functions are closely associated 
with extracellular ligands like neurotransmitters -
serotonin, acetylcholine, GABA, and glutamate. 
Contrary to these, the intracellular ligands are 
commonly present inside the cells and these act 
as secondary messengers like inositol triphos-
phate and adenosine triphosphate [92]. Below 
are some examples of drugs that work through 
inhibitory action by binding to the ligand-
binding site.
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Ondansetron and Granisetron 
Ondansetron and granisetron are ligand-gated ion 
channel serotonin type 3 receptor (5-HT3R) 
antagonists. This receptor is a cation-selective 
channel located in the peripheral and central 
nervous systems. These drugs show strong anti-
emetic effects and are used to prevent chemother-
apy and radiation therapy-induced nausea, as well 
as the impact of post-operative anesthetics. These 
are also used to treat irritable bowel syndrome 
[93–95]. These antagonists prevent the binding 
of serotonin to 5-HT3 receptors on the vagal 
nerve terminals in the gastrointestinal system 
peripherally and the ventricular chemoreceptor 
trigger zone centrally, thus leading to strong 
anti-emetic effects. Ondansetron is a carbazole 
analog and is the first generation 5-HT3 receptor 
antagonist. Granisetron is an indazole analog with 
higher receptor specificity and potency, which 
makes it a better alternative to ondansetron [96]. 

Perampanel 
Perampanel is a non-competitive ligand-gated ion 
channel α-amino-3-hydroxy-5-methyl-4-
isoxazolproponic acid glutamate receptor 
(AMPAR) antagonist that is the first anti-epileptic 
drug in the class of selective antagonists of this 
receptor [97]. Glutamate is a major excitatory 
neurotransmitter in the nervous system. It has 
been shown that the antagonism of AMPA recep-
tor reduces overstimulation and promotes anti-
convulsant effects in addition to inhibiting 
seizures and their spread. Also, AMPA receptor 
antagonists are believed to prevent neuronal 
death [98]. 

34.3.1.4 Nuclear Hormone Receptors 
as Drug Targets 

Nuclear hormone receptors control a host of 
biological processes and are ideal targets for 
drug discovery. These receptors have the advan-
tage of being regulated by small lipophilic 
molecules that can be easily replaced with a 
drug molecule of choice [99]. These receptors 
are part of a superfamily of ligand-dependent 
transcription factors responsible for regulating 
cell growth, development and metabolism. 
Nuclear hormone receptors have a characteristic 

feature of a conserved structural and functional 
organization across the superfamily. These 
members have two well-defined structural 
domains—a highly conserved DNA-binding 
domain (DBD) and a ligand-binding domain 
(LBD). DBD is located approximately along the 
center of polypeptides, while LBD resides along 
the C-terminal residues. The amino terminal 
domain varies considerably in sequence and size 
and in some cases, regulates transcriptional acti-
vation function (AF-1). LBD is responsible for 
mediating ligand binding, can form homo- or 
hetero-dimerization surfaces, and represses tran-
scription in the absence of a ligand. 

Additionally, when an agonist binds to LBD, it 
regulates ligand-dependent transcription activa-
tion. Since ligand binding and coactivator-
derived motif interactions occur at this site, 
LBD has been the main focus of drug discovery 
[100, 101]. Steroid hormones like estrogen, pro-
gesterone, and nuclear hormones like all-trans 
retinoic acid, thyroid hormone, etc., activate 
nuclear receptors. Type I/III receptors like estro-
gen and progesterone receptors are bound to 
chaperone proteins like HSP90 in the cytoplasm. 
The chaperone gets released from the receptor 
after ligand binding. This leads to homo-
dimerization of the receptor followed by its 
entry into the nucleus (Fig. 34.5). After entering 
the nucleus, the ligand-receptor complex gets 
associated with the coactivators that lead to bind-
ing followed by transcription of specific genes. In 
this way, steroid hormones regulate specific cel-
lular processes. Nuclear hormone receptors, on 
the other hand, are located in the nucleus. The 
hormones diffuse across the plasma membrane 
and nuclear pores and bind to their respective 
receptors in the nucleus. They usually form 
heterodimers with retinoid X receptor (RXR) 
and in the absence of the ligand get associated 
with corepressors. This is followed by the binding 
of the ligand to LBD that leads to the dissociation 
of corepressors followed by the association of 
coactivators. This process leads to the activation 
of target genes followed by the regulation of 
specific cell processes [102, 103]. 

Some examples of drugs that target nuclear 
hormone receptors are given below.
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Fig. 34.5 Signaling pathway of nuclear receptors 

Tamoxifen and Raloxifene 
Tamoxifen and raloxifene are first and second 
generation selective estrogen receptor modulators 
(SERM), respectively, that have been approved 
for the treatment and prevention of postmeno-
pausal osteoporosis. In this disease, progressive 
loss of bone mass and bone mineral density takes 
place because bone resorption occurs much faster 
than bone formation. Hence there is a high risk of 
bone fractures in such patients. Tamoxifen and 
raloxifene bind to estrogen receptors resulting in 
the estrogen agonistic effect on bone thus 

increasing bone mineral density and mass by 
decreasing bone resorption. Raloxifene 
antagonizes estrogen in the uterus and breast 
while tamoxifen has an estrogen-agonistic effect 
in the uterus. Additionally, tamoxifen is believed 
to be an effective treatment for metastatic breast 
cancer; tamoxifen and raloxifene are also known 
to reduce the risk of breast cancer [104, 105]. 

Bexarotene 
Bexarotene is an oral synthetic anti-cancer agent 
used to treat cutaneous manifestations of T cell



lymphoma (CTCL) at both early and advanced 
stages. It specifically binds to the retinoid X 
receptor (RXR) and does not show significant 
binding to the retinoic acid receptor (RAR), 
another major retinoic acid target. Bexarotene, 
after binding to RXR activates the receptor and 
its heterodimer, thus modulating a myriad of gene 
expression pathways. This eventually leads to the 
modulation of signaling pathways responsible for 
cell differentiation and apoptosis [106]. The most 
important mechanism of action of bexarotene for 
treating CTCL seems to be the apoptosis of neo-
plastic T cells [107]. 
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34.3.2 Nucleic Acids 

Nucleic acids—DNA and RNA are the store-
house of genetic information and take part in 

important biological activities like replication 
and transcription. The host’s innate immune sys-
tem plays a crucial role in defense against 
pathogens, and its activation contributes signifi-
cantly to the subsequent activation of the adaptive 
immune system. Germline encoded pattern recog-
nition receptors (PRRs) initiate the immune 
response by recognizing small molecular motifs 
conserved widely within pathogens, namely 
pathogen-associated molecular patterns 
(PAMPs) [108]. Under pathological conditions, 
mitochondrial DNA and cellular RNA release 
components in response to cell or tissue injury 
known as damage-associated molecular patterns. 
This process triggers the activation of PRRs like 
endosomal Toll-like receptors (TLRs), RIG-1 like 
receptors (RLRs), cytosolic DNA sensor proteins, 
etc. (Fig. 34.6). Thus activation of downstream 
signaling cascades initiates that induce innate

Fig. 34.6 Nucleic acid signaling pathways via DNA and RNA receptors



immune and inflammatory responses through the 
production of pro-inflammatory cytokines. Acti-
vation of TLRs leads to downstream 
cascading primarily via myeloid differentiation 
primary-response protein 88 (MyD88), tumor 
necrosis factor receptor-associated factor 
6 (TRAF6), nuclear factor kappa B (NF-κB), 
and mitogen activated protein kinase (MAPK) 
pathways. On the other hand, dsRNA mostly 
leads to the activation of interferon (IFN) 
pathways that proceed through the phosphoryla-
tion of interferon regulatory factors (IRFs) [109].
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Thus, nucleic acids are important to drug 
targets, especially for genetic diseases. The US 
FDA and European Medicines Agency have 
recently approved various nucleic-acid-based 
therapeutics. These therapeutics are known to 
target proteins and modulate gene expression 
leading to beneficial therapeutic effects. How-
ever, the degradation of nucleic acids by 
nucleases induces unfavorable physicochemical 
parameters, and the delivery of these therapeutics 
is, therefore, highly challenging. Hence to address 
this issue, several safe and effective delivery 
technologies have also been invented in the recent 
past [110]. In addition to these technologies, 
small molecules targeting nucleic acids have 
also been shown to play significant roles as anti-
cancerous and anti-viral agents [111]. 

Some examples of small molecule drugs 
targeting nucleic acids are given below. 

34.3.2.1 Psoralen 
Psoralen is a natural product found in the dried 
fruits of Cullen corylifolium (L.) Medik (syn. 
Psoralea corylifolia L), termed “Buguzhi” in tra-
ditional Chinese medicine (TCM) [101]. It is a 
furanocoumarin and combined with ultraviolet-A 
(UVA) light has been used for a long time for 
treating skin diseases like psoriasis and vitiligo. 
Recently it has been shown to display multiple 
biological activities useful for treating inflamma-
tion, osteoporosis, cancer, and viral and bacterial 
infections [112]. Psoralen can intercalate with 
DNA through the 5,6 double bond in the pyrimi-
dine ring. This cross-linking of pyrimidine of 
DNA duplex by either the furan or the pyrone 
moiety of the psoralen, followed by UVA 

activation at 365 nm, leads to DNA mutation. 
This photochemical reaction leads to the inhibi-
tion of DNA replication and stops further cell 
cycle. This characteristic property of psoralen 
helps to inactivate viruses and has thus been 
applied in the production of vaccines for treating 
viral infections [113, 114]. Other psoralen 
derivatives like 4-(Hydroxymethyl)-4,5,8-
trimethylpsoralen (HMT) have also been 
explored in chemotherapeutics treatment. 

34.3.2.2 Neomycin 
Neomycin is an aminoglycoside antibiotic that is 
applied topically to treat superficial skin 
infections. It is also used to treat infections due 
to burns, wounds and ulcers. Neomycin 
demonstrates bactericidal activity against gram-
negative aerobic bacteria and some strains of 
anaerobic bacteria that have not developed resis-
tance. It is used orally to treat diarrhea and disin-
fect the bowels in hepatic encephalopathy 
[115]. Like other aminoglycosides, neomycin 
binds to ribosomal subunit 30S, interfering with 
bacterial protein synthesis. This process does not 
interfere with the initial steps required for peptide 
synthesis, but the bacterial translation process 
gets disrupted. This leads to the bactericidal effect 
of neomycin [116, 117]. 

The underlying liver disease sometimes leads 
to elevated ammonia levels in blood circulation. 
Ammonia at higher levels can cross the blood-
brain barrier leading to neurological 
complications like hepatic encephalopathy. 
Also, higher ammonia levels in the brain increase 
glutamine and lactate levels resulting in neuronal 
edema [118]. Thus, the treatment of the disease 
involves a reduction in the ammonia levels either 
by decreasing ammonia production or increasing 
ammonia excretion. In addition, neomycin 
decreases the ammonia-producing bacteria in the 
GI tract, decreasing overall ammonia levels in the 
patient [119]. 

34.4 Serendipitous Drug Discovery 

Serendipity has played a significant role in dis-
covering many drugs used today [120–122]. It



has been found that approximately 6% of all 
drugs in the market have been discovered by 
serendipity. These drugs have been discovered 
incidentally in the laboratory or clinical setting. 
In some cases, the therapeutics currently in use 
are the derivatives for serendipitous medicines. 
Serendipity has proved crucial, particularly in 
discovering drugs that act on the central nervous 
system. Also, anticancer drugs owe a share of 
approximately 35% to this phenomenon 
[123]. Many medications for infectious diseases 
result from accidental observation and an experi-
ential quest for therapeutics active against 
pathogens followed by the clinical experience of 
the researchers [124]. The serendipitous discov-
ery of drugs has laid a strong foundation for 
scientific advancement and benefit to society. 
Some examples of drugs discovered by serendip-
ity are given below. 
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34.4.1 Plerixafor 

Plerixafor is a highly specific G protein-coupled 
chemokine receptor CXCR4 antagonist approved 
for treating multiple myeloma. CXCR4 is specifi-
cally implicated in cancer metastasis and HIV-1 
infection [125]. Plerixafor is a typical example of 
a serendipitous drug discovery that was not 
designed for the treatment of multiple myeloma. 
This drug was initially identified as an impurity 
while evaluating several commercially available 
cyclams (1,4,8,11-tetraazacyclotetradecane) for 
their potential inhibitory effects on the replication 
of human immunodeficiency virus (HIV). In this 
library, only one compound showed significant 
anti-HIV activity. After a thorough investigation, 
it was found that the remarkable activity was 
apparently due to an impurity. This impurity 
was purified and identified as the bicyclam with 
two cyclam rings tethered through a direct 
carbon–carbon linkage. However, this impurity 
could not be synthesized, so it was decided to 
synthesize a bicyclam derivative in which a pro-
pyl bridge linked two cyclam rings. This com-
pound to a great surprise was found to be as 
potent as the one with a direct C-C bond. After 

executing SAR around the linker, replacing the 
propyl bridge with 1,4-phenylene-bis 
(methylene)] bridge led to a 100-fold increase in 
potency against replication of HIV-1 and HIV-2. 
After approximately three years, this compound 
was found to be a specific antagonist for the 
CXCR4 receptor. Finally, after a complete drug 
discovery and development program, this drug 
was approved by US FDA in 2008 for the treat-
ment of multiple myeloma [126]. 

34.4.2 Lorazepam 

Lorazepam is a benzodiazepine-based drug used 
to treat anxiety and sleep disorders, active 
seizures, alcohol withdrawal, and chemotherapy-
induced nausea and vomiting [127]. The first 
benzodiazepine chlordiazepoxide was discovered 
by Leo Sternbach while working at Hoffmann-La 
Roche in 1955. This work was a part of the 
project being pursued at Roche for identifying 
tranquilizers. Since there was not much success 
for a very long time, the company decided to 
abandon the research activities on the project. 
Leo Sternbach was keen to pursue the project 
but, by the company decision, had to drop this 
pursuit. The synthesized compounds were left as 
such in the lab. After two years, when the man-
agement asked Leo Sternbach and his team to 
clean the lab space, one of his colleagues Earl 
Reeder observed very nice crystals of one of the 
compounds that were identified as chlordiazepox-
ide. When this compound was tested in animals, it 
showed astonishing anti-convulsant, muscle 
relaxant, and sedative effects. In 1960, this com-
pound was marketed by Roche as Librium. Later 
further SAR studies were pursued to enhance the 
activity [128–131]. This led to the identification 
of Lorazepam with a relatively clean side effect 
profile approved by the FDA in 1977. By this 
time, researchers had successfully found out the 
mechanism of action of this class of drugs. They 
associated benzodiazepines with gamma-
aminobutyric acid (GABA) receptors - GABA 
being a principal inhibitory neurotransmitter in 
the mammalian central nervous system [132].
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34.4.3 Penicillin 

During World War I, Alexander Fleming, serving 
in the Army Medical Corps as a captain, observed 
that the injured soldiers were dying of uncontrol-
lable infections arising from the wounds. At that 
time, antiseptics were used to combat infections, 
but Fleming suspected the growth of anaerobic 
bacteria in deep wounds despite their use. In 
1922, Fleming discovered an enzyme with weak 
antibacterial properties from his nasopharyngeal 
mucus infected with a cold and named it lyso-
zyme. Even though this enzyme did not have 
strong antibacterial properties, this laid a founda-
tion for Fleming’s great discovery of penicillin. In 
1928, Fleming initiated experiments involving 
staphylococcal bacteria. He had left an uncovered 
Petri dish near an open window contaminated 
with mold spores. His keen observation made 
him realize that the bacteria near the mold 
colonies were dying. He isolated this mold and 
identified it as a member of Penicillium genus. 
His further research led him to find that the 
isolated mold was effective against all Gram +ve 
bacteria responsible for major infections like 
pneumonia, meningitis, diphtheria, etc. Later on, 
Fleming found that it was not the mold that was 
killing the bacteria but some kind of juice pro-
duced by the mold, and he named this juice peni-
cillin. Unfortunately, he could not isolate this 
juice in large quantities, but in 1940, Howard 
Florey and Ernst Chain were able to produce it 
for mass use during World War II [133]. 

34.4.4 Vinblastine 

Vinblastine, an anticancer drug, was first seren-
dipitously discovered while studying the anti-
diabetic effect of the extract of periwinkle plant. 
Researchers everywhere were curious to find an 
oral treatment for diabetes that could avoid insu-
lin injections. Although the periwinkle plant was 
known to be a source of such oral medication, the 
oral administration of the plant extract in the rats 
did not show any effect on blood sugar or 

glucagon levels. To further improve their own 
results, Robert Noble, a professor at Western 
University, Canada, and his team injected the 
aqueous plant extract into the rats and found 
unexpected results. The autopsy results of the 
rats showed the presence of multiple abscesses. 
Further investigations revealed rapidly falling 
white blood count, granulocytopenia, and highly 
depressed bone marrow. The effect on white 
blood cell count increased the team’s interest in 
continuing further studies. After rigorous efforts, 
the team was finally able to isolate, purify and 
crystallize the active ingredient from the plant 
extract and was named vinblastine because of the 
source being periwinkle (Vinca) and its effect on 
white blood cells. At that time, Eli Lilly had been 
engaged in a search for anti-cancer agents, includ-
ing a wide range of plant extracts and was inter-
ested to see their effect on animal tumors. The 
researchers at Eli Lilly collaborated with Robert 
Noble, which led to the rapid advancement of 
vinblastine and its closely related analog vincris-
tine. Finally, in the 1960s, the US FDA approved 
vinblastine and vincristine as chemotherapeutic 
agents for treating several types of cancer [134]. 

34.4.5 Warfarin 

Warfarin is an anti-coagulant commonly used to 
prevent blood clots and stroke in people with 
abnormal heart rhythms, cardiovascular disease, 
or artificial heart valves [135]. It was discovered 
in the 1930s by Karl Paul Link—an American 
biochemist. Initially, a farmer from Wisconsin 
whose cattle were experiencing hemorrhagic dis-
order approached him with the problem. The 
affected cattle were consuming spoiled sweet clo-
ver hay. After investigation, Karl Paul and his 
team in 1939 identified dicumarol as the causative 
agent for hemorrhages. Wright and other 
researchers in the 1940s did the widespread ther-
apeutic use of this compound. Finally, Link 
developed its analog warfarin as a rodenticide 
but was used as an anticoagulant in humans in 
the 1950s [136].
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34.5 Concluding Remarks 

Despite being an elaborate and time-consuming 
process, drug discovery has progressed well, 
leading to the discovery of several life-saving 
drugs. Several approaches like PDD, TDD, and 
SDD have been applied to arrive at such success-
ful and challenging discoveries. However, more 
efforts are required to fully exploit the potential of 
drug discovery using robust computational chem-
istry and modern techniques. Drug discovery 
aims to identify safer and more efficacious drugs 
that can make global health care affordable and 
efficient. Unlike TDD, PDD does not rely on 
validating a specific target. This approach has 
provided several first-in-class drugs that have 
made us understand unanticipated mechanisms 
of action and improved patient quality of life. 
Although TDD has a high potential in terms of 
time and cost reduction compared to PDD, the 
latter has the advantage of unraveling the com-
plex unknown biology that may provide solutions 
for unmet medical needs in the long run. 
Although many drugs have been discovered by 
a serendipitous approach that encourages 
researchers to change the focus to effective 
results, such discoveries may be less acceptable 
in the future due to unaffordable costs coupled 
with stringent guidelines for drug approvals. 
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Abstract 

Developing a molecule into a new drug for 
safe and effective human use is a complex, 
time and resource-consuming process requir-
ing collaboration of multidisciplinary experts. 
The nonclinical assessment of new drugs is an 
integral part of the drug development process 
providing a stepwise characterization of a 
pharmaceutical to support different phases of 
clinical development. The objectives of the 
nonclinical program are synchronized with 
the clinical development of drug candidates, 
ranging from providing a basis for selecting 
doses for first-in-human (FIH) trials to 
informing clinical monitoring of potential 
adverse effects. The overall aim is to translate 
data from in vitro and/or in vivo systems into 
an understanding of the risk to the intended 

patient population. A typical nonclinical pro-
gram encompasses studies to evaluate pharma-
cology, pharmacokinetics, general toxicology, 
genetic toxicology, reproductive and develop-
mental toxicology, carcinogenicity, and spe-
cial toxicities if any. However, nonclinical 
programs to support the development and 
approval of drugs vary with the therapeutic 
indication, patient population as well as 
molecular size of the drug (small molecules 
vs biotherapeutics). ICH guidance provides a 
strategic framework for a minimum standard 
for the nonclinical program in support of clini-
cal development across the various regulatory 
bodies. This chapter highlights the pertinent 
points to consider for the conduct of nonclini-
cal studies in accordance with current guid-
ance recommendations. 
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35.1 Introduction 

Drug development is an arduous, expensive, and 
challenging process with intricacies at each step. 
It involves concerted efforts from experts in all 
disciplines to bring a drug candidate from

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_35&domain=pdf
mailto:Anup.Srivastava@fda.hhs.gov
mailto:Geeta.Negi@fda.hhs.gov
https://doi.org/10.1007/978-981-99-1284-1_35#DOI


laboratory to market. Safety issues are considered 
one of the foremost causes of attrition in all stages 
of drug development with the majority of safety-
related attrition occurring before the first-in-
human (FIH) studies [1]. The cost of bringing a 
new drug to market from 2010 to 2022 varied 
from around $161 million to $4.54 billion with 
an average cost of $2 billion [2, 3]. This process 
encompasses drug discovery, nonclinical 
studies and clinical trials, regulatory filings, and 
post-marketing surveillance. The Center for Drug 
Evaluation and Research (CDER) of the US Food 
and Drug Administration (FDA) approved 
50 novel therapeutics in 2021 as compared to 
53 approvals in 2020 (Fig. 35.1) [4]. The 5-year 
average approval by CDER is around 51 drugs 
per year. Of all the 50 therapeutics approved by 
CDER in 2021, 36 are small molecules and 14 are 
biologics/biotherapeutics. Based on therapeutic 
areas, oncology drugs accounted for maximum 
new approvals with 15 (30%) followed by neu-
rology drugs being a distant second with 5 (10%) 
new approvals, and infectious diseases and car-
diovascular diseases were tied for the third spot 
with 4 (8%) approvals each (Fig. 35.2) [4]. 
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Fig. 35.1 List of new drugs approved by FDA’s Center for Drug Evaluation and Research (CDER) since (1993) [4] 

Nonclinical and clinical development of drug 
candidates are closely intertwined from the early 
first-in-human (FIH) studies through the applica-
tion for marketing authorization. The main objec-
tive of the nonclinical program is to characterize 
the safety of drug candidates to support specific 
phases of clinical drug development as shown in 

Table 35.1 (for small molecules) and Table 35.2 
(for biotherapeutics). Generally, these studies 
(1) identify potential target organs of toxicity 
and potential reversibility following cessation of 
dosing; (2) identify minimum recommended start 
dose (MRSD) and maximum recommended 
human dose (MRHD) for first-in-human (FIH) 
clinical studies and subsequent dose-escalation 
schemes; (3) identify safety parameters for clini-
cal monitoring; and (4) determine toxicity 
endpoints not amenable to an evaluation in clini-
cal studies such as genetic toxicity, reproductive 
and developmental toxicity, and carcinogenicity 
which are included in the product label. The 
objective of this chapter is to provide an overview 
of the pivotal nonclinical programs in the drug 
development process. However, given the scope 
and complexity of the topic, this chapter only 
highlights selected aspects of the typical nonclin-
ical safety testing paradigm to support the regis-
tration of new pharmaceuticals. Several specific 
topics and related ICH and FDA guidance are 
discussed in greater detail elsewhere in this vol-
ume as indicated by the specific chapter number 
at appropriate places in the present chapter. 

35.2 Guidances for Conducting 
Nonclinical Studies 

Nonclinical safety characterization of drug 
candidates is generally required by regulatory



agencies, but the specific guidelines for the con-
duct of these studies vary widely by region. There 
was a global effort in the 1990s to standardize 
nonclinical testing and this led to the formation of 
a compendium of harmonized guidance produced 
by the International Conference on 
Harmonization (ICH). The ICH guidelines have 
been categorized in four groups with a specific 
topic code assigned to each group: Quality (Q), 
Efficacy (E), Safety (S) and Multidisciplinary 
(M) guidelines [5]. The ICH guidance “M3 
(R2) Nonclinical Safety Studies for the Conduct 
of Human Clinical Trials and Marketing Authori-
zation for Pharmaceuticals (2010)” is the master 
guidance that recommends a basic framework of 
nonclinical studies to support each phase of clini-
cal development [6]. Similarly, guidance ICH “S6 
(R1) Preclinical Safety Evaluation of 
Biotechnology-derived Pharmaceuticals” 
recommends the appropriate nonclinical safety 

studies for the safety evaluation of 
biotechnology-derived pharmaceuticals 
(biotherapeutics). However, the timing of the 
nonclinical studies relative to the clinical devel-
opment of biotherapeutics is provided by M3 
(R2). 
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Fig. 35.2 CDER new drug approvals based on therapeutic areas. Indications that include multiple disease areas are 
classified under one category [4] 

For anticancer pharmaceuticals intended to 
treat patients with advanced cancer, the ICH guid-
ance “S9 Nonclinical Evaluation for Anticancer 
Pharmaceuticals” describes the type and timing of 
nonclinical studies in relation to the development 
of anticancer drugs in patients with advanced 
cancer and references other guidance as and 
when required. The ICH S9 applies to small 
molecules and biotherapeutics. Of note, ICH M3 
(R2) or ICH S6 guidance, as applicable, remains 
the primary guidance for guiding the develop-
ment of therapies intended for nonterminal 
non-cancer indications, cancer prevention, treat-
ment of symptoms or side effects of



chemotherapies, studies in healthy volunteers, 
vaccines, radiopharmaceutical or cellular or gene 
therapy [7]. 

582 A. K. Srivastava and G. Negi

Table 35.1 General nonclinical program for development of small molecules 

Pre-phase 1 Pre-phase 2 Pre-phase 3 Pre-marketing 

Pharmacology (ICH S7A) 
Safety pharmacology (ICH 
S7A, S7B) 
PK: Basic ADME studies 
such as in vitro and in vivo 
metabolism, and protein 
binding (ICH S3A) 

PK: Complete ADME 
studies (ICH S3A) 

Single-dose or short-term 
(2-week or 4-week) toxicity 
studies in 2 species (rodent 
and non-rodent) to support 
duration of a clinical trial 
(ICH M3(R2)) 

Repeat-dose toxicity 
studies in 2 species to 
support dose/duration of 
Phase 2 clinical studies 
(ICH M3(R2)) 

Chronic toxicity 
studies: 6-month in 
rodent and 9-month in 
non-rodent (ICH S4A, 
ICH M3(R2)) 

Toxicity specific 
mechanistic study 

In vitro genetic toxicity: gene 
mutation to support single-
dose FIH trial and 
chromosomal damage in 
mammalian system to support 
repeat-dose clinical trials 
(ICH S2A, S2B) 

Complete battery of 
genetic toxicity studies 
(ICH S2B, ICH M3(R2)) 

Male and female 
fertility study (ICH 
S5A) 
Embryofetal 
development study 
(ICH S5A) 

Carcinogenicity study is 
dependent on duration of 
clinical dosing, patient 
population and other 
biological activities of the 
product (ICH S1A) 

Local tolerance (part of acute 
toxicity studies (ICH M3 
(R2))) 

Pre- and post-natal 
development and offspring 
fertility study (ICH S5A) 

Phototoxicity (initial 
assessment of phototoxic 
potential if required) 

Complete phototoxic 
assessment (if required) 
(ICH M3 R2) 

Immunotoxicity (part of 
standard toxicity studies) 
(ICH S8, ICH M3 (R2)) 

Complete 
immunotoxicity 
assessment (if required) 
(ICH S8) 

European Medicine Agency (EMA) “Guide-
line on strategies to identify and mitigate risks 
for first-in-human and early clinical trials with 
investigational medicinal products” was adopted 
by CHMP (Committee for Medicinal Products for 
Human Use) on July 20, 2017 [8], and aligns with 
ICH M3(R2), S6(R1) and S9 guidance. This 
guidance refers to ICH M3(R2), S6(R1) and S9 
for the design of safety pharmacology, 
PK/ADME, and toxicity studies. In addition, 
ICH experts developed a series of Questions and 
Answers to facilitate the implementation of the 
M3(R2) and S9 Guidance [6, 9]. 

35.3 General Considerations 
for the Conduct of Nonclinical 
Studies to Support Clinical 
Studies 

35.3.1 Pharmacology 

These studies consist of primary pharmacody-
namic (PD), secondary pharmacodynamic, and 
safety pharmacology studies with “lead drug can-
didate”. Generally, primary PD studies demon-
strate the mechanism of action, the binding 
affinity of a drug candidate to desired therapeutic 
targets in different species, and the in vivo effi-
cacy of a drug candidate in various animal disease



models. PD activity is evaluated using in vitro 
and/or in vivo assays. These in vitro assays are 
designed to determine receptor occupancy, recep-
tor affinity, and/or pharmacological effects in 
humans and other species, thus, assisting in the 
selection of relevant animal species for in vivo 
toxicity studies. In vivo studies elucidate the 
mechanism of action, assess pharmacological 
activity, and justify the proposed use of 
biotherapeutic in clinical studies [10]. 
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Table 35.2 General nonclinical program for development of biotherapeutics 

Pre-phase 1 Pre-phase 2 Pre-phase 3 Pre-marketing 

Pharmacology studies to support 
rationale and selection of relevant 
species (ICH S6) 

Toxicity specific 
mechanistic study 

In vitro studies to determine receptor 
occupancy, receptor affinity and/or 
pharmacological effects in humans and 
other species 

Male and female 
fertility study 
parameters evaluated 
in chronic studies 
Embryofetal 
development study 
(ICH S5A)a 

Enhanced pre-and 
post-natal 
development study 
(ePPND) (ICH S5A)a 

Tissue cross-reactivity (TCR) studies Carcinogenicity— 
weight-of-evidenceb 

Safety pharmacology (ICH S7A) 
Single-dose or 2-week study, repeated-
dose studies to support duration of a 
clinical trial (ICH S6/ICH M3(R2)) 

Repeat-dose toxicity 
studies in a relevant 
species to support Phase 
2 study. 

Chronic toxicity 
studies (up to 6-month) 
in relevant species. 
(ICH S6) 

Absorption and distribution (ICH S6) 
Immunogenicity (part of repeat-dose 
studies) (ICH S6) 
Local tolerance with intended clinical 
formulation (part of general toxicity 
studies) (ICH S6) 
a If drug candidate is pharmacologically active in both rodents and rabbits, then embryofetal development (EFD) toxicity 
studies should be conducted in both species, unless embryofetal lethality or teratogenicity has been identified in one 
species. If drug candidate is pharmacologically active only in non-human primates (NHPs), then an enhanced PPND 
(ePPND) study with dosing from gestation day (GD) 20 to birth could be considered, rather than separate EFD and/or 
PPND studies. Generally, ePPND study could be conducted in parallel to Phase 3 clinical study and its report could be 
submitted at the time of marketing application, provided there are adequate measures to prevent pregnancy in women of 
childbearing potential (WOCBP) 
b Generally, weight-of-evidence (WoE) approach is considered for biotherapeutics carcinogenicity assessment. If WoE 
does not suggest carcinogenic potential, then no additional nonclinical testing is recommended. However, if WoE 
suggests carcinogenic potential, then sponsor could propose additional nonclinical studies to mitigate the concern, or the 
label should clearly highlight this concern 

Secondary PD studies investigate the mode of 
action and/or effects of drug candidates that are 
not related to their desired therapeutic target and 
are considered as “off-target” effects usually 
associated with small molecules. In contrast, as 
biotherapeutics are selected based on their high 

specificity to the therapeutic target, secondary PD 
studies evaluating off-target effects are not rou-
tinely conducted [11, 12]. 

Safety pharmacology studies identify undesir-
able PD effects of drug candidates on specific 
physiological functions that may be clinically 
relevant. The core battery of safety pharmacology 
studies consists of the cardiovascular, central ner-
vous system and respiratory system assessment 
and these are generally standalone studies for 
small molecules. However, for biotherapeutics, 
standalone safety pharmacology studies are not 
required because these are more target specific 
and therefore, safety pharmacology parameters 
could be incorporated into the general toxicity 
studies [13]. Supplemental safety pharmacology



studies are recommended when the core battery 
safety pharmacology studies are not able to 
address all the concerns associated with the drug 
candidate and these studies are conducted on a 
case-by-case basis. 
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35.3.2 Pharmacokinetics 
(PK) and Toxicokinetics (TK) 

For small molecules, PK studies are conducted 
both in vitro and in vivo in multiple species using 
radiolabeled and unlabeled drugs. These studies 
characterize the ADME profile of the drug candi-
date (for details, see Chap. 13). TK is the genera-
tion of PK data in toxicity studies and is used in 
the interpretation of toxicity findings and their 
relevance to clinical safety in humans. In addi-
tion, in vitro metabolic and plasma protein-
binding data in animals and humans should be 
evaluated prior to Phase 1 studies [14]. Further, 
extensive PK characterization in test species and 
in vitro data relevant to potential drug interactions 
should be available prior to Phase 3 clinical stud-
ies. PK data can be used to compare human and 
animal metabolites and can determine if addi-
tional testing is warranted. Additional nonclinical 
characterization of a human metabolite is only 
warranted when the particular metabolite(s) is 
observed at exposures greater than 10% of total 
drug-related exposure at steady-state and at dis-
proportionately higher levels in humans than in 
any of the animal test species. Metabolite charac-
terization studies should be conducted to support 
Phase 3 clinical studies [15]. 

In contrast, limited ADME characterization is 
required for biotherapeutics because these are not 
metabolized by cytochrome P450 enzyme 

system, unlike small molecules. Instead, these 
are catabolized into small peptides and amino 
acids that may be either excreted or reused for 
protein synthesis. PK/TK profile of 
biotherapeutics is characterized in a relevant ani-
mal species via the route of administration rele-
vant to the anticipated clinical studies [16]. 

Table 35.3 Recommended duration of repeat-dose toxicity studies to support marketing 

Duration of clinical study Rodent Nonrodent 

Up to 2 weeks 1 month 1 month 
>2-weeks to 1 month 3 months 3 months 
>1 month to 3 months 6 months 6 months 
>3 months 6 months 9 months 

Adopted from ICH M3R(2) [5] 

35.3.3 Toxicity Studies 

Toxicity studies form an integral part of the non-
clinical drug development program for both small 
molecules and biotherapeutics. It includes acute 
to chronic toxicity studies, reproductive toxicity 
studies, genotoxicity studies, carcinogenicity 
studies, and special toxicity studies such as 
immunotoxicity, phototoxicity, local tolerance, 
and juvenile toxicity studies (for details, see 
Chaps. 5–8). The conduct of definitive nonclini-
cal studies which are utilized for establishing the 
safety characteristics, must be in compliance with 
good laboratory practice (GLP) standards as per 
21 CFR Part 58 [17]. Generally, acute (single-
dose) and repeat-dose toxicity studies are 
conducted in one and/or two relevant species of 
duration equal to or greater than the proposed 
duration of clinical studies (Table 35.3, adopted 
from ICH M3(R2) [6]). In addition, the route of 
administration and dosing regimen in the toxicity 
studies should mimic the clinical study design 
and should characterize the TK profile of the 
drug candidate, when feasible. Recovery period 
is included in study designs of selected repeat-
dose toxicity studies to determine the potential 
reversal or worsening of pharmacological/toxico-
logical effects and/or potential delayed toxic 
effects. For biotherapeutics that induce prolonged



pharmacological/toxicological effects, the dura-
tion of the recovery period should take into con-
sideration the duration of the drug candidate’s 
pharmacological and/or toxicological effects. 
Generally, for FIH studies safety margins are 
calculated based on body surface area or body 
weight (see Chap. 13). 
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Small Molecules Repeat-dose toxicity studies 
with small molecules characterizes the safety pro-
file of drug candidates over the entire dose range 
and duration of the study from no observed 
adverse effect level (NOAEL) up to the maximum 
tolerated dose (MTD). In cases where MTD can-
not be established, a limit dose of 1000 mg/kg/ 
day is considered an acceptable high dose in all 
species, provided that a mean exposure margin of 
tenfold clinical exposure is achieved [6]. How-
ever, if 1000 mg/kg/day does not yield a tenfold 
exposure over clinical exposure and clinical dose 
is over 1 g/day, then the high dose in the toxicity 
studies should be based on tenfold exposure mar-
gin or 2000 mg/kg/day or maximum feasible dose 
(MFD), whichever is lower. Generally, single-
dose and/or repeat dose toxicity studies are 
conducted in relevant rodent and non-rodent spe-
cies to support Phase 1 clinical studies. Acute 
toxicity studies determine the potential target 
organs of toxicity and potential for acute toxicity 
in humans, estimate safe acute doses for humans 
and estimate doses for repeat-dose toxicity stud-
ies, and account for species differences in toxic-
ity. Of note, lethality should not be an intended 
endpoint in acute toxicity studies [6]. However, 
acute toxicity data could be obtained from 
dose-escalation studies or short-duration dose-
range-finding studies that determine MTD in the 
relevant test species [18] (also see, Chap. 5). 

Repeat dose toxicity studies characterize the 
drug’s safety profile following a treatment dura-
tion consistent with the duration of the proposed 
clinical study and the NOAEL identified in these 
studies is used to calculate safety margins for 
proposed clinical doses. Short term studies also 

aid in the selection of appropriate doses for 
chronic toxicity studies. As per ICH S4A, chronic 
toxicity studies employ a dosing period of 
6-months in rodents and 9-months in 
non-rodents (e.g., dogs, monkeys) to determine 
potential target organs of toxicity following 
chronic dosing and reversibility of toxicities fol-
lowing cessation of dosing, determine NOAEL 
for calculating safety margins for clinical studies 
exceeding 3-month treatment duration, and 
determine potential clinical risk to patients in 
long-term clinical studies (Table 35.3) 
[19]. Chronic toxicity studies are typically 
conducted prior to the initiation of Phase 3 clinical 
studies and after efficacy data is obtained from 
Phase 2 proof-of-concept clinical studies. Longer 
duration toxicity studies often result in the emer-
gence of new safety signals that could be clini-
cally monitored in Phase 3 studies involving a 
significantly large number of diseased patients 
relative to earlier clinical studies (see Chap. 20). 

Biotherapeutics Selection of pharmacologically 
relevant animal species plays a critical role in 
toxicity evaluation of biotherapeutics as it helps 
in predicting acceptable risks and expected 
toxicities in humans. A biotherapeutic is consid-
ered pharmacologically relevant in a particular 
animal species when the expression of the target 
antigen or epitope or orthologous drug receptor 
and tissue cross-reactivity profile of a 
biotherapeutic in that animal species is similar to 
humans [20–22]. 

Single-dose toxicity studies provide informa-
tion regarding dose-related systemic and/or local 
toxicity and help in the selection of doses for 
repeat-dose toxicity studies. These studies could 
potentially be used to evaluate safety pharmacol-
ogy parameters of biotherapeutics. Generally, 
repeat-dose toxicity studies in at least one 
pharmacologically relevant species are 
recommended to support the clinical studies. If 
the biotherapeutic is pharmacologically active in 
2 relevant species (one rodent and one



non-rodent), then at least short-term (up to 
1 month) general toxicity studies are conducted 
in both species. If the toxicity findings from short-
term studies are “similar” or these findings are 
attributed to the well-understood mechanism of 
action of the biotherapeutic, then longer-term tox-
icity studies (chronic studies up to 6 months treat-
ment duration) in one species are usually 
considered sufficient. Rodent species should be 
considered for chronic studies unless there is a 
scientific justification for using non-rodents. If a 
drug candidate is pharmacologically active in 
only one species, then the general toxicity studies 
should be conducted in single relevant species 
[23]. In cases where there are no pharmaco-
logically relevant species, the use of relevant 
transgenic animals engineered to express the 
human target antigen, or the use of homologous 
proteins could be considered. The success of 
using a transgenic animal model expressing 
human target antigen for safety evaluation relies 
on the extent to which the antigen-antibody inter-
action has PD effects similar to those expected in 
humans. Although the use of homologous 
proteins may yield useful information, there 
could be significant differences in homologous 
protein and clinical product in terms of their 
production process, range of impurities/ 
contaminants, PK, and exact pharmacological 
mechanisms, and this approach could substan-
tially add to the cost of product development. In 
instances where transgenic animal models or 
homologous proteins could not be possibly 
used for safety evaluation, a limited repeat-dose 
toxicity study of ≤14 days duration in a single 
species could be conducted to evaluate func-
tional endpoints (e.g., cardiovascular and respi-
ratory). Interestingly, surrogate antibodies have 
been previously used for the evaluation of devel-
opmental and reproductive toxicity (DART) 
studies’ endpoints and licensure of monoclonal 
antibodies such as infliximab and efalizumab 
[20, 24]. 
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The toxicity of biotherapeutics is most often 
related to their targeted mechanism of action and 
is manifested as “exaggerated or excessive phar-
macology”, also referred to as “on-target toxic-
ity”. High-dose selection for biotherapeutics 

involves PK-PD approaches that identify (1) a 
dose that provides maximum intended pharmaco-
logic effect in preclinical species and (2) a dose 
that provides approximately tenfold exposure 
multiples over the maximum systemic exposure 
to be achieved in clinical studies. The higher of 
these two doses is selected for the high-dose 
group in toxicity studies unless there is an ade-
quate justification for using a lower dose (e.g., 
maximum feasible dose). Toxicity studies are 
designed to identify a NOAEL which is used to 
calculate safety margins for the proposed clinical 
doses. Toxicity studies with biotherapeutics may 
result in the formation of anti-drug antibodies 
(ADA) which may affect the PK/PD parameters, 
incidence and/or severity of adverse effects, com-
plement activation, or appearance of new 
toxicities related to immune complex formation 
and deposition. Although the formation of ADAs 
in animals is not predictive of potential immuno-
genicity in humans, the impact of the ADAs on 
the validity of the study results should be 
evaluated. 

35.3.4 Genotoxicity Studies 

Nonclinical drug development involves a com-
prehensive assessment of genotoxic potential of 
small molecule drug candidates. Genotoxicity 
studies consists of a standard battery of in vitro 
and in vivo assays because no single assay is 
capable of detecting all relevant genetic damage 
induced by drug candidates. ICH S2R1 
recommends two options for the standard test 
battery [25]. The first option includes (1) a test 
to detect gene mutation in bacteria (Ames assay); 
(2) an in vitro cytogenetic test to detect chromo-
somal damage (by either in vitro metaphase chro-
mosome aberration test or in vitro micronucleus 
test), or an in vitro mouse lymphoma Tk gene 
mutation assay; and (3) an in vivo micronucleus 
assay or chromosomal aberrations in metaphase 
cells to detect chromosomal damage. The second 
option includes (1) a test to detect gene mutation 
in bacteria (Ames assay); (2) An in vivo assess-
ment of genotoxicity in two different tissues, 
usually an assay for micronuclei in rodent



hematopoietic cells and a second in vivo assay. 
The second in vivo assay is typically a DNA 
strand breakage assay in the liver, or it could 
potentially use other tissues with adequate justifi-
cation. A gene mutation assay in bacteria (Ames 
test) should be conducted prior to FIH Phase 
1 clinical study and a negative Ames test is con-
sidered sufficient to support all single-dose clini-
cal studies. To support repeat-dose clinical 
studies, genotoxicity assays capable of detecting 
chromosomal damage in mammalian systems 
should be completed. Overall, the standard bat-
tery of genotoxicity studies should be completed 
prior to Phase 2 clinical studies. Negative results 
in the standard battery provide adequate evidence 
of safety regarding the genotoxic potential of the 
tested drug candidates. However, drug candidates 
that test positive in the standard test battery, 
depending on their therapeutic use, may require 
more extensive testing and are considered poten-
tial human carcinogens and/or mutagens. 
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In contrast, genotoxicity studies are not 
required for biotherapeutics as these are not 
expected to pass through the cellular and nuclear 
membranes of intact cells due to their large size 
and interact directly with DNA or other chromo-
somal material (For more information, see 
Chap. 7). 

35.3.5 Reproductive 
and Developmental Toxicity 

Reproductive toxicity testing of pharmaceuticals 
in animals is critical to the progression of clinical 
development. Testing of pharmaceuticals for 
potential human reproductive or developmental 
risk presents a complex phase of drug develop-
ment because of the inherent complexity of the 
reproductive lifecycle. Following the thalidomide 
tragedy in 1960s, several safety testing 
procedures have been introduced for evaluating 
the potential reproductive toxicities of drugs. The 
first set of regulations was issued by US FDA in 
1966 describing a series of animal studies 
entailing all stages of reproduction and 

development including general fertility and 
embryofetal development and extending to peri-
and post-natal development [26]. Subsequently 
with the establishment of ICH, a harmonized 
guidance for reproductive safety assessment was 
finalized in 1993 and has been implemented by 
several regulatory agencies besides FDA, EMA 
and Japan. The guidance has gone through sev-
eral rounds of iterations since then to align it with 
the rapidly emerging new science. The current 
version of ICH S5(R3) Detection of developmen-
tal and reproductive toxicity for human 
pharmaceuticals (Feb 2020), also provides the 
flexibility of utilizing in vitro, ex vivo and 
non-mammalian in vivo assays under limited 
circumstances [27]. 

The complexity of the reproductive cycle 
makes it very difficult to design a single nonclini-
cal study to accurately depict the effects on each 
phase in a reproductive cycle. Therefore, to obtain 
a panoramic assessment of all phases of reproduc-
tion, the complexity of the reproductive cycle is 
divided into individual components which can 
then be studied individually or together. ICH S5 
(R3) guidance describes a testing strategy to 
ensure drug exposure through critical periods of 
development and assess immediate as well as 
latent adverse effects. The following studies 
have been recommended in the guidance (1) Fer-
tility and initial embryofetal development study 
in one species, usually in rats (2) Embryofetal 
development studies in two species, usually rats 
or mice and rabbits and (3) Pre-and post-natal 
development study in one species, usually in 
rats (also, see Chap. 6)  [27]. For biotherapeutics, 
the need for developmental and reproductive tox-
icity studies is guided by product specific 
attributes, clinical indication and intended patient 
population while the study design is guided by 
factors such as species specificity, immunogenic-
ity, biological activity, and long half-lives [16]. 

The timing of reproductive assessment as 
described in ICH M3(R2) guidance should be 
consistent with the study population being 
exposed. Generally, men and women of 
non-childbearing potential can be enrolled in



Region Supporting nonclinical studies

phase 1 and phase 2 studies without the need for a 
dedicated animal fertility study as long as there 
are no concerns identified in the reproductive 
organs in the repeat dose studies. For the inclu-
sion of women of childbearing potential 
(WOCBP) in early trials, the nonclinical 
requirements differ among different regions 
(Table 35.4). US FDA does not require an 
embryofetal development study if there are appro-
priate provisions in place to prevent pregnancy in 
the clinical study. In the EU and Japan, however, 
WOCBP may be enrolled in clinical studies in the 
absence of embryofetal developmental studies only 
for a short duration (e.g., 2 weeks) or if such data is 
available from a preliminary study, then WOCBP 
can be studied in a trial of up to 3-months duration. 
Prior to initiation of a large-scale clinical trial (for 
example, phase 3), fertility study as well as 
embryofetal development studies are required to be 
completed to support the enrollment of men and 
women of childbearing potential in the trial. The 
timing of pre- and post-natal development study is 
consistent across ICH regions and is required at the 
time of submission of marketing application [28]. 
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Table 35.4 Nonclinical studies supportive of WOCBP enrollment in different regions 

Clinical 
phase 

United 
States 

Phase 
1 and 2 

WOCBP can be enrolled without conducting embryo-fetal development studies with the 
provisions of use of highly effective methods of contraception to prevent pregnancy 

Phase 3 Female fertility study and embryo-fetal development studies 
European 
Union 

Phase 
1 and 2 

Embryo-fetal development studies 

Phase 3 In addition to embryo-fetal development studies, assessment of female fertility 
Japan Phase 1–3 Female fertility and embryo-fetal development studies 

Adopted from ICH M3R(2) [5] 

These studies are conducted with the primary 
purpose of identifying risk of reproductive and 
developmental effects by integrating the informa-
tion from pharmacology, pharmacokinetics and 
toxicology studies as well as data from clinical 
studies. Our understanding of the relevance of 
reproductive toxicities for human risk assessment 
continues to evolve but significant progress is still 
needed to improve the predictivity of animal 
findings. The use of several alternative methods 
for assessing potential reproductive toxicities in 
drug discovery and development has advanced 

significantly in the recent past and has started 
the ball rolling for the qualification and integra-
tion of alternative testing approaches for the 
detection of reproductive toxicities. Robust vali-
dation data will expedite this shift towards a new 
paradigm by minimizing variance, bias, and the 
potential for false-positive and false-negative 
results [29, 30]. 

35.3.6 Carcinogenicity 

Rodent carcinogenicity studies are a crucial part 
of the clinical development of new chemical 
entities mainly due to the inherent limitations of 
clinical trials in assessing human risk during the 
course of drug development. Animal testing is 
one of the principal mechanisms for identifying 
drugs with a carcinogenic potential prior to expo-
sure in a broader population. Prior to the ICH 
harmonization process in 1991, different regu-
latory bodies had region-specific requirements 
for carcinogenicity testing of pharmaceuticals. 
The first ICH Harmonized Guideline for the 
standardization of regulatory expectations for car-
cinogenicity studies was finalized in 1995 
[31]. Currently, there are three ICH Guidelines, 
namely S1A the Need for Long-term Rodent 
Carcinogenicity Studies of Pharmaceuticals 
(1995), S1B(R1) Testing for Carcinogenicity of 
Pharmaceuticals (2022), and S1C(R2) Dose 
Selection for Carcinogenicity Studies of 
Pharmaceuticals (2008) providing 
recommendations on appropriate strategies for 
testing the carcinogenic potential of 
pharmaceuticals intended for human use [31–33].
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Carcinogenicity potential assessment gener-
ally takes place later in the drug development 
cycle for small molecule drugs for chronic 
human administration. Per ICH S1, for the drugs 
whose expected human-use profile involves 
administration for at least six months or drugs 
intended to be used intermittently but repeatedly 
in the treatment of a chronic or recurrent disease 
such as depression, anxiety or allergy, these stud-
ies are generally conducted in parallel with phase 
3 and are submitted with the marketing applica-
tion. In cases where drugs are intended for life 
threatening or severely debilitating diseases, these 
studies are often conducted post-approval to 
accelerate the market availability of drugs for 
such serious conditions. There are instances 
where such studies may not be required at all, 
such as for drugs intended for the treatment of 
advanced systemic disease where life expectancy 
is short. Early assessment of carcinogenicity 
potential in advance of phase 3 clinical trials 
may be necessary if a cause of concern for poten-
tial carcinogenic effects has been identified based 
on the drug class or based on the signal for 
genotoxicity or short-term toxicity studies. One 
such example is peroxisome proliferation– 
activated receptors (PPARs) agonists. PPAR acti-
vation has been associated with a high prevalence 
of neoplasms necessitating rodent carcinogenicity 
data to be submitted to the US-FDA before 
initiating chronic clinical studies. 

A standard battery of carcinogenicity testing 
consists of two-year rat and mouse studies. Alter-
natively, a 2-year study may be conducted only in 
rats and complemented with a 6-month transgenic 
mouse assay (these are described in detail in 
Chap. 8). Since the carcinogenicity studies with 
new agents are conducted to meet regulatory 
requirements for approval, compliance with 
applicable GLP regulations is an essential prereq-
uisite. The Carcinogenicity Assessment Commit-
tee (CAC) was created within US FDA in 1991 to 
ensure consistency in standards among the FDA’s 
review divisions by reviewing the carcinogenicity 
protocols as well as the final study outcomes 
[34]. The animal carcinogenicity study protocols 
are submitted and reviewed under a Special Pro-
tocol Assessment (SPA) to assess whether they 

are adequate to meet scientific and regulatory 
standards. ICH S1C guidance addresses the dose 
selection criteria for such studies establishing a 
rational basis for the high dose selection [32]. His-
torically maximum tolerated dose (MTD) has 
been used as a basis of dose selection to maximize 
the sensitivity of the study. Besides MTD, doses 
for rodent carcinogenicity studies can be selected 
based on pharmacokinetic endpoints (25-fold and 
50-fold rodent: human AUC exposure ratio for 
2-year rodent and 6-month rasH2-Tg mouse study 
respectively), saturation of absorption; pharmaco-
dynamic endpoints (e.g., inhibition of hemosta-
sis); maximum feasible dose (e.g., due to limited 
solubility); and limit dose. 

Unlike small molecules, standard carcinoge-
nicity testing is considered inappropriate for 
biotherapeutics. An assessment of carcinogenic-
ity potential should be conducted on a case-by-
case basis, with regard to pharmacologic activity, 
intended patient population and treatment dura-
tion. If any potential for risk is identified from the 
existing nonclinical and clinical data, in vitro and 
in vivo studies in relevant experimental systems 
and/or assessment of cellular proliferation in 
chronic toxicity studies may be considered. ICH 
S6(R1) guidance also describes a weight-of-evi-
dence (WoE) based approach for evaluating the 
carcinogenic potential for biotherapeutics by 
integrating data from target biology/pharmacol-
ogy, toxicology including immunotoxicity or rel-
evant data from literature [16]. If the integrated 
evidence suggests conducting a rodent study is 
unlikely to add further value to the overall carci-
nogenicity assessment, then the rodent carcinoge-
nicity studies may not be warranted. 

The carcinogenicity studies are not only 
amongst the most challenging studies during the 
drug development cycle but are also the longest 
and most expensive studies requiring 600 to 
800 animals per study. The debate around the 
value of rodent carcinogenicity studies has gained 
traction in recent years due to questionable 
human relevance of these studies 
[35, 36]. Although these rodent studies have 
provided a sensitive method for detecting a 
human carcinogen, poor human specificity has 
limited their predictivity for human risk. Both



false negative (e.g cigarette smoke) and false 
positive (e.g., cetirizine, loratadine, doxylamine) 
cases observed in the standard cancer hazard test-
ing paradigm have severely complicated the suc-
cessful extrapolation of human carcinogenic 
hazards from rodent bioassays. Lately, the three 
Rs (reduce/refine/replace) principle has 
encouraged several changes within regulatory 
toxicology testing, especially for carcinogenicity 
testing. WoE based integrative approach for 
evaluating the carcinogenic potential for 
biotherapeutics was extended to all 
pharmaceuticals with the recent addendum in 
ICH S1B(R1) [33]. Paradigm shifting alterna-
tive methods are being pursued vigorously to 
move the focus away from rodent carcinogenic-
ity studies, but as of now, despite several 
limitations and costs, there is no suitable substi-
tute for rodent carcinogenicity studies which 
remain a gold standard to inform clinical 
risks [37]. 
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35.3.7 Juvenile Toxicity 

Until a few decades ago, the drug development 
process lacked safety/efficacy assessment in pedi-
atric population and several drugs with therapeu-
tic benefits to children are not labeled for use in 
this population. The lack of pediatric information 
on drug labels has encouraged the practice of 
off-label use in the field of pediatrics which 
continues to raise several concerns. Scaling 
down an adult dose for pediatric dosing, as cut-
ting the pills in half, may result in changes in 
effectiveness, under/overdosing and unique 
adverse events not identified in adults, such as 
effects on organ systems that are still undergoing 
development in children (i.e., skeletal growth and 
CNS). In 1975 only 22% of the approved drugs 
contained information on pediatric use on the 
drug labels which increased merely to 46% in 
2009 [38]. 

Several scientific, legislative, and regulatory 
initiatives in recent years have promoted the 
practices to generate progressive data to inform 
the use of therapeutics in pediatric populations. In 
the United States, the two most comprehensive 

pieces of legislation which are considered pivotal 
for encouraging pediatric safety assessments for 
pharmaceuticals are the Best Pharmaceuticals for 
Children Act (BPCA) and the Pediatric Research 
Equity Act (PREA). BPCA was enacted in 2002 
to provide a financial incentive to the pharmaceu-
tical industry to conduct pediatric studies volun-
tarily. BPCA offers 6 months of additional 
marketing exclusivity when pediatric safety stud-
ies are performed upon FDA request [39]. PREA 
enacted in 2003 requires that the pharmaceutical 
companies submitting a new drug application 
(NDA) or a biologics licensing application 
(BLA) for a new active ingredient, indication, 
route of administration, dosing regimen or dosage 
form to assess safety and effectiveness in pediat-
ric patients. Both were reauthorized in 2007 for 
five years with the FDA Amendments Act 
(FDAAA) and were subsequently reauthorized 
permanently in 2012 with the FDA Safety and 
Innovation Act (FDASIA) 2012. European Union 
implemented an EU Pediatric Regulation (Reg 
1901/2006/EU 1901/2006), Medicinal Products 
for Pediatric Use in 2007 with similar goals of 
providing a regulatory framework for the devel-
opment of pharmaceutical products and their safe 
and effective use in the pediatric population. 
Although the European Union and United States 
legislation differs in the timing of the pediatric 
development plan, assessment and evaluation 
process, exemptions, and marketing exclusivity 
process, the two regulatory agencies work in a 
collaborative environment to facilitate the effi-
cient development of pharmaceuticals for pediat-
ric use [40]. 

The adoption of pediatric regulations has cer-
tainly increased the number of clinical trials in 
pediatric populations making nonclinical juvenile 
animal studies an essential part of the pediatric 
clinical development plan. US-FDA was the first 
to publish guidance on Nonclinical Safety Evalu-
ation of Pediatric Drug Products in 2006 
providing a general consideration for conducting 
juvenile animal studies. A similar guidance was 
published by the EMA in 2008, Guideline on the 
Need for Nonclinical Testing in Juvenile Animals 
of Pharmaceuticals for Pediatric Indications. The 
ICH S11 Guidance “Nonclinical Safety Testing in



Support of Development of Pediatric Medicines” 
endorsed by ICH Steering Committee in 2014 and 
finalized in 2020, harmonized the 
recommendations across all the ICH regions 
[41]. A foremost objective of juvenile animal 
toxicity studies is to address safety concerns rele-
vant to the intended pediatric population that are 
not adequately addressed in general toxicity or 
reproductive toxicity studies and are impractical 
to be addressed in a pediatric clinical trial. There-
fore, the need for a nonclinical juvenile study 
should be based upon a thorough evaluation of 
the clinical context together with data available 
from nonclinical and clinical studies. An 
integrated assessment of the available data also 
informs the design and timing of juvenile animal 
studies. 

35 Role of Nonclinical Programs in Drug Development 591

Juvenile studies are conceptually too complex 
to have a standardized study design, particularly 
considering the factors involving differences 
among intended patient age, diverse endpoints 
of interest or target organs of toxicities, and tech-
nical limitations. Thus, instead of implementing a 
standardized study protocol, several variations in 
study design can be considered on a case-by-case 
basis. These studies should be designed based on 
a sound scientific rationale and should adequately 
assess the stages of growth and development of 
organ systems of concern. Usually, juvenile stud-
ies are conducted in one relevant species, prefera-
bly rodents. However, when scientifically 
justified, other species may be considered but a 
thorough understanding of organ system develop-
ment compared to humans is critical for designing 
a useful study [42]. In some cases, when the drug 
is intended to treat a chronic disease in children 
only or to be used in children first without any 
prior data in adults, chronic studies may be 
conducted in juvenile animals, in one or two 
species, with dosing initiated at the appropriate 
developmental age. 

The general principles of juvenile toxicity 
studies for biotherapeutics are similar to small 
molecules, but unique characteristics of 
biotherapeutics present some specific challenges 
owing to their high species specificity and immu-
nogenic potential in nonclinical species. The 
selection of species for these studies is often 

limited by target specificity, restricting the selec-
tion to only non-human primates (NHPs) as the 
most suitable species. However, if relevant, rats 
are the preferred species for juvenile studies with 
biotherapeutics. Also, immunogenic response to 
human biotherapeutics in animals may further 
complicate the study design as well as the inter-
pretation of data. In specific circumstances, for 
example, when there are no relevant species, 
alternative approaches may be more appropriate 
such as the use of a surrogate molecule or geneti-
cally engineered mice [43]. 

35.4 Concluding Remarks 

A carefully designed nonclinical strategy 
provides a scientific foundation to guide the suc-
cessful “bench to bedside” transition of drug 
candidates. Preclinical assurance of safety prior 
to exposing humans to new compounds in clinical 
trials derives from in vitro, ex vivo and in vivo 
nonclinical studies which provide a basic under-
standing of the pharmacologic and toxic effects of 
the new pharmaceuticals. Later in the develop-
ment when the stakes are even higher, it is crucial 
that the nonclinical program remains ahead of the 
next clinical progression to higher and/or longer 
exposures in order to identify and characterize 
potential toxicities and their reversibility, identify 
the target organs of toxicity, safety margins at 
clinical doses and identify possible prodromal 
markers for clinical monitorability of the 
identified adverse responses. Several regulatory 
region-specific and harmonized guidances have 
been published to facilitate and accelerate the 
drug development process. The ICH guidance 
on different domains for nonclinical testing 
provides a framework for defining the essential 
elements to support and move forward at various 
stages of development. Although these guidances 
provide a basic framework for the types, timing, 
and extent of data essential for regulatory 
decisions, many development programs require 
a tailored approach. 

The drug development process has evolved 
and expanded rapidly in recent decades resulting 
in clinically significant improvements in several
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therapeutic areas. Pivotal events, unfortunately 
involving some tragic incidents in history, have 
facilitated a roadmap to circumvent the pitfalls of 
the past and opened the door to an era that offers 
the prospect of improved assessment of human 
risk and improved regulatory decision-making. 
Technological advancements, enactment of laws 
and evolution of guidances and their implementa-
tion have also set a high standard for nonclinical 
safety assessment of new pharmaceuticals. The 
area continues to evolve with several alternative 
assays being developed and accepted by the reg-
ulatory bodies to develop safe drugs more quickly 
as well as reduce, and perhaps in the future, 
replace the use of animals. 
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Abstract 

Every year, the success rate of the develop-
ment of new medications covering different 
fields of human health gets more limited. 
This is particularly challenging for conditions 
imposing a substantial impact on the life 
expectancy of patients and the costs related to 
healthcare for subjects and public health. A 
novel approach countering this limitation is 
drug repurposing, which is a term that 
concerns the ability of any given compound 
already on the market to be used in a different 
condition other than the originally intended. 
Drug repurposing has marked a paradigm in 
research and development for the pharmaceu-
tical industry, and currently, several branches 
concentrate on the research of how existing 
drugs could lead to alternative pathways by 
altering other targets. Thanks to the expansion 
of -omics data coming from pharmacology 
research, massive information is gathered in 
specialized databases which could then be 
used in the selection process to find molecule 
candidates for drug repurposing. However, a 
proper selection of compounds is mandatory 

beforehand. In this chapter, I cover the 
generalities of drug repurposing and enlist spe-
cific databases that are advantageous for 
repurposing medications, after which, I pro-
vide readers with a general protocol for the 
evaluation of compounds. Finally, I present 
some examples of successful repurposed 
drugs and their clinical implications. 
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ReDO Repurposing Drugs in Oncology 
SIDER Side Effect Resource 
siRNA Small interfering RNA 
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36.1 Introduction 

The development rate of novel drug candidates 
for treating conditions of critical medical interest 
such as cancer, chronic metabolic diseases, and 
infectious diseases face an important shortage and 
the cost-effective results are poor [1–4]. Indeed, 
even though every year several papers are 
published regarding the in vitro and in vivo eval-
uation of alternative medications, the pathway to 
actually test, use and distribute drugs in human 
diseases is extensive [5]. Besides, due to the rise 
in the longevity of the population, which implies 
an increasing trend of both prevalence and inci-
dence of such diseases year by year, as well as the 
fact that some subjects do not respond appropri-
ately to compounds routinely in use [6, 7], it is 
required to implement a different therapeutic 
approach to secure the treatment of patients. In 
this setting, drug repurposing has gained attention 
as an alternative for covering the limited success 
of compounds across all medical fields. 

Drug repurposing (DR) is a process in which 
any clinically available compound, whose target 
and mechanism of action is known, is used for a 
different indication other than the initially 
intended purpose, hence the term “repurposing” 
[8]. By following a DR approach, pharmaceutical 

companies and the health care system ensure the 
reduction in research and development (R & D) 
costs of compounds, and because the pharmaco-
kinetic, pharmacodynamic, and toxicology 
profiles are well known, less time is required to 
make the product available for patients [9]. The 
traditional drug discovery process is laborious, 
involving around 10 to 20 years of research and 
~US$2.7 billion in investments, and up to 90% of 
the candidate drugs fail to enter the market 
because of limited efficacies and undesired sec-
ondary effects [5, 10]. Therefore, most experi-
mental drugs fail when they are tested on human 
beings, particularly in clinical phases II and III 
[11]. However, DR reduces R & D by up to 5 to 
7 years, and the cost could be less than 10% of 
that required for novelty drugs, which altogether 
makes repurposable compounds more attractive 
and a safer investment for R & D [12]. 

The rigorous R & D process in drug develop-
ment is highly time-consuming, and the final 
implementation of any novel compound involves 
a high risk for investors in the pharmaceutical 
industry. Knowing this possibility, the implemen-
tation of DR protocols provides users with a 
better management option for each compound. 
Thus, the key objective of this chapter is to pro-
vide readers with the basic information about 
biomedical research involving the DR strategy. 
In particular, I will show how to design a protocol 
covering pre-clinical and clinical phases, starting 
with searching strategies using publicly available 
drug databases. In order to do so, an example of a 
theoretical DR candidate will be described. 

36.2 What Types of Drug 
Repurposing Approaches Exist? 

Historically, successful DR options were first dis-
covered through serendipitous approaches in 
opportunistic situations, when researchers found 
that certain compounds have failed for their pri-
mary intended purpose, but instead had a strong 
potential for evaluation in an alternative disease 
[13, 14]. This DR tactic is called ‘drug rescue’, 
and its best example is the phosphodiesterase-5



e

blocker sildenafil citrate. Sildenafil was originally 
tested for hypertension and angina pectoris 
[15, 16], but Pfizer Inc. used the retrospective 
data collected from volunteers in phase I clinical 
trials and identified its potential for being used in 
erectile dysfunction [13]. Another example is 
tamoxifen, which is a routine therapy for estrogen 
receptor-positive breast cancer patients. A sub-
group analysis in this patient population who 
also suffered from cardiovascular events showed 
efficacy in reducing the risk of an acute coronary 
syndrome [17]. Currently, research focusing on 
the systematic mining of data for drug rescue 
from retrospective studies in resources including 
CancerQuest, NCBI Gene, and UniProt, have 
found secondary uses for other medications. For 
instance, the adenosine deaminase (ADA) inhibi-
tor dipyridamole, which is prescribed for limiting 
the formation of blood clots, after a direct infer-
ence and with the use of logical interactions of the 
drug indications, was found to be a potential 
anticancer agent for acute lymphoblastic leuke-
mia, due to the overexpression of ADA in this 
pathology [16]. 
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Another resource to find DR candidates is 
polypharmacology, which is defined as the poten-
tial of any given compound to have multiple 
targets. This term must not be confused with 
polypharmacy, which is defined as the prescrip-
tion of multiple drugs for the benefit of th  
patient. Polypharmacology has unveiled formerly 
unexpected off-target effects of existing drugs, 
modifying selected pathways and gene families 
of treated cells [18, 19]. The fact that drugs are 
not static molecules, but instead have a highly 
dynamic activity, means that a myriad of 
pathways could be affected by them 
[20]. Polypharmacology implies that one com-
pound is capable of modulating simultaneous cel-
lular pathways, and thus, has more than one 
possible use [19] such as aspirin, which acts as 
antipyretic and analgesic but could be added to 
the treatment regimen against rheumatoid arthritis 
and colon cancer [21]. Indeed, the deep evalua-
tion and understanding of the mechanisms of 
action of medications allow researchers to find 
interesting and unexpected off-target effects, 
even for already commercially available drugs. 

Unlike the traditional model in drug discovery, 
which follows the “one drug-one gene-one dis-
ease” paradigm to focus on one condition while 
avoiding off-target outcomes [19], the multi-
target binding allows researchers to expand the 
impact of the drug [22]. It is a fact that most 
compounds exhibit a wide spectrum of target 
activity, either within the expected mechanism, 
or as a side effect, and this reality could be com-
mercially exploited by pharmaceutical companies 
to maximize the potential uses of the drugs under 
research. However, most of the recent attention in 
the polypharmacology area of DR has relied on 
kinase inhibitors, particularly those from the ser-
ine/threonine and phosphoinositide classes, due 
to their wide effects on malignant cells [21]. In 
complex diseases like cancer and Alzheimer’s 
disease, polypharmacology could also be seen as 
the concomitant treatment with multiple and ver-
satile drugs acting on separated targets from the 
networks that together regulate the disease 
[21, 22]. 

Taken together, DR is useful for preserving the 
work, investment, and generated knowledge 
related to drug candidates, which might be aban-
doned otherwise. In the end, through DR it is 
possible to provide more patients with additional 
and more accessible therapy options for their 
conditions and diseases. 

36.3 Benefits and Limitations 
of Repurposing 

Over the recent years, there has been an increas-
ing trend for launching fewer new molecules for 
treating diseases, following a steep decline of 
~50% for each clinical phase [11]. Additionally, 
average costs related to the R & D of novel 
compounds, especially small molecules and 
targeted therapies in oncology, are expected to 
be on continuous expansion [23]. Instead, DR 
has been gaining a more relevant niche and now-
adays its presence is not negligible. The number 
of both DR and DR database publications has 
been increasing over time in a significant way, 
especially during the last 10 years [24]. Now, 
there have been established multiple startup



enterprises focusing exclusively on DR, and big 
biotech and pharma companies have created spe-
cific branches for researching DR [11]. This has 
led the pharmaceutical industry to invest up to 
10–50% of its total expenditures for R & D solely 
on DR [25]. 
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The execution of DR offers multiple 
advantages over the usual de novo drug develop-
ment, such as decreasing the failure rate in clini-
cal evaluation and surpassing safety analysis in 
preclinical phases, since this information is 
already known [13]. It is estimated that around 
30% of the compounds entering clinical trials 
ultimately can have a new therapeutic use, imply-
ing that even previously unknown DR candidates 
will finish being tested in an alternative condition 
[14]. Also, the costs related to DR are more 
affordable. As a comparison, the reformulation 
of an existing compound could be as 5 times 
more expensive as the relaunching of a 
repurposed drug [18]. Besides, DR has shown 
an attractive use in orphan diseases (ODs), 
defined as conditions present in <1 in 2000 to 
10,000 subjects, where the lack of interest in R & 
D investment is common due to the low profits 
that are expected [12]. The US Food and Drug 
Administration (FDA) even stimulates pharma-
ceutical research for compounds intended for the 
>7000 types of ODs with the application of spe-
cial regulations beneficial for the industry, and 
with the implementation of the Rare Disease 
Repurposing Database [26]. Due to the recent 
COVID-19 pandemic leading to the high demand 
for drug research, the Coronavirus Treatment 
Acceleration Program from the FDA has 
facilitated access to alternative antimicrobial 
therapies also based on DR, including remdesivir 
and nitazoxanide [27], implying that the general 
population is directly benefited from DR under 
situations of global emergency. 

However, DR is not a perfect approach as it 
does not fit equally well for all the compounds. 
As expected, not all diseases disturb tissue 
homeostasis in the same way, thus confounding 
the drug-target interaction for each compound 
and therefore complicating data interpretation if 
reliance is based on a single molecular activity 

profile [18]. The blind confidence in DR without 
further validation is a mistake that must be 
avoided. Based on the fact that the bioactivity of 
the drug-target interaction is already known, we 
could infer and predict further modulations of 
additional targets, but in reality, the mechanism 
of action of any given drug is highly dependent 
on specific contexts and tissues, which under real 
scenarios demands proper corroboration 
[13]. Another aspect that is frequently unex-
ploited by researchers is the intellectual property 
of the drug intended to be repurposed, which 
therefore means that the selected compounds for 
DR must be free of patents beforehand 
[28]. Whether the final formulation of the 
repurposed medication is patented is another 
story; but the pharmaceutical industry could be 
supported by gaining new patents over the novel 
formulation/doses. Plus, certain resources for DR, 
such as -omics databases, contain profiles mostly 
from selected cell lines and they tend to come 
from limited labs and studies [13], complicating 
a generalized application of the compound and 
demanding an initial critical analysis of the ther-
apy options for repurposing. 

36.4 Computational Methods 
to Screen Drugs 
for Repurposing 

The rationale behind DR relies on the complete 
understanding of the mechanisms of action of the 
drug, which includes the targets, interactions, and 
side effects in the subject. The surge of massive 
data coming from cellular and in vivo models has 
prompted the generation of user-friendly 
databases collecting the information related to 
each drug, whose integration employs 
systematized algorithms easing the screening pro-
cess for the DR researcher [29]. This is highly 
valuable because it is estimated that every year 
over two million research papers are published, 
limiting our capacity to critically evaluate new 
data from each compound. However, although 
data from -omics studies are more abundant 
every day, the information generated from the



patients’ physiopathology, and more importantly 
from clinical studies, can still be scarce for some 
novel molecules. 

36 Drug Repurposing: Strategies and Study Design for Bringing Back Old Drugs to the Mainline 599

Many procedures can be followed when 
searching for candidates for repurposing, but the 
most common ones require starting a computa-
tional screening of databases. As explained 
above, multiple specialized databases allow a 
quick and precise pre-selection of drugs 
depending on the interest of the researcher. 
Hence, the screening process using computational 
methods in the form of databases has the most 
relevant role, and they allow us to unveil 
unknown capabilities of compounds [24]. Compu-
tational methods are classically categorized as 
either drug-based or disease-based according to 
the inference methodology [30], but more 
recently network-based databases integrate the 
data more accurately. Additionally, with the evo-
lution of machine learning and deep learning 
unbiased screening algorithms, the analysis and 
prediction of drug-drug interactions and even of 
drug indications has systematically proliferated, 
deserving their own category as well [29]. 

In the next paragraphs, I shall cover the most 
relevant classifications of databases for DR that 
are currently in use, according to the computa-
tional approach employed, and a brief description 
of machine learning and artificial intelligence will 
be covered as well (see Chap. 31). However, for a 
deeper and more detailed description of the 
existing databases, we invite the reader to refer 
to Tanoli et al. and Masoudi-Sobhanzadeh et al. 
[13, 24]. 

36.4.1 Drug-Based Databases 

These repositories are based on three main 
characteristics. First, on chemical similarity, 
where shared chemical features of two different 
drugs are expected to yield similar biochemical 
activity and effectiveness. Second, on molecular 
activity similarity, where the mechanism of action 
of the drug in the biological system, supported by
-omics experiments such as RNAseq or gene 
expression microarrays, creates a signature 

which is then compared against other drugs to 
evaluate their relationship. Third, on the molecu-
lar docking of the compounds, where the goal is 
to identify previously unidentified associations 
between the compounds and their possible 
targets, based on in silico modeling and 
simulations of the physical interactions between 
them using their 3D structures. If the target is 
associated with the physiopathology of a certain 
disease, then the compound could be tested as a 
candidate for DR [18, 30]. 

An example of a molecular activity similarity-
based approach for DR is the Connectivity Map 
project (CMap), which collects experimental 
transcriptomics data from multiple cell types and 
contains >1,500,000 gene expression profiles from 
~5000 small molecule drugs and ~3000 genetic 
reagents [30, 31]. The creators have housed the 
data in the cloud-based user-friendly infrastructure 
named  CMap  and  LINCS  Unified Environment 
(CLUE) (https://clue.io), which depicts a catalog 
of signatures and off-target profiles of each com-
pound [31]. When similar, such signatures could 
represent novel biological connections that can be 
further analyzed by the researcher to build 
relationships between drugs [30, 31]. Importantly, 
in CMap when the user finds a shared connection 
by the compound of interest across several cell 
types, it could imply that the drug aims to share 
core cellular events, such as ribosomal function, 
while cell type-related signature patterns suggest a 
specialized feature of the medication [31]. On the 
other hand, DrugBank (https://www.drugbank.ca/) 
is a comprehensive database that offers, among 
others, basic chemical information about 
>500,000 compounds, their gene and protein 
targets, their 3D structure, and even the pathways 
associated with each drug [24]. This robust 
resource was originally released in 2006 for 
predicting both drug metabolism and interaction. 
With the addition of data from pharmacogenomics, 
pharmacometabolomics, pharmacotranscriptomics, 
and pharmacoproteomics, it now allows users to 
evaluate in silico drug design and molecular 
docking [32]. Plus, DrugBank has its own DR 
tool that facilitates even more compound screening.

https://clue.io
https://www.drugbank.ca/
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36.4.2 Disease-Based Databases 

These types of databases contain mostly gene-
disease associations, but sometimes they can pro-
vide clinical data and expected side effects of the 
therapies applied [15]. 

An example of a disease database is 
DisGeNET (https://www.disgenet.org), which is 
a discovery and versatile platform deeply cover-
ing a collection of genes and their variants related 
to human pathologies, including symptoms, 
comorbidities, and diseases [33]. DisGeNET, 
which originally was implemented as a plugin in 
Cytoscape in 2010, integrates data automatically 
mined from scientific resources such as research 
papers and databases including Orphanet, 
Uniprot, and ClinGen, to provide users with 
Gene-Disease Association (GDA) and Variant-
Disease Association (VDA) information [34]. In 
DisGeNET, several metrics can be used to priori-
tize genotype-phenotype relationships, and both 
the scripts and even an R package are available 
for further evaluation [35]. The most recent 
release of the database as of September 2022 
(V7.0) contains 1,134,942 GDAs, including 
21,671 genes and 30,170 diseases, and 369,554 
VDAs, involving 194,515 variants and 14,155 
diseases. 

Regarding the clinical information, 
ClinicalTrials (https://clinicaltrials.gov) is  
web-based repository supported by the National 
Library of Medicine and the National Institutes of 
Health in the US, that allows almost every type of 
user, such as researchers, health care workers, 
patients and the public in general, access to infor-
mation collected from both private and public 
clinical studies across diseases of human interest, 
including adverse effects of the interventions. 
Launched in 2000, ClinicalTrials informs about 
the registry and the results from initiated, ongo-
ing, and completed clinical studies, either can-
celled or finished at term, but it relies on 
researchers and sponsors for submitting the infor-
mation to the website [36]. ClinicalTrials cur-
rently lists 422,060 studies from the US and 
from 221 countries, of which 77% are interven-
tional, particularly employing drugs or other 
biologics. 

As its name implies, the Side Effect Resource 
(SIDER), which was developed in 2010, is a 
database comprising information about side 
effects extracted from drug labels (http:// 
sideeffects.embl.de). By summarizing the pres-
ence of adverse reactions gathered from 
placebo-controlled clinical trials and both phase 
III and IV trials, SIDER is suitable for text-
mining data, and predicting and elucidating the 
relationship between drug targets and their side 
effects [37]. The most recent version (SIDER 4.1) 
covers by September 2022, 5868 side effects from 
1430 medications generating 139,756 drug-side 
effects pairs, being only 39.9% of the pairs with 
frequency information. Based on the range of 
frequencies of drug-side effect pairs, the resource 
lists 24,562, 16,765, and 11,784 as frequent, 
infrequent, and rare, respectively. 

36.4.3 Network-Based Databases 

Any biological interaction is network-shaped, 
which makes it coherent trying to evaluate the 
DR capacity of compounds taking into consider-
ation not only the drug itself but the disease and 
the possible targets altogether [18]. By under-
standing the biological pathways that are 
implicated in the cellular response of the com-
pound and even of combined treatments, it is 
feasible to comprehend the whole mechanism of 
action and the therapeutic effects of each medica-
tion [13, 38]. These types of databases reduce 
even more the times and costs of the drug R & 
D processes, by executing complex network-
based prioritization methods using multiple 
types of interactions and data [18], and with the 
implementation of models of the effects of 
diseases and therapies under multiple biological 
networks, their potential could be exploited even 
more [38]. An additional useful approach in R is 
to use the SAveRUNNER network-based algo-
rithm for DR, which predicts drug-disease 
associations according to a similarity 
measure [39]. 

As a freely accessible, curated biomedical 
repository, the Biological General Repository 
for Interaction Datasets (BioGRID) integrates

https://www.disgenet.org
https://clinicaltrials.gov
http://sideeffects.embl.de
http://sideeffects.embl.de


gene and protein function and interaction 
networks [40]. BioGRID was launched in 2002 
and it contained data related to both gene and 
protein roles in the development and physiopa-
thology of diseases beyond human origin, acting 
as an integrated cross-species database [40]. In 
2019 there was an update allowing BioGRID 
housing chemical interaction data from the 
DrugBank database, such as chemical-protein 
interactions for human drug targets [41]. The cur-
rent version (4.4.213) includes the data of 
2,537,592 protein and genetic interactions from 
80,848 publications, plus 29,417 chemical 
interactions and 1,128,339 post-translational 
modifications (last checked in September 2022) 
(https://thebiogrid.org). Additionally, the Open 
Repository for Clustered Regularly Interspaced 
Short Palindromic Repeats (CRISPR) Screens 
(ORCS) database, an extension of BioGRID, 
contains data from both human and mouse cell 
lines emerging from CRISPR studies [41]. 
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DrugNet (http://genome.ugr.es:9000/drugnet) 
is a network-based drug-disease database that 
was established using the ProphNet generic 
web-based prioritization method which finds 
associations of interconnected drugs, diseases, 
and proteins using as starting material for the 
integration of heterogeneous data and complex 
networks [18, 24, 38]. DrugNet simultaneously 
employs data from drugs, targets, and diseases, 
and generates networks that prioritize drug-
disease and disease-drug analysis for discovering 
novel drug uses [18, 24]. Thus, DrugNet has 
shown its usefulness for predicting drug-protein 
interactions for polypharmacology purposes 
[18]. DrugNet facilitates the searching job by 
allowing the recovery of results in the form of 
datasheets for further analysis, and every single 
entry is linked to secondary databases such as 
DrugBank and Disease Ontology. 

PATHOME-Drug (http://statgen.snu.ac.kr/ 
software/pathome/) is a recently launched 
subpathway-based polypharmacology DR data-
base, which makes use of drug-related 
transcriptomes to identify subparts of signaling 
cascades from the phenotype that get modified 
upon treatment and incorporates current data 
from approved compounds to enrich the subparts 

[42]. PATHOME-Drug integrates data from com-
prehensive resources such as DrugBank and 
PharmGKB (see Chap. 19) and allows users to 
have access to source codes and data as well. 

Finally, the Kyoto Encyclopedia of Genes and 
Genomes (KEGG) (http://www.genome.jp/kegg/) 
is a highly comprehensive biological pathway 
database that contains information from the target 
pathways of several compounds, as well as their 
interactions in the cell, integrating chemical, 
genomic and systematic functional data [13]. By 
using KEGG it is possible to model signaling 
pathways, where nodes are the representation of 
a given protein or gene, and how they interact 
with each other is presented through edges, which 
are weighted according to the stresses they 
receive, including activation and inhibitory 
signals [43]. The KEGG database holds 
552 pathways from 970,216 references, where 
there could be found 18,966 metabolites and 
other chemical substances, as well as 1289 
disease-related network elements (last checked 
in September 2022). KEGG also holds a drug-
target interaction database termed the KEGG 
Drug Database, which indicates the specific 
node from the pathway that is being affected by 
the drug of interest. The KEGG Drug Database 
covers as of September 2022, 11,965 drugs from 
which 6454 have their targets annotated, and 
1983 of them are linked to FDA drug labels 
(https://www.genome.jp/kegg/drug/). 

36.4.4 Machine Learning and Artificial 
Intelligence Survey 
for Repurposing 

The striking growth of publicly available datasets 
related to signaling in diseases, therapeutics, side 
effects, and possible targets, has demanded the 
development of state-of-the-art methods for 
accelerating DR in an unbiased, systematic, and 
efficient way [44]. By implementing in the 
databases machine learning (ML), deep learning 
(DL), and artificial intelligence (AI) algorithms, 
such as those relying on matrix completion and 
factorization, as well as on network propagation, 
it is possible to systematically identify DR

https://thebiogrid.org
http://genome.ugr.es:9000/drugnet
http://statgen.snu.ac.kr/software/pathome/
http://statgen.snu.ac.kr/software/pathome/
http://www.genome.jp/kegg/
https://www.genome.jp/kegg/drug/


n

candidates from the information related to their 
off-target effects from big data repositories 
[13]. Thus, ML, DL, and AI can be seen as robust 
tools to maximize the recovery and integration of 
data for the DR researcher (also see Chap. 31). 
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The realization that data coming from 
biological networks can be vectorized implies 
that ML unsupervised and supervised algorithms 
are useful to elucidate hidden relationships 
between drugs and targets and to do so, we can 
make use of graph-embedding tools such as net-
work propagation to reduce the dimensional rep-
resentation of graphs while preserving its 
properties and connections [38]. Indeed, after 
finding the information from databases like 
KEGG, DisGeNET, or DrugBank, the algorithms 
could then represent it in the form of informative 
feature vectors through different representation 
approaches like sequences, graphs, and text. Fur-
ther DL processing using recurrent, and graph 
deep neural networks provides the summarized 
data to researchers for proper validation 
[45]. Some approaches currently in use include 
the molecule transformer-drug target interaction 
(MT-DTI) model that is based on pre-trained 
drug-target interactions, which illuminates the 
affinity of a determined drug and the possible 
targets [44]; and Mol2vec, which is an unsuper-
vised ML language model that identifies molecu-
lar substructures as words and drugs as sentences 
for further training and uses in combination with 
the protein-vector ProtVec algorithm for interac-
tion prediction [45, 46]. 

36.5 Protocol to Evaluate 
Repurposable Molecules 

A regular DR protocol consists of three basic 
steps which should be followed with any candi-
date before moving into the late stages of devel-
opment, approval, and commercialization, being 
(a) hypothesis, where the identification of the 
candidate compound which will cover the desired 
indication or the idealization of a novel use for a 
specific compound, is done; (b) validation, i  

which all the pre-clinical analyses including 
cell-based pharmacogenomic approaches are 
performed to evaluate the mechanism of action, 
the doses, and the overall feasibility of the mole-
cule; and (c) efficacy confirmation, by testing the 
drug in phase II clinical trials if previous data 
already exists related to safety from the original 
indication of the DR candidate [47]. A summary 
of a general protocol is shown in Fig. 36.1. 

36.5.1 Hypothesis 

This is the most important step. Based on the 
presumptive information of any drug of interest, 
or on the disease that we want to target, we should 
carefully select from an integrative database the 
possible options for DR. It is suggested to corrob-
orate the results using more than one database and 
search beforehand for possible side-effects that 
are already reported for the DR candidates, 
which will aid us to pre-select medications for 
further evaluation. The more information avail-
able, the better. 

36.5.2 Validation 

The first step is to corroborate whether the drug 
does what it is predicted to do. If our hypothesis 
covers a particular type of target and disease, like 
the mutated form of isocitrate dehydrogenase I 
(IDH1) in human glioma (Fig. 36.2a, b), the most 
logical approach is to start testing the DR 
candidates in human cell lines of this same condi-
tion. Following this example and based on the 
DeepMap portal (https://depmap.org/portal/interac 
tive/), the Becker cell line could be useful to this 
end because of its high IDH1 expression 
(Fig. 36.2c). Further information about the cell 
line to be employed should be analyzed in 
resources such as Expasy (https://web.expasy.org/ 
cellosaurus/CVCL_1093). Hence, we could vali-
date the drugs using Becker cells following the 
next steps.

https://depmap.org/portal/interactive/
https://depmap.org/portal/interactive/
https://web.expasy.org/cellosaurus/CVCL_1093
https://web.expasy.org/cellosaurus/CVCL_1093
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Fig. 36.1 Protocol for identifying and evaluating the 
suitability of a drug for repurposing. The regular proce-
dure is straightforward, starting with a hypothesis 
pre-selecting a candidate in databases based on either 

drug rescue or polypharmacology; following with the 
experimental validation of the candidate both in vitro and 
in vivo; and finally confirming the efficacy in real human 
subjects suffering the condition that we want to target
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Fig. 36.2 Selection of a cell line for drug repurposing 
evaluation in oncology. (a) An initial analysis identifies a 
potential target for repurposing, which in this case is the 
IDH1 enzyme in glioma subjects. The alteration frequency 
for IDH1 is shown here in (a), while the type of alteration/ 
mutation is shown in (b). Data shows that the main 
alterations are missense mutations and overexpression of 
the enzyme. (c) The mean differential expression of IDH1 
shows that the human cell line with the highest expression 
is Becker. (a, b) were concluded from cBioPortal, cover-
ing 3862 samples from 3459 patients across 8 clinical 

studies. (c) was concluded from the DeepMap portal, 
covering 70 human glioma cell lines. In a, numbers repre-
sent the next tumor subtypes: 1: Low-grade gliomas 
(UCSF, Science 2014); 2: brain lower grade glioma 
(TCGA, PanCancer Atlas); 3: brain lower grade glioma 
(TCGA, Firehose Legacy); 4: diffuse glioma (GLASS 
Consortium, Nature 2019); 5: merged cohort of LGG and 
GBM (TCGA, Cell 2016); 6: glioma (MSKCC, Clin Can-
cer Res 2019); 7: glioma (MSK, Nature 2019); and 8: 
pilocytic astrocytoma (ICGC, Nature Genetics 2013). 
CNA copy number alterations, TPM transcripts per million 

36.5.2.1 Drug Curves 
A basic evaluation involves drug curves in a 
logarithmic scale to identify the inhibitory 
concentrations (IC)10–50, or the drug doses that 
reduce cell numbers by 10–50%, respectively, 
as compared to the control which should be the 
vehicle of the drug. As a matter of comparison, 

concomitant drug curves using the standard 
treatment should be performed as well. It is 
important to remember that the concentrations 
that we will test later should be physiological, 
meaning that when a patient is treated with this 
compound, it will be possible to find it in circu-
lation at the same range we are evaluating



it. Here, if the DR candidates exert their anti-
neoplastic activity in glioma cells in a range 
within what is expectable in subjects, and also 
if that same range has demonstrated a lack of 
toxicity, then we could conclude that the drugs 
are feasible for  repurposing,  and we could move  
forward. 
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36.5.2.2 Pharmacology Interaction 
An important part of DR is not only finding 
novel compounds but also testing whether cur-
rent treatments could be used in combination 
with repurposable drugs to improve their effec-
tiveness. Therefore, the next step should be the 
assessment of drug interaction between our 
candidates and the standard treatment at the dif-
ferent ICs found in the previous step, and based 
on the final cell numbers and using isobologram 
analyses, we could interpret the pharmacology 
interaction as an antagonist, additive or syner-
gistic. We should keep the best doses based on a 
possible synergistic interaction for further 
studies. 

36.5.2.3 Safety in Healthy Cells 
Even though we must support the pre-selection 
of DR candidates based on current data showing 
safety in patients, it is always recommended to 
corroborate its suitability in healthy cells using 
our compound under the same doses we are 
planning to test it in the disease we are interested 
in. Since we are showing here an example with 
human cancer cells, an appropriate approach 
should be to simultaneously test the final doses 
in human fibroblast cells and even in healthy 
leukocytes collected from donors. Including 
healthy neurons in this case in specific could be 
an interesting idea. We expect healthy cells a 
higher survival rate than neoplastic ones. 

36.5.2.4 Effects on the Desired Targets 
If we suspect possible polypharmacology effects 
by our DR candidates, we could expect that such 
medication can attack more than only the desired 
enzyme we originally aimed to. Although neither 
mRNA nor protein expression of the targets is a 
logical way to show quantitatively the effects of 

the drug, a more accurate approach is to demon-
strate it at both levels. Plus, by doing so, we could 
also decipher whether any possible differences 
seen in these biomolecules are generated by tran-
scriptional or translational regulations, which 
could lead us to additional analysis to improve 
our knowledge about the drug. If the results dem-
onstrate that our targets are even more affected 
when assayed in a combinatory approach between 
the candidate(s) and the standard treatment 
evaluated at synergistic doses, then we could 
encourage the simultaneous use of both drugs. 

36.5.2.5 Global-Scale Outcomes 
If possible, massive analysis of treated cells such 
as RNAseq and RNA microarrays must be done 
to illuminate alternative pathways that are altered 
due to the drug and the specific dose we are 
testing. Then, the subsequent profile against 
what is already known for such current treatment 
should be compared, to corroborate consistent 
data and delineate new targets that explain our 
results. 

36.5.2.6 Validation of the Target 
In theory, if what we find indicates that the DR 
candidates aim specifically for the target we want, 
then by attacking the same target beforehand it is 
expected a lack of response of cells upon treat-
ment with our candidate(s). If the target is not a 
housekeeping gene/protein, then knocking it out 
should not kill the cells directly but would instead 
protect the cells from the treatment. We could first 
evaluate the effects on cell numbers after, for 
example, the use of a small interfering RNA 
(siRNA) or CRISPR against IDH1. Next, after 
demonstrating the feasibility of establishing a 
stable cell line with the downregulation of this 
target, we should add the same doses of the DR 
candidate(s). Alternatively, we may deplete the 
media of treated cells from the substrate of the 
target, which in this case could be citrate as IDH1 
isomerizes citrate in the Krebs cycle, and then 
could add labeled citrate to compare the satura-
tion kinetics of the substrate between control and 
treated cells.
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36.5.2.7 In Vivo Experiments 
A vital step when repurposing a compound is its 
evaluation with in vivo models. In this scenario, 
we must make use in an ethical way of mice 
inoculated with the same cell line we are using, 
and to analyze variability seen in real subjects and 
the real structure of the tumors, it would be desir-
able to evaluate mice with patient-derived 
xenotransplants as well [48]. 

Since we are aiming at DR in oncology in this 
example, the most elementary exploration is the 
progression of tumor volume over time, when 
comparing non-treated against treated mice with 
our candidate, with the standard treatment, and 
also with both drugs together. It is fundamental, 
however, to take into consideration humane 
endpoints to identify signs of distress and 
suffering in the model of study, including but 
not limited to alterations in their social interac-
tion, weight loss, lack of appetite, abnormal res-
piration, and piloerection upon the treatment we 
are adding. When possible, circulating markers 
indicative of suffering and inflammation, such as 
interferon-γ, C-reactive protein, tumor necrosis 
factor-α, and interleukin-6, must be quantified as 
well [49]. If the clinical examination of mice 
suggests any of these signs through the timeline 
of the study, their sacrifice is mandatory, and 
therefore an alternative approach should be 
taken, such as different inoculation routes, shorter 
treatment times, or the use of another vehicle(s). 
If these tactics are not enough, then the 
compounds cannot be further studied. Otherwise, 
we could continue with the pathological analysis 
of both tumor slices and healthy surroundings, 
and to do so the aid of a pathologist working 
under blindness conditions must be warranted to 
maximize a critical analysis of the characteriza-
tion of the tumor and to grade it correctly. 
Immunohistochemistry aiming at the target of 
our DR candidate, IDH1 in our example, and 
also of prognostic markers such as Ki-67 for cell 
division, are highly recommended. The pharma-
cological characterization of the compounds of 
interest, performing analyses such as the area 
under the curve, half-life, clearance rate, and bio-
availability, must be evaluated as well when used 

either alone or in combination with the standard 
treatment. At this point, if we had >1 DR candi-
date, we could select the most promissory one 
based on our data for further evaluation. 

Importantly, supplementary experimentation 
based on the particular type of candidate should 
be performed to enrich our understanding of its 
mechanisms of action and its efficacy under the 
conditions we are evaluating. In the case we are 
presenting here since we are planning to test 
potentially antineoplastic medications, we could 
expect to assess cell cycle and apoptosis, to iden-
tify whether the reduction in cell numbers seen at 
the doses we are proposing is associated directly 
with cell death or with a cytostatic effect. If we 
suspect a possible secondary pathway explaining 
the phenotype, we are seeing in our treated cells 
either with the DR candidate alone or when used 
in combination with the standard therapy, such as 
a potential reduction in the cell migration capac-
ity, the stemness, or in the angiogenic potential of 
cells, we must then perform the corresponding 
assays. For this case specifically, when we pre-
tend to target a metabolic enzyme, some useful 
experiments that could be implemented are the 
analysis of TCA intermediates by GC/MS and 
LC/MS, and the effects on the energetic pheno-
type from glycolysis and oxidative phosphoryla-
tion. For additional metabolic experiments in 
cancer mouse models treated with DR 
compounds, the user is invited to read [50]. 

36.5.3 Efficacy Confirmation 

Finally, and only after validating our DR candi-
date at the doses and conditions we are testing 
without relevant secondary effects using in vivo 
models, we could proceed to test its efficacy with 
real patients. The bottleneck in this step, and the 
most important part that we should focus on, is 
the recruitment and caring of patients. According 
to the FDA, for phase II clinical studies, consid-
ering that the medication we want to repurpose 
already has substantial information from phase I 
clinical research, we should recruit up to several 
hundred people suffering from the condition we



want to address. In this sense, for our example, we 
must test the DR candidate in hundreds of patients 
with glioma, and the study usually lasts from 
several months up to 2 years. If our compound 
surpasses this step, meaning that the efficacy was 
checked, we can move into phase 3 recruiting up 
to 3000 volunteers with the disease, lasting from 
1 to 4 years. Finally, after monitoring the efficacy 
and possible adverse reactions, our compound 
enters phase 4 with several thousand volunteers 
and we can request the final approval by the right 
governmental regulatory instance, like the FDA, 
for its massive implementation (also see 
Chaps. 20–22). 
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We must ensure transparency in our data. A 
correct way to do so is to share the information 
from our study in ClinicalTrials, which as 
discussed above, compiles data from clinical 
studies. Importantly, Clinicaltrials.gov supports 
users with the US and international guides and 
policies about regulations of clinical trials, as well 
as how to register the generated data on the 
website. 

36.6 Examples of Drug Repurposing 
in Clinical Conditions of Critical 
Interest 

In the next subsections, I will briefly cover some 
DR efforts for cancer, diabetes, and tuberculosis, 
three clinical disorders of critical interest in 
human medicine. A further description of addi-
tional compounds that have been repurposed for 
these conditions is shown in Table 36.1. 

36.6.1 Cancer 

Cancer is one, if not the most, targetable condi-
tion in DR research. Only in 2022 and in the US, 
~2 million new cancer patients are expected to be 
diagnosed, with estimations of >600,000 deaths 
directly related to any type of cancer [70]. In the 
world, however, data from GLOBOCAN 2020 
suggested 19.3 million new cancer cases and 
~10 million cancer deaths, and alarming, cancer 
remains the first-second leading cause of death 

according to the World Health Organization, with 
a non-stopping increasing trend worldwide 
[71]. Due in part to the high rates of resistance 
over time using the conventional therapies and to 
the low success rate of around 6.7% for novel 
compounds in phase I trials [72], cancer is an 
excellent model for testing old medications and 
providing them a novel use [73–75]. This has led 
proposals like the Repurposing Drugs in Oncol-
ogy (ReDO) Project database (https://www. 
anticancerfund.org/en/redo-db) to bring back to 
the light previously non-anticancer drugs to be 
evaluated against malignant cells, based on their 
widespread clinical use, their good toxicology 
profile, their known mechanism of action that 
has proved to inhibit a particular pathway, their 
evidence about efficacy at physiological dosing, 
and finally, their overall strong evidence in vitro, 
in vivo and with human data [72, 76]. The ReDO 
Project initially suggested mebendazole, nitro-
glycerin, cimetidine, clarithromycin, diclofenac, 
and itraconazole as potential candidates for DR in 
oncology, and as of today it enlists 366 drugs 
against 1144 unique molecular targets, 85.5% of 
which are off-patent, 92.1% show in vitro evi-
dence, and 65.8% have been tested in clinical 
trials [72]. Diabetes and cancer are highly 
interconnected, as they are both metabolic 
diseases and, not surprisingly, the risk factors 
and the metabolic pathways implicated in their 
physiopathology are also related between both 
[51]. This has allowed antidiabetic drugs to be 
tested in cancer, including thiazolidinediones and 
importantly, biguanides such as metformin and 
phenformin [77]. 

36.6.2 Diabetes 

Around 537 million adults suffer from diabetes in 
the world, of which 75% live in low and middle-
income countries, and the numbers are expected 
to continue following a cumulative trend 
[78]. Concomitantly, a limited number of novel 
options have been launched against diabetes, and 
people living under unfavorable conditions have 
limited access to therapies that could otherwise 
restrict the progression of associated conditions

http://clinicaltrials.gov
https://www.anticancerfund.org/en/redo-db
https://www.anticancerfund.org/en/redo-db
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Table 36.1 Examples of drugs repurposed for treating cancer, diabetes, and tuberculosis 

Repurposed Original mechanism 
Mechanism(s) of action 
in the repurposed 
condition 

Cancer Metformin Diabetes Improvement of 
circulating glucose 
uptake by targeting 
AMPK in muscle 
cells and thus 
increasing their 
expression of 
GLUT4; inhibition 
of liver 
gluconeogenesis 
through the 
interaction with 
PGC-1α

Risk reduction of 
cancer in patients with 
type 2 diabetes through 
targeting the upstream 
regulator of AMPK, the 
LKB1 protein kinase. It 
is also a cytostatic 
agent; promotes DNA 
damage; decreases 
progenitor capacity of 
CSCs; has high activity 
against hormone 
receptor-positive breast 
cancer luminal cells; 
inhibits mTOR 
signaling and protein 
synthesis, and blocks 
the mitochondrial 
complex I 

[51–53] 

Disulfiram Alcoholism Irreversible 
blockade of the 
aldehyde 
dehydrogenase, 
limiting the 
oxidation of alcohol 
and increasing 5–10 
times circulating 
levels of 
acetaldehyde. This 
produces an 
unpleasant 
sensitivity towards 
alcohol 

When used in 
combination with 
copper, it forms the 
anti-cancer metabolite 
copper 
diethyldithiocarbamate 
complex which 
immobilizes NPL4 and 
blocks both the 
p97-dependent 
ubiquitin-proteasome 
system and NF-κB, to 
inhibit stemness, 
metastasis, 
angiogenesis, and drug 
resistance. It has a 
broad spectrum against 
malignancies 

[54, 55] 

Atovaquone Antimicrobial against 
Plasmodium 
falciparum, 
Toxoplasma gondii, 
and Pneumocystis 
jirovecii 

Inhibition of the 
CoQ10-dependence 
of mitochondrial 
complex III 

Inhibition of the 
CoQ10-dependence of 
mitochondrial complex 
III shifting metabolism 
from OXPHOS into 
glycolysis without 
promoting EMT; high 
activity against CSCs; 
promotion of oxidative 
stress; reduction in 
hypoxia-regulated 
genes like ALDH1C; 
promotion of stress 
response-related genes 
like ATF3 

[56, 57]
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Table 36.1 (continued)

Repurposed Original mechanism 
Mechanism(s) of action 
in the repurposed 
condition 

Diabetes Bifeprunox Schizophrenia, 
Parkinson’s disease 
and psychosis 

Atypical 
antipsychotics act as 
a partial dopamine 
D2 agonist, 
decreasing the 
overstimulated 
dopamine receptors 
and stimulating 
underactive ones. It 
also acts as a 
5-HT1A agonist to 
counter 
extrapyramidal 
symptoms 

5-HT1A agonist when 
insulin secretion is 
impaired 

[58] 

Niclosamide 
ethanolamine 

Anthelmintic against 
Taenia solium, Taenia 
saginata, Fasciolopsis 
buski, 
Diphyllobothrium 
latum, and 
Schistosoma spp. 

Uncoupling 
mitochondria of 
parasites prevent the 
synthesis of ATP in 
adult worms 

Mitochondrial 
uncoupling agent; 
promoter of lipid 
metabolism; increase in 
whole-body energy 
expenditure; 
amelioration of 
diabetes-related muscle 
wasting blockade of 
autophagy-related 
proteins including 
FoxO3a, LC3B-II, and 
p-ULK1 

[59, 60] 

Pentoxifylline Atherosclerosis-, 
diabetes-, 
inflammatory- and 
functional-related 
circulatory diseases, 
including 
cerebrovascular 
insufficiency, 
intermittent 
claudication and 
peripheral arteriopathy 

It is an anti-
inflammatory and 
anti-oxidant 
compound acting as 
a PDE inhibitor that 
increases cAMP 
levels, lowering the 
blood viscosity by 
promoting 
erythrocyte 
flexibility; blocking 
neutrophil 
activation; limiting 
plasma fibrinogen, 
and ablating 
erythrocyte/platelet 
aggregation 

Improvement of insulin 
resistance and 
reduction of proteinuria 
in diabetic nephropathy 

[61, 62] 

Tuberculosis Bortezomib Resistant multiple 
myeloma and mantle 
cell lymphoma 

It is a boronic acid 
derivative acting as 
a reversible 26S 
proteasome 
inhibitor, blocking 
the aberrant 
proteasome-
mediated proteolysis 
in malignant cells 
which induces 

M. tuberculosis is the 
only bacterial pathogen 
with a proteasome 
compartment. 
Bortezomib has 
bactericidal activity and 
blocks the 
mycobacterial 
caseinolytic proteases 
P1 and P2. To avoid 

[63, 64]
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apoptosis and cell
cycle arrest at the
G2-M phase

toxicities, the
dipeptidyl-boronate
derivative of
bortezomib is 100-fold
less active against
human proteasomes
and still is effective
against M. tuberculosis
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Table 36.1 (continued)

Repurposed Original mechanism 
Mechanism(s) of action 
in the repurposed 
condition Reference 

Simvastatin Preventive agent 
against myocardial 
infarction, coronary 
death, 
hypercholesterolemia, 
and hyperlipidemias 
types IIa, IIb, III, and 
IV 

A competitive 
HMG-CoA 
reductase inhibitor 
belonging to the 
statin class of drugs, 
which reduces the 
endogenous 
synthesis of 
cholesterol, LDL, 
and VLDL in the 
liver, modulating 
lipid levels 

It improves the in vivo 
activity of isoniazid, 
rifampicin, and 
pyrazinamide, which 
are first-line anti-
tuberculosis drug 
regimens, by increasing 
bacillary killing and 
limiting the number of 
lung CFUs. This effect 
is linked to the 
promotion of 
autophagy and 
phagosome maturation 
in macrophages, as well 
as to a reduction in 
membrane cholesterol 
and mevalonate 

[65, 66] 

Ebselen Ménière disease, and 
both types 2 and 
1 diabetes 

It is a molecule 
mimicking the 
glutathione 
peroxidase activity 
thus reducing ROS. 
It inhibits lipid 
peroxidation and 
promotes both the 
oxidation of 
glutathione thiol and 
the reduction of 
hydrogen peroxide 
into water. Among 
others, it also targets 
NOS, glutamate 
dehydrogenase, and 
lactate 
dehydrogenase 

It blocks the antigen 
85 complex, which 
synthesizes elements of 
the outer and inner 
leaflets of the 
mycobacterial outer 
membrane. It also 
reduces the secretion of 
the membranolytic 
agent ESAT-6 through 
the virulence 
determinant ESX-1, 
which is required for 
granuloma formation 
and therefore for 
mycobacterial survival 

[67–69] 

AMPK AMP-activated protein kinase, GLUT4 glucose transporter 4, PGC-1α peroxisome proliferator-activated receptor 
gamma co-activator 1α, LKB1 liver kinase B1, NPL4 nuclear protein localization 4, NF-κB nuclear factor κ-light-chain-
enhancer of activated B cells, CSCs cancer stem cells, OXPHOS oxidative phosphorylation, EMT epithelial-to-mesen-
chymal transition, 5-HT1A serotonin-1A receptor, PDE cyclic-3′,5′-phosphodiesterase, cAMP cyclic adenosine 
monophosphate, HMG-CoA hydroxymethylglutaryl-coenzyme A, LDL low-density lipoprotein, VLDL very 
low-density lipoprotein, ROS reactive oxygen species, NOS nitric oxide synthase, CFUs colony-forming units



such as blindness, amputations, cardiovascular 
disease, and end-stage kidney disease [3]. Plus, 
the chronic use of conventional treatments such 
as sulfonylureas has important adverse effects, 
including weight gain, pancreatic β-cell overload, 
and hypoglycemia [79]. Thus, approaches are 
trying to bring DR molecules to diabetes patients, 
such as data mining and the Therapeutic Target 
Database (TTD) which have given us interesting 
candidates [58]. Medications like salicylate 
reduce the low-grade constant state of inflamma-
tion seen in diabetes, improving insulin sensitiv-
ity; the antiallergic drug amlexanox has 
demonstrated activity against upstream kinases 
of the NF-κB pathway, promoting energy expen-
diture and limiting steatosis; the second-
generation bile acid sequestrant agent 
colesevelam, which minimizes serum lipid con-
centration while stabilizing glycemic control 
[79]; and the lipid control and cardiovascular 
protective drug icosapent ethyl, which diminishes 
triglycerides levels, additionally prevents insulin 
resistance and glucose intolerance related to the 
high-fat diet, lowering the risk for developing 
type 2 diabetes [80]. With the analysis of data 
from genome-wide association studies, 
metabolomics, and proteomics, Zhang et al. 
reported 992 potential anti-diabetic protein 
targets in humans, and after selecting 35 targetable 
proteins with drug projects information with the 
use of TTD, they found in CMap 
phenoxybenzamine and idazoxan against the 
α-2A adrenergic receptor in type 2 diabetes [58].
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36.6.3 Tuberculosis 

Tuberculosis is a worldwide-spread infectious 
disease generated by the bacilli Mycobacterium 
tuberculosis. It is still highly prevalent in subjects 
living under adverse conditions, such as those in 
underdeveloped countries with a high population 
density, and more recently in immunosuppressed 
patients affected by the acquired immunodefi-
ciency syndrome (AIDS). The first-line anti-
tuberculosis compounds, named rifampicin, 
pyrazinamide, isoniazid, and ethambutol, are gen-
erally successful to eradicate the bacterium, but 
when multidrug- and extensively drug-resistant 

strains surge, limited therapy options are avail-
able [81]. Tuberculosis has not gained as much 
attention as other diseases such as cancer for the 
identification of DR candidates. Nevertheless, 
there are some databases for repurposing in infec-
tious diseases, such as ReFRAME (https:// 
reframedb.org), which is an open access catalog 
established mainly through data mining by 
researchers at the California Institute for Biomed-
ical Research in La Jolla [82]. In ReFRAME, at 
least 66 chemicals are suggested to have anti-
tuberculosis activity. Now it is known that the 
antibacterial drugs vancomycin and linezolid, 
and even the anti-inflammatory compound 
celecoxib, have anti-tuberculosis properties 
[83]. The fluoroquinolone moxifloxacin, on the 
other hand, has a high bactericidal activity and 
when the classical anti-tuberculosis agent etham-
butol was substituted by moxifloxacin in a phase 
IIb clinical trial, there were greater chances of 
culture-negative sputum collected from Africa 
and North America patients [84]. Interestingly, 
even though the oxazolidinone antibiotic 
linezolid has proven to be beneficial in 
multidrug-resistant and extensively resistant 
tuberculosis strains, the presence of hematologic 
and neurotoxicity side effects have discouraged 
its use alone [85]. However, when combined with 
pretomanid and bedaquiline, 90% of treated 
subjects reported a favorable outcome at 
6 months of use  [86], stimulating the research 
for combinatory regimens using DR agents in 
tuberculosis. Additional non-antibiotic 
medications, including the cyclooxygenase-2-
inhibitors etoricoxib and ibuprofen, and more 
recently the cytochrome bc1 complex blocker 
telacebec [81, 87], are promissory anti-
tuberculosis compounds as well. 

36.7 Concluding Remarks 

There is high interest by both the pharma industry 
and clinicians to evaluate the potential DR 
capacities of old compounds, a tendency that 
continues rising over time due to all the proven 
benefits of DR. Given the fact that every day more 
data are being gathered from pharmacology
-omics studies in human cells and subjects, the

https://reframedb.org
https://reframedb.org
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systematic and unbiased analysis covering them 
is a task that has demanded the proliferation of 
highly specialized databases which now ease the 
pre-selection of potential DR candidates. How-
ever, current databases for DR can still be 
improved. There are some limitations including 
the constant requirement for updates; the addition 
of plug-ins that facilitate the direct search for DR 
candidates; the fact that some databases lack an 
adequate internal classification grouping the 
compounds they present to facilitate their access; 
and the programming interface, which sometimes 
could make it hard for researchers to perform an 
adequate data mining for finding a suitable drug 
for their specific interests [24]. Hence, any 
researcher interested in DR must perform an ade-
quate identification of compounds according to 
the target/disease they aim for, or in an inverse 
way, to analyze the potential DR capacity of the 
medication they work with. The databases and the 
protocol shown here are basic approaches for this 
end. Even though I did not cover them in this 
chapter, further pathway enrichment of the 
biological effects related to the use of the com-
pound of interest can be done using tools such as 
REACTOME, the Drug Gene Interaction Data-
base, and even with gene ontology terms [39]. 
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Abstract 

Literature searching may be defined as a com-
prehensive exploration of existing literature 

for the purpose of enriching knowledge and 
finding scholarly information on a topic of 
interest. A systematic, well-defined and thor-
ough search of a range of literature on a spe-
cific topic is an important part of a research 
process. The key purpose of a meticulous lit-
erature search is to formulate a research ques-
tion and problem by critically analysing the 
existing literature with a primary target of fill-
ing the gaps in the literature and opening a 
path for further research. Here, we discuss 
potential ways to construct a commendable 
biomedical literature search using a variety of 
databases and search engines. 
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37.1 Introduction 

Literature search, an important part of the 
never-ending active learning process for any 
research, involves not only a researcher’s 
gathering of information on a specific topic of 
interest; but also provides insight on gaps in the 
biomedical literature, enabling the formulation 
of a potential research problem. A meticulous 
literature search helps the researcher interpret 
ideas, perceive shortcomings of existing
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research and explore new research 
opportunities, while a systematic and in-depth 
literature review helps in proposing a novel 
hypothesis and meaningful research. 
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Identifying a potential research problem is a 
major concern for any active researcher. Once 
formulated, a research question needs to be 
addressed by specific experiments based on the 
existing literature. As soon as a researcher 
identifies the research problem, seeking more of 
the existing literature and analysing it deeply may 
further strengthen the research approach and sup-
port the hypothesis [1]. Whether for obtaining 
pertinent information on research topics, or for 
grant applications, theses, drugs, chemical 
substances, treatments, mechanistic insights, sig-
nalling, disorders, pathobiologies, clinical stud-
ies, or other purposes, literature searching is an 
established component of academic activities and 
research, demanding adequate resources. The 
critical phases of effective research planning 
include efficient literature search and review. 
Information on a particular area of research can 
grow daily. While the amount of information 
available in modern literature is extremely high, 
a researcher has to employ appropriate search 
engines and/or databases to obtain the precise 
information they actually seek [2–7]. 

Beginning a literature search with the support 
of modern tools can help a researcher identify 
potential gaps in the topic, while a web-based 
search is the first step to obtain pertinent informa-
tion in the literature that can educate the novice 
and budding researchers on a research topic and 
greatly support an established researcher 
identifying unmet research problems. An efficient 
researcher should know how to pursue appropri-
ate types of biomedical search engines and 
databases to mine the wealth of information in 
the medical, paramedical, biological, and bio-
medical health sciences. In this chapter, we dis-
cuss the use of several most commonly employed 
biomedical search engines and databases for effi-
cient literature searching. In addition, we briefly 
describe numerous supporting databases and 
search engines frequently used by biomedical 
scientists for finding pertinent information. 

37.2 Literature Search Using 
PubMed/Medline 

PubMed has been available online to the public 
since 1996. It has been developed and maintained 
by the National Center for Biotechnology Infor-
mation (NCBI) at the U.S. National Library of 
Medicine (NLM) within the National Institutes of 
Health (NIH). PubMed is a freely available data-
base primarily supporting the search and retrieval 
of literature pertaining to medical, biomedical and 
life sciences, with the aim of providing up-to-date 
information. Citations in PubMed mainly stem 
from the biomedicine and health fields, as well 
as closely related disciplines such as life sciences, 
behavioural sciences, chemical sciences, and bio-
engineering. The PubMed database currently has 
more than 34 million citations and abstracts of 
biomedical literature. Its home page is shown in 
Fig. 37.1 (https://pubmed.ncbi.nlm.nih.gov/). 

Although PubMed does not normally include 
full-text articles, it links to the full text when avail-
able from published sources (open access) or 
through PubMed Central (PMC) [8]. PubMed 
facilitates searching across NLM literature resources 
such asMedline [9], PMC [10], and Bookshelf [11]. 

Medline, the primary component of PubMed, 
is the online counterpart to the MEDical Litera-
ture Analysis and Retrieval System (MEDLARS) 
that originated in 1964. Medline is the premier 
bibliographic database of NLM that contains 
more than 29 million references to journal articles 
in life sciences with a concentration on biomedi-
cine. A characteristic feature of Medline is that 
the records are indexed with Medical Subject 
Headings (MeSH) of NLM [9]. Medline includes 
literature published from 1966 to present, and 
selected coverage of literature prior to that period. 
Oldmedline subset in PubMed represents journal 
article citations from two print indexes such as 
Cumulated Index Medicus (CIM) and Current 
List of Medical Literature (CLML). The 
Oldmedline contains citations from 1960 through 
1965 CIM print indexes and the 1946 through 
1959 CLML print indexes. Of note, Oldmedline 
records that are included in the Medline database 
could be searched via PubMed [12].

https://pubmed.ncbi.nlm.nih.gov/
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Fig. 37.1 The home page of PubMed for biomedical literature searching 

While Medline is known as the largest compo-
nent of PubMed consisting primarily of citations 
from journals selected for Medline and articles 
indexed with MeSH, citations for PMC articles 
make up the second largest component of 
PubMed. PMC is a free full-text archive of bio-
medical and life sciences journal literature at the 
U.S. NIH’s NLM. It has been available to the 
public online since 2000, and has been developed 
and maintained by the NCBI at NLM [10]. Since 
its inception in 2000, PMC until time contains 
more than seven million full-text records span-
ning centuries of biomedical research and life 

science research of late 1700s to present [10]. 
The search page through PMC is available at: 
https://www.ncbi.nlm.nih.gov/pmc/ (Fig. 37.2). 

Fig. 37.2 The home page of PMC used for retrieving free full-text articles from biomedical and life science journals 

The third and final component of PubMed is 
citations for books and some individual chapters 
available on Bookshelf, which is a full text 
archive of books, reports, databases, and other 
documents related to biomedical sciences, and 
health and life sciences [8]. The search page for 
Bookshelf [11] is shown in Fig. 37.3. 

NLM is actively committed to developing 
PubMed which remains a trusted and highly 
accessible source of biomedical literature to

https://www.ncbi.nlm.nih.gov/pmc/


date. Below, we discuss some of its key features 
that assist in the efficient search and retrieval of 
desired literature. 
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Fig. 37.3 The home page of NLM’s Bookshelf 

37.2.1 Search by Authors 

Using the Author search box, enter the author’s 
last name and initials without punctuation before 
clicking the ‘Search’ button. Alternatively, enter 
the author’s name, (e.g., Night) along with a 
search tag [au]; for instance, Night[au], which 
will retrieve papers authored by individuals with 
the last name Night. Names can be entered as 
either the last name along with initials, (e.g., 
Jagadeesh G), or the full name (Pitchai 
Balakumar). Note that full author names have 
not been included on PubMed citations prior to 
2002; hence, full name searches retrieve citations 
only from 2002 forward [13]. 

37.2.2 Search by Journals 

Search for journal names by entering either a full 
journal title, (e.g., Pharmacological Research), or 

a journal title abbreviation, (e.g., Pharmacol Res). 
Use the journal’s ISSN number for best results, 
(e.g., for Pharmacological Research, enter 1043-
6618). 

37.2.3 PubMed Single Citation 
Matcher 

The single citation matcher is available on the 
PubMed homepage. It can be used to find 
PubMed citations, and it has a fill-in-the-blank 
form for the purpose of quickly searching a cita-
tion when only a few bibliographic information 
about an article is available such as journal name, 
authors’ first or last name, etc. For instance, a 
total of three citations were retrieved for the 
entry of author first name (Pitchai Balakumar), 
Journal (Pharmacological Research), Year (2021) 
(Fig. 37.4). This is an important tool which can 
retrieve citations on only a few entries of its 
bibliographic details [14]. While searching, one 
may input information for or leave blank any 
additional field (Fig. 37.4).
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Fig. 37.4 The use of PubMed’s single citation matcher in retrieving citations with the inputs of only a few bibliographic 
details 

37.2.4 Search PubMed Using the MeSH 
Database 

MeSH stands for Medical Subject Headings, a 
hierarchically-organized vocabulary maintained 
by NLM, used both for indexing and for 
searching for biomedical science and 
health-related information [15]. One can use the 
MeSH database to identify Medical Subject 
Headings (MeSH) which help find literature 
indexed with the MeSH term. The MeSH data-
base can be effectively used to find MeSH terms, 
including subheadings, and pharmacological 
actions, and then a PubMed search can be built. 

A researcher might continue an efficient search by 
including additional terms to the PubMed Search 
Builder. The PubMed Search Builder on the right 
side of the screen can be used to add the selected 
MeSH term to the box, and then search can be 
done. The MeSH homepage search is shown in 
Fig. 37.5 (https://www.ncbi.nlm.nih.gov/mesh/). 

37.2.5 Search PubMed Using 
Truncation 

The searcher may use “wildcard” symbols, such 
as an asterisk (*) at the end of a keyword. This is

https://www.ncbi.nlm.nih.gov/mesh/


known as “truncation.” The wildcard symbol is a 
word truncation device which instructs the search 
engine to gather variations of a particular search 
term. In PubMed, the researcher may wish to use 
the asterisk at the root of a word to find multiple 
endings. For example: an entry of the search term, 
epid* would retrieve entries for all documents 
containing the words: epidemic, epidemics, epi-
demiology, epidemiological, and other terms 
such as epidermal and epidermidis, among others. 
Hence more focused search terms should be 
included while using truncation. For instance: an 
entry of hypertens* rather than hyper* would 
retrieve more focused results that include the 
documents having the words: “hypertensive” 
and “hypertension.” 
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Fig. 37.5 The home page for entering a MeSH term search 

The truncation search may be done in different 
formats such as (1) enclosing the phrase in double 
quotes: “primary hypertens*”; (2) employing a 
search tag: primary hypertens*[tiab], where tiab 
means ‘limit to title or abstract [Title/Abstract]; 
(3) using a hyphen: primary-hypertens* 
(Fig. 37.6). It should be noted that a minimum 
four characters must be provided in the truncated 
term, and it should be the last word in the phrase. 
Also important is that truncation can turn off the 

automatic term mapping and the process that 
includes the MeSH term in the MeSH hierarchy. 
For instance, angina* will not map to the MeSH 
term “ischemic heart disease” or include any of 
the more specific terms, e.g., acute coronary syn-
drome, myocardial infarction or heart attack [16]. 

37.2.6 The PubMed Search History, 
and Advanced Search by 
Combining Search Terms 
with Boolean Operators 

The search history can be located at the 
“Advanced Search” option within PubMed. The 
searcher may wish to go to the “Advanced 
Search” page to combine searches. Boolean 
operators are commonly used to combine or 
exclude search terms, while a comprehensive 
search of PubMed can be done using both con-
trolled vocabulary (MeSH) and any keyword 
terms. In PubMed, a searcher may use the Bool-
ean operators such as AND, OR, and NOT. Of 
note, Boolean operators are used in upper case 
(AND, OR, NOT). For instance, for the search 
terms: primary hypertension and secondary



hypertension (Fig. 37.7), (1) AND retrieves 
results that include both the search terms (primary 
AND secondary hypertension); (2) OR retrieves 
results that include at least one of the search terms 
(primary OR secondary hypertension); (3) NOT 
excludes the retrieval of terms from the search 
(primary NOT secondary hypertension) [17]. 
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Fig. 37.6 PubMed search using truncation 

37.2.7 PubMed Search Using Filters 

A searcher may wish to use various filters 
(Figs. 37.8 and 37.9) to narrow the search results 
by text availability (Abstract, Free full text, Full 
text); article attribute (Associated data); article 
type (Books and Documents, Clinical Trial, 
Meta-Analysis, Randomized Controlled Trial, 
Review, Systematic Review); publication date 
(1 year, 5 years, 10 years, Custom Range); spe-
cies (Humans, Other Animals); several 
languages; sex (Female, Male); journal category 
(Medline); and age (Newborn: birth–1 month, 

Infant: birth–23 months, Infant: 1–23 months, 
Preschool Child: 2–5 years, Child: 6–12 years, 
Adolescent: 13–18 years, Adult: 19+ years, 
Young Adult: 19–24 years, Adult: 19–44 years, 
Middle Aged + Aged: 45+ years, Middle Aged: 
45–64 years, Aged: 65+ years, 80 and over: 
80+ years). 

To effectively apply filters, run a PubMed 
search for an item, followed by clicking the 
appropriate filters along the sidebar (Fig. 37.9). 
This results in a check mark, indicating the acti-
vation of the chosen filter(s). Subsequent search 
options will be filtered until the selected filters are 
turned off, or the browser data is cleared [18]. 

37.2.8 Selecting and Modulating 
the Display Format of Search 
Results 

After searching for an item, results are displayed 
by default in the summary format. One can



change the display of results using “Display 
options” just below the “Search” button 
(Fig. 37.10). Four major display options are avail-
able: (1) Format (Summary, Abstract, PubMed, 
PMID); (2) Sort by (Best match, Most recent, 
Publication date, First author, Journal); (3) Per 
page (10, 20, 50, 100, 200); and (4) Abstract 
snippets (Show or Hide) [16]. Notably, the sum-
mary format includes snippets, by default, from 
the citation abstract that can be turned off by 
deselecting “Abstract snippets.” Selecting one or 
more options in the display format will allow the 
searcher to obtain the desired format. 
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Fig. 37.7 PubMed advanced search, combining search terms with Boolean operators 

37.2.9 Search Using PubMed Clinical 
Queries 

The PubMed Clinical Queries tool uses 
predefined filters to refine PubMed searches on 
clinical or disease-specific areas. The key filter 
category includes (1) Clinical studies and 
(2) COVID-19 (Figs. 37.11 and 37.12). The 
“Clinical studies” filter category has further filters 
such as (a) Therapy, (b) Clinical Prediction 
Guides, (c) Diagnosis, (d) Etiology, and 

(e) Prognosis (Fig. 37.11). The ‘Clinical Studies’ 
along with these filters can be further searched 
under the ‘Scope’ of Broad or Narrow 
(Fig. 37.11). On the other hand, the ‘COVID-
19’ filter category possesses further filtering 
options such as (a) Treatment, (b) General, 
(c) Mechanism, (d) Transmission, (e) Diagnosis, 
(f) Prevention, (g) Case Report, (h) Forecasting, 
and (i) Long COVID (Fig. 37.12) [19]. 

37.3 Literature Search Using 
Embase 

Embase (https://www.elsevier.com/solutions/ 
embase-biomedical-research) is a comprehensive 
biomedical literature database consisting of 
published peer-reviewed literature, in-press 
publications, and conference abstracts. It contains 
over 41 million indexed records, 8100 journals, 
and over three million conference abstracts. 

Embase includes three databases: Embase 
(1974–present), Embase Classic (1947–73), and 
MEDLINE (1966–present). Embase Classic and 
MEDLINE also include some older articles dat-
ing back to 1907. Searching the combined three is

https://www.elsevier.com/solutions/embase-biomedical-research
https://www.elsevier.com/solutions/embase-biomedical-research


the default, but each can be searched individually. 
Newer content includes Preprints, launched in 
2021, with early versions of manuscripts shared 
on the MedRXiv and BioRXiv public preprint 
servers; and PubMed-not-MEDLINE articles, 
launched in 2018, with new records that are part 
of the NLM’s PubMed collection but are out of 
MEDLINE’s scope. 
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Fig. 37.8 PubMed search using various filters 

Embase contains features designed to help 
users structure a search query for precision. The 
Emtree thesaurus enables the use of natural 

language to find terms that describe Embase 
records. There are also tailored search forms for 
drug, device, disease, and citation information, 
and three newer search forms, PICO, PV Wizard, 
and Medical Device. These forms provide the 
following functionality:

• Drug, Device, and Disease search forms: 
Designed for advanced searching to enhance 
precision, using options not available on the 
quick and advanced search forms, which are 
unique subheadings for drugs, devices, and
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Fig. 37.9 PubMed search using three filters, Free full text, meta-analysis and 1 year 

diseases, unique search fields for drugs and 
devices, and various drug routes of 
administration.

• PICO: Enables a searcher to build a search 
using the PICO framework, i.e., patient, inter-
vention, comparison/control, and outcome. 
This form can also be used to reduce time 
spent building a search query by using tools 
that automatically add all or selected Emtree 
terms, e.g., synonyms, to the search query, and 
shows results at each step of building a search.

• PV Wizard: Guides a searcher in constructing 
a comprehensive pharmacovigilance search 
query. It includes five key elements: drug 
name, alternative drug names, adverse drug 
reactions, special conditions, and limits, such 
as human subjects. Embedded in the PV Wiz-
ard form is the European Medicines Agency’s 
(EMA) Medical Literature Monitoring search 
service, which monitors 300 chemical and 

100 herbal active substance groups to identify 
suspected adverse reactions to medicines 
authorized in the European Union.

• Medical Device: Enables a searcher to conduct 
searches on medical device adverse effects and 
find information about a manufacturer’s other 
products.

• Citation Information: Enables a searcher to 
search within a specific area of an article, 
e.g., author’s name. 

Other Embase features include Triple indexing, a 
three-part subject phrase search consisting of an 
Emtree drug, device, or disease term, a subhead-
ing, and a term linked to the subheading (e.g., 
‘aspirin’/‘adverse drug reaction’/‘hypertension’), 
to provide more precise retrieval of relevant 
records. Index Miner displays a list of all indexed 
terms that appeared in the search results. These 
terms can be searched within the result set for
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Fig. 37.10 PubMed search with different display options 

Fig. 37.11 PubMed Clinical Queries tool with the filter category Clinical Studies



added precision. Table 37.1 shows different types 
of Embase searches.
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Fig. 37.12 PubMed Clinical Queries tool with the filter category COVID-19 

The first and second searches include pre-
ferred and natural language (keyword) terms for 
searching primary hypertension and treatment. 
Essential hypertension and drug therapy are pre-
ferred Emtree terms. The third and fourth 
searches use only Emtree preferred terms. The 
fifth and six searches use an Emtree synonym 
and a natural language term or a keyword. Pri-
mary hypertension is an Emtree synonym for 
essential hypertension, and treatment is a key-
word. The three search types are performed with 
and without limits. The limits are review, English 
language and 5-year coverage period. 

37.4 Literature Search Using Web 
of Science 

Web of Science (WoS), a subscription database 
suite from Clarivate (https://clarivate.com/ 
webofsciencegroup) covers more than 34,200 

journals internationally, in 254 subject categories, 
comprising 1.89 billion cited references. With 
articles going back to 1900, WoS provides access 
to citations in the sciences, social sciences, arts, 
and humanities. 

The WoS suite consists of several databases: 
the Core Collection, including scholarly journals, 
books, and proceedings; Biological Abstracts, 
with literature in the life sciences; BIOSIS 
Index, with literature on preclinical and experi-
mental research, methods and instrumentation, 
and animal studies; Current Contents Connect, 
with tables of contents from scholarly journals; 
Data Citation Index, with research data sets and 
data studies; Derwent Innovations Index, 
containing information on and citations to 
patents; SciELO Citation index, with literature 
published in leading open access journals from 
Latin America, Portugal, Spain, and South Africa; 
KCI-Korean Journal Database; and Medline. In 
addition, WoS has a tab specifically for searching 
for results by researcher name, with tools to help 
exclude researchers with the same names. It also

https://clarivate.com/webofsciencegroup
https://clarivate.com/webofsciencegroup


has special templates for Advanced, Cited Refer-
ence, and (Chemical) Structure searching. 
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Table 37.1 Embase search example: treatment of primary hypertension, mapping option: “searching as broadly as 
possible” 

In the search results, the “Analyze Results” 
feature can be used to generate a bar chart or 
tree map with data from the results (see 
F igs .  37 .13  and  37 .14 , h t tps : / /www.  
webofscience.com/wos/woscc/basic-search). 
Other research impact and citation tools from 
Clarivate, such as Journal Citation Reports, 
InCites, Essential Science Indicators and End-
Note Online, can be used from the WoS interface. 

37.5 Alternate Medline/PubMed 
Search Using BibliMed 

BibliMed (http://www.biblimed.com/appli/index. 
php?lang=en) is an alternate search engine that 
could be used for literature search. BibliMed is a 

smart Medline interface and an intuitive PubMed 
alternative. It can be employed for literature 
searching using Keyword, Substance, Journal, 
Date, Author, Issue, Volume and Title 
(Fig. 37.15). 

Typing a single word or phrase in the 
BibliMed search box enables the searcher to 
select the best auto-suggested MeSH term. This 
will further allow the searcher to choose options 
from subheadings for more focused literature 
search. For instance, selecting the MeSH term 
Hypertension opens 43 subheadings as shown in 
Fig. 37.16. 

Moreover, as shown in Fig. 37.17, BibliMed 
also offers the option to open an article directly 
from PubMed, as well as to view h5-index and 
SCImago Journal Rank (SJR) metrics (See 
Chap. 40 for explanations of these metrics). Vari-
ous filters include: (1) Synthesis (Systematic

https://www.webofscience.com/wos/woscc/basic-search
https://www.webofscience.com/wos/woscc/basic-search
http://www.biblimed.com/appli/index.php?lang=en
http://www.biblimed.com/appli/index.php?lang=en


is

Review, Meta-Analysis, Cochrane Meta-
Analysis, Guidelines, Consensus Conference); 
(2) Clinical Studies (Clinical Trial, Randomized 
Controlled Trial, Cross-Over Study); (3) Epidemi-
ological Studies (All, Cross-Sectional Study, 
Cohort-Prospective or not, Case-Control Study); 
(4) Multi Selection (Case Reports, Editorial, Let-
ter, Meta-Analysis, Multicenter Study, 

Randomized Controlled Trial, Review, System-
atic Review). 
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Templates 

Databases 

Fig. 37.13 Web of Science landing page: basic search 

Fig. 37.14 Web of Science: tree map with Top 10 categories of search results (from the search in the above figure) 

37.6 Scopus Literature Search 

Scopus (https://www.scopus.com/home.uri)  
considered one of the largest abstracts and cita-
tion databases. Scopus is a product of Elsevier,

https://www.scopus.com/home.uri
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Fig. 37.15 The homepage for BibliMed search 

Fig. 37.16 BibliMed and its key feature of accessing subheadings options for more focused literature searching



(continued)

and it has been launched in 2004. Scopus is 
considered the world’s largest abstract and cita-
tion database of peer-reviewed research literature 
with over 22,000 titles from more than 5000 
international publishers [20]. In addition to litera-
ture search, Scopus offers citation searching and 
h-index, which are its important features.
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Fig. 37.17 Various filter options and other key features of BibliMed 

Scopus combines a comprehensive abstract 
and citation database with enriched data and 
scholarly literature across many disciplines. In 
addition, it can help researchers identify subject 
experts, and gain access to reliable data, analyti-
cal tools, and metrics [21]. The key features of 
Scopus are listed in Box 37.1. Scopus provides 
literature in the fields of medicine, science, tech-
nology, social sciences and the arts and 
humanities, from which one can search for spe-
cific information on topics, authors, journals or 
books [22]. 

Box 

1. 

37.1 Key Features of Scopus [22] 

Researchers and authors: Scopus helps 
researchers and authors meet demands to 
stay productive and upsurge their 
research output. 

2. Editors and reviewers: Scopus provides 
insights into authors’ areas of expertise, 
helping to ease the review process. 
Scopus provides authors citations and 
h-index data. 

3. Educators and students: Scopus permits 
educators and students to access the pre-
vious and current scientific articles, 
enhancing their learning within and 
beyond the classroom.
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37.1 (continued)

4. 

Box 

Librarians: Scopus enables librarians to 
help and support in accomplishing the 
literature need of researchers, students, 
and faculty. Scopus greatly supports 
accessing reliable data, metrics, and ana-
lytical tools. 

5. Research administrators: Scopus 
provides crucial insights on research 
impact and output, helping with strategic 
decisions. 

Major search options in Scopus include 
searching for a document, an author, an affilia-
tion, and advanced search. The document search 
can be done within article title, abstract, 
keywords, source title, chemical name, Chemical 
Abstracts Service (CAS) number, ISSN, DOI, 
references, conference, and others. The affiliation 
search provides information on the documents 
published by a college, institution or university. 
The author search can be done by entering last 
name (mandatory) and first name (optional). In 
addition to retrieving documents, the author 

search provides information on ‘hindex’ for an 
author and ‘citations’ for the author’s published 
documents. The citation details can be exported in 
Excel sheet. Moreover, various Scopus metrics 
for a document include (1) percentile score, 
(2) Field-Weighted citation impact, (3) Views 
count for the current and previous years, and 
(4) PlumX metrics such as number of readers, 
abstract views, etc. [23]. The home page for an 
author search is shown in Fig. 37.18 [20]. 

Fig. 37.18 The home page for an author search in Scopus 

CiteScore is the key metric provided by 
Scopus and is calculated annually. CiteScore 
2021 calculation methodology has been updated. 
CiteScore 2021 counts the citations received in 
2018–2021 for regular articles, reviews, book 
chapters, conference papers, and data papers 
published in 2018–2021, and divides the citations 
by the number of publications published in 
2018–2021 [24]. In addition to literature search, 
Scopus provides information on journal source 
titles, highest percentile, citations for previous 
4 years (for example, 2018–2021), documents 
published by a journal for previous 4 years 
(2018–2021), % cited, Source Normalized Impact 
per Paper (SNIP), and SJR [24].



636 P. Balakumar et al.

37.7 Literature Search Using Google 
Scholar 

Google Scholar (https://scholar.google.com/) is a  
freely accessible web search engine that provides 
a simple way to search broadly for desired schol-
arly literature. Google Scholar searches across 
many disciplines and sources for articles, 
abstracts, theses, books, and more, from academic 
publishers, universities, professional societies, 
and online repositories, among others [25]. In 
addition, Google Scholar metrics enable authors 
to quickly view overall citations, citations within 
the last 5-years, and metrics such as the h-index, 
and i10-index, and also journal h5-index and 
h5-median [26]. 

37.8 Literature Search Using JSTOR 

Part of the nonprofit organization ITHAKA, 
JSTOR (https://about.jstor.org) contains over 
12 million journal articles, 100,000 books and 
millions of images and primary sources in 
75 disciplines. It includes both free and subscrip-
tion content; the free content includes open access 
journals, books, images, and media, as well as 
more than 39,000 research reports from over 
140 policy institutes. 

37.9 Literature Search Using 
SciFinder® 

SciFinder® is produced by CAS. It is the most 
comprehensive database for chemical literature, 
searchable by author, topic, and substances by 
name or CAS Registry Number. It is an important 
research tool for chemistry, biochemistry, nano-
technology, physics, materials science, environ-
mental science, chemical engineering, and other 
engineering and science disciplines. SciFinder® is 
complementary to other databases such as WoS, 
PubMed, etc. [27]. SciFinder® provides access to 
CAS REGISTRYSM with substance information 
such as organic and inorganic molecules, DNA, 
RNA, proteins, polymers and Markush structures. 

SciFinder® affords convenient access to 
(1) organic and inorganic substances, (2) DNA 
and protein sequences, (3) experimental 
properties and properties predicted by state-of-
the-art technology, (4) 13 C and 1 H NMR spectra 
and mass spectra, (5) bioactivity and target indi-
cator (protein, enzyme, glycoprotein, among 
others) information, (6) regulatory information, 
(7) substances found in patents, journals and rep-
utable web sources around the world, etc. 
[28]. CAS SciFinder-n is the latest scientific 
information solution from CAS, a division of the 
American Chemical Society [29]. 

37.10 Literature Search Using 
CINAHL Ultimate, MEDLINE 
Ultimate and BIOSIS Previews 

CINAHL Ultimate (EBSCO product) is the larg-
est collection of leading nursing and allied health 
literature resources, providing full text for many 
of the most-used scientific journals in the 
CINAHL index. CINAHL Ultimate covers more 
than 50 nursing specialties and includes quick 
lessons, research instruments, evidence-based 
care sheets, and other features. Subjects covered 
in the EBSCO database include: (1) ambulatory 
care nursing, (2) cardiovascular nursing, (3) criti-
cal care nursing, (4) emergency medical 
technicians, (5) gerontologic nursing, (6) nuclear 
medicine technicians, (7) occupational therapy, 
(8) oncologic nursing, (9) pediatric nursing, 
(10) physical therapy, and (11) psychiatric 
nursing [30]. 

MEDLINE Ultimate (EBSCO product) is the 
largest collection of leading biomedical full-text 
journals. It offers medical professionals and rele-
vant researchers access to evidence-based and 
peer-reviewed full-text contents from more of 
the uppermost biomedical journals [31]. 

BIOSIS Previews® is produced by the WoS 
Group. Available from EBSCO, BIOSIS 
Previews® is considered an expansive index to 
life sciences and biomedical research from 
journals, books, meetings, and patents, while the 
database covers experimental and preclinical

https://scholar.google.com/
https://about.jstor.org


research, methods, instrumentation, animal stud-
ies, and more [32]. 
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37.11 Literature Search Using The 
Cochrane Library 

Owned by Cochrane and published by Wiley, the 
Cochrane Library is a collection of databases 
having different types of high-quality, indepen-
dent evidence to assist in healthcare decision-
making (https://www.cochranelibrary.com). The 
databases of the Cochrane Library include: 
(1) the Cochrane Database of Systematic Reviews 
(CDSR), (2) the Cochrane Central Register of 
Controlled Trials (CENTRAL), and (3) Cochrane 
Clinical Answers (CCAs) [33]. In addition, it has 
a federated search feature that incorporates results 
from external databases (Fig. 37.19). 

Fig. 37.19 The home page for Cochrane Library that includes an additional search feature 

(1) The CDSR is the database for systematic 
reviews in health care, while it includes Cochrane 
Reviews (systematic reviews), protocols for 
Cochrane Reviews, editorials and supplements. 
The CDSR is built throughout the month, and 
the new and updated reviews and protocols are 
continuously published when ready [34]. (2) The 
CENTRAL database is a source of reports of 
randomized and quasi-randomized controlled 
trials. The CENTRAL records often include a 
summary of the article, and do not contain the 
full text of the article. It is published monthly 
[34]. (3) The CCAs provide a clinically-focused 
entry point to rigorous research from Cochrane 
Reviews. They are designed to inform point-of-
care decision-making, while each CCA comprises 
a clinical question, a short answer, and data for 
the outcomes from the Cochrane Review deemed 
most relevant to practising healthcare 
professionals [34].

https://www.cochranelibrary.com
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37.12 Literature Search Using 
International Pharmaceutical 
Abstracts 

Produced by the WoS Group, ‘International Phar-
maceutical Abstracts (IPA)’ is a comprehensive 
database providing indexing and abstracts for 
pharmaceutical, and medical journals published 
globally. This database is the product of EBSCO 
[35]. It covers the entire spectrum of pharmaceu-
tical information, with subject coverage includ-
ing: (1) biopharmaceuticals and 
pharmacokinetics; (2) legal, political and ethical 
issues; (3) new drug delivery systems; and 
(4) pharmacist liability. While IPA covers the 
entire spectrum of drug therapy and pharmaceuti-
cal information, inclusion of the study design, 
number of patients, dosage, dosage schedule, 
and dosage forms are features of IPA's clinical 
studies abstracts [35]. 

37.13 Other Databases: PubChem 

Launched in 2004, PubChem, an open chemistry 
database from the National Institutes of Health 

(NIH), has become a key resource for chemical 
information for students, scientists, and the gen-
eral public. While PubChem mostly contains 
small molecules, it also contains information on 
larger molecules such as nucleotides, lipids, 
carbohydrates, peptides, and chemically-modified 
macromolecules. This database collects informa-
tion on chemical structures, chemical and physi-
cal properties, biological activities, health, safety 
and toxicity information, patents, and more 
[36]. PubChem is considered the world's largest 
collection of freely accessible chemical informa-
tion, while searches on chemicals can be 
performed by name, structure, molecular formula, 
and other identifiers (https://pubchem.ncbi.nlm. 
nih.gov/). The retrieving details include: 
(1) structures, (2) names and identifiers, (3) chem-
ical and physical properties, (4) spectral informa-
tion, (5) chemical vendors, (6) drug and 
medication information, (7) pharmacology and 
biochemistry, (8) safety and hazards, (9) toxicity, 
(10) literature, (11) patents, and (12) taxonomy, 
among others. The homepage for PubChem is 
shown in Fig. 37.20. 

Fig. 37.20 The home page for searching PubChem

https://pubchem.ncbi.nlm.nih.gov/
https://pubchem.ncbi.nlm.nih.gov/
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Fig. 37.21 The homepage for a basic search using The Merck Index* Online 

37.14 Other Databases: The 
Merck Index 

The Merck Index has been the source of informa-
tion on chemicals, drugs and biologicals for over 
120 years. It is now available online from the 
Royal Society of Chemistry [37]. The Merck 
Index* Online offers the same information as 
the print edition in an easily searchable full-text 
database. This resource contains over 11,500 
monographs [37]. Considered Chemistry’s Con-
stant Companion™, the coverage of the Merck 
Index* Online includes: (1) human and veterinary 
drugs, (2) biotech drugs and monoclonal 
antibodies, (3) substances used for medical imag-
ing, (4) biologicals and natural products, (5) plant 
and herbal medicines, (6) nutraceuticals and 
cosmeceuticals, (7) laboratory reagents and 
catalysts, (8) dyes, colour and indicators, 
(9) environmentally significant substances, 
(10) food additives and nutritional supplements, 
(11) flavours and fragrances, and (12) agricultural 
chemicals, pesticides and herbicides, and 

industrial and specialty chemicals [37]. The 
homepage for performing a basic search using 
The Merck Index* Online is shown in Fig. 37.21. 

37.15 Other Databases: 
PharmaPendium 

PharmaPendium is a comprehensive source of 
preclinical and clinical pharmaceutical data and 
information from regulatory documents [38]. It 
provides comparative regulatory-based evidence 
in a single database, apprising researchers of crit-
ical drug development activities. Subscribers can 
get access to searchable FDA and EMA regu-
latory documents, extracted pharmacokinetic, 
safety, efficacy, and metabolizing enzyme data, 
and more [39]. PharmaPendium helps searchers 
to extract data from FDA drug approval 
documents back to 1938 and EMA drug approval 
documents back to 1995, FDA Advisory Com-
mittee meeting reports, Meyler’s Side Effects of 
Drugs, and journal articles [38]. In addition,



PharmaPendium helps organize and connect to: 
(1) pharmacokinetic data, (2) metabolizing 
enzymes and transporters data, (3) drug safety 
data, (4) FAERS (FDA Adverse Event Reporting 
System) data, (5) chemistry search, (6) clinical 
trial data, (7) pharmacology data, and (8) toxicity, 
and drug-drug interaction data [38]. 
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37.16 Other Databases: AHFS Clinical 
Drug Information 

The American Hospital Formulary Service® Drug 
Information (AHFS DI) from the American Soci-
ety of Health-System Pharmacists® (ASHP) 
(www.ashp.org) provides evidence-based infor-
mation for safe and effective drug therapy. The 
AHFS Drug Information has been the widely 
used drug information and safety resource for 
over 60 years [40]. With AHFS CDI (Clinical 
Drug Information), the information is now digital 
and incorporates information on current drug 
shortages, and real-time updates on drugs and 
safety. Using AHFS CDI, a searcher is able to 
(1) access drug shortages information, (2) get 
quick access to comprehensive and evidence-
based drug information, (3) perform a full-text 
search, (4) access thousands of monographs, 
(5) utilize linking to over a dozen related 
resources and databases, (6) get off-label uses, 
(7) view incorporated FDA safety data, and 
more [40]. 

37.17 Other Databases: Facts 
and Comparisons® 

Facts and Comparisons is a drug referential 
resource, bringing together evidence-based con-
tent and drug comparative tools and tables 
[41]. Using the Facts and Comparisons Product 
Availability tool, a searcher is able to find impor-
tant drug information for patients on drug access, 
with additional information such as dosing, 
labeler, and Orange Book AB ratings from the 
US FDA. Moreover, the easy-to-use drug 
comparisons tool allows a seeker to search at a 
time up to four drugs and subsequently select 

various patient-relevant information such as 
adverse drug effects, considerations for use dur-
ing pregnancy conditions, drug-drug interactions, 
contraindications and precautions, and others 
[41]. Overall, in Drug Facts and Comparisons® , 
drugs are searchable by generic or brand name 
and are divided into related therapeutic or phar-
macologic groups for easy comparison [41]. 

37.18 Other Databases: Clinical 
Pharmacology 

Clinical Pharmacology (powered by 
ClinicalKey® ) delivers information that can be 
used to make medication decisions based on 
safety and efficacy [42]. Using Elsevier’s Clinical 
Pharmacology, a searcher can retrieve informa-
tion tailored for the continuum of care. Clinical 
Pharmacology provides knowledge to help rec-
ommend effective drug therapy [42]. 

37.19 Other Databases: PharmGKB 

PharmGKB is the NIH-funded resource database 
that provides information on how human genetic 
variation could affect responses to medications. It 
is a wide-ranging resource that curates knowledge 
with regard to the impact of genetic variation on 
drug response for researchers and clinicians 
(https://www.pharmgkb.org/). It helps 
with searching on pharmacogenomics, the study 
of the relationship on how our body responds to 
medications because of genetic variations. 
PharmGKB gathers, curates and disseminates 
information on clinically actionable gene-drug 
associations and genotype-phenotype 
relationships. 

37.20 Other Databases: Knovel 

Knovel (https://app.knovel.com/kn), from 
Elsevier, contains engineering and technical ref-
erence books, databases, tools and calculators, 
and a template for searching material properties. 
It covers the areas of biochemistry, biology, and

http://www.ashp.org
https://www.pharmgkb.org/
https://app.knovel.com/kn


biotechnology; chemistry and chemical engineer-
ing; engineering management and leadership; 
food science; general engineering and product 
administration; pharmaceuticals, cosmetics, and 
toiletries; and safety and industrial hygiene. 
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37.21 Searching Through “Food 
Science and Technology 
Abstracts” 

Developed by IFIS (originally International Food 
Information Service) and indexed in WoS, Ovid, 
and EBSCOHost, Food Science and Technology 
Abstracts (FSTA) (https://www.ifis.org/fsta) 
contains 1,700,000 abstracts from journals, trade 
publications, conference proceedings, and patents 
relating to food science, food technology, nutri-
tion, and related areas. 

37.22 Searching Through 
“Toxicology Literature” from 
NLM (Formerly TOXNET) 

Most of the NLM’s content formerly in TOXNET 
has been integrated into other NLM products (see 
https://www.nlm.nih.gov/toxnet/index.html). 
Repositioned subject areas include comprehen-
sive toxicology, toxicology literature, 
breastfeeding and drugs, chemicals, developmen-
tal toxicology, drug-induced liver injury, chemi-
cal releases and mapping, comparative 
toxicogenomics, household product safety, occu-
pational exposure to chemicals, dietary 
supplements, and risk assessment. 

37.23 FDA Resources for Drug 
Information 

37.23.1 Drugs@FDA 

This online database provides information about 
FDA-approved brand name and generic prescrip-
tion and over-the-counter human drugs and 
biological therapeutic products [https://www.fda. 
gov/drugs]. It includes information on most of the 

drug products approved since 1939. Moreover, 
the majority of patient information, labels, 
approval letters, reviews, and other information 
are also available, with this resource, for drug 
products approved since 1998 [43]. 

37.23.2 Orange Book 

The publication Approved Drug Products with 
Therapeutic Equivalence Evaluations is com-
monly known as the 'Orange Book’, which 
identifies drug products that are approved on the 
basis of safety and effectiveness by the FDA. The 
Orange Book also contains therapeutic equiva-
lence evaluations for the approved multisource 
prescription drug products [43] [https://www. 
accessdata.fda.gov/scripts/cder/ob/index.cfm]. 

37.23.3 Purple Book Database 

The ‘Purple Book’ is available both as lists (lists of 
Licensed Biological Products with Reference 
Product Exclusivity and Biosimilarity or Inter-
changeability Evaluations) and a searchable online 
database. The FDA has transitioned the Purple 
Book to a searchable online database which 
encompasses information on biological products, 
including biosimilar and interchangeable 
biological products, licensed (approved) by the 
FDA. Currently, the searchable database 
comprises information on all FDA-licensed 
biological products regulated by the Center for 
Drug Evaluation and Research (CDER), including 
licensed biosimilar and interchangeable products, 
and their reference products, and FDA-licensed 
allergenic, cellular and gene therapy, hematologic, 
and vaccine products regulated by the Center for 
Biologics Evaluation and Research (CBER) 
[44] [https://purplebooksearch.fda.gov/]. 

37.23.4 Inactive Ingredient Database 

FDA’s Inactive Ingredient Database, updated 
quarterly, provides information on inactive 
ingredients in FDA-approved drug products,

https://www.ifis.org/fsta
https://www.nlm.nih.gov/toxnet/index.html
https://www.fda.gov/drugs
https://www.fda.gov/drugs
https://www.accessdata.fda.gov/scripts/cder/ob/index.cfm
https://www.accessdata.fda.gov/scripts/cder/ob/index.cfm
https://purplebooksearch.fda.gov/


which can be used by industry in drug product 
development [45]. It can be searched by entering 
any portion of a name (at least three characters). 
Results are displayed alphabetically, sorted first 
by ingredient, next by route of administration and 
dosage form. Other fields include CAS number, 
Unique Ingredient Identifier, potency amount, 
and maximum daily exposure. Contents of the 
database are available as a download provided 
as delimited text and Excel files [46]. 
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37.24 Product Information Using 
DailyMed 

The NLM provides DailyMed database to the 
public. It contains labelling for the products 
such as (1) FDA-approved products (prescription 
drug and biological products for human use, drug 
products, and biological products), 
(2) non-prescription (over-the-counter) drug and 
biological products for human use, (3) certain 
medical devices for human use, (4) medical 
gases for human and animal use, (5) prescription 
and non-prescription drugs for animal use, and 
(6) additional products regulated, but not 
approved, by the FDA such as certain medical 
devices, cosmetics, dietary supplements, medical 
foods and unapproved prescription and 
non-prescription products [47]. 

37.25 DrugBank Online: The 
Database for Drug and Drug 
Target Information 

Launched in 2006, DrugBank Online (https://go. 
drugbank.com/about) is a free-to-access resource 
and a comprehensive database encompassing 
information on drugs and drug targets. Being a 
combined bioinformatics and a cheminformatics 
resource, DrugBank Online amalgamates detailed 
information on drug data (i.e. chemical, pharma-
cological and pharmaceutical) with comprehen-
sive drug target (i.e. sequence, structure, and 
pathway). It is used by the students, 
academicians, drug industry, medicinal chemists, 

pharmacists, physicians, and the general 
public [48]. 

37.26 Micromedex® 

Micromedex® , from Merative, is a suite of 
databases focusing on medication, disease, and 
toxicology  management  (h t tps : / /www.  
micromedexsolutions.com/micromedex2/100.1. 
3 .738/WebHelp/MICROMEDEX_2.htm?  
navitem=headerHelp#Home_Page/Home_Page. 
htm). It includes resources related to drug 
interactions, IV compatibility, drug identification, 
drug comparison, and pediatrics; as well as access 
to the RED BOOK, which includes product and 
pricing information on prescription and over-the-
counter medications, nutraceuticals, bulk 
chemicals, medical devices, and medical 
supplies. Additional tools and resources include: 
(1) an extensive list of medical calculators, 
(2) Black Box warnings, (3) comparative tables, 
(4) a “do not confuse” drug list, (5) drug classes, 
(6) drug consults (evidence-based articles cover-
ing a wide range of drug therapy topics, providing 
specific guidance), and (7) drug risk evaluation 
and mitigation strategy (REMS) program 
information. 

37.27 Concluding Remarks 

To facilitate the proficiency in finding a target 
information in the ocean of published literature, 
a searcher needs to conduct a smart and efficient 
literature search employing right search engines 
and databases. In this chapter, we have discussed 
several search engines and biomedical databases. 
A researcher should be familiar with the types of 
these needed to retrieve the desired information. 
Yet, while selecting the appropriate database(s) is 
an important aspect of literature searching, it is 
equally essential to systematically map out a 
search strategy to achieve the necessary profi-
ciency. Ideally, results of a focused biomedical 
literature search provide essential information and 
current knowledge on a relevant topic within the

https://go.drugbank.com/about
https://go.drugbank.com/about
https://www.micromedexsolutions.com/micromedex2/100.1.3.738/WebHelp/MICROMEDEX_2.htm?navitem=headerHelp#Home_Page/Home_Page.htm
https://www.micromedexsolutions.com/micromedex2/100.1.3.738/WebHelp/MICROMEDEX_2.htm?navitem=headerHelp#Home_Page/Home_Page.htm
https://www.micromedexsolutions.com/micromedex2/100.1.3.738/WebHelp/MICROMEDEX_2.htm?navitem=headerHelp#Home_Page/Home_Page.htm
https://www.micromedexsolutions.com/micromedex2/100.1.3.738/WebHelp/MICROMEDEX_2.htm?navitem=headerHelp#Home_Page/Home_Page.htm
https://www.micromedexsolutions.com/micromedex2/100.1.3.738/WebHelp/MICROMEDEX_2.htm?navitem=headerHelp#Home_Page/Home_Page.htm


world of published research. To add to the com-
plexity of literature searching, the quantity of 
information being published is rapidly expanding 
daily, making the search process—not to mention 
locating the necessary information—increasingly 
challenging. 
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While this chapter is by no means complete, 
since databases and search engines—both free 
and fee-based—are being developed continually 
by a variety of organizations, we hope we have 
added tools and techniques to the beginning 
researcher’s toolbox, and potentially provided a 
refresher for more experienced researchers. 
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Abstract 

Literature reviews are a main part of the 
research process. Literature Reviews can be 
stand-alone research projects, or they can be 
part of a larger research study. In both cases, 
literature reviews must follow specific 
guidelines so they can meet the rigorous 
requirements for being classified as a scientific 
contribution. More importantly, these reviews 
must be transparent so that they can be 
replicated or reproduced if desired. The rigor-
ous requirements set out by the National Sci-
ence Foundation (NSF) and the Preferred 
Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) aim to support 
researchers in conducting literature reviews 
as well as address the replication crisis that 
has challenged scientific disciplines over the 
past decade. The current chapter identifies 
some of the requirements along with 
highlighting different types of reviews and 
recommendations for conducting a rigorous 
review. 
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38.1 Introduction 

The field of science has been critically reviewed 
in the last decade due to problems with 
reproducing and replicating published research 
studies. Some estimate this irreproducibility to 
range from 75% to 90% [1], depending on the 
discipline and type of study. This replication cri-
sis has affected multiple disciplines (social, 
behavioral, medical) due to their inability of 
reproducing or replicating published studies 
[2]. This replication crisis has produced a new 
emphasis on promoting more robust research 
practices [3] within the social and behavioral 
sciences. Many researchers and administrators 
are concerned that this replication crisis may con-
tribute to, rather than lessen, misinformation or 
distortions from reality [4]. 

To address this reproduction crisis, the 
National Science Foundation (NSF) implemented 
a subcommittee to identify what actions they 
could make to further promote robust research 
practices. Some recommendations made by the 
NSF committee include: requiring researchers to 
provide enough transparent information so that 
reviewers could reproduce the results; conducting 
research to evaluate different approaches of repli-
cation; emphasizing reporting congruent with 
robust research practices such as details relating 
to “conceptualization, operationalization, experi-
mental control over other potential independent 
variables, statistical power, execution, analysis, 
interpretation” [5]. Other researchers have called

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_38&domain=pdf
mailto:john.turner@unt.edu
https://doi.org/10.1007/978-981-99-1284-1_38#DOI


for an awareness of the current system (replica-
tion crisis) as it relates to research in general and 
preclinical research specifically [1]. 
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The first main point relating to transparency is 
mostly relevant to all reviews of the literature. 
This point is highlighted in the NSF committee 
report by stating that science should: “Make 
reproduction possible, efficient, and informative, 
researchers should sufficiently document the 
details of the procedures used to collect data, to 
convert observations into analyzable data, and to 
analyze data” [5]. 

Transparency applies to literature review stud-
ies as it relates to aiding researchers in either 
reproducing or replicating a published study. If 
the data (literature), data retrieving mechanisms, 
search terms, context, and problem are not clearly 
identified it becomes more difficult to reproduce 
or replicate a study. To improve the robustness of 
literature reviews, and to help improve the 
reporting of literature reviews, the Preferred 
Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) was formed. 
Researchers published The PRISMA 2020 state-
ment (revision from 2009) that provides 
guidelines for researchers when conducting sys-
tematic reviews or meta-analyses. The guidelines 
provided by PRISMA address these transparency 
issues and help to reduce the replication crisis in 
academia. Their guidelines are designed to “help 
systematic reviewers transparently report why the 
review was done, what the authors did, and what 
they found” [6]. The PRISMA website (https:// 
www.prisma-statement.org) is a great resource 
for researchers looking to conduct any type of 
literature review. 

This chapter aids researchers in conducting 
literature reviews by identifying what a literature 
review is, what the purpose of a literature review 
is, and what the benefits of a literature review are 
compared to other methods. The characteristics of 
a literature review are then presented along with 
identifying three main types of literature reviews 
(systematic, integrated, scoping) along with 
checklists for each to help aid researchers in 
their planning stages. Because one essential com-
ponent of a literature review involves 
synthesizing the data (literature), we discuss 

different techniques of synthesis along with 
providing a few simple steps to help researchers 
get started with the synthesis process. We con-
clude with general recommendations for 
researchers to aid in writing clearly and concise 
literature reviews. 

38.2 Literature Reviews 

A literature review is probably the most common 
academic writing activity that is performed by 
scholars and graduate students. Imel [7] identified 
a literature review as being either part of a larger 
study or as a research effort on its own. As a part 
of a larger study, Imel [7] identified the literature 
is “the foundation for the study.” It has been 
suggested that the literature review for a larger 
research project as setting the “context of the 
study, clearly demarcates what is and what is 
not within the scope of the investigation, and 
justifies those decisions” [8]. As a stand-alone 
research method, literature reviews can identify 
future research, point out gaps or discrepancies in 
the literature, highlight unresolved issues, or pro-
vide new perspectives [7]. Bryman [9] also 
highlighted that literature reviews can be used as 
“a means of showing why your research questions 
are important.” 

38.3 What Is a Literature Review 

A literature review in its most fundamental struc-
ture provides an account of what has already been 
published in the peer-reviewed literature 
[10]. The purpose of a literature review is to 
“convey to the reader what knowledge and ideas 
have been established on a topic, and what their 
strengths and weaknesses are” [10]. The primary 
purpose of a literature review is NOT to portray a 
list of what has been written, a literature review 
should:

• be organized around and related directly to the 
thesis or research question you are developing,

• synthesize results into a summary of what is 
and is not known,

https://www.prisma-statement.org
https://www.prisma-statement.org
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• identify areas of controversy in the 
literature, and

• formulate questions that need further 
research [10]. 

Additionally, literature reviews should also 
address the following concerns:

• Is the topic selected of interest to your audi-
ence, the industry and/or the publication you 
are targeting?

• Does the literature make a significant, value-
added contribution to new thinking in the field 
[11]?

• Does the literature add value to the field? What 
value?

• Does the literature identify a discrepancy in 
the literature, identify a gap in the literature, 
identify conflicting/contradictory views in the 
existing literature, or identify a change in com-
mon trends? 

38.3.1 Purpose for Exploring 
Literature 

The purpose of a literature review is to generate 
novel ideas and to present new knowledge. Liter-
ature reviews are designed to explore the litera-
ture and identify:

• What is already known about this area?
• What concepts and theories are relevant to 

this area?
• What research methods and research strategies 

have been employed in studying this area?
• Are there any significant controversies?
• Are there any inconsistencies in findings relat-

ing to this area?
• Are there any unanswered research questions 

in this area [9]? 

38.3.2 Benefits of a Literature Review 

The main benefits that can be gained from 
conducting a literature review include the 
following:

• You need to know what is already known in 
connection with your research area because 
you do not want to be accused of reinventing 
the wheel.

• You can learn from other researchers’ 
mistakes and avoid making the same ones.

• You can learn about different theoretical and 
methodological approaches to your 
research area.

• It may help you develop an analytic 
framework.

• It may lead you to consider the inclusion of 
variables in your research that your might not 
otherwise have thought about.

• It may suggest further research questions 
for you.

• It will help with the interpretation of your 
findings.

• It gives you some pegs on which to hang your 
findings.

• It is expected [9]! 

38.4 Taxonomy of Literature 
Reviews 

Cooper [12] presented a taxonomy of six 
characteristics distinguishing between literature 
reviews. This taxonomy highlights the different 
options available to the researcher when planning 
a literature review. These characteristics include 
focus, goal, perspective, coverage, organization, 
and audience (see also [13]). 

38.4.1 Focus 

The focus of the literature review includes four 
potential categories (research findings, research 
methods, theories, practices or applications). Is 
the review focused on research findings, research 
methods, theories, or practices and applications? 
These four categories represent the main focus of 
any literature review.
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38.4.2 Goal 

The goal of the literature review includes three 
main categories (integration, criticism, and iden-
tification of central issues). Goals represent what 
the authors hope to accomplish [14]. Under the 
integration category, Cooper [14] provided three 
sub-categories (generalization, conflict resolu-
tion, and linguistic bridge building). Does the 
author plan to form general statements from mul-
tiple perspectives, resolve a conflicting issue, or 
bridge the gap between theories or disciplines? 
Alternative goals could be for authors to critically 
analyze the literature or to identify new critical 
issues around a topic or phenomenon. 

38.4.3 Perspective 

What perspective does the author(s) intend on 
taking for their literature review? Cooper [14] 
provided two main perspectives: neutral represen-
tation and espousal of position. Do the authors 
intend on remaining neutral and only reporting on 
the data or do they intend on taking a stand or 
position on the issue? The authors perspective 
should be made clear at the beginning of the 
review process. 

38.4.4 Coverage 

What coverage of the literature is being pro-
posed? Coverage includes “the extent to which 
reviewers find and include relevant works in their 
paper” [14]. Is the goal to provide an exhaustive 
review of the literature (e.g., dissertation), an 
exhaustive with selective citation (e.g., purpose-
ful review), a representative coverage of the liter-
ature, or a central or pivotal review of the 
literature (e.g., highly cited or seminal literature)? 

38.4.5 Organization 

How do the authors plan to organize the literature 
review and present it in a comprehensive and 

coherent manner? Cooper [14] presented three 
categories for the review’s organization: histori-
cal, conceptual, and methodological. The organi-
zation of a literature review will, in part, be 
dictated on the coverage and focus of the review 
as well as whether it is organized historically 
(chronologically), by concept (theory and con-
struct), or by methods used. The organization 
may also be influenced by a discipline’s prefer-
ence or a particular format dictated by a journal. 

38.4.6 Audience 

The audience relates to who the primary target is 
for the final synthesis of the review. Cooper [14] 
recognized four categories for audience 
characteristics: specialized scholars, general 
scholars, practitioners or policymakers, and the 
general public. While there may be one primary 
audience selected, it is important to understand 
that there will be secondary audiences that may 
also be interested in comprehensive reviews. 
Authors should try to meet the needs of multiple 
potential audiences when writing their literature 
review. 

38.4.7 Summary of Cooper’s 
Taxonomy 

Authors need to identify each of the six 
characteristics in their introduction section of the 
literature review. Figure 38.1 provides an over-
view of these characteristics. These six 
characteristics provided by Cooper [14] should 
also help authors structure and organize their 
review during the planning stages. As stated by 
Cooper [14]: 

It is important that reviewers [authors] explicitly 
state what the foci, goals, perspective, coverage, 
organization, and audiences are for their work. 
This statement should appear early in the review 
so that the reader can construct an appropriate 
frame of reference for evaluating the effort.
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Fig. 38.1 Cooper’s taxonomy of literature reviews 

38.5 Types of Literature Reviews 

38.5.1 Systematic Reviews 

A systematic review is defined as “a review that 
uses explicit, systematic methods to collate and 
synthesize findings of studies that address a 
clearly formulated question” [6]. Systematic 
reviews are best when used to address specific 
research questions rather than for exploratory 
purposes. Systematic reviews provide depth 
whereas scoping reviews (see below) provide 
the breadth of coverage. 

A checklist to help guide authors when 
conducting a systematic review is provided by 
PRISMA-S at https://osf.io/y765x. Authors are 

encouraged to download and print this checklist 
to use as a guide when planning a scoping review 
(Table 38.1). 

38.5.2 Integrated Literature Reviews 

Integrated literature reviews provide a review, 
critique, and synthesis of a prespecified body of 
literature that is integrated into a new framework 
or provides a new perspective on a topic 
[11]. While systematic reviews are best for 
addressing specific research questions, integrated 
literature reviews are best for integrating different 
bodies of literature (e.g., interdisciplinary, theory 
and practice) into a coherent framework or 
theory.

https://osf.io/y765x
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Table 38.1 Evaluating systematic literature reviews 

Section Checklist item 

Information sources and methods 
Database name Name each individual database searched, stating the platform for each 
Multi-database 
searching 

If databases were searched simultaneously on a single platform, state the name of the 
platform, listing all of the databases searched 

Study registries List any study registries searched 
Online resources and 
browsing 

Describe any online or print source purposefully searched or browsed (e.g., tables of 
contents, print conference proceedings, websites), and how this was done 

Citation searching Indicate whether cited references or citing references were examined, and describe any 
methods used for locating cited/citing references (e.g., browsing reference lists, using a 
citation index, setting up email alerts for references citing included studies) 

Contacts Indicate whether additional studies or data were sought by contacting authors, experts, 
manufacturers, or others 

Other methods Describe any additional information sources or search methods used 
Search strategies 
Full-search strategies Include the search strategies for each database and information source, copied and pasted 

exactly as run 
Limits and restrictions Specify that no limits were used, or describe any limits or restrictions applied to a search 

(e.g., date of time period, language, study design) and provide justification for their use. 
Search filters Indicate whether published search filters were used (as originally designed or modified), and 

if so, cite the filter(s) used 
Prior work Indicate whether search strategies from other literature reviews were adapted or reused for a 

substantive part of all of the search, citing the previous review(s) 
Updates Report the methods used to update the search(es) (e.g., rerunning searches, email alerts) 
Dates of searches For each search strategy, provide the date when the last search occurred 
Peer review 
Peer review Describe any search peer review process 
Managing records 
Total records Document the total number of records identified from each database and other information 

sources 
Deduplication Describe the processes and any software used to deduplicate records from multiple database 

searches and other information sources 

PRISMA-S An Extension to the PRISMA Statement for Reporting Literature Searches in Systematic Reviews 

Some items for authors to consider when 
conducting an integrative literature review are 
provided in Table 38.2. 

38.5.3 Scoping Reviews 

Scoping reviews are more exploratory and useful 
for providing a broad overview of new and emer-
gent lines of research. Scoping reviews are used 
“to identify knowledge gaps, set research 
agendas, and identify implications for decision-
making” [16]. 

A checklist to help guide authors when 
conducting a scoping review is provided as an 
open source document by PRISMA-ScR at 

https://www.equator-network.org/wp-content/ 
uploads/2018/09/PRISMA-ScR-Fillable-Check 
list-1.pdf. Authors are encouraged to download 
and print this checklist to use as a guide when 
planning a scoping review (Table 38.3). 

38.6 Synthesizing the Literature 

A synthesis contrasts existing knowledge with 
new ideas while providing a new representation 
(e.g., framework, model, theory) of a concept, 
phenomenon, or construct. The synthesis stage 
is what sets a literature review apart from a simple 
review or summary of the literature.

https://www.equator-network.org/wp-content/uploads/2018/09/PRISMA-ScR-Fillable-Checklist-1.pdf
https://www.equator-network.org/wp-content/uploads/2018/09/PRISMA-ScR-Fillable-Checklist-1.pdf
https://www.equator-network.org/wp-content/uploads/2018/09/PRISMA-ScR-Fillable-Checklist-1.pdf
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Table 38.2 Checklist for literature review [8, 15] 

Category Checklist item 

Planning What will the integrative literature review address? 
What is the focus of the review? 
What is the goal of the review? 
What perspective will be taken by the authors? 
What coverage will the data come from? 
How will the review be organized? 
Who is the primary and secondary audience for this review? 

Methodology What literature was reviewed? 
How was the literature searched? 
What databases were used and why were these databases? 
What search terms were used and why (associated with problem or phenomenon)? 
What inclusion criteria were used? 
What exclusion criteria were used? 
How were query results reduced if too many articles were returned on the initial search? 
Is a figure or table provided showing the search process and identifying the total number of articles 
included in the review? 
What content and information will be obtained from the literature (typically there should be a 
spreadsheet on what information should be collected)? 

Writing Report on what has been done. 
Report on what has not been done. 
Critique literature and identify deficits or gaps. 
Did the authors provide a concept map of the main constructs for the review? 
What synthesis techniques were used? 
How was the data synthesized? 
What new framework or model is being presented? 

Conclusion List future research studies that you have identified. 
What contribution does this study make to the discipline? 
What are the strengths and weaknesses of the review? 
How might this review inform practice? 

A distinction between analysis and synthesis is 
in order here. Analysis is the process of breaking 
something down into its constituent components 
or parts. 

Analysis = taking an idea, argument or piece of 
research apart to see how it was constructed. 
Doing the same with multiple ideas, arguments 
and pieces of research. [15] 

In contrast, synthesis involves making 
connections from the components or parts 
identified in the analysis stage. 

Synthesis = re-assembling the pieces of an idea 
(s), argument(s) or piece(s) of research in a 
different way to support new claims, 
interpretations and proposals for research. [15] 

When synthesizing the literature, broad coverage 
is required to represent several perspectives 
across a wide range of disciplines. In addition, 
comprehensive knowledge of the topic is required 
for the authors to “dig beneath the surface of an 
argument and see the origins of a piece of 
research or theory” [15]. 

Synthesis is the backbone of a literature 
review, regardless of the type. Synthesis is 
where literature reviews provide new knowledge 
and value to one’s discipline and practice. While 
there are several techniques and recommended 
steps for synthesizing the literature, a few general 
techniques are provided below along with 
recommended steps for conducting integrative 
and systematic reviews. These techniques and
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Table 38.3 Checklist for scoping reviews [16] 

Section PRISMAScR checklist item 

Title 
Title Identify the report as a scoping review 
Abstract 
Structured summary Provide a structured summary that includes (as applicable): the background, 

objectives, eligibility criteria, sources of evidence, charting methods, results, and 
conclusions that relate to the review questions and objectives 

Introduction 
Rationale Describe the rationale for the review in the context of what is already known. 

Explain why the review questions/objectives lend themselves to a scoping review 
approach 

Objectives Provide an explicit statement of the questions and objectives being addressed 
with reference to their key elements (e.g., population or participants, concepts, 
and context) or other relevant key elements used to conceptualize the review 
questions and/or objectives 

Methods 
Protocol and registration Indicate whether a review protocol exists; state if and where it can be accessed 

(e.g., a Web address); and if available, provide registration information, 
including the registration number 

Eligibility criteria Specify characteristics of the sources of evidence used as eligibility criteria (e.g., 
years considered, language, and publication status), and provide a rationale 

Information sources Describe all information sources in the search (e.g., databases with dates of 
coverage and contact with authors to identify additional sources), as well as the 
date the most recent search was executed 

Search Present the full electronic search strategy for at least one database, including any 
limits used, such that it could be repeated 

Selection of sources of evidence State the process for selecting sources of evidence (i.e., screening and eligibility) 
included in the scoping review 

Data charting process Describe the methods of charting data from the included sources of evidence 
(e.g., calibrated forms or forms that have been tested by the team before their use, 
and whether data charting was done independently or in duplicate) and any 
processes for obtaining and confirming data from investigators 

Data items List and define all variables for which data were sought and any assumptions and 
simplifications made 

Critical appraisal of individual 
sources of evidence 

If done, provide a rationale for conducting a critical appraisal of included sources 
of evidence; describe the methods used and how this information was used in any 
data synthesis (if appropriate) 

Synthesis of results Describe the methods of handling and summarizing the data that were charted 
Results 
Selection of sources of evidence Give numbers of sources of evidence screened, assessed for eligibility, and 

included in the review, with reasons for exclusions at each stage, ideally using a 
flow diagram 

Characteristics of sources of 
evidence 

For each source of evidence, present characteristics for which data were charted 
and provide the citations 

Critical appraisal within sources of 
evidence 

If done, present data on critical appraisal of included sources of evidence (see 
‘Critical appraisal of individual sources of evidence’ above) 

Results of individual sources of 
evidence 

For each included source of evidence, present the relevant data that were charted 
that relate to the review questions and objectives 

Synthesis of results Summarize and/or present the charting results as they relate to the review 
questions and objectives 

Discussion 
Summary of evidence Summarize the main results (including an overview of concepts, themes, and 

types of evidence available), link to the review questions and objectives, and 
consider the relevance to key groups



steps are listed to help guide researchers as they 
begin this synthesis journey.
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Table 38.3 (continued)

Section PRISMAScR checklist item 

Limitations Discuss the limitations of the scoping review process. 
Conclusions Provide a general interpretation of the results with respect to the review questions 

and objectives, as well as potential implications and/or next steps 
Funding 
Funding Describe sources of funding for the included sources of evidence, as well as 

sources of funding for the scoping review. Describe the role of the funders of the 
scoping review 

38.6.1 General Synthesis Techniques 

Torraco [11, 17] presented five common 
techniques for synthesizing the literature. These 
include providing a research agenda, a taxonomy, 
alternative models or conceptual frameworks, 
meta-analysis, and a metatheory. Each of these 
are described below:

• A research agenda that flows logically from 
the critical analysis of the literature. The 
research agenda should pose provocative 
questions (or propositions) that give direction 
for future research.

• A taxonomy or other conceptual classification 
of constructs is often developed as a means to 
classify previous research. They, in turn, lay 
the foundation for new theorizing (see [18]).

• Alternative models or conceptual 
frameworks–new ways of thinking about the 
topic addressed by the integrative review. 
Alternative models or conceptions proposed 
by the author should be derived directly from 
the critical analysis and synthesis provided.

• Meta-analysis–Summary of a collection of 
comparable research studies generated through 
statistical analysis of analytic results from indi-
vidual studies to arrive at a combined average 
effect size for the purpose of integrating 
research findings.

• Metatheory–The integration and synthesis of a 
literature review can provide the basis for 

developing metatheory across theoretical 
domains through future research [11, 17]. 

38.6.2 Steps for Systematic Reviews 

Additional synthesizing steps that relate to 
formulating the problem are provided by Cooper 
[13]. Because these steps begin with formulating 
the problem, they are best suited for systematic 
reviews. The steps for research synthesis include:

• Formulating the problem
• Searching the literature
• Gathering information from studies
• Evaluating the quality of studies
• Analyzing and integrating the outcomes of 

studies
• Interpreting the evidence
• Presenting the results [13]. 

38.6.3 Steps for Integrated Reviews 

To help synthesize information for contrasting 
different theoretical perspectives (integrated liter-
ature review), Leedy, Ormrod [19] identified the 
following guidelines:

• Compare and contrast varying theoretical 
perspectives on the topic.

• Show how approaches to the topic have 
changed over time.

• Describe general trends in research findings.
• Identify discrepant or contradictory findings, 

and suggest possible explanations for such 
discrepancies.
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• Identify general themes that run throughout 
the literature. 

38.7 Concluding Remarks 

For literature reviews, the literature is the data that 
is being analyzed. What data and how the data is 
to be examined is necessary to report clearly to 
meet the requirements of being transparent. Aside 
from being transparent in reporting what was 
done, identifying the steps taken to collect the 
data reduces the author’s bias in the process. For 
example, if a researcher is not transparent in 
where the data came from, it could be assumed 
that the literature reviewed was already familiar to 
the author, reporting only known literature. This 
is a form of author bias that is too common in 
published works. 

A second major concern in reporting what was 
done is the issue of randomness in the scientific 
process. As a research study, literature reviews do 
include random data. This random data comes 
from the literature reviewed. By selecting relevant 
databases and search terms to retrieve the litera-
ture, and by reporting the steps taken to retrieve 
this literature, the study’s data meets the needs of 
being random (not pre-selected by the authors). 
When the data retrieval process is not reported 
clearly, or when authors select the data for their 
study with no methodological process guiding 
this decision, the data is selective rather than 
random. This lack of randomness results in a 
lack of coverage of the literature, bypassing the 
benefits of having a broad coverage of the litera-
ture with multiple perspectives to contrast and 
synthesize. 

Literature reviews are an exercise in prose 
where writing clearly becomes essential. Writing 
clearly represent clear thinking [20]. To present a 
synthesis of many research studies one must be 
clear and concise, organized and methodological, 
requiring the reader to be able to effortlessly 
follow the thinking of the author. 

In identifying common issues that reviewers 
have with problematic submissions, Ragins [20] 
highlighted three main issues: foggy writing, 

undefined concepts and jargon, and lack of a 
story. Foggy writing occurs when language is 
used inaccurately (e.g., large words used 
incorrectly). One point of consideration is that 
the authors are writing to the general public 
(e.g., students, patients, practitioners) rather than 
to their colleagues. Trying to write to your 
colleagues produces language that is hard to 
understand by those outside of your area of exper-
tise, making it nearly impossible for most readers 
to follow. Writing complexly and abstractly only 
detracts from the research findings and 
implications. Foggy writing is best described in 
the following: 

Foggy writing may be due to writers’ insecurities, 
their misperceptions about writing, or their lack of 
clarity about what they want to say, why they want 
to say it, and who their reader is. [20] 

To avoid foggy writing, it is recommended for 
authors to take extra time to think through their 
ideas as they are writing them and to have 
colleagues read for clarity. Making complicated 
or complex issues understandable is an art all 
writers struggle to accomplish. Extra care should 
be taken to present all ideas, concepts, and 
theories so that people outside of your discipline 
can follow along and remain engaged. 

Use of undefined concepts and jargon results 
in the readers being confused. The author 
assumes the readers are in-their-head and have 
the same train-of-thought [20]. In general, it is 
recommended not to use jargon. It becomes nec-
essary for researchers to evaluate what they have 
written for clarity. Authors can step away from 
their article for a few days before evaluating or 
they can read their written words aloud to a peer 
not working on the same study. This form of 
evaluating one’s work becomes an important 
one that is practiced by even the best writers 
today: 

There comes a point when you must judge what 
you’ve written and how well you wrote it. I don’t 
believe a story or a novel should be allowed outside 
of your study or writing room unless you feel 
confident that it’s reasonably reader-friendly. [21] 

Authors often get too caught up in the details that 
they miss the main point. This lack of story loses



the reader’s attention and interest. Each story, 
including research studies, must have a begin-
ning, middle, and end. This point is highlighted 
in the following: 
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Papers should offer a clear, direct, and compelling 
story that first hooks the reader and then carries the 
reader on a straightforward journey from the begin-
ning to the very end of the manuscript. [20] 

Authors should provide a road map or visuals that 
aid readers in following the story. Other 
techniques include the usage or creation of 
metaphors. Visuals are useful aids that can con-
vey meaning and emotions when used correctly. 
Types of visuals could include concept maps, 
chronological timelines, network maps, and 
figures [22] that help relay the information to the 
readers. Metaphors and analogies are other 
techniques that authors can use to support 
reader’s understanding. Metaphors and analogies 
help to relay the meaning when the discussion is 
more abstract. Metaphors and analogies project 
“meaning onto a second thing in a manner that 
does not require elaboration” [23]. 

Literature and systematic reviews provide a 
synthesis of several research findings that span 
long periods of time. The synthesis from these 
works often provides new theories and models 
and novel solutions to today’s problems. As our 
world becomes more entangled and globally 
interconnected, our problems become more com-
plex. As this complexity increases, our capability 
of addressing complexity diminishes. This point 
is highlighted by Simon [24] in his concept of 
bounded rationality: “The meaning of rationality 
in situations where the complexity of the environ-
ment is immensely greater than the computational 
powers of the adaptive system” [24]. To counter 
this complexity, Ashby derived what is now 
called “Ashby’s Law” which simply states that 
“only variety can destroy variety” 
[25]. Synthesizing or integrating new models 
from several research studies is one method of 
providing this increase in variety that Ashby was 
calling for. Science is now being challenged, 
more so than in the past, to develop new and 
novel theories and models for today’s complex 
problems. This point is highlighted by Reen [26]: 

“Then and now, challenging problems require 
new forms of knowledge integration,” and this 
integration can come from rigorous integrated 
and systematic reviews. 
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Rohan Reddy, Samuel Sorkhi, Saager Chawla, 
and Mahadevan Raj Rajasekaran 

Abstract 

This chapter describes the fundamental 
principles and practices of referencing sources 
in scientific writing and publishing. Under-
standing plagiarism and improper referencing 
of the source material is paramount to produc-
ing original work that contains an authentic 
voice. Citing references helps authors to 
avoid plagiarism, give credit to the original 
author, and allow potential readers to refer to 
the legitimate sources and learn more informa-
tion. Furthermore, quality references serve as 
an invaluable resource that can enlighten 
future research in a field. This chapter outlines 
fundamental aspects of referencing as well as 
how these sources are formatted as per 
recommended citation styles. Appropriate 
referencing is an important tool that can be 
utilized to develop the credibility of the author 
and the arguments presented. Additionally, 
online software can be useful in helping the 
author organize their sources and promote 
proper collaboration in scientific writing. 
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39.1 Introduction 

Bibliographies are essential to scientific research, 
as they provide a comprehensive list of the 
sources that have been used in the research and 
writing process. Including a bibliography is 
important for several reasons. Citations in works 
submitted for publication are closely scrutinized 
by reviewers and publishers for the following 
reasons:

• Bibliographies help acknowledge the 
contributions of other researchers and scholars 
whose work has informed or influenced the 
research being presented. Comprising a crucial 
aspect of academic integrity, they ensure that 
credit is given where it is due and that the 
original sources of information and ideas are 
properly cited [1].

• Bibliographies are an invaluable resource, as 
they allow readers to explore the inspiration 
behind the paper and learn more about the 
topic. They help increase the credibility and 
rigor of the research, as they demonstrate that 
the research is well-informed and based on a 
broad range of sources [2].
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• Bibliographies also serve as a useful reference 
tool for other researchers who may be inter-
ested in exploring similar topics or building 
upon the research presented in the paper. By 
providing a clear and comprehensive list of 
sources, bibliographies help to facilitate fur-
ther research and contribute to the advance-
ment of knowledge in a particular field.

• Overall, bibliographies are an essential com-
ponent of scientific research papers, as they 
help to acknowledge the contributions of 
other researchers, provide a valuable resource 
for readers, and facilitate further research and 
the advancement of knowledge [3]. 

An important distinction to be made is that a 
bibliography is a list of sources that have been 
used in the research and preparation of a work, 
such as a book, web article, or essay, while 
referencing is the act of citing those sources 
within the body of the work. References should 
include a sufficient amount of data points, curated 
in a specific style, allowing a reader to identify the 
source material. It is critical to be transparent and 
clear when citing the source of a specific argu-
ment. Bibliographies can act as a guide for 
readers as they try to understand an investigator’s 
train of thought. Furthermore, science is a disci-
pline that builds upon itself as time passes. Giving 
credit to previous publications in the field is a sign 
of respect and holds the author accountable for 
interpreting the findings correctly. This chapter 
describes the principles and process of creating a 
bibliography and referencing list. 

39.2 Choosing Your Sources 

Understanding where to find sources of credible 
information and their purpose in a research paper 

is a crucial first step in creating a bibliography. 
When a research question or topic of interest has 
been established (see Chap. 1), many researchers 
will opt to conduct a preliminary search through 
common search engines (see Chap. 37) such as 
Google Scholar. Creating parameters for search 
results can further improve the reliability of the 
information [4]. After you have gathered potential 
sources, a critical assessment of the source’s pur-
pose in your paper is needed. Is the source 
providing context for an argument? Is 
the resource from a reliable source? Consider 
the author’s background, the methods by which 
the data was gathered, and the references the 
author has cited [4]. 

Table 39.1 Comparing and contrasting primary and secondary sources of bibliography 

Primary source Secondary source 

Original sources that are reporting results for the first time
• Official documents
• Numerical Data
• Works of fiction 

Interpretation/discussion of primary source results
• Textbooks
• Research Papers
• Indexes 

These resources can be categorized into pri-
mary and secondary sources. Primary sources are 
original research materials that provide firsthand 
information on a topic, while secondary sources 
are materials that interpret or analyze primary 
sources. Primary sources provide raw data and 
information that form the basis of research. Pri-
mary sources are typically considered more reli-
able and credible than secondary sources because 
they are based on direct observations and 
experiments. Examples of primary sources in sci-
entific writing include research articles, confer-
ence proceedings, and technical reports 
(Table 39.1). These types of sources typically 
include original data and findings, as well as the 
methods used to collect and analyze the data. 

Secondary sources provide interpretation or 
analysis of primary sources. Examples of second-
ary sources in scientific writing include review 
articles, textbooks, and encyclopedias. These 
types of sources are useful for providing context 
and background information on a topic, and for 
synthesizing and summarizing the findings of 
primary sources as shown below in 
Table 39.1 [4].
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39.3 Fundamental Principles 
of Citation 

It can be overwhelming for an individual to 
understand what referencing style to choose. 
While there are pros and cons to each style, it is 
important to understand the basic elements that 
are necessary when referencing another’s work. 
Four core elements should be extracted from each 
source: title, date, author, and source (publishing 
company or the DOI). A Digital Object Identifier, 
DOI, is a group of numbers and letters that 
uniquely identify a publication. These are nor-
mally associated with journal publications 
[5]. For example, in a PubMed indexed article, 
the DOI can be found below the Journal Title. 
When citing a website, locate the “about” page or 
scroll to the bottom to extract these elements [5] 
(See Chap. 37). 

During the process of researching and writing 
the paper, keep track of all the sources being used. 
Organize the sources alphabetically by the 
author’s last name. If a source does not have an 
author, use the title of the source instead. Format 
the references according to the specific citation 
style requested by the publisher. This may 
involve utilizing a specific font and font size, 
indenting certain lines, and using italics or quota-
tion marks for specific types of sources. Create a 
heading for the reference list labeled “Works 
Cited”. Based on the referencing style chosen, 
format the reference list accordingly. It is impor-
tant to accurately cite all sources in the reference 
list to give credit to the original authors and to 
help the readers locate these sources in an effi-
cient manner [6]. 

39.4 How to Know Which 
Information to Reference? 

In scientific writing, it is important to properly 
cite the sources that you have used in your 
research. This includes not only direct quotations, 
but also any ideas, data, or other information that 
you have obtained from these sources. To know 

what information to reference in scientific 
writing, it is essential to carefully review and 
evaluate the sources that you have used. This 
includes reading the sources thoroughly and tak-
ing detailed notes on the ideas and information 
that you find most relevant and important to your 
research. As you write your paper, be sure to 
carefully consider the purpose and context of 
each piece of information that you include. If 
you are unsure whether or not to include a partic-
ular piece of information in your paper, it is 
usually a good idea to err on the side of caution 
and provide a citation. 

Any information that is not considered com-
mon knowledge should be associated with a 
proper citation. This can be tricky as “common 
knowledge” is a subjective idea. If you are 
paraphrasing or describing an established theory, 
definition, or model, from another paper, the work 
should be included in the reference list at the end 
of your paper. This includes figures or statistics 
that are provided as evidence in your writing, 
even if they are simply a source of inspiration 
for your work [3]. 

Normally it is not required to cite a reflection 
on personal experiences or narratives. However, 
if further evidence is provided to bolster the per-
spective, proper acknowledgment of the author’s 
work needs to be given. Furthermore, a paper 
may reference the commentary of another publi-
cation in an effort to provide emphasis to its own 
argument. If you are directly taking from another 
source, quotation marks followed by an in-text 
citation need to be placed around the statement 
[7]. In the Harvard System, the in-text citation is 
placed before the final punctuation mark 
[8]. Additionally, when paraphrasing an impor-
tant argument or finding from a source a citation 
is needed. 

39.5 Referencing Styles 

There are many referencing styles, and the spe-
cific style will depend on the institutional 
standards that are set in place. Despite the wide



variety, the basic principles that constitute a ref-
erence still stand. Each referencing style will con-
tain similar data points that help the reader 
identify the publication. Additionally, the author 
needs to stick to one referencing style throughout 
the paper. Switching between styles can confuse 
the readers and make it difficult to identify source 
material. 
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Table 39.2 Table showing various popular referencing styles 

Referencing style Disciplines commonly used 

APA (American Psychological Association) Psychology, education, social sciences 
MLA (Modern Language Association) Literature and humanities 
Chicago/Turabian History, Business, Fine Arts 
Harvard Business, Economics, and Natural Sciences 
IEEE (Institute of Electrical and Electronics Engineering) Computer Science and Engineering 
Vancouver Medicine and Health Sciences 

When writing an academic research article, 
citing referenced work will occur at two different 
places. First, citations will be found within the 
text you have written. These references within the 
text, also known as in-text citations, will contain 
brief pieces of information about the source. Sec-
ondly, included source material will be referenced 
at the end of the paper in what is known as a 
reference list. This list will include much more 
information about the source material. In-text 
citations can help guide a reader to the specific 
citation that is listed in the reference list. 

There are two main styles of citing references 
as shown in the Table below (Table 39.2): the 
Vancouver System and the Harvard System. The 
Vancouver Style is widely used in the biomedical 
field utilizing in-text citations and a numerical 
reference list. The order of the references in 
your bibliography will depend on the order in 
which they appear in your text. An in-text citation 
using the Vancouver Style should include a num-
ber located within round brackets or a superscript 
number with no brackets. Each of these numbers 
should align with your reference list, allowing the 
reader to locate the full reference [9]. 

The Harvard Style In-text citations will con-
tain the author’s last name and the year of publi-
cation. If a book is being cited, it is important to 
include a specific page number after the year of 
publication. Furthermore, if the source material 

contains multiple authors, we can save space in 
our in-text citation by referring to the first 
author’s name followed by “et al.”. The reference 
list (found at the end of the paper) should be listed 
in alphabetical order, which varies from the 
Vancouver system which lists references based 
on the order each reference is found within the 
text [10, 11]. 

39.6 Quality Referencing 

Creating an accurate references page for any sci-
entific publication is a time-consuming process. It 
can help to start the process of gathering and 
organizing your references at the beginning of 
your project. 

To find quality evidence, it is vital to stay 
current with new literature in the field [12]. Previ-
ous work is usually the inspiration for making 
changes in the experimental design or reporting 
new findings. The references that are listed will 
determine the validity of the author’s argument. 
Thus, it is highly recommended that the author 
read through and understand the basic ideas 
presented in each paper. Reading the entire 
paper reduces the chance of misrepresenting 
data [12]. References are listed as contextual evi-
dence for the arguments the author is making. A 
majority of the references for scientific papers 
will include journal publications that can be 
found through keyword searches on Google 
Scholar or PubMed. Make sure to take note of 
the names of the journals as they can provide 
insight into the reputability of the author’s work. 
Findings published in the New England Journal 
of Medicine or Nature are subjected to multiple 
rounds of peer review and editing, which adds to



the validity of the work. In scientific research, this 
evidence should be peer-reviewed and published 
by a reputable source [4]. 
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Furthermore, scientists must maintain an 
objective stance when writing. A reference list 
that is heavily self-cited or lacks balance in 
providing evidence for all sides can affect the 
accuracy of the author’s interpretations and 
findings. Situating your work within the proper 
context of a field can be achieved by reading the 
current literature that is being published. Refer-
ence lists may grow or shrink as the researcher 
becomes increasingly familiar with previous 
work that influences their experimental design or 
findings. Finally, keeping a concise and 
organized bibliography helps the researcher better 
understand the limitations of their study and the 
future direction of experiments. The foundation 
of scientific writing is to introduce new 
perspectives into an existing field. Thus, the 
references that are cited function as supporting 
pillars of existing knowledge, reinforcing the 
author’s findings. 

39.7 Online Software 

Technology can be a useful tool for mitigating 
common mistakes when creating a bibliography, 
such as incorrect formatting. With the advent of 
the internet, many online resources can assist in 

constructing a bibliography. Popular software 
includes Endnote, Mendeley, and Zotero 
[13]. Specifically, Zotero, a free referencing 
tool, can “collect, organize, cite and share their 
research sources” [14]. Available for both 
Windows and Mac, Zotero can be downloaded 
by going to https://Zotero.org/download/. This 
free-to-use software easily integrates into 
Microsoft Word and promotes collaboration as it 
can store and cite a large number of articles and 
text. Creating a citation can be done by clicking 
on the “green plus sign” and choosing the type of 
publication from the drop-down list (Fig. 39.1). 
The publication’s info can then be entered into the 
corresponding fields (Fig. 39.2). Additionally, if 
an article has an associated DOI it can be added to 
the reference library by clicking on “Add Item 
(s) by Identifier.” Zotero promotes a collaborative 
environment as multiple individuals can also 
upload and cite articles within the same library. 
When creating large databases of publications, 
Zotero offers a web capture feature that can 
directly extract bibliographic elements from a 
website or journal. These elements can then be 
curated into the multitude of referencing styles 
that are included in the program. 

Fig. 39.1 Schematic 
showing annotated Zotero 
homepage for creating 
referencing libraries 

On the other hand, Endnote is a paid reference 
management software program that is available 
for Windows and Mac. It includes a range of 
features for organizing and citing sources in 
research papers and other documents. Some of

https://zotero.org/download/


the main features of Endnote include a personal 
library for storing and organizing sources 
[15]. This allows users to create a personal library 
of sources, which can be organized using tags, 
groups, and keywords. Additionally, Endnote 
supports a wide range of citation styles, including 
Vancouver and Harvard Systems. Similar to 
Zotero, Endnote allows users to share their library 
with other Endnote users. They take this feature 
one step further by having a web-based version 
that allows users to access their library from any 
device with an internet connection [16]. 
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Fig. 39.2 Schematic showing Zotero’s referencing 
section 

The assistance of technology in creating a 
bibliography does not take away from the intel-
lectual process of curating and gathering 
resources for a publication. Rather, programs 
such as Zotero can help streamline the process 
of gathering and citing large numbers of 

references. However, its quick workflow also 
has the potential to influence the author to 
overcite previous work, which can dilute the cred-
ibility of the evidence and increase the possibility 
of leaving out relevant work. 

39.8 Do’s and Don’ts of Referencing 

Here are some general do’s and don’ts for 
referencing journal publications: 

Do’s:
• Do include all the relevant information for 

each journal article you reference, such as the 
author’s name, the title of the article, the title 
of the journal, the volume and issue number, 
and the publication date.

• Do use the appropriate citation style for your 
field or discipline. Different fields have differ-
ent citation styles, so make sure you are using 
the correct one.

• Do format your references correctly according 
to the citation style you are using. This may 
involve using a specific font and font size, 
indenting certain lines, and using italics or 
quotation marks for certain types of sources.

• Do double-check your reference list to make 
sure it is accurate and complete.Don’ts:

• Don’t omit any necessary information from 
your references. Make sure to include all the 
relevant information for each journal article 
you reference.

• Don’t use a journal article as a source if you 
have not read it yourself. It is important to read 
and understand the sources you are using in 
your research.

• Don’t plagiarize by copying and pasting infor-
mation from a journal article into your work 
without properly citing it. Plagiarism is the act 
of using someone else’s ideas or words with-
out giving them credit (see below).

• Don’t use a journal article as a source if it is 
not relevant to your research. Make sure to 
only include sources that are relevant and con-
tribute to your paper or project.
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39.9 Plagiarism 

While appearing deceivingly simple, plagiarism 
plagues an academic world that has strived to 
maintain its traditional values of respect, ethics, 
and morality (see Chap. 59). Many academicians 
are beginning to reside in a state of limbo where 
they are starting to question the purpose and 
practicality of adhering to the laws of plagiarism. 
However, the current practice still abides by such 
laws, so it is paramount that budding 
academicians learn and understand the essential 
framework behind plagiarism and the proper 
steps necessary to produce original work. 

After a thorough review, there is a clear need 
for a singular definition/framework of plagiarism. 
Currently, each institution defines plagiarism in 
its own way, which may offer some benefit to that 
specific institution given the type of work they 
produce. Nonetheless, the lack of a universally 
accepted definition leaves room for individual 
interpretation/misinterpretation [2]. Upon review 
of various definitions, two concepts surfaced as 
common denominators in each interpretation: 
(1) the intent of the author producing the work 
and (2) the concept that plagiarism is based on 
inappropriately utilizing someone else’s product 
rather than their idea. 

Thus, plagiarism is defined as: The practice of 
utilizing someone else’s work and attempting to 
take ownership of the idea by maintaining its 
originality. As Angélil-Carter [17] succinctly 
denotes, “the true plagiarist writes to conceal the 
sources”. While all acts of plagiarism are looked 
down upon and usually met with some form of 
justice/remediation, the aforementioned intent of 
the author must be taken into consideration when 
judging each act. 

In 1995, Howard [18] set out to delineate the 
different forms of plagiarism that are commonly 
encountered: patchwork writing, non-attribution, 
and outright cheating. In each form, respectively, 
there is an increase in the level of malintent and 
consciousness of the author. The first form, patch-
work writing, was later termed “omission 
paraphrasing” by Barrett and Malcolm [19] and 
was used to describe the process of selectively 

modifying excerpts taken from a single source in 
an attempt to adapt the author’s work into what is 
needed for an assignment. Some academics such 
as Introna et al. [20] are warming to the idea that 
patchwork writing still requires a certain degree 
of hard work and understanding of the material to 
be able to write about the topic, which is particu-
larly impressive (and thus understandable) for 
those writing in a second language. Rather than 
approaching each potential plagiaristic event with 
an inflexible, black and white lens, academicians 
must consider the novice researcher that are 
navigating a relatively novel world filled with 
hidden pitfalls. While this is the least damning 
form of plagiarism, it exposes writers to criticism 
and ultimately results in a loss of credibility, so 
it’s wise to err on the side of caution and avoid 
this practice. The second form, non-attribution, 
was described by Howard [18] as situations 
where students were aware of the need for 
citations but succumbed to pressures such as aca-
demic workload or the need to plagiarize to pass a 
course. Finally, cheating is plagiarism with full 
awareness and intent. 

39.9.1 How Can You Avoid Plagiarism? 

Two simple methods can be utilized to avoid 
plagiarism, and choosing either is perfectly 
sound: 

1. When in doubt, cite the author’s work and 
remember to include the citations in a bibliog-
raphy or list of references 
OR 

2. Use quotation marks to differentiate between 
your words and the source author’s words. 
Again, list your in-text citations in the bibliog-
raphy or list of references [21]. 

39.10 How to Cite Internet-Based 
References 

The internet has had a significant impact on the 
way that sources are cited in scientific papers.



One of the major changes has been the prolifera-
tion of electronic sources, such as web-based 
articles and online databases, which have largely 
replaced print sources as the primary means of 
accessing scientific information [22]. As a result, 
it has become increasingly common to include 
URLs and other electronic identifiers in citations, 
in addition to traditional bibliographic informa-
tion such as the author, title, and publication 
year [23]. 
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The internet has also made it easier for 
researchers to access and share information, lead-
ing to an increase in the use of online collabora-
tion tools and platforms for publishing and 
disseminating research. This has led to the devel-
opment of new citation styles and guidelines for 
citing electronic sources, such as the American 
Psychological Association’s (APA) guidelines 
for citing web-based material [24]. 

Citing websites in published papers is often 
done with the assumption that they will remain 
accessible for an extended period of time. How-
ever, this is not always the case, as many of these 
websites tend to become unavailable within a few 
years of the paper’s publication. The impact of 
this issue is not fully understood [25]. 

The rise of the open access movement and the 
proliferation of online communication and 
archiving platforms, such as blogs, Research 
Gate, and LinkedIn, has led to an increase in the 
use and functionality of references. In the digital 
age, new forms of scholarly sources have become 
available, adding complexity to the process of 
formatting and citing. For example, it is important 
to include correct URL links and access dates for 
web-based materials to enable readers to easily 
access these sources in the future [26, 27]. 

39.11 Concluding Remarks 

Citing references is an invaluable practice that is 
imperative to academic and intellectual discourse. 
Proper citations demonstrate to the reader that 
you have explored current literature regarding 
the topic, which is crucial to scientific research 
given that novelty is an essential criterion for 
publication. They also help to acknowledge the 

contributions of other researchers and scholars 
whose work has informed or influenced the 
research being presented, provide a valuable 
resource for readers, and facilitate further 
research and the advancement of knowledge. It 
is important to carefully consider the sources that 
are included in a bibliography and to use a spe-
cific referencing style to ensure that the sources 
are accurately and appropriately cited. To pro-
duce a high-quality bibliography, choose reliable 
and credible sources, categorize them as primary 
or secondary sources, and understand the differ-
ent types of sources that are available. By follow-
ing these principles, researchers can create a 
bibliography that enhances the credibility and 
rigor of their research paper. 
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and Evaluate Scientific Output
Use of Bibliometrics to Quantify 40 
Joanne Berger 

Abstract 

Bibliometrics, the quantification of such scien-
tific research outputs as journals, articles, 
social media mentions, and more, has taken 
on increased importance as a means of 
evaluating researcher productivity, collabora-
tion, and impact. This chapter provides an 
overview of bibliometrics in scientific 
research, including a brief history of the disci-
pline, real-world applications, use in studies, 
and descriptions of standard and alternative 
metrics. Also discussed are several efforts of 
interested stakeholders to create metrics filling 
specific needs and more broadly, a climate for 
more responsible use of all bibliometrics. It 
concludes with bibliometrics’ contributions to 
positive developments in scientific research, 
including the combination of metrics with 
qualitative forms of assessment, the tracking 
of research in the COVID-19 pandemic, and 
the generation of more information on the 
researchers themselves. 
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40.1 Introduction 

Scientific evaluation incorporating traditional 
peer review is costly, time-consuming, and open 
to bias, leading some evaluators to increase their 
reliance on data to help streamline the process and 
attempt to make it more equitable. The discipline 
of bibliometrics, a “science of science,” is based 
on the premise that a researcher’s publications 
and the data they generate—such as the number 
of times they have been cited—can be used to 
answer questions about the research they repre-
sent [1]. Bibliometric data, arrived at through 
various calculations, or metrics, have been used 
to measure researcher productivity, influence, 
collaboration networks, and other factors. 

Even with this expanded use, bibliometrics 
were intended to complement, not replace, quali-
tative measures of research evaluation. They do 
not measure the quality of research, the impact of 
research on the public, nor do they account for an 
author’s motivation in citing a particular article. 
Additionally, they only relate to a researcher’s 
publications, not activities such as teaching and 
mentoring, peer review, and committee

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_40&domain=pdf
https://orcid.org/0000-0002-1417-1703
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participation [1]. Yet, some have argued that 
metrics have resulted in an overemphasis on 
quantity over quality, that they have been used 
to create policies and incentive systems that favor 
some researcher demographics over others, and 
even that they have been misused or extrapolated 
to be indicators of quality. 
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Other factors add to the complexity of using 
publications as proxies for research. For example, 
not all scientific fields contribute equally to the 
corpus of published scientific literature. 
Researchers in fields that publish more frequently 
have more opportunities to be cited. Many 
metrics incorporate normalization to make the 
data usable across fields and other variables [2]; 
however, normalization does little or nothing to 
account for the role of demographics, such as 
author age and gender, not to mention geographi-
cal differences. 

Metrics have limits, necessitating that 
researchers use combinations of them to make 
up for deficiencies of individual metrics. One 
important limitation common to several metrics 
involves time span; citation activity within a field 
may fluctuate wildly from year to year. Since 
many calculations cover only a 5-year window, 
these fluctuations can strongly skew the data up 
or down. Adding metrics that show an author’s 
collaborations, or recent web postings (see Sect. 
40.4.3), can help in showing a fuller picture of 
their research activity. Further, the emphasis on 
this window excludes so-called “sleeping beauty” 
papers that become widely cited many years after 
publication when the scientific community 
recognizes them as innovative or seminal [2]. 

Finally, bibliometrics have exerted a strong 
influence on researchers’ subject and publication 
choices—and spurred some unethical 
behaviors—in the name of boosting citations, 
(see Sect. 40.7 of this chapter). 

In the executive summary of The Metric Tide 
report, James Wilsdon, University of Sussex, UK 
and Chair of the review group, stated, “Metrics 
hold real power: they are constitutive of values, 
identities and livelihoods” [3]. Acknowledging 
this power, several groups have created 
guidelines and manifestos for more responsible 
use of bibliometrics. This chapter aims to discuss 

commonly employed bibliometrics and how their 
use in scientific research has evolved over time. 

40.2 Early Roots 

Researchers have long sought to measure aspects 
of scientific research. As early as 1873, French-
Swiss botanist Alphonse de Candolle attempted 
to find environmental factors in scientific 
societies, such as religion, that contributed to the 
scientific strength of nations. In 1926, mathema-
tician, chemist, and statistician Alfred Lotka, 
known for his work in population dynamics, 
developed a mathematical equation for studying 
chemistry researchers’ productivity. It is among 
the earliest evidence that scientific fields are 
characterized by skewed distributions [4]. 

Belgian information scientist Paul Otlet in 
1934 is credited with the development of 
“bibliomètrie,” which he defined as 
measurements related to the publication and 
reading of books and documents [5]. Also that 
year, chemist turned librarian Samuel Bradford of 
the London (UK) Science Museum, discovered 
that literature in a subject area was concentrated 
in a core set of journals, a phenomenon known as 
Bradford’s Law of Scattering. It was applied to 
estimate the number of journals one needs to read 
to attain a specific level of literature coverage on a 
subject [4]. 

The 1950s brought early harbingers of techno-
logical tools used for bibliometrics today. Early in 
the decade, American psychologists Robert Dan-
iel and Chauncey Louttit created a science map by 
hand based on journal-to-journal citations for the 
psychology literature [4]. In 1955, American lin-
guist and computer scientist Eugene Garfield 
began indexing journal literature using punch 
cards. His company was renamed Institute for 
Scientific Information (ISI) in 1960, when it 
began publishing what is now known as the Sci-
ence Citation Index™ (SCI). It was the forerunner 
of the current Web of Science database suite from 
Clarivate and tracked the number of times articles 
were cited in the scientific literature. 

In 1955, Garfield mentioned the utility of an 
“impact factor” to “evaluate the significance of a



particular work and its impact on the literature 
and thinking of the period” [6]. He and colleague 
Irving H. Sher developed it initially to help select 
source journals for the index. “To do this, we 
simply re-sorted the author citation index into 
the journal citation index. From this simple exer-
cise, we learned that initially a core group of large 
and highly-cited journals needed to be covered in 
the new Science Citation Index,” Garfield stated. 
Yet, Garfield and Sher had not begun to use it for 
its current purpose until several years later, when 
they sampled the 1969 SCI to publish the first 
journal ranking using the impact factor [7]. 
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Development in bibliometrics in the ensuing 
years has been reflected in its nomenclature. The 
term “bibliometrics” in English was coined in 
1969 by British librarian Alan Pritchard, to 
replace the term, “statistical bibliography” 
[8]. He applied it to the counting of books, 
articles, journals, citations, and any statistically 
measurable element of publications, regardless of 
discipline [9]. Bibliometrics has since been 
subdivided into names that describe its applica-
tion to research areas, (e.g., “scientometrics,” 
“informetrics”), and since the advent of the Inter-
net, “webometrics,” “netometrics,” and 
“cybermetrics,” which sometimes have been 
used interchangeably [9]. Later, incorporating 
views on social media, internet metrics related to 
research have become known as “altmetrics.” 

40.3 Applications 

40.3.1 Real-World Applications 

Today, bibliometrics are applied to many 
activities related to scientific research. More 
information on some of these will appear in later 
sections of this chapter. 

Performance Evaluation Citations and 
measures of visibility on the internet can shed 
light on researcher productivity and influence, 
enabling evaluators to make inferences about 
their impact. 

Hiring Job candidates may highlight 
publications in high impact factor journals on 
their CVs [10]. Evaluators may use metrics to 
help them quickly glean information from long 
publication lists. 

Funding Institutions use analyses of published 
literature in justifications for funding, as well as 
awards of grants, fellowships, and honors. They 
have also been used to measure the impacts of 
such funding. For example, the Obama Adminis-
tration implemented STAR METRICS (Science 
and Technology in America’s Reinvestment Mea-
suring the Effects of Research on Innovation, 
Competitiveness, and Science) which aimed to 
track the effects of federal research grants and 
contracts on growth in such areas as employment, 
publications, and economic activity [11]. 

Budgeting Library staff have long used 
bibliometric rankings to help decide which jour-
nal subscriptions to purchase, renew, or 
discontinue [12]. 

Benchmarking Publishing and citing practices 
vary among scientific fields, so institutions have 
sought to generate comparisons among 
publications, authors, groups, departments, 
institutes, and universities in the same field over 
time to determine levels of influence in advancing 
scientific research [13, 14]. 

Selection of Peer Reviewers, Collaborators, 
and Journals Bibliometric data can aid 
researchers in the selection of potential peer 
reviewers and collaborators by pointing to 
highly-cited authors and the authors they cite, as 
well as authors with exposure in major journals. 
Newer researchers who have not yet been cited 
can also use metrics to help decide where to 
publish when less familiar with journals in a 
field [12]. 

Research Trend Analysis and Policy 
Setting Bibliometrics can also be used to iden-
tify trending topics within large publication sets, 
as well as relationships between topic areas [1].



670 J. Berger

40.3.2 Bibliometric Studies 

Bibliometric studies are designed to answer spe-
cific questions. They can be considered to fall 
under four main themes, productivity, collabora-
tion, research topics, and citation impact. Often, 
these themes are combined within a study [1]. 

Productivity Productivity analyses can involve 
counts of publications, or types of publications, 
often published within a particular time 
period [1]. 

Collaboration These studies discuss the 
networks of scientific research, or which 
scientists are working together to produce that 
research. Co-authorship often serves as a proxy 
for collaboration. Collaborations can be measured 
at the author, institution, or country levels [1]. 

Topic Topic studies might be used to understand 
which topics are gaining ground among 
researchers in a field, how that emphasis changes 
over time, and relationships between topic areas. 
They often employ either citation- or text mining-
based approaches. Citation analysis approaches 
use cited references as a measure of similarity; 
while text mining approaches use the words in 
article titles, abstracts, or the full text to catego-
rize large sets of articles by topic [1]. 

Citation Impact Which articles, or article sets, 
have had the most influence on advancing sci-
ence? The number of articles citing a particular 
article is one indicator of its impact. You could 
also count the times the articles in a set—for 
example, authors at a particular research institu-
tion, published in a particular journal, or from a 
certain country—have been cited [1]. 

An example of a combined productivity and 
topic analysis was conducted by Panpan Wang 
and Deqiao Tian of Beijing Institute of Biotech-
nology. They searched published literature in the 
Web of Science database or submitted to four 
preprint platforms, for global trends in COVID-
19 research. They found that the U.S. had 

published the most reports, followed by 
China. U.S. reports in Web of Science mostly 
were in the categories of non-pharmaceutical 
interventions, treatment, and vaccines; while the 
bulk of China’s reports were on clinical features 
and complications, virology and immunology, 
epidemiology, and detection and diagnosis. Over-
all, they found countries with the most 
publications were concentrated in Asia, Europe, 
and North America, and called for greater world-
wide research cooperation [15]. 

Russell et al. of Indiana University School of 
Medicine, Indianapolis, IN, sought to study 
changes in several bibliographic variables in 
four major musculoskeletal science journals over 
30 years. Increases in several variables (number 
of authors, institutions, and countries) pointed to 
a trend toward greater collaboration. In addition 
to making comparisons related to specific 
journals, the authors focused on gender, noting 
an increase over time in female authors, female 
first authors, and corresponding authors. They 
concluded that this could be the result of more 
women attaining doctoral degrees in science, 
medicine, and engineering [16]. 

The next section describes the individual 
metrics and key points related to their use in 
research evaluation. 

40.4 Brief Descriptions of Metrics 

It is important to note that there are variations of 
all metrics described in this section. In addition, 
the names for the same metric can vary among 
information sources 

40.4.1 Basic Metrics 

Raw Citation Count The number of citations an 
article or set of articles has received [17]. 

Publication Count Total number of 
publications for an individual researcher or 
group of researchers, for example, a department, 
college, or institution [18].



Given the broad adoption of the impact factor, it
is important to note that success in publishing in a
journal with a higher impact factor does not imply

previous 5 years have been cited in the current
Journal Citation Reports™ (see Sect. 40.5.2 of
this chapter) year, shown in Eq. 40.2:

minus self ‐citations:

-
Number of citable items published in the journal in 2020- 2021 21½ � ð Þ
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Citation Percentile As stated in the Metrics 
Toolkit, “the position of a paper or group of 
papers with respect to other papers in a given 
discipline, country, and/or time period, based on 
the number of citations they have received. 
Expressed as a percentile or awarded an honorific 
“Highly Cited” honorific based upon percentile 
rankings” [18]. 

Normalized Citation Scores According to 
Ioannidis et al., “. . .normalization can be seen as 
a process of benchmarking that is needed to 
enhance comparability across diverse scientists, 
fields, papers, time periods, and so forth” 
[2]. Many metrics have several normalized 
versions, still more have been proposed. 

40.4.2 Citation-Based Metrics 

Impact Factor The journal impact factor aims to 
demonstrate which journals have the highest 
impacts on their respective fields, as measured 
by the number of times individual articles have 
been cited by other articles. It is calculated by 
taking the number of times that articles published 
in a journal over a 2-year period were cited by 
indexed journals in the following year and divid-
ing that by the total number of citable items in that 
journal for the same 2-year period, illustrated in 
Eq. 40.1: 

that a journal article is more worthy of citation. 
Many factors can affect whether a particular arti-
cle is published, including the journal’s editorial 
policy, its scope, frequency of publication, and 
even language. For example, journals with greater 
publication frequency have greater visibility, 
which often means more citation opportunities. 

Number of citations received in 2022 by items published in the journal in 2020 2021 
40:1 

EF for Year x =Proportion of weighted citations from articles published in Year x 

to articles published in Years x- 1, x- 2, x- 3, x- 4 and x- 5 ð40:2Þ 

Key Points

• Assists in the selection of journals; both in 
publication and subscription decisions.

• Encourages authors to submit to a small subset 
of journals, overwhelming those journals’ 
selection committees while reducing 
submissions to other journals in the field [20].

• Articles written in well-established fields are 
likely to be cited more frequently than are 
articles in emerging fields. The search for 
journals with high impact factors can lead 
scientists to restrict their research to areas 
that will encourage high citation counts [20].

• The number can be driven up by one highly-
cited article [21]. 

Eigenfactor® Score The Eigenfactor® Score 
was developed by researchers Jevin West and 
Carl Bergstrom at the University of Washington, 
Seattle in 2007. In the U.S., it measures a 
journal’s importance to the scientific community 
in terms of the number of times articles from the



•

Documents in Scopus database over 4 years
ð Þ

It is weighted towards citations from highly-cited 
articles. In this way, the Eigenfactor® Score 
considers the entire citation network of journals 
and articles, rewarding journals that are cited by 
other influential journals. It also reduces the 
impact of journal self-citation by removing 
references from articles that cite another article 
in the same journal [22]. 
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Key Points 
Helps in finding the journals which are driving 
the conversations in a particular field. 

Citations to CiteScore publication types in Scopus database over 4 years 
40:4 

Removes self-citations.
• Like the impact factor, strongly influenced by 

the journal’s subject area [23]. 

h-index As a response to the criticisms of other 
metrics being not useful for measuring the 
impacts of individual authors, the h-index is cal-
culated by examining the work of one author and 
deriving their citation impact. An author’s 
h-index is defined as the number of papers with 
a citation number greater than h. For example, a 
researcher with an h-index of 10 has 
10 publications that have each been cited a mini-
mum of 10 times [24, 25]. 

Author’ s h‐index= h papers cited 
≥ h times ð40:3Þ 

Among its variations are an hm-index, accounting 
for multi-authored manuscripts. 

Key Points

• Aims to give a more accurate picture of an 
author’s impact on a research field.

• Simple to calculate.
• The h-index can increase but never decrease. 

For example, even if an author stops publish-
ing, their h-index continues to be impacted by 
new citations. This can give more senior 

authors an unfair advantage over early-career 
researchers. 

CiteScore CiteScore is a family of metrics 
counting citations to articles, reviews, conference 
papers, book chapters and data papers (peer-
reviewed document types) in a 4-year period, 
divided by the total number of publications in 
Scopus within that same period. It includes the 
SciImago Journal Rank and Source-Normalized 
Impact Per Paper described below in this section 
[26, 27]. 

Key Points

• The citation window in 2021 was expanded 
from 1 to 4 years to enable more robust scores 
for older publications.

• Publications from the most recent year are 
included in the calculation so these receive 
impact scores earlier.

• This metric is only used in the Scopus 
database. 

Scimago Journal & Country Rank The 
Scimago Journal & Country Rank (SJR), from 
Scimago Lab, is used to score the prestige of 
scientific journals, based on both the number of 
times journal articles have been cited, as well as 
on the prestige of the citing journals, which is 
estimated by Google’s PageRank algorithm. The 
SJR is based on journals indexed in Elsevier’s 
Scopus database, and includes the total number of 
documents of a journal in the calculation’s 
denominator, in contrast to the journal impact 
factor, which includes document categories 
deemed “citable” [28, 29]. 

Key Points

• Inclusion of all article types, exclusion of self-
citations, and the use of a computer algorithm 
make it less easy for editors to use various
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tactics to boost the metric [28]. See Sect. 40.7 
of this chapter.

• Use is limited to articles published after 1996.
• May underestimate the prestige of journals 

with large numbers of non-citable articles rel-
ative to journals without them. 

Source Normalized Impact per Paper Also 
using indexed journals in the Scopus database, 
the Source Normalized Impact per Paper (SNIP) 
measures the citation potential of journal articles 
by considering citation patterns within a subject 
field. If a typical article in one field has dozens of 
citations, for example, it will be weighted differ-
ently from another in a field where the typical 
article is cited fewer than 10 times. This 
weighting enables the comparison of articles in 
different subject areas [30]. Newer subject areas 
with fewer publications are on a more even 
playing field with more established ones, because 
the impact is always normalized to the state of the 
field at publication time. 

Key Points

• Can be used to compare publications in differ-
ent subject areas or fields.

• Useful for comparing newer fields with 
smaller collections of publications.

• Normalization of the citation counts leads to a 
more complicated calculation of citation 
impact. 

Article Influence Score The Article Influence 
Score is used to represent the average influence 
of the journal’s articles over 5 years. It is calcu-
lated by dividing a journal’s Eigenfactor® Score 
by the total number of articles published in that 
journal in the 5-year period [22]. Journals that 
score greater than a mean score of 1.00 can be 
said to have an above-average influence in their 
area. 

JournalEigenfactor® score 

Number of journal’ spublished articles over5years 

ð40:5Þ 

Key Points

• Can also be used to measure cost effectiveness 
in situations where the author pays to publish 
their article, as in the Gold open access model. 
Article Influence Scores can be plotted against 
the cost of publishing and offer authors the 
chance to see which open access journals 
with fees are the most influential.

• Like the impact factor, strongly influenced by 
the journal’s subject area [23]. 

i10- and h5 Indexes These metrics are calcu-
lated from Google Scholar, and are, respectively, 
the number of publications with at least 
10 citations, and the number of papers with the 
same or greater number of citations over a 5-year 
period. The i10-index is used in Google Scholar 
Citations, while the h5 can be found on Google 
Scholar’s Metrics page [31, 32] (Table 40.1). 

40.4.3 Alternative Metrics 

Altmetrics Since its inception in 2010, the field 
of altmetrics has endeavored to measure research 
impact beyond citations. It has expanded to 
include data from news sources, patents, and 
social media platforms. Some of these include 
microblogs (e.g., Twitter, Weibo), blogs and 
blog aggregators, online reference managers 
(e.g., Mendeley), scholarly tools (e.g., 
Dimensions, F1000Prime, Publons, Web of Sci-
ence), a wide variety of public repositories (e.g., 
arXiv, GitHub, Figshare, Vimeo, YouTube), 
wikis (e.g., Wikipedia), as well as social network-
ing platforms (e.g., Facebook, LinkedIn, Reddit) 
[33]. Some authors, such as Wouters et al., 
encourage disaggregating the number of various 
measures under one term [33]. 

Examples of altmetrics providers include 
Altmetric.com, PlumX, and Crossref Event 
Data. The oldest provider, Altmetric.com, uses 
weighted counts for each data source, which con-
tribute to an Altmetric Attention Score (AAS)

http://altmetric.com
http://altmetric.com


Metric Measures Weighting

[34]. Several studies have compared the AAS 
with citation counts. Argyro Fassoulaki at 
Aretaieio University Hospital, Athens, Greece 
and coauthors found that a strength of the AAS 
is the impact of a particular article in real time, 
whereas citations are more reliable for 
highlighting its scientific impact over time [34]. 
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Table 40.1 Comparison of several major citation-based metrics 

Originating 
database 

Coverage 
period 

Excludes self-
citations 

Article Influence 
Score 

Journals Multiple dbs 5 years Yes Yes 

CiteScore Journals Scopus 4 years/ 
variations 

Yes No 

Eigenfactor® Score Journals WOS/JCR 5 years Yes Yes 
h-index Authors WOS Career Variationsa Variations 
h5 index Journal Google Scholar 5 years No No 
i10-index Authors Google Scholarb 5 years No No 
Impact Factor Journal WOS 2 years/ 

variations 
Variations Variations 

SJR Journal Scopus 3 years Yes No 
SNIP Articles (citation 

potential) 
Scopus 3 years Yes No 

dbs databases, WOS Web of Science, JCR Journal Citation Reports™, SJR Scimago Journal & Country Rank, SNIP 
Source Normalized Impact Per Paper 
a Existing and proposed variations of this metric have different capabilities in these areas 
b Metric is used in Google Scholar Citations 

Key Points

• Researchers receive some feedback about their 
work, often within a week of publication, 
much more quickly than via citations [35].

• They may help—though not completely—to 
make up for a shortage of global and 
publisher-independent (grey literature) usage 
data [35].

• The impacts that altmetrics measure, who is 
using them, and how the research is being used 
often are not clear.

• Data may be incomplete or inaccurate, e.g., 
missing links or metadata erroneously entered. 
As a result, altmetrics may count views from 
people who have never actually read the 
research, or outputs that are ambiguously 
connected to the research [35]. 

Online Access Counts Any metric that relies on 
citation counts will necessarily be delayed 

because of the lag time between publication of 
the original article and the authorship and publi-
cation of a citing article. To reduce this delay and 
pull “real time” statistics, some authors prefer to 
count the times their articles have been 
downloaded. This allows them to see an article’s 
immediate impact [36]. 

Key Points

• Online publication ahead of print (epubs), and 
open access have boosted the counts, increas-
ing the chances of an article’s being read and 
cited.

• Research has shown a strong, positive correla-
tion between download counts and citation 
counts and impact factors [36].

• Little or no information is given on how 
downloaded articles are being used. 

Usage Some journal publishers have sought to 
differentiate download counts from access counts 
and citation counts, often employing the word 
“usage” in this count. The rationale behind this 
article-level metric is that most of these 
downloads are from readers making use of the 
content in practice, as opposed to researchers 
citing the content in their papers.
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Key Points

• Usage counts, rather than citations, may better 
reflect interest in articles from more practical 
fields, as well as those of general interest [37].

• It may be impossible to know whether an 
article was used in ways other than as a down-
load for later reading. 

40.5 Databases and Analytical Tools 

The products in this section do not comprise an 
exhaustive list and exclude those devoted solely 
to data visualization. 

The databases described in the first subsection 
are data sources and generate metrics based on 
their own data. Consequently, scores will differ 
depending on the content of the database being 
used [38]. Some of the database providers also 
offer tools for more refined data analyses, often at 
additional cost. Some of these appear in 
Sect. 40.5.2. 

40.5.1 Databases 

Web of Science Web of Science, from Clarivate 
(https://clarivate.com/webofsciencegroup), is a 
suite of databases providing access to citations 
in the sciences, social sciences, arts, and 
humanities (see Chap. 37 of this book for more 
information). The database itself contains several 
tools for bibliometric analysis. Users can create 
citation reports on individual authors, who can be 
disambiguated from other authors with the same 
names. The report shows the number of published 
items, number of times cited for each, and the 
author’s h-index, and can be displayed in either 
list or graphic forms. Web of Science also 
contains a template for cited reference searching, 
offering best practices for using the parameters to 
conduct a tailored search. Clarivate’s additional 
bibliometric tools are described in this chapter’s 
next section. 

Scopus Scopus, launched by Elsevier in 2004 
(https://www.scopus.com/home.uri), also enables 
users to compare journal influence and impact. In 
addition, it features the ability to compare 
countries in particular areas of publishing, and 
rank journals in a particular country for influence 
within that country. Like Web of Science, Scopus 
offers an author search option. It uses 
Elsevier-developed journal, author, and article-
level metrics, described earlier in this chapter. 

Because Scopus and Web of Science have 
differences in journal coverage, authors have 
been encouraged to run searches in both systems, 
if possible, to ensure that they are missing nothing 
vital in their counts [12]. 

Google Scholar Google Scholar, launched by 
Google in 2004 (https://scholar.google.com/), is 
a free search engine/database. In addition to much 
of the content in Web of Science and Scopus, 
Scholar contains publications beyond the scope 
of those databases; the set of documents its results 
draw from is not clear [39]. Searches on author 
names may be less reliable than in the aforemen-
tioned databases. Scholar also contains a Metrics 
page, where users can view top-cited 
publications. Results can be sorted by subject 
categories and subcategories. 

Dimensions Dimensions is a database from Dig-
ital Science & Research Solutions Inc., London, 
UK, launched in 2018 to enable users to explore 
connections among a wide variety of sources 
(https://www.dimensions.ai/dimensions-data/). It 
links publications and citations with such outputs 
as grants, patents, clinical trials, datasets, and 
policy papers, and is available in free and sub-
scription versions. The product and its data are 
available free to the scientometric community for 
use in developing future indicators [40]. 

Overton Built and maintained by Open Policy 
Ltd in London, UK, Overton is a searchable index 
of policy documents, guidelines, think tank 
publications and working papers from more than 
182 countries (https://www.overton.io/).

https://clarivate.com/webofsciencegroup
https://www.scopus.com/home.uri
https://scholar.google.com/
https://www.dimensions.ai/dimensions-data/
https://www.overton.io/


References, people’s names, and key concepts are 
extracted from these and linked to related news, 
academic research, think tank and other policy 
content so subscribers can find where their work 
is being cited or mentioned, and where it is poten-
tially influencing policy [41]. 
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40.5.2 Analytical Tools 

Journal Citation 
Reports™/InCites™/Essential Science 
Indicators™ Clarivate’s Web of Science is the 
home of Journal Citation Reports™ (JCR), a tool 
for comparing journal metrics (https://jcr. 
clarivate.com/jcr/home). Journals can be ranked 
by the number of articles they have published and 
the number of citations to those journal articles in 
a given year, as well as by the journals’ impact 
factors. 

In 2012, Thomson Reuters added a 
benchmarking tool, InCites™, to Web of Science 
(https://clarivate.com/webofsciencegroup/  
solutions/incites/). It enables institutions to com-
pare their citation counts and influence in a 
research field with those of similar institutions. 
Individual authors can also use this information to 
compare their research output with that of 
colleagues within their institution and with other 
researchers in their fields. InCites™ employs 
author name disambiguation, along with persis-
tent identifiers, to ensure other similarly named 
authors’ works are not erroneously included and 
that the individual author’s own name variations 
are not missed in the count. Essential Science 
Indicators™, another Web of Science compo-
nent, focuses on field-based metrics and emerging 
areas of research, and displays a map view by 
“Top,” “Hot,” and “Highly Cited” papers 
(https://clarivate.com/webofsciencegroup/  
solutions/essential-science-indicators/). 

SciVal Like InCites, SciVal, from Elsevier, 
enables users to compare the research perfor-
mance of institutions and researchers from 
234 countries (https://www.scival.com). Users 
can also find collaborators, demonstrate research 
impact, and discover new areas of research [42]. 

Publish or Perish This is a free software pro-
gram from Harzing.com that retrieves and 
analyzes citations to demonstrate citation impact 
(https://harzing.com/resources/publish-or-per 
ish). The program is the brainchild of Anne-Wil 
Harzing, a professor of International Management 
at Middlesex University, London, UK [43]. 

iCite, from the National Institutes of Health’s 
Office of Portfolio Analysis, is “a tool for 
accessing a dashboard of bibliometrics for papers 
associated with a portfolio” (https://icite.od.nih. 
gov/). It was launched in response to analysis 
needs related to the COVID-19 pandemic. Users 
can type in a PubMed search query or upload 
PubMed IDs of articles they want to analyze. 
The output is a report table with article-level 
information [44]. 

VOSviewer software, developed by CWTS 
B.V. in Leiden, The Netherlands, is used to con-
struct and visualize bibliometric networks. It also 
has text mining capabilities for constructing and 
visualizing co-occurrences of key terms in a body 
of work (https://www.vosviewer.com/) [45]. 

The Science of Science (Sci2) Tool is a com-
bined data analytics and visualization tool devel-
oped by Indiana University, the National Science 
Foundation, and the James S. McDonnell Foun-
dation (https://sci2.cns.iu.edu/user/index.php). Its 
website describes it as follows: “it supports the 
temporal, geospatial, topical, and network analy-
sis and visualization of scholarly datasets at the 
micro (individual), meso (local), and macro 
(global) levels [46]. 

scite/Other Machine Learning Tools To 
address the problem of negative citations being 
counted the same as supportive ones, several tools 
have used machine learning to categorize 
citations based on context. The output of one 
such citation index, scite, (https://www.scite.ai/) 
based in Brooklyn, NY, is a display of the textual 
context from the cited work, and a classification 
from the product’s deep learning model as to 
whether the citation presents supporting or 
contrasting evidence, or simply mentions, a 
referenced work. It also provides information 
about corrections and retractions, if 
applicable [46].

https://jcr.clarivate.com/jcr/home
https://jcr.clarivate.com/jcr/home
https://clarivate.com/webofsciencegroup/solutions/incites/
https://clarivate.com/webofsciencegroup/solutions/incites/
https://clarivate.com/webofsciencegroup/solutions/essential-science-indicators/
https://clarivate.com/webofsciencegroup/solutions/essential-science-indicators/
https://www.scival.com/
http://harzing.com
https://harzing.com/resources/publish-or-perish
https://harzing.com/resources/publish-or-perish
https://icite.od.nih.gov/
https://icite.od.nih.gov/
https://www.vosviewer.com/
https://sci2.cns.iu.edu/user/index.php
https://www.scite.ai/
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Other contextual tools include the web-based 
search service Colil (Comments on Literature in 
Literature, Database Center for Life Science, 
Chiba, Japan, http://colil.dbcls.jp/browse/papers/ 
[47] and  SciRide Finder (SciRide.org, Boston, 
MA), both of which enable users to see citation 
context from articles in PubMed Central [48]. 

40.6 Supporters and Detractors 

The standard metrics are widely recognized. Yet, 
since the information they provide is limited, 
bibliometrics supporters and detractors differ in 
their opinions on how and to what extent they 
should be used in evaluations. 

Supporters see them as a mitigating factor 
against overt and covert politics and biases that 
creep into peer reviews. They argue that the use of 
metrics can be reassuring to researchers 
concerned about being judged by a system in 
which connections are valued more highly than 
achievements. In other words, the presence of this 
information could help keep peer reviewers 
accountable for using sources beyond their own 
experiences and networks, while complementing 
and possibly strengthening the credibility of the 
peer review process [49]. 

Evidence exists that the metrics agree with 
peer reviewers’ judgements, and that they are 
more transparent and reproducible. Bibliometrics 
and peer review together present a more complete 
picture of a researcher’s impact, as each 
counterbalances the strengths and weaknesses of 
the other [1]. 

Detractors say that bibliometrics promote 
biases in favor of more prolific authors, more 
mature fields of study, and journals with higher 
impact factors; and against new authors, nascent 
fields and research in new areas that involve some 
risk of rejection from publishers or lack of interest 
from fellow scientists. New authors typically 
require time to gain attention, as do journals 
which publish potentially groundbreaking 
research in less-populated fields, all of which 
mean further delayed gratification in terms of 
citation counts [12]. Alternative metrics have 

made some headway in remedying the time lag 
issues. 

On top of this, first authors receive more atten-
tion in both citations and social media, and evi-
dence of gender bias in citation exists 
[50, 51]. And, importantly, there is the overall 
feeling that these biases have changed scientists’ 
publishing behavior: opting for paper quantity 
versus quality, and me-too research over 
innovation [20]. Even Garfield remarked that the 
tendency for authors to seek out better known, 
higher impact journals perpetuates a “vicious cir-
cle” that will last as long as researchers perceive 
that publication in these journals will give their 
work the greatest exposure to other scientists [7]. 

In 2021, Utrecht University in the Netherlands 
put impact factor supporters and detractors at 
odds when it announced a policy of no longer 
using the metric in hiring or promotion decisions. 
Instead, candidates would be evaluated based on 
such factors as level of public engagement, team-
work, and dedication to open science. This deci-
sion prompted a letter signed by over 
170 researchers in the Netherlands arguing that 
the move would result in more arbitrary and diffi-
cult hiring and promotion. However, 383 addi-
tional scientists wrote a letter applauding the 
move. Reasons included the possible reduction 
of researcher stress, fraud, and the impact factor’s 
overall influence on publication and personnel 
decisions [52]. 

Ironically, the strong viewpoints on both sides 
of the debate seem to indicate that bibliometrics 
are here to stay and will continue to evolve. 
According to James Griesemer of the University 
of California, Davis, “The war on metrics seems 
to be over: metrics will not go away, even if 
which metrics are today’s favorites will face a 
constant churn. We can describe the central ten-
sion in various ways, but they boil down to the 
idea that expert judgment should play a central 
role in evaluating research content and that quan-
titative data should play a role in measuring 
research productivity. Judgment cannot be 
automated, yet productivity can in some ways 
be measured” [53]. Similarly evolving are the 
means of manipulating the metrics to tell the

http://colil.dbcls.jp/browse/papers/
http://sciride.org


desired stories, as well as efforts to use metrics in 
more responsible ways. The next two sections 
will address these areas, respectively. 
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40.7 Gaming the System 

There are many ways authors have tried to “game 
the system” to boost their citation counts. On the 
most basic level, an author or group of authors 
might publish papers in different journals based 
on the same work, thus repurposing one study 
into several opportunities to be cited [54]. 

The impact factor is susceptible to manipula-
tion by both editors and authors. For the former, 
publishing reviews, which can generate higher 
than average citation numbers, and the use of 
articles as vehicles for citing other articles in the 
same journal, e.g., editorials, have been known to 
drive up impact factors [55]. 

Self-citations are a point of contention in the 
bibliometrics space. They can be used honestly, 
for example, to differentiate an author’s previous 
work from their current work. That said, besides 
the obvious reasons of increasing citation counts, 
authors self-cite in order to provide evidence to 
peer reviewers that they have strong backgrounds 
in their fields. Similarly, researchers have formed 
groups of friends or colleagues who arrange to 
cite each other. The process is known as “club-
bing,” and the groups as “citation rings” or “cita-
tion cartels.” There is even an agency offering 
citations to researchers who pay its fee, creating 
a network of citations in the manner of a Ponzi 
scheme. While there are cases of papers being 
retracted upon discovery of the aforementioned 
groups, authors may risk engaging with them 
because peer reviewers rarely check all 
citations [56]. 

Predatory journals have also given rise to fake 
metrics companies intended to facilitate authors 
choosing to publish in these journals (see 
Chap. 59). Along with fraudulent document and 
object identifiers, they have become “the heralds 
of an entire parallel scholarly apparatus, a 
crooked ancillary economy,” according to Finn 
Brunton of New York University [57]. 

Gaming has taken hold in the retractions 
sphere as well. The average time for a publication 
to be retracted is 3 years, a year longer than the 
time for citations to be counted toward a journal’s 
impact factor. This incentivizes journal editors to 
slow the process to keep an article in the impact 
factor calculation. A slower process also reduces 
the likelihood that a retraction might affect an 
author’s career or an institution’s funding 
decisions [58]. 

Sometimes retracted papers continue to be 
cited as if the retraction never happened. Andrew 
Wakefield’s discredited 1998 Lancet paper 
linking autism and vaccines was second on the 
list of the blog Retraction Watch’s top 10 cited 
retracted papers in 2016. Ironically, the blog’s 
editor, Ivan Oransky of New York University’s 
Carter Journalism Institute, stated that journals 
with the highest impact factors tended to have 
the highest rate of retraction [58]. 

All that said, gaming the system may be more 
than just an unintended consequence. According 
to Griesemer, “Conversions of metrics into 
standards not only invite ‘gaming the system,’ 
they also practically construct ‘gaming’ as the 
new form of practice. . .” [53]. 

40.8 Responsible Use of Metrics 

Acknowledging metrics as part of the scientific 
research ecosystem, several collaborations of 
stakeholders have produced manifestos and 
other documents aimed at using them responsibly 
for research evaluation. Concerned scientists’ 
organizations at the December 2012 meeting of 
the American Society for Cell Biology launched 
the San Francisco Declaration on Research 
Assessment (DORA). Its focus was on ending 
the use of the impact factor in assessing the 
works of individual scientists. DORA states that 
the impact factor must not be used “as a surrogate 
measure of the quality of individual research 
articles, to assess an individual scientist’s 
contributions, or in hiring, promotion, or funding 
decisions” [20]. 

A collaboration of UK researchers, in their 
report, The Metric Tide, proposed “responsible



metrics” to describe appropriate uses of research 
metrics. They described them in terms of the 
following qualities: robustness, humility, trans-
parency, diversity, and reflexivity. The latter 
quality refers to updating the indicators in 
response to their systemic and potential effects. 
The report offered 20 specific recommendations 
for action by UK stakeholders and spawned a 
blog, Responsible Metrics [3]. 
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More recently, the Leiden Manifesto, named 
after the location of the conference from which it 
emerged, set forth 10 principles for best practices 
in research assessment. These are: 

1. Quantitative evaluation should support quali-
tative, expert assessment. 

2. Measure performance against the research 
missions of the institution, group, or 
researcher. 

3. Protect excellence in locally relevant 
research. 

4. Keep data collection and analytical processes 
open, transparent, and simple. 

5. Allow those evaluated to verify data and 
analysis. 

6. Account for variation by field in publication 
and citation practices. 

7. Base assessment of individual researchers on 
a qualitative judgement of their portfolio. 

8. Avoid misplaced concreteness and false 
precision. 

9. Recognize the systemic effects of assessment 
and indicators. 

10. Scrutinize indicators regularly and update 
them [10]. 

The Initiative for Open Citations, or I40C, a col-
laboration between publishers, researchers, and 
others, aims to make citation data more widely 
available and machine-readable via “a global 
public web of linked scholarly citation data to 
enhance the discoverability of published content, 
both subscription access and open access,” for the 
benefit of researchers without access to costly 
subscriptions. Future plans include the ability to 
build services over this open data and the creation 
of a citation graph that can be used to explore 
connections between fields and follow the evolu-
tion of ideas and scholarly disciplines [59]. 

An Altmetrics Manifesto was published in 
2010, calling for new approaches to using data 
and indicators from the web in research assess-
ment and other applications. Annual altmetrics 
conferences bring together users and providers. 
The EU-funded ACUMEN project created assess-
ment guidelines for researchers and evaluators 
[33], and in the U.S., the National Information 
Standards Organization’s (NISO) Alternative 
Assessment Metrics Project continues to create 
structure, standards, nomenclature, and best 
practices around altmetrics research [4, 60]. 

40.9 Differing Perceptions, 
Alternative Ideas 

Much has been reported about the ways standard 
metrics can be improved or supplemented by 
other measures. Julia Lane of the National Sci-
ence Foundation in the U.S. has advocated for 
metrics to be made more scientific, that is, 
“grounded in theory, built with high-quality 
data, and developed by a community with strong 
incentives to use them.” She cited the Lattes 
Platform, Brazil’s national research and science 
database (https://lattes.cnpq.br/), as an example of 
good practice in assessing researcher credentials. 
To build it, federal agencies joined with 
researchers, created incentives to use the data-
base, and established a system to ensure that 
researchers with similar names are credited 
correctly [61]. 

Bruno Frey and Margit Osterloh of the Univer-
sity of Zurich, Switzerland, stated that offering 
incentives matched to scientists’ main perfor-
mance drivers such as curiosity, autonomy, and 
peer recognition might motivate researchers to do 
quality work rather than just try to manipulate the 
metrics. These incentives could include honorary 
doctorates, professorships and fellowships, mem-
bership in scientific academies, and 
recommendations for awards from reputable 
award-giving institutions [62]. 

Other suggestions include measures that 
address evaluators’ specific goals, for example, 
if they want to reduce the burden on the peer 
review system, they could encourage candidates

https://lattes.cnpq.br/


for promotion to submit for evaluation their five 
best papers rather than their full body of work. In 
addition to being less demanding on peer 
reviewers, this method could in turn motivate 
researchers to write higher-quality papers, 
according to West, a developer of the 
Eigenfactor® Score [62]. 
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Another type of effort aimed at correcting the 
problems of established bibliometrics involved 
developing indicators for quality attributes. In 
this vein, a group of researchers in India proposed 
the Original Research Publication Index 
(ORPI), an indicator of the overall value of an 
individual’s research output, to be used in con-
junction with some form of peer review. Its for-
mula was designed to assess a researcher’s 
originality over time by measuring original 
articles versus total publication output and overall 
citations, with all journals being considered 
equal. More weight was placed on such factors 
as first authorship and original articles published 
in low-impact journals [63]. 

More recently, investigators in Amsterdam 
and Sweden proposed an independence indicator, 
assessing both whether a researcher has devel-
oped collaboration networks, and their level of 
thematic independence [64]. 

40.10 Concluding Remarks 

The history of bibliometrics shows it is a disci-
pline in a near-constant state of evolution. It was a 
daunting subject to write about, since the sheer 
volume and publishing frequency of 
bibliometrics-related papers meant that some 
important ones would be missed. Yet, I also 
found searching for bibliometrics literature to be 
a “meta” experience, as I used bibliometrics tools 
to find highly cited papers on bibliometrics and 
bibliometric studies. 

Adding to the complexity of the discipline are 
its many applications, including hiring, promo-
tion, funding, budgeting, resource selection, pol-
icy setting, finding research trends, and 
collaborations. Over time, however, its use in its 
use in performance evaluation continues to be 
controversial. Concerns about misuse of 

quantitative publication measures for quality 
assessment remain, as do issues of unintended 
consequences, (e.g., gaming), calls for transpar-
ency about the specifics of their use, and the 
weight they are assigned. 

While calls for responsible use of 
bibliometrics, exemplified by DORA, The Metric 
Tide, the Leiden Manifesto, and others are useful 
aids for organizations in developing best 
practices; the onus of selecting the best evaluative 
metrics is in on the individual organizations. 
Institutional stakeholders must decide for them-
selves which information is most important to 
gather, and which metrics are most relevant to 
that information. Conversely, this may mean 
excluding some metrics from certain types of 
evaluative criteria, e.g., the impact factor’s exclu-
sion from hiring and promotion criteria at Utrecht 
University [52]. 

Since all metrics have limits, the use of multi-
ple metrics in combination, or the consideration 
of metrics together with qualitative forms of 
assessment, (e.g., non-publishing-related research 
activities, engagement with the organization) are 
likely to best serve both the organizations and the 
candidates being evaluated. Tools and databases 
used, researcher demographics, fields of study, 
novelty, and qualitative evidence of impact also 
are important considerations. As Diana Hicks of 
the Georgia Institute of Technology, Atlanta, and 
coauthors stated in an article on the Leiden Mani-
festo, “The best decisions are taken by combining 
robust statistics with sensitivity to the aim and 
nature of the research that is evaluated” [10]. 

Aside from evaluation, the past few years have 
shown promising developments bibliometrics 
research. Bibliometric studies related to the 
COVID-19 pandemic have pointed to trends in 
research topics, countries where the research is 
being conducted, research gaps, and other infor-
mation useful for future research [15, 65, 
66]. Similarly, bibliometric studies aimed at 
increased understanding of the researchers them-
selves have focused on demographic inequalities, 
as well as emerging, expanding, and declining 
interest in specific topics and fields [16, 67]. Col-
laboration networks shed light on the globaliza-
tion of research.



declared.
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Another promising development involves 
partnerships between organizations in the scholarly 
publishing space to prevent or solve potential 
problems. For example, Clarivate and Retraction 
Watch joined forces to address concerns about pos-
sible research misconduct, (e.g., plagiarism, image 
manipulation, fake peer review), among authors on 
Clarivate’s preliminary list of 2022 Highly Cited 
Researchers (https://clarivate.com/highly-cited-
researchers/). Assisted by Retraction Watch and its 
retractions database, Clarivate analysts searched for 
evidence of misconduct in all publications by 
researchers on the list. Researchers found to have 
committed misconduct in formal proceedings 
conducted by a research institution, government 
agency, or publisher would be excluded. David 
Pendlebury, head of research analysis at Clarivate, 
stated that the company expanded its qualitative 
analysis in this way “to ensure the Highly Cited 
Researchers list reflects genuine, community-wide 
research influence. . .part of a wider responsibility 
across the whole research community to better 
police itself and uphold research integrity” [68]. 

All of this—knowledge about the diversity of 
researchers, greater understanding of global 
contributions to research, and efforts to tell a 
more complete story by combining bibliometrics 
and qualitative analysis—help make research 
more robust and trustworthy. 
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How to Write a Scientific Paper 41 
Michael J. Curtis 

Abstract 

A scientific paper is a report of research, 
prepared from the investigator’s experimental 
findings, and intended to contribute to knowl-
edge. The publication process is predicated by 
the content (the data) and the requirements of 
the publication (which is normally a journal 
that exists in paper form and/or online) whom 
you wish to publish your work. The require-
ment of the investigator is to map their data to 
the structure required by the journal. It is 
essential, therefore, to read and understand 
the journal’s Instructions to Authors. This 
means the subject matter must map to the 
journal’s scope, and the manuscript structure 
must map to the journal’s needs. If the investi-
gator can do this, the manuscript may then be 
sent by the journal for peer review. This means 
there is no single formula for creating a pub-
lishable item; publishability depends on the 
content, presentation and the requirements of 
the publication. As a journal editor, I fre-
quently reject items without peer review 
because they are not in scope (‘off topic’) or  
do not follow key construction requirements 
(e.g., Results and Discussion presented as a 

single section rather than as separate sections). 
The author must decide whether their research 
is appropriate for their chosen journal. In many 
cases there may not be sufficient data, or data 
of an appropriate type to justify a publication 
in all but the least discerning of journals. The 
investigator may learn lessons from this. Here 
I provide guidance on navigating the process 
of writing a scientific paper. 
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41.1 Introduction 

Writing a scientific paper requires thorough 
understanding of the process of getting a scien-
tific paper published. The publisher curates a 
repository for your data, but there is an important 
context that drives the process. In research, 
careers are built on the visibility and perceived 
value of your papers. The paper itself therefore 
must contain elements that your peers (other 
investigators) would regard as valuable. Valuable 
content requires effective planning and execution 
of experiments. It is possible to publish any data 
set somewhere, but the value of doing so is 
entirely dependent on where the data set is

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_41&domain=pdf
mailto:michael.curtis@kcl.ac.uk
https://doi.org/10.1007/978-981-99-1284-1_41#DOI


published. Not all repositories of data are equal 
for reasons explained later. 
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To publish in a repository that will attract 
readers, the outcomes are expected to be novel 
and interesting. They may even be expected to be 
important. The rewards earned by the investigator 
are obtained by publishing the findings. The rec-
ognition of findings that are valuable hinges upon 
the visibility of the published findings and the 
provenance of the repository (journal) in which 
the findings are published. The value of a reposi-
tory can be understood by answering the question 
‘is the journal well-regarded?’. In many countries 
the employer, usually a university, measures the 
value of the employee based on the number and 
impact of their research publications. The impact 
is measured using the journal impact factor (JIF). 
It is worth taking a moment to consider this 
because whether we regard a JIF as meaningful 
or not, it plays a pivotal role in our employability. 
There are several different JIFs but the one with 
greatest currency is the one reported by Web Of 
Science (https://www.webofscience.com/wos/). 
The JIF is a number that represents the total 
number of papers a journal publishes in a 2-year 
window divided into the total number of times 
these papers are cited in a 2-year window. Thus, a 
journal with a JIF of 5 is a journal that publishes 
papers that are cited, on average, 5 times a year by 
other published papers in their bibliography (list 
of papers cited in the text). Experienced 
investigators therefore select journals in which 
to publish their work largely based on JIF. 

Journal publishers sell their journals to 
universities, pharmaceutical companies, and 
individuals (the reader groups) as part of their 
commercial activity. Most journals are now avail-
able online, and readers can pay for access to 
individual papers if they wish, avoiding a journal 
subscription. Other journals allow free 
downloading to individuals as part of an Open 
Access mandate (that involves institutions or 
individuals paying a fee for their work to be 
published). The reader groups will not have the 
means nor inclination to subscribe to every jour-
nal that has a paywall. The choice of which 
journals to buy is therefore made based on 

perceived quality of the journal. The measure of 
quality that is used to make this decision is 
the JIF. 

This rubric of dependency on JIF as the arbiter 
of quality has created a process that makes use of 
peer review of work to ensure that a level of 
quality is met before a manuscript is accepted 
for publication. It has also created a hierarchy of 
journals that investigators and employers rank, 
based on the JIF. Consequently, a journal with a 
high JIF will receive many manuscripts and will 
operate consistently stringent peer review. This 
operates as follows. Submitted manuscripts will 
be sent to leading experts who will evaluate the 
quality of the manuscript. They will almost cer-
tainly ask for changes, clarifications and perhaps 
further experiments before the work can be 
published. Journals with high JIFs receive many 
more manuscripts than they can publish. They 
therefore reject many. Some journals reject 
>90% of manuscripts received. The higher the 
JIF, the more demanding the peer review. This is 
because it is believed, not unreasonably, that the 
more stringent the peer review the more likely it is 
that papers that are accepted for publication are 
those of the highest quality. All journal editors 
aim to increase and maintain a high JIF for the 
perceived ‘health’ of the journal. The publisher 
can consequently sell the content to a larger mar-
ket, and charge more for access. 

The investigator therefore must select a target 
journal with the highest JIF into which they con-
sider their manuscript stands a chance of accep-
tance. This is a challenging calculation for an 
investigator. The journals with the highest JIFs, 
such as Science and Nature (and many others) 
look for a certain magical ingredient they call 
impactfulness when conducting peer review. 
Before the editor sends the manuscript to experts 
for evaluation, they will consider whether, if the 
findings are true, they will have impact in the field 
and beyond. Many investigators are poor judges 
of the impactfulness of their findings and aim too 
high when using JIF to select a target journal to 
send their manuscript. It is best, if you are unsure, 
to seek guidance on target journal selection from 
a senior colleague.

https://www.webofscience.com/wos/
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The key objective of this chapter is to explain 
to an investigator engaged in research how to plan 
and execute the successful preparation of a pub-
lishable manuscript. 

41.2 Before Writing a Paper 
the Work Must Be Completed 

Most of the effort that goes into writing a publish-
able paper is the generation of good quality data. 
For high JIF journals (and by this, I mean a JIF of 
3 or more, although some institutions rate a JIF as 
‘high’ if the journal is ranked in the top quartile of 
journals in the field, so-called Q1) the expectation 
will be that the manuscript outlines a clear 
hypothesis that is justified by important unan-
swered questions. This information will form the 
Introduction of the paper. Therefore, I will give 
some guidance first on how to conduct publish-
able research. Before that it is important to note 
that not all journals are equal, and there are many 
vanity/predatory journals that take a fee for pub-
lishing any item submitted, however poor. Pub-
lishing in such journals will provide the author 
with nothing of value because the JIF will be 
small or even non-existent—Web Of Science 
will not even list a JIF for many publications. 

Conducting publishable research requires tacit 
expertise. Quality data requires that the 
experiments undertaken are fit to address the 
hypothesis. This means that chosen techniques 
must be appropriate, and the experimental models 
validated. Some general issues relevant to appro-
priate model selection have been addressed, using 
studies on cardiac arrhythmias as the exemplar 
discipline [1] and will not be repeated here. After 
selecting the approach, it is critical to design and 
analyse the experiments appropriately. This is an 
emerging area of importance and there are several 
key guidance articles published for pharmacology 
that can be applied to other scientific disciplines 
(e.g., [2, 3]). Finally, the findings should be 
discussed fairly so it is important to have a clear 
view of what the findings mean. I will provide 
more detailed guidance on this below. One’s abil-
ity to navigate through identifying a question and 

how it may be answered, evolve experimental 
planning and execution, and undertake balanced 
analysis and interpretation are the key skills that 
represent the tacit expertise of the effective 
investigator. 

If the investigator wishes to aim as high as 
possible (in terms of JIF) when selecting a jour-
nal, there is an increased risk the manuscript will 
be rejected by peer review. The investigator will 
then have to aim a little less high and select an 
alternative journal. This has implications about 
the preparation of the manuscript. In my lab we 
create a master draft and then edit it to fit the 
requirements of our first (then second and so on) 
target journal. The strategy is to write a full mas-
ter document that contains everything we wish to 
include, and then the submitted versions will be 
edited down with removal of extraneous material 
to ensure the journal’s word limits are not 
exceeded. Planning is key and a master draft is 
recommended. 

Finally, in this introduction, I include these 
notes on good practice. First it is unethical to 
send a manuscript to more than one journal at 
once. This is partly based on the “Ingelfinger 
rule”, an editorial edict made by Franz 
Ingelfinger, editor of New England Journal of 
Medicine in 1969, to not consider publication of 
work published elsewhere. Likewise, it is unethi-
cal to leave out awkward findings that don’t map 
to your narrative. I will return to the latter, later. 

41.3 General Strategic Advice 

The intention of the investigator is to generate a 
paper that will be read and appreciated; therefore 
it will help to put yourself in the shoes of the 
intended reader of your paper. The first people 
who read your work will be the experts who will 
undertake the peer review of the submitted manu-
script. How much general information would you, 
an expert, need to see when attempting to under-
stand a research paper in your area? As well as the 
inclusion of sufficient detail, the readability of the 
manuscript will be a critical part of this assess-
ment. It is wise to use as few abbreviations as



possible. Likewise, if you have numerous study 
groups, avoid coding them. The reader does not 
want to have to go back to the Methods, repeat-
edly, to remind themselves which group is which. 
Keeping the paper uncluttered with long 
sentences and needless distractions such as 
digression into irrelevant areas is key, and the 
manuscript should contain only the content that 
is necessary. Hereon I will address how to assem-
ble each section of the manuscript. 
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41.4 How to Write an Abstract 

When I was a young investigator, I would leave 
the abstract till last when writing a paper, hoping 
that a narrative would emerge once the main part 
of the paper was written. Now I recommend 
starting the writing with the abstract. One 
assumes that the lead writer has an overview of 
the work, so it should be possible to set out some 
simple sentences summarizing the reason for the 
work, what was done, what was found and what it 
may mean. It is necessary to keep the length to that 
prescribed by the journal by editing the abstract 
after it has been made coherent. Even if you select 
a journal after you have created a good draft of the 
manuscript, ensure the abstract fits the journal 
Instructions. Thus, print the instructions and refer 
to them often. Many journals, especially high JIF 
journals will reject a manuscript without explana-
tion (‘desk reject’) because it goes against 
Instructions. This is justified by an editor, not 
unreasonably, who will deem an investigator who 
cannot follow simple instructions to be the author 
of poor-quality work. Many journals require a 
structured abstract, which means that you may be 
asked to break the abstract into sections, typically 
‘Aims and objectives; Methods; Results; 
Conclusions (or similar variants)’. This can help 
the author focus on structuring the abstract to 
communicate the key points. The identity of the 
subheadings in the abstract may depend on the 
type of work undertaken. However, the general 
purpose of the abstract is always to summarize 
the reason for the work, what was done, what 
was found and what it may mean. 

41.5 How to Write an Introduction 
Section 

Many journals have a word limit which may 
apply to each section (Introduction, Methods, 
etc.,) or the manuscript as a whole. Make sure 
that you do not exceed the limits, or a desk reject 
may result. With an Introduction you are 
explaining why you did the research and how 
you planned your general approach. It is a good 
tactic to not include detailed background infor-
mation here. The readership will be your peers: 
investigators interested in your area of research. 
Thus, when I am writing about new findings for a 
new antiarrhythmic drug, I would be unwise to 
start by explaining that the heart is a four-
chambered organ that lives in the thorax. Instead, 
I would note that prevention of cardiac 
arrhythmias (I would specify the type I study— 
ventricular) represent an important unmet clinical 
need. I would mention a few ‘headline’ failed 
clinical trials (without any details such as patient 
numbers and doses). Then I would outline my 
proposed solution to the problem and my general 
approach (selection of animal model, etc.). A 
common mistake investigators make is to write a 
long unstructured review of the general area, at 
too simple a level, and pad out the text with 
needless details such as ‘in a randomized, double 
blind trial of 600 patients, 290 in the treatment 
arm and 310 in the controls, 35 mg of drug X was 
administered and it was found that. . .  ..’. Not 
even in a review article is this level of granularity 
of value. Ask yourself what information you 
would need, as a reader familiar with the general 
area, to be able to understand what problems are 
being addressed, and how. Always put yourself in 
the shoes of the reader when writing a manu-
script, especially at the pre-submission proof 
stage. 

41.6 How to Write a Methods 
Section 

Here the structure will normally be dictated by the 
journal so ensure you follow the guidance. The



better journals now require detailed information 
on a range of specific (e.g., animal ethics and 
approvals) and generic issues (experimental 
design and analysis). British Journal of Pharma-
cology has numerous requirements on key issues 
that can only be accommodated at the experimen-
tal planning stage [2]. This includes adherence to 
a randomized design, adequate group sizes and 
blinded analysis. If your research did not incor-
porate these design aspects your paper is automat-
ically excluded from this journal. Increasingly 
these requirements are likely to become the 
norm across research so, as noted earlier, acquir-
ing tacit expertise is pivotal if you wish to write a 
paper. You need to have data worthy of publica-
tion to justify attempting to publish the work. If 
your data are of good provenance, then it is useful 
to you and the reader if you create multiple 
subsections as repositories for the protocols. 
These can be combined later if you find it would 
help the flow of the manuscript to do so. 
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41.7 How to Write a Results Section 

There are several key issues concerning the pre-
sentation of results that will help or hinder accep-
tance by the referees of a journal, some of which 
are nuanced. For example, some journals encour-
age methodological detail in figure legends 
whereas other journals expect all the methods to 
be presented in the Methods section only. As 
always, ensure you follow instructions. 

At all times it is essential to make the presen-
tation accessible to the reader (the first of whom 
will be the referees). It is best to order the Results 
section to map to the Methods section, with 
matching subheadings. Do not repeat methodo-
logical detail in Results (unless the journal 
requires this—i.e., in figure legends), and if you 
feel the need to do so this may mean that you 
failed to do so in the Methods section, and are 
compensating inappropriately. Authors can 
become lost when writing their results. It will 
help to repeatedly re-read the Methods and 
Results sections to ensure that a reader would be 
able to reproduce the experiment and its analysis. 
This is one of the issues to be addressed by a 

pre-submission proofreading process that you 
will need to undertake. 

To facilitate accessibility, figures and tables 
should be simple. Tables should occupy no 
more than one page, and not be made so wide 
they need to be printed on their side. Numerical 
data should map to the rules of mathematics, 
especially with respect to precision. For example, 
we measure heart rate in beats/minute, so it is 
false precision to give a mean heart rate with 
one (or more) decimal places, just because your 
software can calculate the values to whatever 
number of decimal places you choose. 
Figures should be drawn when they show 
findings more clearly than presentation in text or 
tables would do. Many journals allow composite 
figures which comprise, for example, some west-
ern blot images and some graphs. It is critical to 
prepare the presentation according to the journal’s 
requirements, and the most informative way to 
learn about this is to browse papers in your target 
journal to see what others do. Histogram graphs 
should have an appropriate Y axis that begins at 
zero, not a random larger value that makes the 
histogram look as if there are big differences 
between groups when there may be little or none. 

It may be that during the execution of the study 
you included some experiments that were not 
well-considered. Perhaps you measured a vari-
able that transpires to be of little interest. There 
is no point in including data in a manuscript if 
they do not map to your narrative or supply 
important background information about the 
quality of the study. In my laboratory we always 
report the size of an ischaemic region in hearts 
subjected to regional ischaemia, not because we 
expect a drug to change the values but to confirm 
that the size is similar between experimental 
groups, and sufficient to generate the cardiac 
arrhythmia, ventricular fibrillation, a lethal 
arrhythmia that is our primary variable of interest 
(e.g., [4]). However, we do not report numbers of 
ventricular premature beats, minor arrhythmias 
that are normally unaffected by drugs with strong 
effects on ventricular fibrillation [5]. There will 
be countless equivalent issues for all investigators 
working in any field, and being skilled at judging 
what is important and what is not is part of the



constellation of tacit expertise that is acquired 
through experience. A manuscript is likely to be 
rejected by a journal if the data presented are 
primarily a list of findings or a catalogue of 
outcomes without clear relevance to a narrative. 
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Despite the caveats about inclusion of super-
fluous data, it is important to not leave out data 
that do not fit the narrative. One of the most likely 
reasons for the abundance of false positive 
findings in the literature is the exclusion from a 
manuscript of other findings from the study that 
would not be expected if the hypothesis were true 
[6]. In fact, it may be the case that the data set 
overall does not support the hypothesis and may 
even support a conclusion that the hypothesis is 
false, were all the findings included. It is essential 
that the investigator accept this and report the data 
accordingly. It is not as well-recognized as it 
should be that falsifying a hypothesis (showing 
it to be false) is the most powerful tool in experi-
mental science. Sadly, the reward system of pub-
lication and its fondness for positive findings that 
are more likely to be cited, adding to a journal’s 
JIF, acts to dissuade many researchers from 
attempting to publish a ‘negative’ finding. It can 
be challenging, and the less well-educated of our 
colleagues undertaking peer review may reject a 
‘negative’ finding on the grounds that it isn’t 
‘interesting’. A paper from my lab was rejected 
by three journals for this reason and was eventu-
ally accepted by a fourth journal [7] when an 
editor overruled his referees who were demand-
ing the impossible (because our findings appeared 
to differ from those of a published study from 
another laboratory). It transpired, with the test of 
the passage of time, that our findings were cor-
rect, the hypothesis was false, and a class of drug 
that had been hyped based on the earlier ‘positive’ 
outcome never became an antiarrhythmic drug. 
We learned from this that when one has faith in 
one’s data derived from studies that are blinded 
and randomized and conducted with care, and 
undertaken without regard for the outcome, then 
one has a duty to see the work published. It takes 
time and training to acquire the confidence to 
pursue this agenda. In the meantime, when you 
are learning your trade as a research scientist it is 
essential to not manipulate your data, by 

excluding (or changing) awkward data sets to 
generate a more pleasing outcome. 

Therefore, when preparing a Results section, it 
is essential to understand your data, how it was 
generated, why and what it is telling you. On that 
basis you will be able to present your findings 
appropriately. 

41.8 How to Write a Discussion 

The Discussion is more than a summary of 
findings. It requires careful planning so as to put 
the findings into context. It is helpful to start by 
creating some subheadings to help guide your 
topic selection. Some journals like authors to 
include an executive summary, and preparing 
this can be very helpful to the author to help 
shape the focus of the narrative. It is best to not 
restate your objectives and methods using the 
same language as used in the Introduction and 
Methods. There is no formula for preparing a 
discussion which is why it can be the most chal-
lenging part of the manuscript to complete. 

My best advice, therefore, is to include more 
than is necessary in the first draft of the Discus-
sion, then be prepared to delete needless text as 
you reread the manuscript. Be ruthless and ensure 
that sentences and paragraphs fit into the 
subsections with the text mapped to the 
subsections’ headings. Include a subsection on 
limitations of the study. Here, briefly note the 
issues that cannot be resolved by your study, 
owing to its design. Much of my work makes 
use of rats, and referees would regularly ask me 
to defend the selection of this species. I learned to 
pre-empt this by including a subsection in 
Methods on species and model selection. In the 
Discussion I would include, in the limitations 
subsection, some comment about the next step 
in our project being confirmation of key findings 
in a second species. In time I learned to decide 
when to include a second species in the study 
itself, from the start. Thus, peer review and 
anticipating its process, can help your practice 
as a research scientist. Overall, one must deter-
mine what is sufficient and necessary to generate 
a publishable manuscript, and the issues one



chooses to cover, or feel obliged to cover in the 
Discussion, are critical in this regard. 
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At a more generic level, a Discussion should 
avoid the following egregious errors. First, you 
are not writing a review of the literature. Of 
course, you must refer to relevant published 
findings, but you should use them and your data 
to address an idea or hypothesis, fitting their 
consideration into your narrative. Do not use the 
fact that other investigators have made similar 
findings to you as an argument in favour of the 
correctness and value of your work, as this is false 
equivalence. Ensure that you note what is novel 
about your findings, but avoid self-
aggrandizement. Finally, there is an inherent ten-
dency to want to state how one’s findings may be 
important, but you must avoid hyping your data. 
Many referees read a manuscript abstract and then 
jump to the final part of the paper to see if the 
work is likely to have ‘impact’ (interest to the 
expert and, hopefully, the general reader). There-
fore, the Discussion should neither fizzle out into 
some comment about a nuanced aspect of the 
study, nor should it make boldly optimistic or 
unjustifiable claims. It should end with a clear 
and defensible message. 

41.9 Before Submitting Your 
Manuscript 

It would be wise to ask a colleague to proofread 
your manuscript before you submit it for consider-
ation. Ideally, ask several colleagues to do this, and 
invite them to be brutal. After that, proofread the 
manuscript yourself, and take ownership of it 
because it is your responsibility to do so. It is 
surprising how many manuscripts are triage 
rejected because the authors have made typograph-
ical errors or formatting errors in the first few pages 
of the manuscript, including low quality pixelated 
figures, or figures with tiny unreadable axis labels, 
or figures that don’t fit on the page. Often an author 
of a rejected manuscript will send the manuscript to 
a second journal without reformatting to the new 
journal’s requirements. I have personally seen a 
cover letter to the editor that states that ‘we wish 
to submit our manuscript to (journal name)’ and the 

journal name is the name of another (presumably 
the previously selected) journal. This is unprofes-
sional and indicates that the content of the paper 
may have been generated without due care and 
attention. If you want to publish your findings, 
have pride in them. And good luck. 

41.10 Conclusion 

To write a paper one must have findings worth 
publishing. Learning how to write a paper should 
be part of the process of learning how to be a 
scientist, which involves understanding how to 
generate and test a hypothesis, plan experiments 
and execute them, and understand and communi-
cate the meaning of the results. This requires 
training. The ability to write clearly in the chosen 
language used by the intended publication is 
essential. Finally, one must be honest with one’s 
data, and not committed to publish at any cost. 
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Abstract 

The writing of scientific manuscripts is a com-
mon activity for researchers around the world. 
In this context, preparing and structuring a 
manuscript adequately takes time, training 
and practice. In this chapter, I highlight multi-
ple recommendations from the recent scientific 
literature and from my expertise in the writing 
and review of a large number of articles. The 
common sections of original articles are briefly 
reviewed, in addition to key suggestions for 
structuring manuscripts. I also discuss interest-
ing proposals from recent papers oriented to 
increase the quality of the manuscripts and 
improving research productivity, aiming to 
guarantee research integrity and study repro-
ducibility. Novel authors would benefit from 
training activities, feedback from colleagues 
and the constant practice of writing. 
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42.1 Introduction 

Publishing in international scientific journals is 
the main platform for sharing academic ideas 
and results from research projects, taking into 
account the high importance of the review pro-
cess by expert peers [1]. On the other hand, the 
writing of articles is a challenge for many 
scientists, particularly for students and early 
career researchers [2]. Achieving the adequate 
structure of a manuscript takes time and increases 
the probability of it being accepted by an indexed 
scientific journal [3]. Additionally, the standards 
of scientific manuscripts have been evolving and 
there are novel aspects, such as preprints and 
open data, that need to be considered [3]. In this 
chapter, I will cover several key topics related to 
preparing and structuring a manuscript for publi-
cation. In addition, I will highlight multiple 
recommendations from the recent scientific liter-
ature [3–5] and my expertise in the writing and 
review of a large number of articles. 

42.2 Manuscript Organization 

In this section, I will briefly review the traditional 
key elements of an original manuscript, such as 
title, abstract, introduction, methods, results and 
discussion. Other chapters in this book will pro-
vide further details about some of those specific 
sections (see Chaps. 43–47, among others).

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_42&domain=pdf
https://orcid.org/0000-0001-9175-3363
mailto:dforero41@areandina.edu.co
https://doi.org/10.1007/978-981-99-1284-1_42#DOI
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42.2.1 Title 

The title of a manuscript will be indexed in the 
main bibliographic databases and will be 
included in the reference lists of other articles. 
There are some main types of titles: the declara-
tive, which includes the main result of the study, 
or the descriptive (or neutral), which does not 
describe the main findings, in addition to the 
interrogative or compound styles. It is suggested 
that the title should be concise, informative and 
accurate [6]. 

42.2.2 Abstract 

The abstract is another element of a manuscript 
that will be indexed in bibliographic databases. 
Commonly, journals have limits on word counts 
for abstracts and journals in the clinical sciences 
frequently ask for structured abstracts (in which 
this section is subdivided into Introduction, 
Methods, Results and Discussion). It is 
recommended that the abstract should be infor-
mative and consistent with the main methods and 
results of the manuscript [7]. 

42.2.3 Introduction 

It has been proposed that the Introduction sec-
tion should have the structure of a funnel: 
starting with the background information, 
highlighting the knowledge gap, putting forward 
the hypothesis or main question and describing 
the proposed approach or solution [8]. In the 
Introduction section, it is important to use tran-
sition phrases, which helps the author to have a 
clearer story [8]. 

42.2.4 Materials and Methods 

It is important to include in this section key and 
sufficient information about the methodology 

used in the study. In the health sciences, it is 
fundamental to provide details about the 
individuals analyzed and the approaches used 
for their recruitment and evaluation. It is 
recommended to include citations to papers 
describing development or validation of methods 
used [9]. Statistical analysis is also a key subsec-
tion, providing information about tests and soft-
ware used [10]. 

42.2.5 Results 

It is advised that the presentation of results should 
be concordant with the approaches reported in the 
Methods section. In addition to the text, tables 
and figures [11] are essential ways for the presen-
tation of results in scientific articles. This section 
should be supported in the statistical analyses of 
the data obtained and must not contain 
descriptions of methods or a discussion of 
findings [12]. 

42.2.6 Discussion 

The Discussion section might be seen as an 
inverted funnel: starting with a discussion of the 
main results of the study and moving to potential 
explanations and implications for those findings, 
in addition to commenting on the contributions to 
the field. This section should be fair and balanced. 
Usually, limitations of the study and 
recommendations for future works are also 
included in this section [13]. 

42.2.7 Conclusions 

In some journals, it is possible to include a 
Conclusions section and in other cases it might 
be included in the Discussion section. It should 
describe clearly the main findings of the study, in 
order to provide a take-home message to the



readers [14]. Similar to the Discussion section, it 
should be written in a fair and balanced way. 
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42.2.8 References 

This section should contain references to the 
citations (articles, books, among others) included 
in the previous segments of the manuscript. The 
authors should check that all citations in the text 
have the corresponding references. It is 
recommended to include relevant citations and 
to read the publications being cited [15]. Although 
there are hundreds of citation types, the 
Vancouver style is quite common in journals in 
the health sciences. 

42.2.9 Conflict of Interest 

Potential conflicts of interest involve both finan-
cial and non-financial aspects. Common 
examples of financial conflicts of interest are 
being employed or being supported by companies 
potentially benefiting from the sale of products 
related to the article submitted [16]. An important 
number of journals in the health sciences ask 
explicitly for the declaration of potential conflicts 
of interest. 

42.3 General Recommendations 

One of the initial suggestions for structuring a 
manuscript is to identify the standards of the 
specific field: the length and complexity, among 
other aspects, of the different sections vary 
depending on the scientific areas [1]. In addition 
to the specific field, the type of manuscript (origi-
nal or review, among other categories) is a major 
aspect to have into account [5]. Complementing 
the information provided in other chapters of this 
book, there are several articles with guidelines for 
the different types of manuscripts [14, 17, 
18]. Another key consideration is to have infor-
mation about the requirements, or guidelines for 
authors, of the candidate journal (or journals). 
Usually, this information is found on the 

journal´s website and downloading related papers 
from the same journal might provide further 
information [19]. There are several online tools 
(created by major publishers, among others) that 
facilitate the selection of the candidate journals 
(Table 42.1), according to multiple criteria and 
taking the title and abstract as major inputs. 
Presubmission inquiries to the editors are another 
option of interest for some manuscripts [20]. A 
cover letter is commonly required by journals for 
the submission of manuscripts and it should con-
tain information about the potential significance 
of the work and the possible relevance for the 
readers [21]. An initial part of the editorial evalu-
ation by the journal is to run an automatic analysis 
of text similarity, to identify manuscripts with 
potential plagiarism [21]. 

It is important to highlight that having ade-
quate collaborations for the development of 
the research activities and the writing of the 
manuscripts is a key element, in providing the 
variety of scientific expertise and academic 
profiles needed [22]. Perhaps one of the most 
important elements to define in a manuscript is 
related to the authorship [23, 24]. The Interna-
tional Committee of Medical Journal Editors 
(ICMJE, www.icmje.org) defines four main 
criteria, broadly used around the world: Substan-
tial contributions, drafting the work, final 
approval and agreement to be accountable. 
Adherence to these main criteria would guarantee 
an adequate process of recognizing authorship 
[25]. In case some people do not meet all four 
ICMJE criteria they might be listed in the 
Acknowledgements section. Moshontz et al. 
[26] provided several important suggestions for 
writing a manuscript in large collaborations (such 
as those involving dozens of authors). 

It is possible that developing an adequate liter-
ature review [27] (see Chap. 38) might be an 
important challenge for some authors when 
writing a scientific manuscript. In this context, it 
is important to use adequately the main available 
bibliographic databases, such as PubMed and 
Scopus (among others) [28–30], in addition to 
reading major and recent reviews on the specific 
topic. In this context, umbrella reviews, in addi-
tion to systematic reviews and meta-analyses,

http://www.icmje.org


provide an interesting opportunity for accessing 
evidence synthesis of high value [31]. In terms of 
quality, adherence to commonly used reporting 
guidelines is of high relevance [3, 32]. Examples 
of these guidelines are the Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses 
(PRISMA) [33], Consolidated Standards of 
Reporting Trials (CONSORT) [34], 
STrengthening the Reporting of OBservational 
studies in Epidemiology (STROBE) [35], Trans-
parent Reporting of a multivariable prediction 
model for Individual Prognosis Or Diagnosis 

(TRIPOD) [36], COnsolidated criteria for 
REporting Qualitative research (COREQ) and 
Animal Research: Reporting of In Vivo 
Experiments (ARRIVE) [37], among others 
(please visit www.equator-network.org for a 
comprehensive list). 
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Table 42.1 Key digital resources to facilitate the writing of articles in the health and biological sciences 

Online resource Website Use 

JANE jane.biosemantics.org To identify journals and authors with 
similar articles 

Journal Suggester (Taylor and 
Francis) 

authorservices.taylorandfrancis.com/ 
journal-suggester 

To identify candidate journals 

Journal Finder (Elsevier) journalfinder.elsevier.com To identify candidate journals 
Journal Suggester (Springer 
Nature) 

journalsuggester.springer.com To identify candidate journals 

Journal Finder (Wiley) journalfinder.wiley.com To identify candidate journals 
Scimago Journal Rank scimagojr.com To identify ranking of journals 
NLM Catalog ncbi.nlm.nih.gov/nlmcatalog To identify indexing of journals 
Journal Citation Reportsa jcr.clarivate.com To identify IF of journals 
Directory of Open Access 
Journals 

doaj.org To identify OA journals 

ORCID orcid.org IDs for researchers 
Publons publons.com Information about peer reviewers 
Open Science Framework osf.io Data repository 
GitHub github.com Code repository 
figshare figshare.com Data repository 
Google Scholar scholar.google.com Search of citations 
Mendeley mendeley.com Management of references 
Zotero zotero.org Management of references 
EndNotea endnote.com Management of references 
bioRxiv biorxiv.org Preprints repository 
medRxiv medrxiv.org Preprints repository 
ICMJE recommendations icmje.org/recommendations/browse/ International criteria for writing 

manuscripts 
MeSH on Demand meshb.nlm.nih.gov/MeSHonDemand Selection of MeSH 
Equator Network equator-network.org Guidelines for reporting 
Altmetric altmetric.com It provides alternative metrics 
PubPeer pubpeer.com To comment on published articles 
Retraction Watch retractionwatch.com It provides information about retracted 

articles 

Table previously published under an open access license (Attribution 4.0 International (CC BY 4.0) https:// 
creativecommons.org/licenses/by/4.0/. Forero DA, Lopez-Leon S, Perry G. A brief guide to the science and art of writing 
manuscripts in biomedicine. J Transl Med. 2020 Nov 10;18(1):425. https://doi.org/10.1186/s12967-020-02596-2) 
a Commercially available 

Preprints have revolutionized the way of sci-
entific communication [38], as it has been 
observed in the recent pandemic, allowing the 
immediate sharing of results around the globe 
(before they are peer-reviewed by the journals). 
Ettinger et al. [39] have developed recently a

http://www.equator-network.org
http://jane.biosemantics.org
http://authorservices.taylorandfrancis.com/journal-suggester
http://authorservices.taylorandfrancis.com/journal-suggester
http://journalfinder.elsevier.com
http://journalsuggester.springer.com
http://journalfinder.wiley.com
http://scimagojr.com
http://ncbi.nlm.nih.gov/nlmcatalog
http://jcr.clarivate.com
http://doaj.org
http://orcid.org
http://publons.com
http://github.com
http://figshare.com
http://scholar.google.com
http://mendeley.com
http://zotero.org
http://endnote.com
http://biorxiv.org
http://medrxiv.org
http://icmje.org/recommendations/browse
http://meshb.nlm.nih.gov/MeSHonDemand
http://equator-network.org
http://altmetric.com
http://pubpeer.com
http://retractionwatch.com
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1186/s12967-020-02596-2


useful guideline for preprinting. Commonly used 
platforms for sharing preprints are: OSF Preprints 
(osf.io/preprints), bioRxiv (www.biorxiv.org), 
medRxiv (www.medrxiv.org) and PsyArXiv 
(psyarxiv.com), among others. In addition, 
Registered Reports, in which a protocol is 
reviewed before the study is carried out, are 
becoming more common in multiple research 
areas and Henderson et al. [40] developed ten 
rules for its writing. 
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Fig. 42.1 An overview of the different dimensions and 
components of Open Science. Figure previously published 
under an open access license (Attribution 4.0 International 
(CC BY 4.0) https://creativecommons.org/licenses/by/4.0/ 
. Forero DA, Lopez-Leon S, Perry G. A brief guide to the 
science and art of writing manuscripts in biomedicine. J 
Transl Med. 2020 Nov 10;18(1):425. https://doi.org/10. 
1186/s12967-020-02596-2) 

In terms of Open Science approaches 
(Fig. 42.1), there are several commonly used 
licenses for Open Access of articles [41], which 
facilitate broad dissemination [42]: such as the 
Attribution 4.0 International (CC BY 4.0; 
creativecommons.org/licenses/by/4.0/), the 
Attribution-NonCommercial 4.0 International 
(CC BY-NC 4.0; creativecommons.org/licenses/ 
by-nc/4.0) and the Attribution-NoDerivatives 4.0 
International (CC BY-ND 4.0; creativecommons. 
org/licenses/by-nd/4.0). CC BY 4.0 allows for 
sharing and adapting the material, giving appro-
priate credit, CC BY-NC 4.0 does not allow its 
use for commercial purposes and CC BY-ND 4.0 
does not allow sharing of the transformed 
material [41]. 

Sharing open data is increasingly required by 
international journals and publishers, in addition 

to being associated with a higher scientific impact 
(receiving more citations) [43]. In the context of 
Open Data (Fig. 42.1), Wilson et al. [44] wrote 
several valuable recommendations for sharing 
data, such as following the Findable, Accessible, 
Interoperable and Reusable (FAIR) guiding 
principles [45], providing adequate metadata and 
documentation and following the specific 
standards for the different scientific fields. They 
also highlighted the importance of employing the 
CC0 License (creativecommons.org/share-your-
work/public-domain/cc0) for sharing data [44]. In 
terms of general open data repositories, there are 
multiple options, such as OSF (www.osf.io), 
Zenodo (zenodo.org) and Figshare (www. 
figshare.com), among others [46]. An additional 
advantage of depositing open data in major 
repositories is that the main bulk of the supporting 
data is easily and continuously available, 
allowing the authors to focus on major figures 
and tables for the body of the manuscript 
(avoiding overcrowded or too complex 
manuscripts). 

One of the most important elements in scien-
tific communication, including the writing of 
manuscripts, is aiming to guarantee research 
integrity [47], which involves multiple steps to 
avoid scientific malpractices such as plagiarism, 
fabrication, hiding conflicts of interest, ghost 
authorship or guest authorship [48–52], in addi-
tion to facilitating an adequate sharing of results, 
avoiding spin (overstating inappropriately 
findings) [53] and promoting the use of an anti-
bias and inclusive language [54, 55] (see 
Chap. 59 for more details). The use of software, 
such as EndNote (endnote.com), Mendeley 
(mendeley.com) or Zotero (zotero.org), is quite 
helpful for saving time for authors, particularly 
when changing citation styles (see Chap. 39). 

42.4 Specific Recommendations 
from the Scientific Literature 

In this section, I will revisit major elements from 
key published articles about structuring 
manuscripts and improving writing productivity. 
Mensh et al. [5] have proposed ten simple rules

http://www.biorxiv.org
http://www.medrxiv.org
http://psyarxiv.com
http://creativecommons.org/licenses/by/4.0
http://creativecommons.org/licenses/by-nc/4.0
http://creativecommons.org/licenses/by-nc/4.0
http://creativecommons.org/licenses/by-nd/4.0
http://creativecommons.org/licenses/by-nd/4.0
http://creativecommons.org/share-your-work/public-domain/cc0
http://creativecommons.org/share-your-work/public-domain/cc0
http://www.osf.io
http://zenodo.org
http://www.figshare.com
http://www.figshare.com
http://endnote.com
http://mendeley.com
http://zotero.org
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1186/s12967-020-02596-2
https://doi.org/10.1186/s12967-020-02596-2


for structuring papers (Fig. 42.2): having a clear 
title, writing for humans, using the context-
content-conclusion scheme, employing a logical 
flow, having an abstract with complete informa-
tion, highlighting the importance of the paper in 
the introduction section, presenting the results 
supported by the figures (and tables), discussing 
the relevance to the field, dedicating time to major 
issues (such as title, abstract and figures), and 
getting feedback. Additionally, the authors 
highlighted the possible consequences when 
these recommendations are not considered, such 
as the readers having problems understanding the 
paper or the manuscript being rejected by the 
editors and reviewers [5]. 
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Fig. 42.2 A summary of the ten simple rules for structur-
ing papers, proposed by Mensh and Kording 
[5]. Figure previously published under an open access 
license (Attribution 4.0 International (CC BY 4.0) 

https://creativecommons.org/licenses/by/4.0/. Mensh B, 
Kording K. Ten simple rules for structuring papers. 
PLoS Comput Biol. 2017 Sep 28;13(9):e1005619. 
https://doi.org/10.1371/journal.pcbi.1005619) 

Zhang [19] developed ten simple rules for 
writing research articles (Box 42.1): designing a 
project with a paper in mind, producing fewer but 
more significant publications, selecting an ade-
quate journal, using a logical flow, being concise, 
making it complete, having a polished writing, 
revising the draft, having feedback from 
colleagues and taking into consideration the 

comments of the reviewer. Meo [14] provided 
several suggestions for the writing of scientific 
papers, such as having an unambiguous title, 
containing an abstract with a summary of the 
main points of the work, explaining the rationale 
of the study, including details of the methods 
used, reporting both positive and negative results, 
recommending further research and 
acknowledging people who helped with the work. 

Box 42.1 Ten Simple Rules for Writing 
Research Papers, as Proposed by Zhang [19] 

“Rule 1: Make It a Driving Force 
Rule 2: Less Is More 
Rule 3: Pick the Right Audience 
Rule 4: Be Logical 
Rule 5: Be Thorough and Make It Complete 
Rule 6: Be Concise 
Rule 7: Be Artistic 
Rule 8: Be Your Own Judge 
Rule 9: Test the Water in Your Own Backyard 
Rule 10: Build a Virtual Team of Collaborators”

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1371/journal.pcbi.1005619
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Cook [56] shared twelve tips for a better 
chance of having a manuscript published: 
planning it early, defining authorship in advance, 
having control of the writing, adhering to 
reporting standards, using reference management 
software, polishing the writing, selecting an ade-
quate journal, following the instructions of the 
journal, resubmitting the non-accepted manu-
script, recognizing and answering the questions 
of the reviewers and having input from 
colleagues. Bourne [1] developed ten simple 
rules for getting published: reading many papers, 
being objective about your work, benefiting from 
good reviewers, improving your English, learning 
to live with rejection, having a good organization, 
starting to write at the beginning of the project, 
being a reviewer, selecting the journal and aiming 
for high quality. 

Barroga et al. [4] wrote guidelines for creating 
logical flow in the writing of scientific 
manuscripts. They recommend starting with a 
draft outlining the manuscript, to develop a 
well-written article, through the use of concise 
words, clear sentences and adequate transitions. 
Oshiro et al. [2] characterized the perceived 
barriers, by a sample of authors, for the preparation 
of manuscripts and they found that several of them 
(such as following the format of the journals) were 
not affected by the expertise of the scientists. 

Busse et al. [57] provided several 
recommendations for addressing common pitfalls 
in the writing of manuscripts, such as what to do 
when the introduction is too vague or when the 
citations are inadequate for supporting the claims 
made. They also highlighted the importance of 
describing in detail the methods used and 
justifying their selection, in addition to 
facilitating a checklist for manuscript quality 
(Fig. 42.3). Aga et al. [58] wrote an article with 
suggestions for novice authors and they also 
highlighted common mistakes in the different 
sections of the manuscript. They also emphasized 
the importance of the use of reporting guidelines 

and described key elements of the submission and 
editorial process [58]. Huston et al. [59] created a 
guide for publishing in the health sciences and 
they underscored several key issues, such as: 
applying collaborative writing, giving appropriate 
attributions, developing a compelling story, and 
refining the manuscript. Forero et al. [3] devel-
oped a brief guide to writing articles in biomedi-
cine and they stressed the usefulness of digital 
resources (Table 42.1) for the development of 
different activities related to manuscript organiza-
tion and submission, such as Journal/Author 
Name Estimator (jane.biosemantics.org), 
Scimago Journal Rank (scimagojr.com), Open 
Researcher and Contributor ID (orcid.org) and 
MeSH on  Demand (meshb.nlm.nih.gov/  
MeSHonDemand), among others. Ecarnot et al. 
[60], Iskander et al. [61] and Vitse et al. [21] put 
forward additional valuable suggestions for the 
writing and organization of scientific 
manuscripts, such as major elements needed to 
promote study reproducibility, further criteria for 
selecting a journal or complementary strategies to 
respond to reviewers. 

Peterson et al. [62] developed ten simple rules 
for increasing writing productivity (Box 42.2): 
defining a time for writing, having an adequate 
working environment, writing a draft first and 
editing it later, developing writing habits, being 
responsible, looking for feedback, thinking about 
your manuscripts during other times, practicing a 
lot, being positive and reevaluating your writing 
practices. In addition, Forero and Moore [63] 
proposed nine key elements for a higher produc-
tivity in research activities (Box 42.3): avoiding 
unnecessary meetings, having clear priorities, 
focusing on science, preventing to depending 
too much on collaborations, developing adequate 
research collaborations, avoiding to aim too low 
or too high, enjoying the writing of manuscripts 
and grant applications, preserving the importance 
of being the principal investigator and creating a 
positive working environment.

http://jane.biosemantics.org
http://scimagojr.com
http://orcid.org
http://meshb.nlm.nih.gov/MeSHonDemand
http://meshb.nlm.nih.gov/MeSHonDemand
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Fig. 42.3 Checklist for manuscript quality, developed by 
Busse and August [57]. Figure previously published under 
an open access license (Attribution 4.0 International 
(CC BY 4.0) https://creativecommons.org/licenses/by/ 

4.0/. Busse C, August E. How to Write and Publish a 
Research Paper for a Peer-Reviewed Journal. J Cancer 
Educ. 2021 Oct;36(5):909–913. https://doi.org/10.1007/ 
s13187-020-01751-z) 

Box 42.2 Ten Simple Rules for Improving 
Writing Productivity in Scientists, 
as Developed by Peterson et al. [62] 

“Rule 1: Define your writing time 
Rule 2: Create a working environment that really 
works 
Rule 3: Write first, edit later 
Rule 4: Use triggers to develop a productive 
writing habit 
Rule 5: Be accountable 
Rule 6: Seek feedback and ask for what you want 
Rule 7: Think about what you’re writing outside 
of your scheduled writing time 
Rule 8: Practice, practice, practice 
Rule 9: Manage your self-talk about writing 
Rule 10: Reevaluate your writing practice often” 

Box 42.3 Nine Considerations for Higher 
Efficiency and Productivity in Research 
Activities, as Proposed by Forero and Moore 
[63] 

“1. Unnecessary meetings disrupt scientific 
productivity. 
2. Lack of clear priorities affects science. 
3. Having more than one job is good for money 
but negative for productivity. 
4. Depending too much on collaborations is 
undesirable. 
5. Lack of collaborations is negative for research. 
6. Aiming too high or too low is 
counterproductive. 
7. Never become tired of writing grants or papers. 
8. Do not delegate being the Principal 
Investigator. 
9. Try to create a positive working environment.”

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/s13187-020-01751-z
https://doi.org/10.1007/s13187-020-01751-z
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Taking into account that English is the current 
international language of science, there are some 
published articles with valuable 
recommendations for non-Anglophone authors 
[64–67], such as writing simple sentences to 
increase readability and adequate use of punctua-
tion marks (such as the comma and the 
semicolon). 

Of particular interest for trainees, Sharma 
and Ogle [68] recently provided twelve tips for 
students wanting to write and publish (Box 42.4): 
having a clear motivation, being realistic, reading 
a lot, exploring research opportunities, talking to 
professors, broadening your horizons, knowing 
the submission process, focusing on details, 
recognizing that the submission is not the end of 
the process, identifying that it takes time, consid-
ering alternative options to presenting research 
and being started with the writing. Finally, few 
authors have written articles with suggestions for 
authors to respond to comments from reviewers 
and editors [69–71]. 

Box 42.4 Twelve Tips for Students Who 
Wish to Write and Publish, as Proposed by 
Sharma and Ogle [68] 

“Tip 1: Find your why 
Tip 2: Play to your strengths and be realistic 
Tip 3: Be well read 
Tip 4: Revisit missed opportunities 
Tip 5: Talk to the doctors around you 
Tip 6: Broaden your horizons 
Tip 7: Get to grips with the submission process 
early 
Tip 8: Pay attention to the details 
Tip 9: Remember that submission is not the end 
Tip 10: The process cannot be rushed 
Tip 11: Consider the alternative paths to 
presenting research 
Tip 12: Start writing.” 

42.5 Concluding Remarks 

In this chapter, I highlighted several suggestions 
available in the scientific literature for better 
structuring of manuscripts and for enhancing 

writing productivity [4, 5, 62]. Accomplishing 
an adequate structure of a manuscript involves 
multiple rounds of refinement, incorporating 
international standards and following the 
recommendations for the authors from the target 
journal, among other aspects [3, 5]. Other 
chapters from this book will provide readers 
with further information about writing specific 
sections of manuscripts (see Chaps. 43–47, 
among others). 

As it has been previously suggested, prospec-
tive authors are specially invited to practice 
writing and enjoy the pleasure of communicating 
their scientific ideas and results [63]. In addition, 
taking advanced workshops about writing and 
asking for feedback from experienced colleagues 
help to develop those valuable skills [1, 3, 72]. 
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Writing a Scientific Article 43 
Asdrubal Falavigna, Vincenzo Falavigna, 
and Maria Eduarda Viapiana 

Abstract 

Medical practice follows evidence-based med-
icine, which has the “3 Es”: Patient’s Expecta-
tion, Physician’s Experience and Evidence 
from the Literature. Ethical and reproducible 
evidence is critical to treating patients better. 
Physicians need to balance their experience 
with the best evidence from the literature to 
plan for a better patient diagnosis and treat-
ment. It becomes increasingly necessary and 
important to publish since evidence should be 
based on firm methodological foundations and 
sustained by statistical proof, which confers 
force and power on the concepts. The merit 
belongs not to the person who discovers some-
thing but to the one who describes it and 
convinces the world that it is valid. In this 
chapter, we outline the internal consistency, 
grammar, writing style, structure and individ-
ual components according to the order in 
which a scientific paper is formulated. All the 
crucial steps described have grounding support 
for the knowledge of writing a scientific paper. 
Ultimately, to write well, one must practice 
writing, reading other articles and receiving 
feedback from a multidisciplinary team. The 
person who learns how to write a scientific 

paper automatically qualifies to take a critical 
look by reading many published scientific 
articles daily. 
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43.1 Introduction 

Writing a scientific article is the last stage in a 
research study. Researchers are always 
encouraged to write and publish their results, 
despite knowing that publication is a consequence 
of an overall scientific and investigative attitude. 
A scientific publication, besides the willingness 
or not to publish, requires a need for global efforts 
to increase the conditions for research training 
and maximize human resources [1]. To contribute 
significantly to the global share of publications, 
education in research is essential, relatively inex-
pensive and highly effective [2, 3]. 

Publication of a scientific study is a critical 
moment when the work comes alive and the 
research methodology and results are shared 
with a scientific community. The scientific report 
will be effective when it allows study reproduc-
ibility [3]. Reproducibility can only be achieved if 
the paper is consistent in grammar and structure,

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_43&domain=pdf
mailto:afalavig@ucs.br
mailto:vffalavigna@ucs.br
mailto:melviapiana@ucs.br
https://doi.org/10.1007/978-981-99-1284-1_43#DOI


has clear and precise information, and has a sim-
ple, concise, and objective vocabulary [4]. 
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The journal reviewers can detect bias, unsatis-
factory design, inappropriate statistics, and ethi-
cal problems in the study that may threaten the 
research and lead to rejection of the paper [5]. It is 
never too soon or too late to learn how to write a 
scientific article. The recommendations to 
increase the chances of the article being accepted 
by the journal can be summarized in four points: 
clarity, accuracy, communicability and consis-
tency. The structure of the writing presented in 
this chapter allows one to weigh all the strengths 
of the article. Although the form of articles may 
differ somewhat in different journals, most have a 
similar basic structure to help achieve a logical 
presentation of research [6]. The objective of this 
paper is to describe a simple, concise and precise 
way to write a scientific article. 

43.2 Internal Consistency 

The internal consistency depends on the organi-
zation of the article and the methodological con-
gruence between the different sections to answer 
the research question (see Chap. 1). The introduc-
tion section reviews the literature and justifies the 
research question, while the methodology is 
designed based on the hypotheses and objectives 
(discussed in Chap. 1). The results show the 
answer to the question and the discussion 
explains the difference and similarities between 
the paper’s results with what has already been 

published in the literature and the author’s 
opinions. There should be a concordance between 
the objectives, title, and methodology established 
and the object of study to give a precise answer. 

Table 43.1 Basic grammar, style, and structural characteristics of an article 

Recommendations to make your article more attractive

• Choose a good title
• Structured and consistent summary or abstract
• Clear, simple, objective and concise
• Start a new paragraph when you change the subject or introduce a new idea
• Organize paragraphs to create a logical sequence of ideas based on the research question and the results
• Straightforward and organized material and method
• Self-explanatory results
• Short paragraphs
• Attractive discussion
• Keep the article clearly focused 

43.3 Grammar and Writing Style 

Good grammatical language is required to under-
stand the paper and follow the author’s logic. 
Recommendations to make your article more 
attractive are described in Table 43.1. In sum-
mary, the language must be simple, clear, concise 
and objective. And for this to be effective, some 
points should be followed, such as (1) prefer the 
use of the active voice instead of the passive; 
(2) write short sentences because excessively 
elaborate and long sentences tend to confuse the 
readers; (3) a new paragraph must be started when 
changing the subject; (4) write the text in a logical 
sequence following the original question of the 
article. 

43.4 Structure of a Scientific Paper 

The article must be structured appropriately to 
allow reproducibility and complete understanding 
by the readers. The paper is divided into specific 
sections to provide unique information. The sec-
tion names may vary according to different 
journals, but the order and content are organized 
to provide a logical presentation of the study. The 
sequences in which the paper is read and written



are somewhat different (Table 43.2). The writing 
sequence follows the steps of the ongoing 
research and personal preference. 
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Table 43.2 Suggested structure and order of reading and writing scientific papers 

Order of reading Order of writing

• Title, abstract/summary, keywords • Introduction
• Authorship and acknowledgement • Methods
• Disclosure and conflicts of interest • Results
• Introduction • Discussion
• Methods • Conclusion
• Results • References
• Discussion • Title, abstract/summary, keywords
• Conclusion • Authorship and acknowledgement
• References • Disclosure and conflicts of interest 

43.5 Order of Writing 
a Scientific Paper 

Before you start writing, select the target journal 
for your manuscript. Journals have different 
guidelines and presentation styles. By doing 
that, you will save a lot of time and energy in 
revising the format of a manuscript later. 

The article is written according to the ongoing 
research and authors’ preferences (Table 43.2): 
Introduction, Methods, Discussion, Results, 
References, Conclusion, Abstract and Keywords, 
Title, Authors, Disclosure, Conflict of Interest, 
and Acknowledgements. 

43.5.1 Introduction 

The introduction justifies the study. The introduc-
tion attracts the scientific community and informs 
clearly about the current knowledge gaps and the 
opportunities to run further research to validate 
the research question. The author should clarify 
the reasons why he/she thought it worthwhile to 
elaborate on the work that will be developed. The 
hypothesis is described in this section. The 
hypothesis represents the objective of the study 
to reject the null hypothesis (x = y) in favor of the 
alternative hypothesis (x is different from y). 

The length of the introduction is usually 
related to the complexity of the study. Generally, 

it is around half a page and no more than one and 
half page. An introduction is often written in the 
present tense because it reports the most recent 
information on the subject. The authors should 
select a reference that is current and relevant to 
justify the gap in knowledge and the importance 
of the research. The authors must remember that 
the journals always cap the number of references 
to 30 or 40 at maximum. 

The authors should describe the proposed 
research question by using the FINER criteria: 
Feasible, Interesting, Novel, Ethical, and Rele-
vant [7]. They must explain closely the research 
question because it drives all the structure of the 
study: type of study, methodology applied, popu-
lation studied, sample size calculation, time avail-
able, equipment, funding, instruments or 
questionnaire to measure the primary and second-
ary outcome or endpoint and implementing 
the work. 

The introduction follows the three paragraphs 
rules to report the background, the justification of 
the study and the objectives expected 
(Table 43.3). In the first paragraph, the authors 
review the general background of the topic using 
the most relevant and updated literature. The sec-
ond paragraph emphasizes the unknown aspects 
of the subject, controversies in the literature and 
description of the clinical question formulated. 
Finally, the third paragraph should explain the 
logic of their hypothesis, develop straightforward 
research questions and briefly introduce the meth-
odology. If more than one research question is 
presented, primary and secondary objectives 
should be described separately.
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Table 43.3 Three paragraph rules of the introduction and the questions to be answered 

First introduction paragraph (WHAT)—Background

• What is the topic of the study?
• What are the characteristics and causes of the chosen topic? 
Second introduction paragraph (WHY)—Justification for the study
• Why is it crucial to perform this study?
• What are the objectives behind developing the study?
• Why will the results benefit the science?
• Is there a clear, focused, and answerable study question?
• Is the study question innovative or relevant? 
Third introduction paragraph (HOW)—Objectives and hypothesis
• What is the study question?
• Does it matter?
• How will the research question be answered?
• What will be the methodology or strategy used? 

43.5.2 Methods 

Considering that the hypothesis was presented in 
the introduction, the methods section is essential 
for the manuscript’s success because it explains 
the study design. The validity and credibility of 
the results refer mainly to the methods applied to 
the work. Many authors underestimate how diffi-
cult it is to do so correctly, and consequently, 
flaws in the methodology are one of the leading 
causes of paper rejections. 

The methodology describes and explains the 
steps-by-steps of how the research was done. 
When well-designed, it has the potential to con-
vince readers of the validity and reproducibility of 
the study. Reproducibility is synonymous with 
the research team’s reliability, trustworthiness, 
and competence because it allows us to find simi-
lar results if the researchers follow the methodol-
ogy under a similar clinical or surgical condition. 
The authors should describe the interventions 
used, the statistical tests used, as well as the 
results obtained so that other researchers can 
examine their results for methodological rigor 
and allow reproducibility. 

The methods section must be written in the 
past tense, as the actions have already been 
taken and follow a chronological sequence. It is 
the only paper section in which the authors cannot 
try to save space by using excessively succinct 
language. There is no apparent limit because the 
sequence of steps needs to be well described to 
allow reproducibility. At the same time, it must be 

objective, transparent, chronological and concise. 
The well-established procedures should have bib-
liographic citations rather than writing everything 
down in detail. 

The methods section must be well-organized 
and related to the general and specific objectives 
of the project [8, 9]. The authors usually replicate 
similar subsections used in methodology to 
describe the results and discussion sections to 
make it more transparent and easier to read. For 
example, in a clinical study, we consider dividing 
the methods section into the subsections of study 
design, population analysis, intervention and con-
trol group, outcome and statistical analysis 
(Table 43.4). 

43.5.3 Results 

The purpose of the results section is to report 
what was observed during the study through a 
transparent and objective description of the 
findings. It should not be a simple accumulation 
of tables or charts but confirm or rule out the 
hypothesis presented at the beginning of the 
research. The process should be quantitative, 
and a study’s results should be presented 
logically. 

Results are always presented in the past tense. 
The findings are easier to read when they follow 
the same order as the subsections presented in the 
methods section and have the text organized with 
titles and subheadings.
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Table 43.4 Subsections of the methodology that need to be explored to describe the clinical study 

Subsections of the 
methodology 

Research design • Study design, e.g. prospective or retrospective
• Justification of the choice of methods and techniques
• Duration and follow-up period
• Single or multicenter study and environment (trauma center or rural hospital)
• Ethics committee approval number, informed consent, trial registration numbers 

Study population • How patients were recruited and the size of the sample
• Inclusion and exclusion criteria
• Classification of the population sample and the randomization, if applicable 

Intervention and control 
group

• Recommended to use the product’s generic name
• Product brand names, their manufacturers and locations 

Measurement of outcomes • Primary and secondary endpoints, measurement of outcome and the time points of 
measurements
• Describe the data collection methods and measuring instruments
• References should be given for the measuring techniques, including their validation
• Clinical charts, opinion surveys, or other measurement instruments 

Statistical analysis • Specify the statistical method used for sample calculation and the statistical tests
• Indicate the computer software used to analyze the results 

The authors must supply a visual or graphic 
summary of the study flow accompanied by a text 
that briefly describes their content and by a num-
ber that is used to refer to them. Self-explanatory 
tables, graphs, figures, and images can help sim-
plify data presentation. For example, a study 
flowchart shows patient enrollment, allocation, 
follow-up and analysis, allowing readers to get 
an overview of how the study was conducted. It is 
important to identify the format of the summary 
tables and the journal figures chosen for publica-
tion, in other words: colors, lines, titles and 
variables. The summary tables or figures should 
be numbered consecutively. The title should be 
concise, elaborating the texts below them with 
notes and abbreviations. It is advisable not to 
have more than six summary tables and figures 
(for instance, 4 and 2 or 3 and 3). 

Relevant results that prove or reject the study 
hypothesis should be communicated to the 
readers in clear, objective language and using 
numbers instead of adjectives (e.g., very, rarely, 
often, generally). Information from tables or 
figures should not simply be repeated in the text. 
Instead, emphasize the main findings that will 
later be aligned with the hypothesis and the 
objectives in the discussion section. There is less 
misinterpretation if the author provides absolute 

numbers and lets the reader interpret for themself 
whether the phenomenon is rare, very rare, or 
infrequent. 

Authors should avoid interpreting the findings 
or drawing conclusions in the results section. The 
former belongs to the discussion section and the 
latter to the conclusion section. Deviations from 
the study plan should also be explained. 

43.5.4 Discussion 

The discussion section is a key and complex part 
of a scientific article because it shows the 
researcher’s understanding of the topic, where 
the author should provide a clear explanation for 
the results obtained. The main objective is to 
place the research findings in the context 
investigated, explain their meaning and empha-
size their importance compared to the literature to 
justify or reject the hypothesis. Therefore, the 
discussions should be constructed hierarchically, 
starting with the most essential and primary 
result, then addressing the results of the second-
ary objective in the following paragraphs. 

The background must be written in the present 
tense, and the description of the research findings 
must be in the simple past. Whenever possible,



the content should be put into the same divisions 
or subheadings used in the methods and results 
sections. 
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After all the results have been obtained, the 
findings are contrasted with the available evi-
dence and compared with those from previously 
published studies. At this point, the discussion 
will transform the hypothesis into a conclusion 
because, based on the results, the author 
establishes his position regarding the question 
formulated at the beginning of the work and 
defends his opinions. 

The first paragraph reports the most important 
findings of the primary outcome and their impact 
on the investigated topic. The present results, 
particularly when seen in the light of previously 
reported results, should be interpreted. 
Differences in the general information or prior 
knowledge accompanied by the bibliographies 
should be emphasized, and the negative and posi-
tive effects should be compared. This helps the 
authors to establish their position regarding the 
questions formulated in the introduction and to 
defend their thesis. It also allows the authors to 
transform their hypothesis into a conclusion later. 

The following paragraphs interpret and ana-
lyze the results of secondary outcomes, always 
accompanied by the respective bibliographies. It 
is essential to emphasize the scientific relevance 
of the results and the study’s negative and posi-
tive points. Then, following the same structure, 
present and discuss the secondary outcomes when 
applicable. 

The second-last paragraph highlights the 
study’s strengths and weaknesses. The study’s 
strengths should be addressed to convince the 
readers of the validity and reliability of the 
conclusions. The strengths should be firmly 
emphasized, describing the new aspects discov-
ered and the gaps in the literature that were 
answered by the study. It is equally important to 
declare the study’s limitations and weaknesses. If 
you do not critique your study, the reviewers will 
likely do it. Explain with transparency why such a 
flaw exists and the decisions taken by the authors 
to overcome those limitations. 

The last paragraph may comment on future 
implications and the subsequent research study 

proposed by the research group based on the 
present investigation. 

Authors should avoid presenting additional 
information not touched upon in the work, inde-
pendent of its relevance. Likewise, discussing 
aspects not shown in the present study, 
irrespective of its significance, is also inappropri-
ate. Not only do such debates lack substance and 
lead to no conclusion, but they also generally 
draw criticism from reviewers and editors. 

43.5.5 Conclusion 

The conclusion should answer the research 
questions formulated in the introduction and 
highlight the impact the results will have on the 
scientific environment. It should be written in a 
brief, simple and understandable way. 

A reliable and convincing conclusion can only 
come from a well-written, well-designed and 
well-conducted work. On the other hand, the 
manipulation of data and extrapolation of the 
results will reflect an unreal conclusion, with a 
loss of reliability. Neither self-aggrandizement 
nor apologies for the work’s imperfections are 
appropriate in this section. Using tables, graphs, 
citations, figures, and the inclusion of new data is 
not recommended. The last sentence of the con-
clusion can highlight the need for further studies 
to understand more on the relevant topic of 
research. 

43.5.6 References 

References provide the basis for everything in the 
manuscript being conveyed to the reader. In your 
bibliographic review, concentrate on the studies 
that are most often repeated and that you think are 
relevant to the specific circumstances of your 
work. In this sense, look for references that will 
touch on the same points that are similar to those 
of your research so that you can compare, discuss, 
and support your theoretical justification. Authors 
should always know precisely from where the 
data were extracted when using references. Ref-
erence management software can help to catalog,



organize, and format the references according to 
the publication rules of different scientific 
journals. Constantly inserting references as the 
paragraphs are written saves time and helps to 
avoid situations where some references are left 
out or mixed up 
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43.5.7 Title, Abstract/Summary 
and Keywords 

When an article is published, people usually find 
it through the keywords. Later, they will only read 
the title and summary and, based on the content, 
decide whether to read the article. Thus, the title, 
abstract and keywords are important parts of an 
article. 

43.5.7.1 Title 
It is likely that some of the readers will not read 
the entire article, but there is no doubt that most 
will read the title. A title is a highly simplified and 
condensed description of a study that must call 
the reader’s attention to take an interest in the 
work and read the full article. Elements of the 
title include the main topic, study design (e.g., 
randomized trial, cohort study, prospective versus 

retrospective study), number of patients, primary 
outcome, and follow-up time. A successful title 
should attract the target audience, if they are 
doing a database search. The words selected for 
the title are essential for the initial evaluation of 
the paper and to be found by the reader interested 
in the subject. 

Fig. 43.1 Title evolution during the scientific research 

Avoid having words and phrases which do not 
contain useful information. These include 
constructions such as: “about,” “presentation of 
a new case of,” “considerations about,” 
“contributions to the knowledge on,” “study of,” 
“study about,” “influence of,” “interest of,” 
“investigations about,” “our personal experience 
with,” “new contributions to,” “observations on,” 
and “about the nature of.” 

Appealing titles are usually precise, specific, 
and relatively short. The type of study should be 
included in the title, especially if they are a 
randomized trial and systematic review, with 
and without meta-analysis, and the expressions 
“randomized clinical trial” and “systematic 
review and meta-analysis”. Before the end of the 
work and having the results, the title should be 
modified for publication to include the changes 
achieved by the intervention (Fig. 43.1).
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Table 43.5 Tips for writing an abstract 

Tips for writing an abstract

• Obey the limits proposed for most summaries: 250 and 500 words
• Excessively long summaries are no longer appropriate for their function
• Include synonyms of the words of the title to make it easier to find the work using search engines
• Make sure that the essential points of the work are presented in summary and ensure consistency
• Avoid describing data that are not in the text
• Do not use abbreviations unless they are justified
• Do not cite references in summary 

43.5.7.2 Abstract or Summary 
The abstract or summary is a miniature copy of 
the work that invites you to continue reading it 
after the title has called the reader’s attention to 
the paper. Most of the journals allow reading the 
title and its summary free of charge as a way of 
picking up possible readers. It is a stand-alone 
part of the manuscript where the author describes 
the basic procedures, the main findings and the 
conclusion. It must contain information from sev-
eral sections of the article; therefore, it is 
recommended that it be the last to be written. 
The abstract’s structure can vary according to 
each journal; most limit it to 200–300 words, as 
extended abstracts lose their function. A tip to 
make it easier to find the work using the search 
engines is to include synonyms of the title words 
and references should not be used in the abstract 
(Table 43.5). In addition, abbreviations should 
not be used unless justified and no bibliographic 
citations. 

The abstract structure is the following as 
suggested: 

– Introduction: The clinical question’s back-
ground and the work’s primary purpose must 
be clearly written. 

– Methods: describe the study design used to 
achieve the objective(s). 

– Results: shows the main findings and their 
analyses. 

– Conclusion: present the result related to the 
answer to the primary research question. 

43.5.7.3 Keywords 
The list of keywords provides an opportunity to 
add words besides those already used in the title, 
which will be utilized to index the work. It 

facilitates the location and alerts readers to your 
paper through search engines, increasing the 
article’s visibility. Selecting keywords that are 
Medical Subject Headings (MeSH) is 
recommended. Some keywords are already used 
in the title to facilitate readers’ seeing your paper. 

43.5.8 Authorship 
and Acknowledgement 

The research team should define the authors and 
who will be recognized before starting the study. 
The distribution and responsibility of each 
research team member were usually known 
when the study was planned. The authors can 
adjust during the research but generally do not 
change the authorship. It is important to have this 
agreement written and signed by everyone 
involved. 

Authorship is serious accountability because 
all the authors have a similar responsibility for 
everything that was done and written in the paper. 
All authors must have agreed and approved the 
final version of the manuscript. The authors have 
made scientific and intellectual contributions to 
hypothesis formulation, study design, statistical 
analysis, interpretation, and discussion. 

Many people may have helped with the 
research and prepared the manuscript for publica-
tion but do not qualify as authors based on the 
ICMJE guidelines. Nevertheless, their 
contributions should be acknowledged in this 
section [10]. Examples of such contributions are 
people who supplied special equipment or sub-
stantial technical help, provided significant help 
writing the manuscript, and critically read and 
commented on the manuscript but did not



participate in the article’s planning, implementa-
tion and drafting stages. 
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43.5.9 Disclosure and Conflict 
of Interest 

The presence of a conflict of interests or any 
financial support should be declared when send-
ing the article for review to the journal and later 
publication. There is a conscious and unconscious 
influence in the analysis of statistical results. 
Some journals may require that these be declared 
in either the methods section or a separate conflict 
of interest section. 

43.6 Concluding Remarks 

The main recommendations needed for writing an 
article adequately can be highlighted in four 
points: be clear, accurate, consistent, and logical. 
The investigative question needs good reasons to 
research it and an appropriate methodology to 
answer it. Therefore, the results section focuses 
on the findings of the research and the discussion 
should highlight it and compare it with the litera-
ture information and the author’s experience. In 
the end, the article looks like a chain linked by the 
research question, each part of the paper being 
expected to perform a particular function. The 
best way to learn to write is through writing itself. 
Aside from that, paying attention while reading 
other articles and asking for feedback from expe-
rienced writers also helps. 
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How to Present Results in a Research 
Paper 44 
Aparna Mukherjee, Gunjan Kumar, and Rakesh Lodha 

Abstract 

The results section is the core of a research 
manuscript where the study data and analyses 
are presented in an organized, uncluttered 
manner such that the reader can easily under-
stand and interpret the findings. This section is 
completely factual; there is no place for 
opinions or explanations from the authors. 
The results should correspond to the objectives 
of the study in an orderly manner. Self-
explanatory tables and figures add value to 
this section and make data presentation more 
convenient and appealing. The results 
presented in this section should have a link 
with both the preceding methods section and 
the following discussion section. A well-
written, articulate results section lends clarity 
and credibility to the research paper and the 
study as a whole. This chapter provides an 
overview and important pointers to effective 

drafting of the results section in a research 
manuscript and also in theses. 
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44.1 Introduction: Importance 
of Results in a Research Paper 

The “Results” section is arguably the most impor-
tant section in a research manuscript as the 
findings of a study, obtained diligently and pains-
takingly, are presented in this section. A well-
written results section reflects a well-conducted 
study. This chapter provides helpful pointers for 
writing an effective, organized results section. 
Often, we are not cognizant of the fact that the 
reader has not been as involved in the study 
through its lifecycle as the investigator, and 
hence, it is important to present the study findings 
in a manner that is clear and logical for everybody 
to follow. A haphazard, directionless, and over-
elaborative description of the results can be the 
Achilles heel of many good studies. Coherently 
presented data, on the other hand, can go a long 
way in inspiring the readers’ confidence in the 
credibility and robustness of the study. It should 
be a step-by-step approach, taking the readers
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mailto:aparna.sinha.deb@gmail.com
mailto:gunjan2587@gmail.com
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along the plan of analysis that was described in 
the methods section. After reading the results, the 
readers should be able to draw their own 
conclusions about the study. 
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This chapter will take the reader through the 
steps of writing an impressive results section of a 
manuscript. 

44.2 What to or Not to Include 
in the Results Section? 

Results are the core of any research paper. It is a 
section to narrate the observations based on the 
data you have collected. One would have col-
lected an exhaustive quantity of data in a study, 
however, it is not necessary to present all the data 
at once. Finding the right balance is important— 
too much information might obscure the pertinent 
findings, whereas too little hampers the reliability 
and understandability of the study. One needs to 
present an overall description of the evidence that 
has been generated with the help of text, figures, 
and graphs in a logical order. The instructions to 
authors given by the journal of choice should be 
thoroughly read and adhered to. 

Box 44.1 What does not belong 
to the results section?
• Results that do not answer any of the 
research questions

• The methods that you might have left 
out of materials and methods sections, such 
as details of statistical tests, definitions, 
plan of the study, etc

• Interpretation of the results
• Data that are not collected in your 

study
• Comparison with the results of other 

studies
• Opinions
• Explanations for the findings
• Limitations and pitfalls of the current 

research 

44.3 General Guidelines for Writing 
the Results 

44.3.1 Style of Writing 

The style of writing should be crisp and fluent; 
unnecessary use of adjectives and adverbs is 
discouraged. The language mentioned in the 
instructions to authors (English UK/English 
American) should be adhered to. The sentences 
should not be unnecessarily long and should be 
kept simple. It is advisable to use past tense when 
describing the results as the events being reported 
have already occurred [1]. However, present 
tense is used when referring to table/figure in the 
manuscript. The current convention is to use the 
term ‘study participants’ instead of patients. Write 
with clarity and brevity, as shown in the follow-
ing example: 

(a) It is clearly seen that the average height of 
children in group A is markedly higher than 
that of group B. 

(b) The mean (SD) height of children in group A 
[120 (5.8) cm] was higher as compared to 
that in group B [110 (3.2) cm], p = 0.04. 

Sentence ‘b’ will be more acceptable to the scien-
tific and medical community of readers. 

44.3.2 Organization of the Results 

The description and organization of findings may 
vary according to the study type and the specific 
journal’s instructions. However, the broad 
outlines are similar. Qualitative studies, meta-
analyses and systematic reviews have a different 
approach as compared to quantitative studies and 
will be discussed later in this chapter. 

44.3.2.1 The Starting Point 
The duration/period of the study should be men-
tioned. The details of study participants, includ-
ing the numbers of potential participants 
screened, numbers found eligible, numbers 
excluded with reasons for exclusion, numbers of



cases and controls or the numbers randomized, 
numbers lost to follow-up or trial deviates, and 
such are usually enumerated in the opening para-
graph of this section. The use of a flow diagram to 
show these parameters may be useful. An exam-
ple of a basic flow diagram for an observational 
study is given in Fig. 44.1. An example of 
describing enrolment in the text is as below: 
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Women attending 8 
gynaecology outpatient clinics 

during 1 month of 
recruitment, N= 860 

Assessed for eligibility, n=874 

Not assessed for eligibility 
• Declined to answer questions pertaining to 

eligibility, n=6 

Total recruited, n=803 

Excluded 
1. Ineligible (n=42) 

a. Unmarried, n=25 
b. Women on contraception, n=10 
c. Women with previous gynaecological surgery, n=4 
d. Women with endometriosis, n=3 

2. Eligible but not recruited (n=29) 
a. Refused to participate, n=28 
b. Moving out of the city so cannot be followed up, n=1 

Data available for 
analysis, n=790 

Lost to follow up 
• Could not be contacted, n=7 
• Declined to be followed up, n=6 

Fig. 44.1 Patient recruitment and analysis flowchart 

“Three hundred [175 (58.3%) girls] children 
with tuberculosis, aged 6 months to 15 years of 
age, were enrolled after screening 800 children 
attending the pediatric outpatient department of 
our hospital.” 

Substantial duplication of information in text, 
figures and tables should be avoided. If a study 
flow chart is used, only the key points could be 

highlighted in the text while referring to the 
figure. 

Thereafter, a baseline clinico-demographic 
description of study participants can be presented 
in a table or text. In case of a randomized con-
trolled trial, presenting the p- values to compare 
the baseline characteristics of the intervention and 
control arms is considered superfluous. If the 
randomization has been done correctly, 
differences, if any, between the two arms are 
only due to chance, irrespective of the p value. 

Indicate the number of participants with miss-
ing data for each variable of interest. In the case of 
non-interventional studies, such as cohort studies, 
numbers or summary measures regarding 
exposures and potential confounding factors



should be mentioned here. In case-control studies, 
the baseline characteristics of cases and controls 
are to be compared, preferably in a table. 
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In intervention studies, it is desirable to report 
adherence to the study interventions before 
presenting the outcomes. 

44.3.2.2 Reporting Guidelines 
The guidelines for reporting studies differ 
according to the study design. Details of these 
guidelines can be accessed at: http://www. 
equator-network.org/. Many journals require a 
checklist to be submitted as per these guidelines. 
Following are the guidelines for the most com-
mon study designs:

• Observational Studies: The STROBE 
(Strengthening the Reporting of Observational 
studies in Epidemiology) guidelines are appli-
cable to both case control and cohort studies 
[2]. It is advisable to include a flow diagram 
indicating the study outline. It is essential to 
report the number or the summary measure of 
exposure categories and outcome events.

• Randomized Controlled Trials (RCT): CON-
SORT (Consolidated Standards of Reporting 
Trials) statement for reporting should be 
followed for a RCT. A study flow diagram is 
essential [3]. Mention the study periods, 
including the dates coinciding with start and 
end of study recruitment and follow-up. If the 
trial is terminated prematurely, reasons for 
doing so should be clearly specified. Remem-
ber to document and summarize all adverse 
events, expected as well as unexpected, in 
both the intervention and control groups.

• Diagnostic studies: The STARD (Standards 
for Reporting of Diagnostic Accuracy Studies) 
guidelines are to be followed while reporting 
diagnostic studies [4]. A flow diagram can be 
included to depict the enrollment of 
participants. Provide a ‘2 X 2’ table for the 
results obtained from the diagnostic test under 
study and the reference or gold standard. The 
calculated sensitivity, specificity, positive pre-
dictive value, negative predictive value, and 

likelihood ratios are to be reported as applica-
ble. It is expected that one would report any 
adverse events encountered while performing 
the tests, both the one under study and the 
reference.

• Meta analysis and systematic review: 
PRISMA (Preferred Reporting Items for Sys-
tematic Reviews and Meta-Analyses) is an 
evidence-based minimum set of items for 
reporting in systematic reviews and meta-
analyses. PRISMA primarily focuses on the 
reporting of reviews evaluating the effects of 
interventions, but can also be used as a basis 
for reporting systematic reviews with 
objectives other than evaluating interventions 
(e.g., evaluating etiology, prevalence, diagno-
sis or prognosis) [5, 6].

• Qualitative research: COREQ (Consolidated 
criteria for reporting qualitative research) is a 
32-point consolidated checklist primarily for 
reporting interviews and focused group 
discussions [7]. 

44.3.2.3 Sequence of Presentation 
A proper sequence for the presentation of the 
observations of the study improves the compre-
hensibility of the data. Often, the authors are 
inclined to exclusively present the findings 
where the statistical tests return significant 
p values. At times, all the data collected are 
presented without any predetermined order; the 
main outcomes are lost somewhere in this maze 
of information. It becomes difficult for the readers 
as well as the reviewers to follow such a chaotic 
arrangement. 

Addressing the Objectives 
It is a cardinal rule to address the primary objec-
tive of the study first. The primary question asked 
in the study needs to be answered clearly, using 
the statistical plan as described in the methodol-
ogy section. The secondary outcomes or 
endpoints, if any, can follow (see Chap. 1). 

Maintain congruence between the sequence 
followed in the methodology and results section. 
It is advisable to go from simpler to more

http://www.equator-network.org/
http://www.equator-network.org/


The significance of the statistical tests
applied is usually presented as p values; the

actual p value should be written instead of
just stating <0.05. Never state a p value as
0.000 even if the statistical program does
return such a value. To convey appropriate
meaning, such values should be stated as
<0.0001 (also, see Chap. ).29

complicated results. Subgroup analysis should 
come in last. Refrain from reporting any finding 
in the results section without first describing the 
corresponding methodology and statistical analy-
sis plan in the preceding methodology section. 
Also, refrain from excluding the observations 
from any test or investigation which has been 
already mentioned in the methodology section. 
In case post hoc analyses are performed, the 
same should be stated explicitly. 
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To increase clarity and readability, the Results 
section can be divided into appropriate 
subheadings; however, the same should be done 
as per the journal’s format and instructions. 

44.3.3 Important Points to Remember 

While concentrating on the more interesting 
results, we frequently overlook certain simple 
but essential attributes of this section. Some of 
the points to remember while drafting the results 
section are: 

(a) Decimal points 
The computer programs used for statistical 
analysis usually return results involving dec-
imal points which may look like 3.4562789. 
The instrument or assay used to measure the 
parameters provided as inputs for the 
programs may not be sensitive enough to 
be able to give such outputs. It makes sense 
to round off to the decimal point which 
reflects the sensitivity of your measuring 
instrument or assay. For example, if the 
birth weight in a study is measured in 
grams, then the mean value for the weight 
of the groups of studied neonates should 
have only one decimal place rather than 
2 or more decimal places. In most instances, 
one or two places after the decimal point are 
sufficient. However, it is prudent to consult 
the targeted journal’s requirements and be 
consistent with the decided format through-
out the report. 

(b) p value 

(c) Confidence Intervals 
The advantage of confidence intervals over 
p-values in reporting hypothesis testing is 
that the result is stated directly at the level 
of data measurement. Confidence intervals 
provide information about statistical signifi-
cance, as well as the direction and strength 
of the effect. It is a good practice to report 
confidence intervals wherever possible. 

(d) Choose your words carefully 
The word ‘significant’ when used in the 
results section carries a different connotation 
than its literary meaning. Here the signifi-
cance has to be statistically proven i.e., 
p < 0.05 or appropriate confidence interval. 
Hence, one should be careful while declar-
ing any result as significant. At the same 
time, it is essential to include the statistically 
non-significant data for the stated objectives. 
Refrain from using indecisive words such as 
‘about’ or ‘approximately’ while describing 
the results. 

(e) Confounders 
In scenarios where confounders are expected 
to alter the results, it is helpful to provide the 
unadjusted as well as the confounder-
adjusted estimates and their precision (e.g., 
95% confidence interval). Add a note listing 
the confounders which were adjusted for. 
The reasons for deciding on the confounders 
and the process applied to adjust for them 
should be described in the methods section. 

(f) Negative results 
Very often the researchers as well as the 
reviewers are biased toward the positive 
findings of the study. However, keep in 
mind that it is equally important to publish 
the negative results obtained from any study 
as they may help to prove or disprove pro-
posed hypotheses. Omitting negative results 
is considered unethical.
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(g) Text–table dichotomy 
It is important to ensure that text and tables 
are complementary to each other and not 
merely repetitive. Describing all parameters 
that are depicted in the table is not required. 
Only some salient features and concise 
description in the text is sufficient to inform 
the reader as to what is described in the 
tables; for example: “Three hundred 
[175 (58.3%) girls] children with tuberculo-
sis, aged 6 months to 15 years of age, were 
enrolled. The mean (SD) age of the children 
was 110 (15.3) months. Table . . .  shows the 
baseline characteristics of the enrolled 
children.” 

(h) Numbers in a sentence 
It is conventional not to start a sentence with 
digits, rather the numerical value is spelled 
out in words. Values less than ten are usually 
spelled out. 

44.3.4 Data Presentation Tools 

44.3.4.1 Tables 
Tables are extremely helpful in communicating a 
large amount of complicated data in a structured 
fashion. But that does not mean the tables them-
selves are to be inordinately complicated. 
Tables are most informative when they are simple 
and organized. Avoid redundancy by not repeat-
ing the same information in both text and tables. 
The tables should be numbered in the same chro-
nological order as they are referenced in the text. 
Do not insert any table without the corresponding 
reference in the text. Depending on the journal, 
tables may be presented sequentially at the end of 
the manuscript after the ‘References’ or may be 
submitted as a separate file [8]. 

The number of tables: 
The maximum number of tables that can be 

included depends on the requirement of the jour-
nal. Usually, 3 to 4 tables are permitted for origi-
nal, full-length manuscripts; a lesser number is 
allowed for short communications. The 
remaining data may be submitted as supplemen-
tary material in case of online publications. 

Requisites of a good table: 
Each table should be self-explanatory and 

complete in itself. One should be able to compre-
hend the data presented in a table without consult-
ing the text. Apart from the rows and columns 
containing data, a table contains a heading or 
legend, row and column headers and footnotes. 
A precise but informative heading follows the 
table number. Do not use abbreviations in the 
heading. Each row and column header should be 
able to explain what the row/column contains. 
Abbreviations mentioned in the table and any 
other explanatory notes should be expanded in 
the footnote. Do not forget to mention what sum-
mary statistic is being presented such as N (%), 
mean (SD) or median (IQR) and the units of 
measurement either in the appropriate column/ 
row header or in the footnote (Table 44.1). Men-
tion the denominator applied for each variable of 
interest, especially if they are not uniform. Do not 
just give percentages if the denominator is less 
than 100, rather give the actual observed values. 
Do not combine disparate variables in the same 
table. It is better to split a long and unwieldy table 
into two for clarity. 

44.3.4.2 Graphs and Charts 
Visual display of data by means of figures imme-
diately makes the data prominent and more 
appealing to the reader and helps in longer reten-
tion of the information. Not all data are amenable 
to being presented as figures. One must judge 
carefully as to which data can be best presented 
in the form of figures. It is usually the important 
information which is presented in this format— 
messages which you want to catch the attention of 
the readers. Figures can be in colour or grey tone. 
Almost all journals charge extra for coloured 
figures. The number of figures allowed depends 
on the targeted journal. 

Figures include charts like simple line 
diagrams, scatter plots, radiographs, images, 
photographs, maps, etc. As with tables, a figure 
should also be self-explanatory with an informa-
tive but precise heading. Other components of a 
figure include legends, data labels, axis titles, etc. 
[8]. It is noteworthy that text, tables and figures



Characteristic Mortality n(%) P valuea

serve different purposes in presenting informa-
tion, however, repetition of data should be 
avoided. All figures should be cited in the text 
and numbered in the order of citation/appearance 
in the manuscript. All figures and pictures should 
be submitted as separate files in the form of an 
image file (.jpg, .ppt, .gif, .tif or .bmp) with a 
minimum resolution of 300 dpi to ensure good 
print quality; the authors should refer to the target 
journal’s instructions to choose the correct file 
type and the desired resolution. 
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Table 44.1 Factors associated with mortality among hospitalized COVID-19 patients 

Odds Ratioa 

(95% CI) 

Age
• 18–39 years (n = 7169)
• 40–59 years (n = 10,760)
• ≥60 years (n = 9322) 

529 (7.4) 
1455 (13.5) 
1973 (21.2) 

(Reference) 
2 (1.8, 2.2) 
3.4 (3.0. 3.7) 

– 
<0.001 
<0.001 

Gender
• Male (n = 17,240)
• Female (n = 10,008) 

2613 (15.2) 
1344 (13.4) 

1.2 (1.1, 1.2) 
(Reference) 

<0.001 
– 

Vaccinated with Anti-SARS-CoV-2 vaccine
• Unvaccinated (n = 5964)
• Vaccinated with one dose (n = 550)
• Vaccinated with two doses (n = 305) 

1306 (21.9) 
85 (15.5) 
29 (9.5) 

(Reference) 
0.7 (0.5, 0.8) 
0.4 (0.3, 0.6) 

– 
<0.001 
<0.001 

WHO ordinal scaleb 4 or above at admission
• Yes (n = 13,860)
• No (n = 13,049) 

3101 (26.3) 
433 (3.4) 

10.3 (9.2, 11.4) 
(Reference) 

<0.001 
– 

BMI
• Underweight and normal weight (n = 3944)
• Overweight and obese (n = 7307) 

387 (9.8) 
766 (10.5) 

(Reference) 
1.1 (0.9, 1.2) 

– 
0.26 

SARS Severe Acute Respiratory Syndrome, CoV-2 Coronavirus 2, WHO World Health Organization, BMI Body Mass 
Index. Adapted with permission from Mukherjee A, Kumar G, Turuk A, et al; NCRC Study team. “Vaccination saves 
lives: a real-time study of patients with chronic diseases and severe COVID-19 infection”. QJM. 2022 Sep 2:hcac202 
a Odds ratio and p value calculated via bivariate logistic regression 
b https://www.who.int/docs/default-source/documents/emergencies/minimalcoreoutcomemeasure.pdf 

Data charts are highly effective tools to sum-
marize numerical data for better visual presenta-
tion. Choosing the type of graph appropriate for 
your data is critical. This depends on various 
factors: the type of data (continuous or categori-
cal), the number of groups or variables involved, 
and the intent of creating the graph. For example, 
when one wants to demonstrate the composition 
or break up of a dataset or groups within the 
dataset, one can use pie charts or stacked bar 
charts. Barcharts or line plots are helpful in com-
paring data. Line plots can be utilized to illustrate 
time trends. Distribution of data may be 
demonstrated by histograms, and scatter plots. 
The relationship or correlation between two 

variables can be demonstrated by scatter plots. 
Commonly used data charts are [9] (Fig. 44.2a–h): 

(a) Pie chart: Pie chart shows classes or groups 
of data in proportion to the whole data set, 
particularly to depict large data sets, e.g., 
epidemiological surveys (Fig. 44.2a). These 
are best used when the number of classes/ 
groups is 3 to 7. One should avoid using the 
pie chart where there are only two groups, 
e.g., gender. 

(b) Bar charts: Bar charts may be horizontal or 
vertical. The height or length of the bars 
represents the measurement. By this method 
the same variable can be compared across 
groups or time points (Fig. 44.2b). Stacked 
bars can also be made to make intra-group 
comparisons like in males and females or to 
show the composition of each group. It is 
better not to compare two variables in the 
same chart if the values of one variable 
overshadow or dwarf the other. Also, it is 
prudent to avoid clubbing too many 
variables or categories in the same chart-
this makes the chart unreadable. If there are 
more than 5 groups to be compared, it is 
better to use horizontal bar charts.

https://www.who.int/docs/default-source/documents/emergencies/minimalcoreoutcomemeasure.pdf
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Fig. 44.2 (a–h) Commonly used charts and figures in research papers
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(c) Histogram: A histogram is used to show the 
distribution of numerical data; the entire 
range of a continuous variable is divided 
consecutively into non-overlapping groups 
known as class intervals. The height of the 
vertical rectangles for each class interval 
represents the frequency or density of the 
variable, depending on whether the class 
intervals are of equal or unequal width 
(Fig. 44.2c). 

(d) Scatter plots: Scatter plots can be used to 
present measurements on two variables that 
are related; the values of the variables on the 
y-axis are dependent on the values of the 
variable plotted along the x-axis 
(Fig. 44.2d). 

(e) Line plots: Line plots are similar in some 
ways to the scatter plots, with the condition 
that the values of the x variable have their 
own sequence (Fig. 44.2e). Line plots can be 
used to depict time trends. 

(f) Box plots: Box plots are used to depict the 
numerical data in the form of median and 
interquartile range (which forms the box); 
sometimes whiskers are added which may 
denote the maximum and minimum value. 
Outliers can also be depicted in the box plot 
(Fig. 44.2f). 

(g) Venn diagram: A Venn diagram is a type of 
chart that shows how different data sets 
relate to or overlap each other through 
intersecting portions of circles (Fig. 44.2g). 

(h) ROC curves: Receiver Operating Character-
istic curve is a plot of the true positive rate 
(sensitivity) against the false positive rate 
(1-specificity) for the different possible 
cut-offs of a diagnostic test. The area under 
the curve is a measure of the accuracy of the 
test under question (Fig. 44.2h). 

Box 44.2 Common errors in tables 
and figures 
Tables

• Excessive repetition of information in 
text and tables

• Tables not self-explanatory and 
complete

• Disparate characteristics and 
comparisons clubbed together in one table

• Tables not cited in the text
• The table number and the chronologi-

cal order of their reference in text do not 
match

• Inaccurate arithmetic—numbers do not 
add up; discrepancies in data 
Figures

• Graph not plotted to scale
• Data not properly labelled
• Omission of proper legends
• Not cited in the text
• Not numbered as per the reference in 

text 

Images 
Different types of photographic images are used 
in a research paper; they include clinical 
photographs of patients; imaging investigations 
such as radiographs, ultrasonography, CT scan/ 
MRI scan, radionuclide studies; intra-operative 
findings; surgical specimen; pathology images-
cytopathology, histopathology, special stains, 
immunohistochemistry, etc.; laboratory 
investigations such as PCR results, gel/blot 
images; tracing of investigations such as ECG, 
EEG, EMG, etc. Publishers would like the images 
to be of excellent quality, undistorted, i.e., 
maintaining the original proportions, and with 
adequate labelling. 

Obtaining informed, written consent is imper-
ative for publishing clinical photographs. 
Maintaining patient confidentiality is of para-
mount importance; the identity of the person 
should be protected by obscuring any identifica-
tion mark and covering the eyes. As with other 
types of figures, images should also have a 
descriptive legend. At times, it is more informa-
tive and meaningful to combine many images in a 
single figure, e.g., CT scan/MRI scan images; 
each of the images should be identified



separately. The use of arrows or other markers 
may be helpful to highlight important findings. 
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Maps 
Maps may be used in some manuscripts to add a 
crucial demographic context to a research paper, 
e.g., multi-centre research projects or National 
level surveys where the country-wise results or 
participation can be easily illustrated. The use of 
Geographical Information Systems also helps 
researchers present the inequities in the 
communities by mapping and presenting this 
data. A map if added to the study should be well 
labelled and the footnotes should be clearly indic-
ative of the markers being used on the maps 
(Figs. 44.3 and 44.4). 

Box 44.3 Tips to make good quality tables 
and figures
• Caption or legend for the figure or image 
appears below the graphic, and above the 
table, though the author instructions should 
be thoroughly read and adhered to

• Include the word “Figure” or “Table” 
along with associated number in the cap-
tion, the same number being given as refer-
ence in text

•Make the caption clear and comprehen-
sive even if it is lengthy

• In case the table has been recreated 
from someone else’s published work, it 
should be mentioned along with the citation

• Provide a list of all abbreviations and 
symbols at the end of the table/graph/chart

• Do not distort the image
• Include a copyright statement below 

any image used 

44.4 Writing the Results 
in a Meta-Analysis 
and Systematic Review 

A systematic review aims to answer a defined 
research question by gathering the already avail-
able evidence from studies that adhere to 

pre-defined eligibility criteria. A meta-analysis 
further summarises the results of these studies 
by applying various statistical tests. Unlike the 
other study designs, where data is collected by 
the researchers, the systematic review and the 
meta-analysis collates data already collected by 
multiple researchers in order to generate evidence 
that is usually stronger than that generated from 
individual studies. 

The results in a systematic review or meta-
analysis are started with a description of the vari-
ous studies included in the review as opposed to a 
description of the participants in a conventional 
quantitative study followed by pooled baseline 
characteristics of the units of study (e.g., study 
participants). It also provides some details of the 
excluded studies in addition to the reasons. 

The most important part of the results in a 
meta-analysis is the visual display of information 
using a forest plot, which provides a wealth of 
information. A forest plot takes all the relevant 
studies asking a common question and displays 
them on a single axis, along with a pooled result 
from all the studies included. 

An example of a forest plot is given in 
Fig. 44.4 [10]. 

44.5 Writing the Results of a 
Qualitative Study 

Qualitative research is gaining recognition and is 
now being increasingly used in healthcare 
research, specifically in social and cultural 
contexts. Unlike quantitative research which 
analyses the data as trends, frequencies, p values 
and odds via various statistical tests, qualitative 
research tends to collect data through the 
experiences, views, and dialogues of the 
participants. A few examples of qualitative data 
include audio recordings and transcripts from 
interviews or focussed group discussions (FGD), 
interview questionnaires with open-ended 
responses, video recordings, images, emails, 
minutes, case notes, etc. [11]. 

The results in a qualitative research manuscript 
are usually presented as a central theme, or 
categories extracted from the data collected.
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They are further elaborated as sub-themes, codes 
and dialogues. The themes should be chosen in a 
way that they provide an answer to the research 
question [12]. The main focus lies in reporting an 
identifiable pattern in the data rather than the 
number of participants in the categories, which 
is usually in the form of quotes from the 
participants rather than tables or any statistical 
analysis. Choosing quotes to be added to the 
manuscript could be tricky, and the selected 
quote must be long enough to be convincing 
[13] and clear to make sense to the reader. The 
quotes can be used judiciously to provide strong 
evidence for the results described.

728 A. Mukherjee et al.

Individual studies 
included 

Number of patients in each group 
along with the event/ outcome 

Odds ratios with CI from 
individual studies 

Pooled results 
from the 

Fig. 44.4 Figure adapted from “Lodha R, Randev S, 
Kabra SK. Oral Antibiotics for Community acquired 
Pneumonia with Chest indrawing in Children Aged 
Below Five Years: A Systematic Review. Indian Pediatr. 

2016 Jun 8;53(6):489-95. doi: 10.1007/s13312-016-
0878-0. PMID: 27376603”. (Reproduced with 
permission) 

The following extracts are from interviews 
conducted among the family members of a 
deceased organ donor in order to understand the 
barriers towards organ transplantation [14], 
shown as examples of how data from a personal 
interview can be presented: 

The interview discusses perceptions of the 
family of the deceased that lead to the denial of 
the family to donate organs.

• “She (mother of the deceased) was not an 
educated lady and did not have any knowledge 
on organ donation and hence decided not to 
donate her son’s organs”. (interviewee-
Deceased’s family member)—Poor knowl-
edge concerning organ donation

• “They (family members) were afraid that if we 
opt to donate the organ of her (mother of the 
deceased) deceased son, the healthcare team 
would stop working hard to retrieve her son 
back to life and concentrate only on organ 
donation” (interviewee- Deceased’s family 
member)—Mistrust on the healthcare

• “When we had some doubts, we were replied 
in an improper Tamil (local regional language) 
which we were not able to understand easily” 
(interviewee- Deceased’s family member)— 
Poor communication 

Following are a few quotes as an example to 
present data from a FGD on public concerns for 
sharing and governance of personal health infor-
mation [15]:

• “Cause you don’t know what the next 
institution’s gonna do or who they’re gonna 
give it [the data] to”- an interviewee from FGD

• “I would be worried at some point that people 
would be identified. If it’s going so many 
places, so many people are involved, so 
many people seeing that data, that would be a 
little worrisome to me”- interviewee from 
FGD 

A conclusive summary of results could be 
provided after the actual themes, sub-themes and 
codes are presented to highlight the evidence that



has been generated out of the data collected. It 
should be remembered that, unlike quantitative 
research which aims to remove any subjective 
influences from the researchers, subjectivity is a 
core characteristic of qualitative research, where 
the researchers are directly involved in creating 
evidence out of the information collected. This 
also tells why there will always be some element 
of discussion in the results section, unlike quanti-
tative research. 
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44.5.1 Data Display in Qualitative 
Research 

Similar to quantitative research, data display tools 
including flow charts, tables, graphs, charts, 
images and maps are utilised to display the data 
in qualitative research. Various additional data 
display tools uniquely utilised for qualitative 
research are given below: 

(a) Boxed display 
Boxed display refers to the text provided in a 
box. This is usually used in circumstances 
where a certain narrative that is considered 
most important is boxed in order to highlight 
it. Text is provided in a simple text box and 
the name of the interviewee is given along 
with the actual narrative in codes. 

(b) Decision tree 
The decision tree is a graphical description 
of possible answers to a particular research 
question. It helps in the evaluation and com-
parison of various outcomes/solutions. An 
example of a decision tree is given in 
Fig. 44.5a. 

(c) Matrix 
Matrix is created based on the interpretation 
of transcripts generated from personal 
interviews or focused group discussions. It 
is made by creating a set of categories that 
are made as per the responses provided in 
the interview. This gives a visual dimension 
to the patterns being observed, without giv-
ing a quantitative angle to the qualitative 
data [16]. 

A hypothetical example of a tally matrix is 
shown in Fig. 44.5b. The matrix tally clearly 
shows the differences in priorities of men 
and women. 

(d) Word art 
Word art visually elaborates the responses 
retrieved from the interviews and focused 
group discussions. The more commonly 
provided responses are shown in a bigger 
size and the less common responses are in 
a smaller size. This visually highlights the 
important responses without actually 
quantifying them. An example of word art 
is provided in Fig. 44.5c. 

44.6 Value of Review/Revision—By 
Self and Others 

Finally, devote time to check your data thor-
oughly. Mistakes such as incongruities within 
the result section or erroneous calculations cast 
doubts on the credibility and authenticity of the 
study in the minds of reviewers as well as readers. 
It is wise to get your results (or the whole paper, if 
possible) reviewed by a peer or colleague before 
submission to any journal. Many a time, a neutral 
perspective of an uninvolved party uncovers 
shortcomings that are overlooked by the authors 
themselves. 

44.7 Concluding Remarks 

The results section is the core of a research paper 
where the study data and analyses are presented in 
an organized, uncluttered manner such that the 
reader can easily understand and interpret the 
findings. It is often embellished with self-
explanatory tables and figures which assist in 
presenting data in addition to the text. This sec-
tion is completely factual; there is no place for 
opinions or interpretations from the authors. The 
results presented should have a link with both the 
preceding methods section and the following dis-
cussion section. A well-written, articulate results
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Defining the research question 
eg. What are the various 

barriers for organ donation 

1. Poor communication among 
the donor family and the 

hospital staff 

Providing a dedicated 
transplant co-ordinator 

Providing a language 
translator in order to minimise 

language barriers 

2. Poor knowledge of the 
donor family in regard to 

organ transplantation 

Organising IEC activities to 
enhance the knowledge 

Evidence generated 

Possible solutions 

Things important for having a satisfactory life 
Men vs. Women 

Men 
1. Aquiring a good job  ////// 
2. Earning a high salary /////// 
3. palce of work to be near home /// 
4. independence at workplace /// 
5. Family support for long working hours // 
6. having a child support // 
7. Provision of health insurance // 

Women 
1. Aquiring a good job /// 
2. Earning a high salary /// 
3. palce of work to be near home ////// 
4. independence at workplace /// 
5. Family support for long working hours ///// 
6. having a child support //////// 
7. Provision of health insurance // 

a 

b 

c 

Fig. 44.5 (a) A decision tree to evaluate the barriers to 
organ donation. (b) A tally matrix showing the responses 
from men and women to understand the important things 
to have a satisfactory life. (c) Word art elaborating the 

symptoms of patients who died at home after discharge 
from the hospital, as ascertained by verbal autopsy 
interviews
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section lends clarity and credibility to the research 
paper and the study as a whole.
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Communicating Results of Quantitative 
Research 45 
Jane E. Miller 

Abstract 

In this chapter, I show how to apply expository 
writing techniques and principles for writing 
about numbers to communicate effectively 
about the results of quantitative research. 
Using examples from the biomedical litera-
ture, I demonstrate how to write a clear narra-
tive with numbers as evidence, introducing the 
question, describing individual facts and 
patterns, and maintaining a focus on the topic 
and context at hand. The chapter starts with 
basic principles for writing about numbers 
including specifying the context and several 
dimensions of units. It then discusses how to 
choose and design complementary tools 
(prose, tables, charts, and maps) to communi-
cate results, with guidance about how to make 
exhibits self-contained and how to organize 
numbers in those exhibits to match the 
associated narrative description. Next, the 
chapter introduces principles for comparing 
two or more numbers, including specifying 
direction, magnitude, and statistical signifi-
cance, and how to summarize complex 
patterns. Those principles are demonstrated 
for presenting results of both bivariate and 
multivariate analyses, with examples of how 
to coordinate tables or charts with prose. The 

chapter ends by emphasizing the importance 
of conveying both the substantive and statisti-
cal significance of numeric findings. 
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45.1 Introduction 

45.1.1 Overview of Communicating 
Quantitative Research Results 

Writing about statistical analyses is a common 
task for biomedical researchers. Results of such 
analyses routinely inform decisions of medical 
practitioners and researchers, included in 
materials such as research papers, grant 
proposals, infographics and fact sheets about 
medications or treatment options, and in confer-
ence presentations. Despite this widespread need, 
few people are formally trained to write about 
quantitative information. Statisticians learn to cal-
culate statistics and interpret the findings, but 
rarely are taught to describe them in ways that 
readers with less quantitative training can grasp. 
Communications specialists learn to write for 
varied audiences, but rarely are taught to deal 
with statistical analyses. Biomedical researchers

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_45&domain=pdf
mailto:jem@rutgers.edu
https://doi.org/10.1007/978-981-99-1284-1_45#DOI


bring expertise on their topic, but may have very 
little experience with statistics or communication. 

734 J. E. Miller

In this chapter, I show how to apply expository 
writing techniques and principles for writing 
about numbers to communicate effectively about 
the results of quantitative studies. Using examples 
of topics from the biomedical literature, I demon-
strate how to write a clear narrative with numbers 
as evidence, introducing the question, describing 
individual facts and patterns, and maintaining a 
focus on the topic and context at hand. I illustrate 
these principles with examples of “poor,” “bet-
ter,” and “best” descriptions – samples of ineffec-
tive writing annotated to point out weaknesses, 
followed by concrete examples and explanations 
of improved presentation. 

45.1.2 Audience Considerations 

Results of quantitative biomedical research are of 
interest to a spectrum of audiences, including:

• physicians, pharmacists and other health 
practitioners, health policymakers, and other 
“applied audiences” who may have little sta-
tistical training but want to understand and 
apply results of statistical analyses about 
issues that matter to them;

• readers of biomedical journals, who often vary 
substantially in their familiarity with statistics;

• reviewers for a grant proposal or research 
paper, some of whom are experts on your 
topic but not the methods, others of whom 
are experts in statistical methods but not your 
topic;

• the general public, many of whom have no 
training in biomedical topics or statistical anal-
ysis but want to know what the results mean 
for their own health and health care. 

Clearly, these audiences require very different 
approaches to communicating about quantitative 
research. Statistically trained readers will expect 
that you explain not only the methods and 
findings but also how those methods fit your 
question. Avoid common pitfalls such as over-

reliance on jargon and equations, labeling 
variables with acronyms from computerized 
databases, or writing about statistics in 
generalities without helping readers see how 
those statistics fit your specific topic and data. 
See Evergreen [1] and Miller [2], Chap. 13 for 
guidelines on how to adapt your writing to suit 
non-technical audiences, including formats such 
as fact sheets and infographics. 

45.2 Fundamentals for Writing 
About Numbers 

There are several fundamental principles for com-
municating quantitative information, including 
setting the context, and specifying several aspects 
of units. 

45.2.1 Set the Context 

Context is essential for all types of writing. Few 
stories are told without conveying “who, what, 
when, and where,” or “the W’s” as they are 
known in journalism. Without them your audi-
ence cannot interpret your numbers and will prob-
ably assume that your data describe everyone in 
the current time and place (e.g., the entire popu-
lation of India in 2022). To set the context for the 
statistics you report, begin with a topic sentence 
that introduces the concepts and the W’s, each of 
which requires only a few words or a short phrase 
that can be easily incorporated into the sentence 
with the numbers. 

Poor: “37.7% of mothers bypassed their nearest 
facility for childbirth.” 
From this statement, readers cannot tell the 

date or place to whom the statistic pertains. 
Also, avoid starting a sentence with a 
numeral. 

Better: “In 2014, 37.7% of all mothers bypassed 
their nearest facility for childbirth.” 
This version conveys the topic, subgroup, and 

date but not the location.
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Best: “In 2014, just over one-third (37.7%) of all 
mothers in three selected districts within the 
state of Gujarat (Dahod, Sabarkantha, and 
Surendranagar) bypassed their nearest facility 
for childbirth” [3]. 
This statement conveys when, where, and what 

in a short, simple, sentence. 

When writing a description of numeric patterns 
that spans several paragraphs, periodically refer-
ence the W’s again. For longer descriptions, this 
will occur naturally as the comparisons you make 
vary from one paragraph to the next. In a detailed 
analysis of childbirth in facilities, you might com-
pare different types of facilities at the same time 
and place, the same topic in other places or other 
times, and the use of facilities for childbirth com-
pared to other types of health care. Discuss each 
of these points in separate sentences or 
paragraphs, with topic sentences to introduce the 
purpose and context of the comparison. Then 
incorporate the pertinent W’s either into that sen-
tence or the sentence reporting and comparing the 
numbers. 

Table 45.1 Definitions of levels of measurement, and types of mathematical operations that can be performed with their 
valuesa 

Level of measurement 

Least precise -------------------------------------------------------------------------------- most precise 

Nominal Ordinal Interval Ratio 

Definition 
Named categories, no 
inherent # order 

Ordered 
categories 

Continuous, both – and + 
values possible 

Continuous, values 
<0 not possible 

Type of 
comparison Math 

Same or 
different 

= or 
≠ 

YES YES YES YES 

Greater or 
less than 

< or 
> 

NO YES YES YES 

Subtraction - NO NO YES YES 
Division ÷ NO NO NOb YES 

Qualitative Quantitative 
Categoricalc Continuous 

a All four types of comparisons can be conducted on measures of frequency of occurrence (counts or percentage 
distribution) of values of variables at any level of measurement. See Miller [4], Chap. 10 
b Division is a sensible approach to comparing values of interval variables that assume either only positive or only 
negative values, resulting in positive ratios 
c Numbers used as codes (abbreviations) for categories of nominal or ordinal variables cannot be used in calculations; see 
Miller [20], Chap. 4 

45.2.2 Specify Units and Categories 

For quantitative information, it is essential to 
convey the units in which variables are measured 
and the categories in which they are classified, 
which is related to the level of measurement of 
each variable. 

45.2.2.1 Level of Measurement 
“Level of measurement” refers to the mathemati-
cal precision with which a variable is measured 
and thus which types of comparisons and cal-
culations can be done with their values as well 
as how they are communicated in tables, charts, 
maps, and sentences (Table 45.1)  [4]. Variables 
can be classified into one of four levels of mea-
surement: nominal, ordinal, interval, and ratio, 
listed in order from least to most mathematically 
precise. Variables can be either “quantitative” 
(numerical) or “qualitative” (non-numerical). 
Qualitative variables capture attributes that differ 
in nature but not extent, so those attributes cannot 
be quantified.
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Example: Blood type (e.g., Type O, Type B) is a 
qualitative variable because it captures a char-
acteristic that differs in nature (quality or type) 
but not in quantity. 
Blood type is classified based on the presence 

or absence of two antigens. We cannot say 
someone who has Type A blood has “less” 
of a blood type than someone who is Type 
AB. 

Example: Weight in kilograms is a quantitative 
variable. We can figure out who is heavier and 
how much heavier by comparing the values of 
body weight for different cases. 
Knowing the numeric value for a case, along 

with the units in which it was measured 
quantifies the value of “weight” for each 
case. 

Categorical Variables 
Categorical variables are those whose values rep-
resent separate categories or classifications, 
including those that describe some kind of state 
(status), condition, or situation, and those that 
group values into ordered ranges. There are two 
types of categorical variables: nominal and ordi-
nal. “Nominal” variables capture some quality 
that can be described but not quantified, so they 
are qualitative variables. The characteristic being 
described is classified into named categories that 
do not have a natural order in terms of the extent 
or degree of the characteristic they are measuring. 

Example: Eye color is identified as “brown,” 
“blue,” and other named colors. 
There is no inherent order to those categories 

in terms of “eye color-ness” (the extent of 
having an eye color), therefor eye color is a 
nominal variable. 

“Ordinal” variables measure attributes that can be 
classified into categories that have an inherent 
rank order in terms of the extent or degree of the 
characteristic they are measuring, but for which 
the distance between categories cannot be 
quantified. Thus, ordinal variables are quantita-
tive categorical variables. 

Example: Blood pressure is often classified into 
“normal,” (systolic blood pressure (SBP) 
<120 mmHg AND diastolic blood pressure 
(DBP) <80 mmHg); “pre-hypertensive” 
(SBP 120 to 139 OR DBP 80 to 90); “Stage 
1 hypertension” (SBP 140 to 159 OR DBP 
90 to 99); and “Stage 2 hypertension” (SBP 
≥160 OR DBP ≥100) [5]. 
Although there is a clear rank order to the 

blood pressure classifications, the width of 
the different ranges (in mmHg units) varies, 
so those categories are not “one unit 
apart”, making the variable ordinal, not 
continuous. 

Continuous Variables 
Continuous variables are quantitative variables 
with values spaced equally from one another 
along a spectrum, with the concept measured in 
the units of that variable. They include the inter-
val and ratio levels of measurement. Whereas 
interval variables can take on either positive or 
negative values as well as zero, for ratio variables, 
values below zero are not possible. 

Example: Some biochemical reagents and 
biological material must be stored at 
temperatures below 0° Celsius to prevent the 
degradation of proteins, nucleic acids, whereas 
antibodies, enzymes, and cell culture media 
are stored at refrigerator temperatures (+4 ° 
C) [6]. 
Temperature in degrees Celsius is an interval 

variable, with values both above and below 
zero possible. Although those values can be 
compared using subtraction, division 
doesn’t make sense (e.g., a ratio of -10 ° 
C to +10 °C.) 

Example: Results of many physical examinations 
and lab tests such as blood pressure, pulse, or 
serum cholesterol can only take on positive 
values. 
Variables measuring those phenomena are at 

the ratio level of measurement.
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45.2.3 Units 

There are several aspects of units that must be 
conveyed when communicating research results: 
the units of observation and the system and scale 
in which the variable was measured. Make a note 
of the units for any numeric facts you collect from 
other sources so you can use and interpret them 
correctly. Then incorporate units of observation 
and measurement into sentences with the perti-
nent numbers. 

45.2.3.1 Unit of Observation 
The first aspect of units to identify is the “unit of 
observation,” also known as the “unit of analysis” 
or “level of aggregation.” Common examples 
include individuals, families, institutions such as 
hospitals or schools, or geographic units such as 
districts or nations. Values for different levels 
of aggregation cannot be directly compared 
with one another, so ensure that any numbers 
you compare are for equivalent units of 
observation. 

Example: In 2016, 73% of healthcare facilities in 
India had basic water services, meaning water 
was available from an improved source on the 
premises [7]. At about the same date, only 
25% of households in India had drinking 
water on the premises and about 16% of rural 
households had piped water access [8]. 
If access to clean water is measured as the 

percentage of facilities with such services, 
a facility is the unit of analysis. If it 
captures the percentage of households 
with water access, a household is the unit 
of analysis. 

Unit of observation is the only aspect of units that 
pertain to nominal variables. 

45.2.3.2 System of Measurement 
There are different systems of measurement for 
many things we quantify. Most of the world uses 
the metric system (e.g. weight in kilograms, dis-
tance in meters and kilometers), but the U.S., 
Britain, and some other countries use the Imperial 

system of measurement (e.g., weight in pounds, 
distance in feet and miles). 

Example: “In 2015-16, per capita public spending 
on health care ranged from `400 to `1800 
across districts within the state of Odisha, 
India (data from Chatterjee and Smith [9]).” 
This sentence conveys units of measurement 

(rupees), units of observation (per capita 
means “for each person”), and the W’s to  
which the information pertains. 

45.2.3.3 Scale of Measurement 
Having identified which system of measurement 
is being used, specify the scale of measurement. 
“Scale” (or “order of magnitude”) refers to 
multiples of units, with each order of magnitude 
ten times as large as the next lower order of 
magnitude. This aspect of units is especially 
important when labeling tables and charts 
because very large or very small values are often 
rounded to other scales to reduce the number of 
digits and decimal places. 

Example: For an 82 kg adult male, the lethal dose 
of acetaminophen is 27.2 g, that for fentanyl is 
2.5 mg, and for carfentanil, 41 μg [10]. 
The lethal dose for acetaminophen is 

measured in grams (g.), which is an order 
of magnitude higher than that for fentanyl 
(milligrams; mg.) which is almost an order 
of magnitude higher than that for 
carfentanil (micrograms; μg). Clearly con-
veying the relevant scale for each of those 
drugs is vital for correctly communicating 
their respective fatal dosages. 

Example: Population for districts within a country 
might be reported in millions of persons, 
whereas the global population is typically 
reported in billions. 

For numeric values to be compared, both the 
system of measurement and scale of measurement 
must be consistent with one another. E.g., if one 
study measured body weight in kilograms and 
another study measured weight in pounds and 
ounces, the data must be converted into the



same system of measurement to compare the dif-
ferent values with one another. 
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45.3 Tools for Presenting Numbers 

45.3.1 Choosing Tools 

An important early consideration when writing 
about quantitative research is which tool or com-
bination of tools you will use to convey each 
component of your results. The main tools— 
prose, charts or visualizations, tables, and 
maps—have different, albeit overlapping, 
advantages and disadvantages. Prose (sentences 
and paragraphs) is the most effective for describ-
ing patterns and explaining how numeric results 
answer the research question. However, prose is a 
very inefficient way to organize a lot of numbers 
(such as mean values for each of the 20 locations 
and several outcomes) because the numbers get 
lost among the words needed to report the units 
and specify the context for each number. 

In contrast, tables and charts are excellent 
ways to organize many numbers. Tables use a 
grid to present numbers in a predictable way, 
guided by labels and notes within the table, 
whereas charts use axis labels, legends, and 
notes to accomplish those tasks. Tables are pre-
ferred to charts for presenting precise numeric 
values, such as if readers will be using your 
paper as a source of data for comparing with 
other studies, locations, or dates, or conducting a 
different type of computation. A chart is very 
effective at portraying the general shape and 
size of a pattern, making it easy to observe 
whether trends are rising or falling, or which 
values exceed others and by how much; 

however, it is difficult to see precise values from 
a chart [2]. 

Example: Table 45.2 and Fig. 45.1 present data 
on three indicators of socioeconomic disad-
vantage for three districts of Gujarat, India. 
Both the table and chart compare the percent-
age of the population that is rural [11], is 
below the poverty line [11], or is illiterate [12]. 
It is much easier to see that the rank order of 

the three districts is different for each of 
those indicators from the chart than from 
the table. For instance, Dahod had the 
highest percentage of each of the three 
outcomes, Surendranagar was second 
highest in terms of illiteracy and poverty, 
whereas Sabarkantha was second highest 
in percentage rural. 

However, if a reader wanted to conduct 
calculations within those data or in con-
junction with data on other districts or 
time periods, they would need the precise 
values shown in the table. For instance, in 
2015, the poverty rate in Dahod was 2.18 
times as high as that in Sabarkantha. 

Maps are by far the most effective way to convey 
spatial patterns, whether numbers, rates or other 
information for geographic units, location of par-
ticular features such as medical facilities, or dis-
tance from such features. 

Example: From Fig. 45.2, it is evident that high 
rates of poverty are concentrated in the south-
western districts of Odisha, India, whereas the 
lowest rates are in the eastern-central districts. 
The map conveys the clusters of adjacent high-

and low-poverty areas far more clearly 
than either a table or chart could. 

Table 45.2 Characteristics of the study districts Gujarat, India 

Characteristics Dahod Sabarkantha Surendranagar (%) 

% rurala 91 85 72 
% < poverty lineb 72 33 47 
% illiteratea 41 24 28 

Adapted from Salazar et al. [3], Table 1, with permission 
a Sample Registrar of India. Districts of Gujarat Socio Economic Survey 2002-03 [11] 
b Commissionerate of Rural Development, Gujarat. 2015 [12]
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Fig. 45.1 Socioeconomic characteristics of study 
districts, Gujarat, India. Notes: (a) Sample Registrar of 
India. Districts of Gujarat Socio Economic Survey 2002-

03 [11]. (b) Commissionerate of Rural Development, 
Gujarat. 2015 [12]. (Data from Salazar et al. [3], Table 1, 
with permission) 

Fig. 45.2 Map displaying 
a quantitative pattern. 
Percentage of the district 
population below the 
poverty line, Odisha, 2012. 
(Source: Chatterjee and 
Smith [9], with permission)



740 J. E. Miller

45.3.2 Creating Self-Contained 
Exhibits 

Each exhibit – whether a table, chart, map, or 
diagram – should be designed so that readers 
can interpret it without reference to the text.

• Write a title to reflect the specific contents of 
that specific table, chart, or map. Use the W’s 
as a checklist to ensure that you identify the 
topic, context, and methods for that exhibit.

• In the row and column labels of a table or the 
axis labels and legend of a chart or map, pro-
vide a short, informative phrase to identify the 
concept captured by each variable, along with 
its units or categories.

• Use footnotes to define terms, abbreviations, 
and symbols, and to identify the data source. 

Table 45.3 is an example of a well-constructed 
table of multivariate regression results, annotated 
with footnotes to point out how the layout and 
labeling make it easy to interpret every number in 
the table using only the information therein. 

See Miller [13], Chaps. 5 and 15 for additional 
guidelines and examples of structure and labeling 
of tables to present univariate, bivariate, and mul-
tivariate information. 

45.3.3 Organizing Data 
in Tables and Charts 

Another important, but often neglected, aspect of 
creating effective tables and charts is organizing 
them in ways that coordinate with the associated 
prose. Most research papers aim to make points 
about either substantive (theoretically organized) 
patterns or empirical patterns, or some combina-
tion of those criteria, thus the exhibits that contain 
the associated quantitative information should be 
organized to be consistent with those objectives. 
Unless the purpose of a document is to make it 
easy for readers to look up information for their 
own calculations, rarely should either alphabeti-
cal order or order of items from a questionnaire or 

other source document be used to organize 
data [14]. 

Example: As of early August 2022, Europe had 
the highest number of reported COVID-19 
cases, followed by the Americas, Western 
Pacific nations, South-East Asia, Eastern Med-
iterranean, and Africa [15]. 
To coordinate with that description, Fig. 45.3a 

portrays the WHO regions in descending 
empirical order of case counts on the verti-
cal axis of the chart. Listing them instead in 
alphabetical order (Fig. 45.3b) would 
require the reader to visually jump around 
the chart to follow the rank order listed in 
the description. 

Example: The informational inserts that accom-
pany medications list possible adverse effects 
grouped first into life-threatening symptoms 
and less urgent ones, then in descending 
order of frequency within those groups. 
The first thing consumers need to know is 

whether a symptom they are experiencing 
requires immediate medical attention or 
can wait (a theoretical criterion). Within 
each of those categories, organizing most-
to least-frequent helps users find the symp-
tom more quickly (empirical order). 

45.4 Comparing Two or More 
Numbers 

Comparing two or more numbers is an extremely 
common task when writing about quantitative 
findings, whether contrasting a couple of numeric 
facts in an introduction or conclusion section, or 
describing the relationship between two or more 
variables in the results section. This section 
presents four principles to help you write more 
effectively about such contrasts: (1) reporting and 
interpreting numbers, (2) specifying the direction 
and magnitude of an association, (3) conveying 
results of inferential statistical tests, and (4) 
summarizing patterns involving many numbers.
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Table 45.3 Coefficients from OLS regression of child’s birth weight in grams on father’s and grandmother’s co-
residence with mother, KwaZulu-Natal, South Africa, 2000–2003a 

Unadjusted Adjustedb,c 

Variabled Coeff. 
Std. 
err.e Coeff. Std. err. 

Father’s survival and residence (not co-residing with motherf )g 

Co-residing with mother 138.2 (23.1)** 58.6 (25.5)*h 

Deceased 14.5 (45.9) 23.8 (45.3) 
Maternal grandmother’s survival and residence (not co-residing with 
mother) 
Co-residing with mother -88.1 (17.8)** -8.9 (20.1) 
Deceased -57.5 (24.4)* -45.8 (24.2) + 

Bio-demographic characteristicsi 

Malej 98.6 (16.3)** 
First-born child -99.8 (22.1)** 
Mother’s age at child’s birth (20–24 years) 
<20 2.2 (23.1) 
25–29 72.3 (24.0)** 
30–34 68.7 (29.9)* 
35+ 100.1 (33.4)** 

Social and economic characteristics 
Mother’s education (high school) 
No education 7.6 (41.4) 
Primary school -24.6 (22.8) 
Higher education -25.1 (46.8) 

Mother’s travel (spends most nights in the homestead) 
Mother spends time away regularly -35.0 (26.8) 
Household wealth and shocks 
Wealth quintile (1st = poorest)k 

2nd 58.1 (26.4)* 
3rd 90.1 (36.1)* 
4th 69.3 (28.4)* 
5th = wealthiest 83.2 (32.0)** 

Experienced economic shock -45.7 (24.2) + 
Experienced health shock 12.39 (23.7) 
Constant 3148.18 (49.12)** 
R2 0.01 0.05 

Adapted from Cunningham et al. [17], Table 2, with permission 
Annotations about table structure and labelling 
a The table title mentions (a) the type of model (OLS), (b) the concept measured by the dependent variable and its units, 
and (c) who, when, and where were studied 
b Includes adjustments for missing values, isigodi (traditional administrative unit) and year-of-birth. Notes: N = 3993. 
Omitted category in parentheses. +p < 0.10; *p < 0.05; **p < 0.01. Data from Africa Centre Demographic Information 
System, KwaZulu-Natal, South Africa: children born 2000–2003 
c A footnote specifies what was controlled for in the adjusted model 
d Each variable is labeled with a brief phrase that clearly identifies the concept being measured 
e The type of inferential statistical information is labeled 
f Each category of the variables is labeled to clearly convey the nature of that classification 
g A footnote explains that the omitted category of each is shown in parentheses 
h The meaning of the symbols for levels of statistical significance are identified in a footnote 
i Subheadings within the column of variables identify thematic groupings of variables in the analysis 
j Gender (and other 2-category variables) are labeled to make it clear which category is being modeled 
k The rank order of wealth quintiles is specified as from poorest to wealthiest
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Fig. 45.3 Alternative 
ways of organizing data on 
the number of cases of 
COVID by region. (a) 
descending by number of 
cases; (b) alphabetical. 
(Notes: Data from WHO 
[15], with permission) 
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45.4.1 Report and Interpret 

As you present evidence to describe a pattern or 
test a hypothesis, both report and interpret the 
numbers. Reporting the numbers is an important 
first step: By including the numbers in the text or 
exhibit, you give your readers the data with which 
to perform additional calculations or to compare 
your numbers with that for other times, places, or 
groups. 

However, if you stop there, you leave it to your 
readers to figure out how those data answer the 

research question. An isolated number that has 
not been introduced or explained leaves its expli-
cation entirely to your audience. Those who are 
unfamiliar with your topic are unlikely to know 
which comparisons to make or to have the infor-
mation for those comparisons immediately at 
hand. Consequently, after reporting the raw data, 
interpret it. To help readers grasp the meaning of 
the numbers you report, provide the relevant data 
and explain the results of the comparisons. Con-
sider an introduction to a report on poverty in 
India.



45 Communicating Results of Quantitative Research 743

Poor: “In 2018-19, gross domestic product 
(GDP) in Odisha, India was about 6.9 billion 
U.S. dollars (data from [9]).” 
From this sentence, it is difficult to assess 

whether GDP was high or low, stable or 
changing quickly. To most people, $6.9 bil-
lion sounds like a lot of money, but a key 
question is “compared to what?” 

Better: “In 2018-19, per capita gross domestic 
product (GDP) in Odisha, India was about 
1,450 U.S. dollars.” 
This simple translation of total GDP into a per 

capita figure takes a large number that is 
difficult for many people to fathom and 
converts it into one they can relate 
to. However, to readers in America 
(in whose monetary units GDP is reported), 
$1,450 sounds very low. If readers knew the 
poverty threshold in India, they could do a 
benchmark calculation, but you will make 
the point more directly if you compute it for 
them. 

Best: [To follow the preceding sentence.] 
“Between 2005 and 2012 (the latest figure 
available at the time), the percentage of the 
Odisha population in poverty fell from 59% 
to 33%, the fastest among all Indian states [9]. 
This description conveys the implications of 

that per capita GDP figure by showing 
how it maps into the poverty rate, describes 
the trend over time, and puts it in geo-
graphic context. 

Although it is important to interpret quantitative 
information, it is also essential to report the origi-
nal data upon which they are based. If you only 
present a ratio or percentage change, for example, 
you will have provided an incomplete picture. 
Suppose a report stated that the poverty rate in 
India declined by 45% over the past 10 years, but 
did not report the poverty rate for either year. A 
45% decrease is consistent with many possible 
combinations: from 18% in the earlier year to 
10% ten years later, or from 90% to 50%, for 
example. The first pair suggests a very low inci-
dence of poverty, the last pair an extremely high 
rate. Unless the rates themselves are mentioned, 

readers can’t determine whether India has nearly 
eradicated poverty or continues to face a substan-
tial poverty problem; nor could they compare 
India’s current poverty rate with those from 
other times or places. 

45.4.2 Specify Direction 
and Magnitude 

To describe an association between two variables, 
explain both its shape and size rather than simply 
stating whether they are correlated. In other 
words, which value is higher and how much 
higher? For instance, in which district is poverty 
highest (direction)? How much higher than in 
adjacent districts (magnitude)? Is poverty rising, 
falling, or level across time (direction)? Was the 
decline in poverty steep or shallow (magnitude)? 

45.4.2.1 Direction 
The wording for conveying the direction of asso-
ciation depends on the level of measurement of 
the variables. For nominal independent variables 
such as blood type or region, describe the direc-
tion of association by specifying which category 
has the highest or lowest value of the dependent 
variable, and how other categories compare. 

Poor: “Type of residence was negatively 
associated with vaccination status in Ethiopia 
in 2006.” 
Type of residence and vaccination status are 

both nominal variables. Thus the shape of 
their association cannot be described using 
wording that implies an inherent order to 
their categories (“negatively associated”). 

Better: “In Ethiopia in 2006, children living in 
urban areas were more likely to have 
completed all four vaccinations (Table 45.4).” 
This version names the group of interest, date, 

and country, but does not specify the com-
parison group. Since Table 45.4 also 
reports vaccination statistics for India, it 
would be easy to mistakenly conclude that 
the comparison was between urban areas 
in Ethiopia and urban areas in India rather
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Table 45.4 Prevalence of complete vaccination, by parental literacy, residence, and presence of community health 
workers, Ethiopia and India, 2006 

% completed all 4 vaccinations 

Ethiopia India 

Maternal literacy 
Illiterate 85.9 95.0 
Literate 95.2 95.2 

Paternal literacy 
Illiterate 83.7 94.6 
Literate 93.3 95.5 

Type of residence 
Rural 87.9 88.4 
Urban 91.7 97.3 

Community health workers 
No 85.8 93.5 
Yes 91.3 96.6 

The four types of vaccinations included BCG, MCV, DPT3, and polio 
Adapted from Lee et al. [16], Table 1, with permission 

than across residential locations within 
Ethiopia. 

Best: “In Ethiopia in 2006, children living in 
urban areas were more likely than those in 
rural areas to have completed all four 
vaccinations (Table 45.4) [16].” 
This version conveys direction by identifying 

which type of residential location had the 
higher vaccination rate, and naming the 
category against which it is being 
compared. 

For quantitative (ordinal, interval, or ratio level) 
variables such as age group or year for which the 
values have an inherent numeric order, phrasing 
for direction of association can take advantage of 
that order. Patterns involving quantitative 
variables can be described in terms of positive 
(direct) or negative (inverse) associations. 

Poor: “Mother’s age and birth weight were 
correlated.” 
This sentence conveys the concepts and that 

their values move together, but does not 
specify either the direction or magnitude 
of that pattern. 

Better: “As the mother’s age at the time she gave 
birth increased, average birth weight also 
increased (Table 45.3) [17].” 

Better, version 2: “Mother’s age at birth was 
positively associated with her child’s birth 
weight.” 
Both of these “better” versions work! 

Mother’s age at birth is a quantitative var-
iable, so we don’t have to name and com-
pare specific categories to convey the 
direction of association between age and 
birth weight. 

45.4.2.2 Magnitude 
An association can be large – a given change in 
one variable is associated with a big change in the 
other variable – or small – a given change in one 
variable is associated with a small change in the 
other. For bivariate associations, describing the 
size of an association is quite straightforward. 
The size of a difference between two values can 
be calculated in any of several ways, including 
subtraction, division, or percentage difference or 
change. In the biomedical literature, ratios and 
percentage differences are widely used. As you 
describe the sizes of differences between values,



mention the pertinent units, whether the original 
units of measurement (as in subtraction) or 
multiples (as for ratios). See Miller [2, 13] for 
suggestions on how to choose among and write 
about the results of these different types of quan-
titative comparisons. 

45 Communicating Results of Quantitative Research 745

Poor: “In both Ethiopia and India, child vaccina-
tion rates varied by maternal literacy 
(Table 45.4).” 
This sentence doesn’t convey which literacy 

level had a higher vaccination rate – in 
other words, it fails to express either the 
direction or magnitude of the association. 

Better: “In both Ethiopia and India, children of 
literate mothers were more likely than those 
whose mothers were illiterate to have 
completed their vaccinations (Table 45.4).” 
Although this version conveys the direction of 

the associations, the size (magnitude) of the 
association is still unclear. 

Best: “In Ethiopia, children of literate mothers 
were about 11% more likely than those 
whose mothers were illiterate to have 
completed their vaccinations. Although having 
a literate mother was also associated with 
higher child vaccination in India, the advan-
tage was less than 1% (Table 45.4) [16].” 
This version explains that although the direc-

tion of the association between literacy sta-
tus and vaccination was consistent in the 
two countries, the magnitude was quite 
different: In India, the vaccination differ-
ence by literacy status was trivially small, 
whereas the corresponding disparity in 
Ethiopia was large enough to merit atten-
tion in programs seeking to improve vacci-
nation rates. In situations like these, failing 
to convey the size of the difference can yield 
misleading conclusions about the impor-
tance of that pattern for informing program 
design. 

45.4.3 Statistical Significance 

Statistical significance is a formal way of 
assessing whether observed associations are 

likely to be explained by chance alone, based on 
the way the study sample was selected from the 
population [18]. The p-value measures the proba-
bility of incorrectly concluding that the true pop-
ulation parameter is equal to the null value based 
on the sample statistic. Inferential statistical 
results can be reported as standard errors of the 
estimates, test statistics, confidence intervals (CI), 
p-values, or symbols for levels of statistical sig-
nificance (Miller [13], Chap. 11). The conven-
tional significance level (α) is 0.05, which 
corresponds to a 95% confidence interval. 

Example: In Ethiopia, having a literate mother is 
associated with statistically significantly 
higher odds of complete vaccination (adjusted 
odds ratio (AOR) = 4.84; 95% CI: 1.75 to 
13.36; p < .01; Table 45.5), but having a 
literate father is not (AOR = 1.28; 95% CI: 
0.79 to 2.08). 
In Table 45.5, inferential statistical informa-

tion is reported both as the confidence 
interval around each point estimate, and 
with symbols to denote which results are 
statistically significant at the p < 0.01 and 
0.05 levels. For odds ratios, the null value 
(“no difference between groups”) = 1.0. 
Since the lower and upper 95% confidence 
limits for the AOR for literate mothers are 
both above 1.0, that result is statistically 
significant at p < .0.05. However, the 95% 
CI for the AOR for literate fathers includes 
values below and above 1.0, so the 
observed AOR is not statistically signifi-
cantly different from 1.0 (because the CI 
encompasses the “no difference in odds” 
value). See below for more on odds ratios. 

Note that I mention statistical significance after 
direction and magnitude because many authors 
overlook those two essential aspects of statistical 
results while emphasizing solely statistical signif-
icance; see Substantive Significance below, and 
Chaps. 29 and 30 in this book.
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Table 45.5 Adjusted odds ratios (and 95% confidence intervals) from multilevel logistic models of the association 
between maternal literacy and child completion of four vaccinations in Ethiopia, children aged 4–5 years old, 2006–7 

Adjusted odds ratios 
(95% confidence interval) 

Fixed effects 

Maternal literacy (illiterate) 
Literate 4.84 (1.75 to 13.36)** 

Paternal literacy (illiterate) 
Literate 1.28 (0.79 to 2.08) 

Presence of community health care workers (none) 
Yes 1.80 (0.72 to 4.46) 

Interaction: Mother literate × Presence of community health care workers 0.29 (0.09 to 0.96)* 
Random effect 

Community variation (Std. error) 0.331 (0.222) 
Intraclass correlation 9.1 

Notes: The four types of vaccinations included BCG, MCV, DPT3, and polio 
Reference categories are shown in parentheses 
*: p < 0.05. **: p < 0.01 
All models were additionally adjusted for maternal age, gender of the child, sibling status, wealth level, type of residence, 
and region 
Adapted from Lee et al. [16], Table 2, with permission 

45.4.4 Summarize Patterns 

Often answering a research question requires 
describing a pattern involving a relationship 
among two or three variables, such as comparison 
of several dimensions of socioeconomic status 
across multiple geographic areas, or time trends 
in each of several diseases. Typically, the data for 
such patterns are reported in tables and charts, 
which provide an efficient way to organize lots 
of numbers. However, if you only report those 
numbers in an exhibit, readers have to figure out 
for themselves what that evidence says. An 
important step in communicating your results is 
to summarize the patterns shown in your exhibits, 
and relate them back to the main research 
question. 

When summarizing the pattern portrayed in a 
table or chart, writers often make one of two 
opposite mistakes: (1) they report every number 
from that exhibit in their description, or (2) they 
describe a few arbitrarily chosen numbers to con-
trast without considering whether those numbers 
represent an underlying general pattern. Neither 
of those approaches adds much to the information 
presented in the exhibit, and both can confuse or 
mislead readers. As you write, describe the big 

picture, rather than reiterating all of the little 
details. 

To guide you through the steps of writing an 
effective description of a pattern involving three 
or more numbers, I devised the “generalization, 
example, exceptions” approach; abbreviated 
“GEE.” The aim is to identify and describe the 
general shape of a pattern, illustrate that pattern 
using a representative numeric example, and then 
explain and illustrate any exceptions. 

45.4.4.1 Generalization 
For a generalization, come up with a description 
that characterizes a relationship among most, if 
not all, of the numbers. If the pattern fits most of 
the data points, it is a generalization. The few 
numbers or associations that don’t fit are 
exceptions (see below). 

Generalization: “In each of the three study 
districts in 2002, the percentage rural was 
higher than the percentage poor, followed by 
the percentage illiterate (Fig. 45.1).” 
This sentence introduces a geographic com-

parison, names the concepts (three 
dimensions of socioeconomic disadvan-
tage), states the rank order of those
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phenomena, and specifies the figure in 
which the pattern is portrayed. No numbers 
yet – that comes in the second step. That 
pattern characterizes all three districts, so 
it is a generalization. To frame all three 
dimensions in terms of disadvantage,  
reported the percentage illiterate instead 
of % literate (as did the original article by 
Salazar et al. [3]). I also re-ordered the 
outcomes in descending order of preva-
lence to support an empirical description. 

45.4.4.2 Example 
Having described a generalizable pattern, illus-
trate it with numbers from the associated exhibit. 
This step ties your generalization to the specific 
numbers upon which it is based. It links together 
the narrative and exhibit. By reporting a few 
illustrative numbers, you show your audience 
where in the exhibit those numbers come from 
as well as explaining the comparison involved. 
Readers can then assess whether the pattern 
applies to other times, groups, or places using 
other data from the exhibit. To illustrate the 
above generalization: 

Example: “For example, residents of Dahod were 
more than twice as likely to live in rural areas 
(91%) as to be illiterate (41%)”. 
This sentence reports the direction and mag-

nitude of one relationship (example) that 
fits the generalization introduced above. 

45.4.4.3 Exceptions 
Sometimes your generalizations will capture all 
the relevant variation in your data. However, 
where biomedical and social phenomena are 
concerned, often there will be important 
exceptions to the generalization. Substantively 
small discrepancies can usually be ignored, but 
if some parts of a pattern depart substantially from 
your generalization, they should be described. 

To portray an exception, explain its overall 
shape and how it differs from the generalization 
you have described and illustrated in your preced-
ing sentences. Is it higher or lower? By 
how much? If a trend, is it moving toward or 

away from the pattern you are contrasting it 
against? In other words, describe both the direc-
tion and magnitude of the difference between the 
generalization and the exception. Finally, provide 
numeric examples from the table or chart to illus-
trate the exception. Use phrases such as “how-
ever” or “on the other hand” to differentiate an 
exception from a generalization; “conversely” or 
“on the contrary” can be used to point out when 
one pattern is in the opposite direction of another. 

Exception [To follow the above generalization 
and example]: “However, the rank order of 
the three districts varied depending on the 
socioeconomic outcome: Although Dahod 
had the highest rates of each of the three 
outcomes, Surendranagar ranked second 
highest in terms of illiteracy and poverty, but 
third (behind Sabarkantha) in terms of percent-
age rural. 
By using the words “However” and 

“although,” this description helps readers 
to see the different rank orders of the three 
districts for the different measures of socio-
economic disadvantage. This is an excep-
tion in direction. 

Example to quantify the exception: “Dahod’s dis-
advantage was much larger for poverty and 
illiteracy than for percentage rural: Residents 
of Dahod were more than twice as likely as 
those in Sabarkantha to be poor or illiterate, 
but only about 10% more likely to live in rural 
areas. 
The first phrase conveys that although the 

direction of association is the same for the 
three indicators of disadvantage, the sizes 
of those disparities are quite different. The 
second phrase illustrates that point by 
describing the results of calculations that 
quantify the size of the inter-district gap in 
each of those indicators. 

Exceptions can also be in terms of statistical 
significance, as when all but one association is 
statistically significant (not shown). For a step-
by-step guide to arriving at a GEE, see Miller [2], 
Appendix A.
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45.5 Reporting Results 
of Multivariate Regressions 

The same general principles for reporting bivari-
ate associations apply equally to describing the 
results of multivariate statistical models. In the 
next few paragraphs, I provide a quick overview 
of how to interpret coefficients from ordinary 
least squares (OLS) and logistic regression. For 
an excellent intuitive description of multivariate 
regression, see Allison [19]. For more in-depth 
guidelines about how to write about such models, 
see Miller [13], Chaps. 9 and 15, or Miller and 
Rodgers [20]. 

Research journals will expect detailed 
coefficients and statistical significance informa-
tion from multivariate models to be reported in a 
table. Format your tables following the guidelines 
earlier in this chapter for effective titles, row and 
column labels, interior cells, and footnotes, along 
with these special considerations for multivariate 
tables, which are demonstrated in Table 45.3:

• In the title, name the type of statistical model, 
the concept captured by the dependent variable 
along with its units and/or category name, and 
a phrase summarizing the concepts measured 
by the independent variables.

• Label each column of effect estimates to con-
vey whether it contains standardized or 
unstandardized OLS coefficients, log-odds or 
odds ratios, etc.

• Label columns of statistical test results to iden-
tify which type of information is presented— 
test statistic (name the specific type!), standard 
error, p-value, confidence interval, etc. 

45.5.1 Ordinary Least Squares 
Regression 1 A standardized coefficient estimates the effect of a one-

standard-deviation increase in the independent variable on 
the dependent variable, where that effect is measured in 
standard deviation units of the dependent variable [13]. 

Ordinary least squares regression (“OLS,” also 
known as “linear regression”) is used to estimate 
the association of one or more independent 
variables with a continuous dependent variable 
such as birth weight in grams or blood pressure 
in mm Hg. Coefficients (also known as “effect 
estimates,” “parameter estimates”, or  “β’s”) o  

continuous and categorical independent variables 
are interpreted differently from one another. 

2 Dummy variables (also known as “binary,” “dichoto-
mous,” or “indicator” variables) are defined for each of 
the other categories, each coded 1 if the characteristic 
applies to that case, and 0 otherwise. A dummy variable 
is not defined for the reference group (hence the name 
“omitted category”), resulting in (n – 1) dummies for an 
n-category variable [13]. 

For a continuous independent variable, the 
unstandardized coefficient1 from an OLS regres-
sion is an estimate of the slope of the relationship 
between the independent and dependent 
variables: the marginal effect of a one-unit 
increase in that independent variable on the 
dependent variable, holding constant all other 
variables in the model. In tables and exhibits 
that report OLS coefficients, specify the units in 
which the dependent and independent variables 
are measured. Unstandardized OLS coefficients 
are in the same units as the dependent variable: 
“For each additional child in the household, the 
family experienced on average 0.05 fewer crimi-
nal victimizations (p < 0.05) [21].” 

With categorical variables such as age group 
or district, one category is selected as the refer-
ence (or “omitted”) category for the regression 
model, and is the basis of comparison for the 
other categories of that variable.2 The OLS coef-
ficient measures the absolute difference in the 
dependent variable for the independent variable 
category of interest compared to the reference 
category, taking into account the other variables 
in the model. In the text, specify the reference 
group as you interpret the coefficients, and men-
tion the units of the dependent variable. 

Example: “Infants born to mothers aged 35 years 
or older weighed on average 100 g more at 
birth than did children born to mothers aged 
20–24 years (p < 0.001; Table 45.3) [17].” 
The sentence conveys the dependent variable 

(birth weight) and its units (grams), 
the independent variable (age group) and 
the categories of that variable that
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are being compared, as well as the direc-
tion, magnitude, and statistical significance 
of the pattern. 

To reduce the chances of misinterpreting 
coefficients on categorical variables, label the 
dummy variables in your data set, text, and 
exhibits to reflect the values they represent, e.g., 
“Male,” not “Gender.” 

45.5.2 Logistic Regression 

Logistic regression (also known as a “logit 
model”) is used to estimate the effects of several 
variables on a categorical dependent variable 
such as bypassing a local facility for childbirth 
or completing a series of vaccinations [22]. The 
coefficient for a continuous independent variable 
in a logit model measures the marginal effect of a 
one-unit increase in that variable on the log-odds 
of the modeled category of the dependent 
variable—controlling for the other variables in 
the model. However, many readers find it easier 
to assess effect size from logit models using the 
odds ratio (abbreviated OR) rather than the 
log-odds because the units of an OR are interpret-
able as simple multiples of odds, or can be easily 
transformed into percentage differences (Miller 
[13] Chap. 9). Consequently, the odds ratios for 
each independent variable are often presented 
instead of the log-odds,3 as in Table 45.5. 

An adjusted odds ratio (AOR) on a continuous 
independent variable is an estimate of the change 
in relative odds of the outcome for a one-unit 
increase in the independent variable, taking into 
account (adjusted for) the other variables in the 
model. 

Example: “For each additional year of mother’s 
education, her odds of bypassing a local facil-
ity for childbirth increased by 5% ( p < 0.05; 
not shown [3]).” 
The sentence names the concept captured by 

the independent variable (educational 
attainment) and its units (years), and the 

3 The odds ratio is calculated by exponentiating the logit 
coefficient: odds ratio = eß = elog-odds . 

category of the dependent variable being 
modeled (those who did bypass a facility). 
Mother’s education is a continuous inde-
pendent variable, measured in years. The 
adjusted odds ratio is 1.05 which translates 
into a 5% increase in odds for each addi-
tional year of schooling. 

For a categorical independent variable, the odds 
ratio compares the odds of the modeled category 
of that variable to the odds of that outcome for 
those in the reference category. 

Example: “Women who experienced 
complications during pregnancy had nearly 
1.9 times the odds of bypassing a local facility 
for childbirth, compared to those who did not 
experience pregnancy complications (NS; not 
shown [3]).” 
Experiencing pregnancy complications is a cat-

egorical (yes/no) variable, so the interpreta-
tion of the adjusted odds ratio conveys both 
the group of interest (“yes complications” 
group, in the numerator of the AOR) and the 
reference category (“no complications” 
group, in the denominator of the AOR). 
The AOR is greater than 1.0, reflecting 
higher odds of the outcome in the numerator 
group than in the denominator group. 

Note that the example sentence avoids refer-
ring to “numerator” and “denominator” 
which I explain here as important behind-
the-scenes info that the readers do not need 
to read about!) 

Example: “Women residing in  Dahod  had onl  
about two-thirds the odds of bypassing a local 
facility for childbirth as did residents of 
Sabarkantha (AOR = 0.65), but the difference 
was not statistically significant (not shown 
[3]).” 
An AOR < 1.0 corresponds to lower odds in 

the group of interest (numerator) than the 
reference group (denominator). Concepts 
(independent variable and dependent vari-
able), categories, direction, magnitude, 
and statistical significance, all in one 
short, simple sentence.
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45.5.3 Net Effect of an Interaction 

Statistical interactions, also known as “effect 
modifications,” occur when the effect of one inde-
pendent variable on the outcome depends on the 
value of a second independent variable. In a mul-
tivariate regression, interactions are specified 
using separate terms for the “main effect” of 
each independent variable and other term(s) for 
their interaction (Miller [13], Chap. 16). How-
ever, the coefficients on those terms cannot be 
interpreted in isolation from one another: To 
determine the overall effect of the interaction 
requires combining the coefficients (for OLS 
regression) or the odds ratios (from logistic 
regression) for the pertinent main effects and 
interaction terms for each combination of the 
two IVs. Perform those computations behind the 
scenes, presenting and interpreting the overall 
shape of the pattern in a chart and accompanying 
text rather than expecting them to do the 
calculations while reading your paper. 

Example: Lee et al. investigated whether the asso-
ciation between maternal literacy and complet-
ing the series of four vaccinations was 
different for women who lived in a district 
with community health workers (CHW) than 
for those whose area lacked such workers. 
They found such a pattern in Ethiopia, but 
not in India. The AORs for the main effect of 
maternal literacy is 4.84, the main effect of 
community health workers is 1.80, and the 
interaction term is 0.29 (Table 45.5) [16]. 
For women in the reference category for either 

of the independent variables involved in the 
interaction (literate but live in an area with 
no CHW, or illiterate but live in an area 
with a CHW), the odds ratio is simply that 
on the other variable: 4.84, and 1.80, 
respectively, when each is compared with 
illiterate residents of areas without CHW. 
However, for women who are both literate 
and live in an area with a CHW (not in 
either reference category), calculating the 
odds ratio involves multiplying the two 
main effects ORs with the interaction 
OR = 4.84 × 1.80 × 0.29 = 2.53. 

When we calculate the interaction by mathemati-
cally combining those AORs and presenting 
them graphically (Fig. 45.4), the shape of the 
overall pattern becomes apparent. 
Figure 45.4 includes a bar for each of the four 

possible combinations of literacy and the 
presence of a community health worker. 
The two categories of literacy (literate, illit-
erate) are labeled on the x-axis, while the 
two categories of the presence of CHW 
(yes/no) are identified in the legend. 
Women who are illiterate and living in a 
community without CHW are the reference 
category, so the odds ratio for that group is 
by definition 1.0. The relative heights of the 
bars convey the predicted OR for each 
group. No need for readers to do the math 
and then compare three odds ratios in their 
heads! 

The “generalization, example, exception” tech-
nique is an extremely effective way to summarize 
the shape of an interaction pattern. 

Example: “As predicted, and children of literate 
women were more likely than those born to 
illiterate women to have received all four 
vaccinations, regardless of whether or not 
they lived in areas that had community health 
workers (CHW; Fig. 45.4). However, the rela-
tionship between the presence of CHW and 
vaccination completion varied by maternal lit-
eracy. Although among illiterate women, those 
in areas without CHW were about 1.8 times as 
likely as those with CHW to have complete 
vaccination, among literate women, those in 
areas without CHW were only about half as 
likely as those with CHW to have complete 
vaccination (OR = 2.53 and 4.84, respec-
tively, when each was compared with the ref-
erence category).” 
The first sentence conveys a generalization 

about the relationship between one inde-
pendent variable (maternal literacy) and 
the dependent variable (completion of the 
vaccination series), and refers to the figure 
in which the pattern is portrayed. By using 
the word “however,” the second sentence 
introduces the exception: that the
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Fig. 45.4 Net effect of 
interaction between 
maternal literacy and 
presence of community 
health care workers on odds 
of child completion of four 
vaccinations, Ethiopia, 
2006-7. (Notes: Based on 
estimates from Lee et al. 
[16], Table 2, Model 2.2, 
with permission). The 
reference category is 
illiterate women living in 
areas without community 
health care workers. The 
model also adjusted for 
maternal age, gender of the 
child, sibling status, wealth 
level, type of residence, and 
region. The four types of 
vaccinations included 
BCG, MCV, DPT3, and 
polio 
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relationship between the second indepen-
dent variable (presence of CHW) and the 
dependent variable differs according to the 
value of the first independent variable. The 
third sentence illustrates that point by 
reporting the direction and magnitude of 
the association between CHW and vaccina-
tion status for each of the two literacy 
levels. 

45.6 Substantive Significance 

Many researchers and others who are communi-
cating the results of quantitative research fre-
quently are imprecise in their use of the term 
“significant” or “significance,” failing to specify 
whether they mean statistical significance or sub-
stantive (practical) significance. Both are valuable 
aspects of the importance of a numeric result, and 
each provides a different perspective on what that 
finding means and how it can be applied to 
answer a real-world question [4]. As a conse-
quence, some top peer-reviewed journals have 
strengthened requirements for reporting and 

interpreting effect size as well as statistical 
significance [23]. 

45.6.1 What Questions Can Statistical 
Significance Answer? 

Statistical significance answers a very specific, 
technical question: “How likely it would be to 
obtain an estimate at least as large as that based 
on the sample if the true value of that statistic was 
0 in the population from which that sample was 
drawn?” The p-value measures the probability of 
incorrectly concluding that the true population 
value is 0 based on the sample statistic. If the 
p-value associated with an estimate is less than 
the specified significance level (α), we say that the 
result is “statistically significant.” 

45.6.2 Substantive Significance 

Although statistical significance is a necessary 
component of reporting statistical results that are 
based on a sample rather than the full population,



it cannot address questions about the substantive 
significance of those findings, which pertain to 
the effect size and direction. Put differently statis-
tical significance does not tell us whether the size 
of the effect is of practical significance: for 
instance big enough to represent a clinically 
meaningful difference. This is such a contentious 
issue that an entire supplement to the journal The 
American Statistician was devoted to the theme 
“Statistical Inference in the 21st Century: A 
World Beyond p < 0.05 [24].” 
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A finding that is not statistically significant can 
be highly salient if that result pertains to the main 
variable you are investigating –in other words, 
very substantively significant. If the lack of sta-
tistical significance runs contrary to theory or 
previously reported results, report and interpret 
the direction and size of the association, and the 
lack of statistical significance. In such situations, 
the lack of a difference between groups answers a 
central question in the analysis, so highlight it in 
the discussion section of the paper. 

Example: Although maternal literacy was a statis-
tically significant predictor of vaccination 
completion in Ethiopia (Table 45.5), it was 
not a statistically significant predictor in India 
(OR = 1.84, 95% CI: 0.96 to 3.51; Lee et al., 
Table 45.3, not shown) [16]. 
The statistically significant finding for 

Ethiopia was consistent with theory, but 
the result for India did not meet conven-
tional criteria for statistical significance. 
However, the India result was moderately 
large and in the predicted direction, so it  
should be compared with predictions and 
with the result for Ethiopia in both the 
results and discussion sections of the 
paper. 

Standard deviations and other empirical measures 
of distribution provide useful criteria for 
assessing whether an observed change in a bio-
medical outcome is clinically meaningful. The 
same size effect is considered more practically 
important if it is equivalent to a substantial share 

of a standard deviation of the deviation than if it 
corresponds to only a small fraction of a standard 
deviation, Miller [4], Chap. 15. 

45.6.3 Presenting both Practical 
Importance and Statistical 
Significance 

To provide a more complete perspective on the 
importance of a numeric result, present informa-
tion about both the practical importance of your 
findings and whether they were statistically sig-
nificant. In the results section, report and interpret 
effect size, direction, and statistical significance. 
In the discussion section, summarize the direction 
and size of those results in ways that convey their 
importance in broader biomedical context and 
application, as well as the extent to which the 
association can be interpreted as cause-and-effect, 
and the generalizability of the findings [25]. For 
results that are intended to inform the design of an 
intervention (such as treatment with a drug), the 
discussion section should also address the extent 
to which the independent variable can be 
modified or used to target a subgroup of interest. 
For additional guidelines on communicating sta-
tistical and substantive significance of quantita-
tive research findings, see Miller [4] Chap. 15, 
and Chaps. 29 and 30 in this book. 

45.7 Concluding Remarks 

Writing an effective paper, grant proposal, or oral 
presentation about a quantitative research study 
involves integrating good expository writing 
techniques with principles for presenting numeric 
evidence. In the methods section, provide detail 
about the study design, data collection, prepara-
tion, variables, and analytic methods, which 
affect the interpretation and application of your 
results; see Miller [13] Chap. 13. In the results 
section, systematically review the statistical evi-
dence, organizing it into separate paragraphs or



sub-sections for each major component of your 
research question. Use topic and transition 
sentences to keep readers oriented to the 
objectives and logical flow of the analysis. Good 
introductory and transition sentences are espe-
cially important when presenting a series of 
exhibits, each of which addresses one part of 
your analysis. For instance, the first paragraphs 
of the results might present key univariate statis-
tics such as mean values of the dependent 
variables and main independent variables. Then 
a separate paragraph should introduce and 
describe bivariate relationships between those 
variables before transitioning to a section convey-
ing the purpose of the multivariate analysis and 
interpreting those results. Throughout, maintain 
an orientation to the specific concepts you are 
studying. By using these principles for writing 
about quantitative research, you will be able to 
more clearly communicate the purpose and mean-
ing of your results to audiences interested in bio-
medical research. 
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How to Efficiently Write a Persuasive 
Discussion Section 46 
Pitchai Balakumar, Ali Alqahtani, Kumaran Shanmugam, 
P. K. Srividhya, and Karupiah Sundram 

Abstract 

The discussion section, a systematic critical 
appraisal of results, is a key part of a research 
paper, wherein the authors define, critically 
examine, describe and interpret their findings, 
explaining the significance of results and relat-
ing them to the research question/s. Consid-
ered one of the most critical components of the 
IMRaD (Introduction, Methods, Results, and 
Discussion) system, the discussion section 
deals with all about what the results of the 
research mean. While formulating a discussion 
section of the manuscript, the researcher needs 
to consider the broader context of the study’s 
research findings. In particular, a proficient 
discussion section should relate closely to the 
results and obtained data, reviewing the 

strengths and weaknesses of the research 
study with a balanced approach. The discus-
sion section should also evaluate the applica-
bility of results and their outcomes, relating 
them to existing literature and future directions 
in a holistic manner. Specifically, the discus-
sion section should address the questions 
posed in the introduction, explaining how the 
results obtained in the study support the 
answers. The challenges and limitations of a 
study are also crucial parts of a good discus-
sion. Finally, the discussion section closes 
with concluding remarks on a research study 
and its future directions. The discussion sec-
tion is the author’s opportunity to help readers 
understand their research outcomes. In light of 
this context, this chapter presents a systematic 
approach to writing an effective discussion 
section. 
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46.1 Introduction 

Clarifying the meaning of obtained results to the 
reader is the primary objective of the discussion 
section of a scientific paper [1]. The discussion 
section allows the reader to grasp the direct
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relevance and validity of the study and its appli-
cability in a particular field of research [2]. Dis-
cussion section has direct links with introduction 
and results sections, such as attempting and 
responding to questions raised in introduction, 
and interpreting study results [3]. 
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The writing in the discussion section needs to 
be precise and unambiguous. Nevertheless, 
writing a research paper’s discussion section is 
difficult, necessitating adequate training and a 
balanced approach to analysing and interpreting 
the results and concluding the research outcomes 
[4]. A researcher should be familiar with writing a 
scientific paper (see Chaps. 41–43), which is 
indeed considered a major task of an academic 
teacher and a scientist. Certainly, a researcher 
needs to describe the study outcomes meticu-
lously. This is done by writing a persuasive dis-
cussion section using simple, clear, meaningful, 
and effective language throughout the text [5]. A 
good discussion section majorly includes the 
study outcomes, significance of the study, impor-
tance of results that are appraised, key results 
which are consistent or controversial relative to 
existing literature, strength and weakness of the 
study, major limitations, suggestions for addi-
tional research, concluding remarks, future 
perspectives and further recommendations 
[6]. The presentation of results and discussion 
sections should not have similarities. The results 
section (see Chap. 44) primarily consists of text, 
tables and figures, presenting the data in detail 
(see Chap. 45) without interpreting the results [7], 
whereas the discussion section is formulated with 
the interpretation of results and implication of 
findings. It is perpetually recommended to prac-
tice a pre-submission review process with expert 
colleagues to obtain feedback on the discussion 
and the entire manuscript draft before it is sub-
mitted to an indexed journal for consideration and 
publication (see Chap. 47). 

The nascent and postgraduate research 
students often face difficulties in making logical 
arguments in the discussion section while 
constructing the research paper [8], necessitating 
systematic and holistic guidance in writing a per-
suasive discussion. Intensive training is needed in 
basic research methodologies and scientific 
writing concepts at all levels of researchers and 
budding academic teachers (see Chaps. 1 and 4) 
[9–13]. The primary aim of this chapter is to 
describe the main aspects of efficiently writing 
the discussion section of a research paper. In 
addition, the do’s and don’ts of the discussion 
section are depicted in this chapter. 

46.2 Key Components of a 
Discussion Section: 
An Overview 

The discussion section is integral to a research 
paper [14]. In general, no defined format is avail-
able for writing the discussion section of a 
research paper. Nevertheless, the discussion sec-
tion is recommended to be written using three 
major fragments, which include (a) an introduc-
tory/first paragraph, (b) an intermediate paragraph 
having the major contents in a few 
sub-paragraphs, describing the study outcomes 
and interpretation of results, among others, and 
(c) finally a paragraph on conclusions and future 
perspectives of the study [5, 6]. In discussion, the 
results obtained in a research study can be 
described in order either from most important 
findings focusing on key issues to least important 
or in a systematically logical direction. Overall, a 
persuasive discussion section is expected to criti-
cally examine the results, describe how the data 
impacts the field of study, relate up-to-date litera-
ture, and consider suggesting future directions 
[14–17]. The structure of the discussion section 
may be formulated as shown in Box 46.1.
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Box 46.1 Key Points To Be Considered While 
Structuring the Discussion Section 

1. Start the discussion by stating the major 
findings, and answering to research questions 
2. Highlight whether the null hypothesis is 
accepted or rejected 
3. Discuss the results relevant to the previous 
body of literature by citing most specific 
references 
4. The previous work may be discussed in support 
or counter to the results obtained in the current 
study 
5. Express the uniqueness of the study coherently 
6. A brief discussion on the principle and 
advantage of methods employed in the study may 
be considered 
7. Discuss unexpected results and also minor 
findings with possible explanations 
8. Non-specific, loose and sweeping statements 
should be avoided 
9. Discuss the strength and major pitfalls of the 
study and its outcomes 
10. Discuss the relevance of the obtained results 
to the current practice of the field 
11. Finally, end the section by highlighting the 
study’s key findings and stating the concluding 
remarks 
12. The need for additional studies and future 
directions can be highlighted at the end 
13. Generally, use the present tense and active 
voice while writing the discussion section 
14. All together, be specific in writing the 
discussion section, and strictly avoid technical 
jargon and unfamiliarised acronyms 
15. Do not write too short or too lengthy a 
discussion section. Editors and reviewers are 
more likely to favourably consider a manuscript 
with a well-written discussion section 

46.3 An Introductory Paragraph 
of the Discussion Section 

The beginning paragraph earns the most promi-
nent position in the discussion section of a 
research paper. Essentially the lead/introductory 
paragraph of the discussion section summarizes 
the key findings signifying the primary outcomes, 
briefly addressing the research questions and 

concisely supporting the answers with results. 
Mainly the discussion section can start by 
presenting the imperative outcomes of the study 
with a brief statement on why the study is of 
much importance [6, 18]. 

Answering the research questions stated in the 
introduction section is considered the foremost 
task of the discussion section, whereas pertinent 
answers can be presented in the first few lines 
after restating the research question. Therefore, 
the beginning of a paragraph in the discussion 
section must present the most interesting findings. 
In this context, it is essential to note that the 
introductory paragraph should not be presented 
with the complete results of the study. 

46.4 The Intermediate Paragraphs: 
Core Segments 
of the Discussion Section 

The “divide-and-conquer paradigm” can be 
employed in the intermediate paragraphs of the 
discussion section to describe an optimal solution 
for a problem and to solve the given problem 
posed in the introduction section of the manu-
script [5]. The intermediate part of the discussion 
section has main and subparagraphs with the most 
focused information relating the answers to the 
research questions. From paragraph two onwards 
(after the introductory paragraph), it is necessary 
to describe how the answers are supported by the 
results obtained in the study. The authors should 
briefly explain how the research findings validate 
or contradict the previously published reports. 

Authors need to answer the questions of the 
study using the same words/key terms employed 
in the introduction section. It is essential to 
express the relevant results after stating the 
answers by elucidating how the results support 
the answers. Moreover, the authors need to pres-
ent the importance of the results and influences of 
the study in the field by explaining how the 
answers fit within the existing literature and 
providing a piece of new knowledge in the field 
of research [6]. While interpreting the results, it is 
advisable that authors consider moving beyond 
the data; nevertheless, far speculative statements



not supported by the obtained results should be 
principally avoided. Relating the findings 
obtained in a research study with the existing 
literature often makes the discussion section 
more interesting and pertinent. In this framework, 
citing highly relevant and most recently published 
papers available in the literature will demonstrate 
the author’s expertise in the field, convincing the 
readers that the discussion is up-to-date. 
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Only those findings which are presented in the 
result section should be described in the discus-
sion segment in relevance to the existing litera-
ture. It is important to note that the results as such 
should not be repeated in the discussion. The 
contradicting or challenging results, if any, 
should be briefly discussed with proper justifica-
tion. Describing in the discussion the findings 
which are not presented in the results section 
and not stated in the methods section would con-
fuse the readers, and hence, such practice should 
be avoided. At the same time, appraising the 
minor results of the study should not be avoided 
in the discussion section. Likewise, describing the 
study’s unexpected findings in a lucid style makes 
a good discussion point. 

Throughout the discussion, highlighting the 
study’s strengths based on the results forms a 
good discussion. At the same time, a discussion 
section should include balanced information 
about the study’s limitations in addition to 
highlighting its strength. Every research study 
possesses its own limitations and weaknesses. 
Such limits should be lucidly spelled out at the 
end of the intermediate paragraphs of the dis-
cussion section (before the concluding remarks). 
Because limitations are valuable to understand 
the findings, translating the importance of 
potential errors, formulating new research 
questions, and opening a way for further 
research [6]. The authors need to describe the 
direct impact of limitations on the study findings 
and brief the attempts made to minimize those 
limitations and errors [6]. Finally, a research 
paper with a potentially result-driven discussion 
will likely receive appreciation from the 
reviewers and the readers. 

46.5 The End Paragraph: 
Concluding Remarks 
of the Discussion Section 

The final segment of the discussion section is the 
conclusion, which states in a few focussed 
sentences the critical outcomes of a research 
study and the author’s final opinion/s based on 
the study results. The prime importance of the 
study findings is indicated in this segment, 
answering the research questions stated in the 
introduction section. It is essential to state clearly 
and concisely the one or two most important 
aspects of the study outcomes. Indeed, conclusion 
statements should have high clarity and brevity of 
the key outcomes of the study directly supported 
by the data. More importantly, the conclusion 
must evidently state whether the study’s key 
findings support the hypothesis described in the 
introduction. At the end of the conclusion, it is 
appropriate to express the necessity for further 
studies in the form of future directions in a realis-
tic and meaningful way [5, 19]. Box 46.2 shows 
the key points to formulate concluding remarks. 

Box 46.2 Key Points to Formulate 
the Concluding Remarks 

1. In this study, we addressed the current progress 
and challenges in. . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  .... 
2. In summary, the present study reveals/shows/ 
demonstrates . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  .. . .  
. . .  . 
3. These findings provide new insights into/Our 
results bring a new light on... . .  . . .  . . .  . . .  . . .  . . .  
. . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  
............................................................... 
4. Based on these findings, we confirm/suggest/ 
propose/recommend that. . .  . . .  . . .  . . .  . . .  . . .  . . .  
5. Nevertheless, further studies are required to 
validate/examine/conclude. . .  . . .  . . .  . . .  . . .  .. . .  . 
6. Though additional studies are needed, the 
present study contributes to a better 
understanding of. . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  
. . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  
. . .  . . .  . . .  . . .  . . .  . . .  .
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Taken together, the conclusion section 
highlights all the important assessments and 
outcomes of the research study and their meaning 
relative to the current knowledge. The Do’s and 
Don’ts of the discussion section are provided in 
Box 46.3. 

Box 46.3 The Do’s and Don’ts 
of the Discussion Section 

(A) The Do’s 
1. The initial paragraph of the discussion 

section should instruct the reader on the 
importance of the study, its key outcomes, and 
how such developments fill the knowledge gaps 
in the relevant field of research. Important 
findings of the study should be stated at the end of 
the first paragraph 
2. The intermediate paragraphs must consider 

focusing on the higher order cognitive domain of 
Bloom’s Taxonomy, critically analysing and 
interpreting the result outcomes and stating what 
the study findings mean and why such findings 
are of great importance 
3. A healthy discussion is expected to relate the 

study findings with the already published 
literature. In this connection, a few pertinent 
recent references can be cited 
4. Authors should consider citing references of 

previously published studies with results 
contradictory to their current study outcomes. 
This would yield a balanced approach to updating 
the knowledge in that area of research. Moreover, 
such kind of practice would receive favourable 
consideration of the paper by reviewers and 
editors 
5. The limitations of the study (e.g., less sample 

size, no additional parameters or interventions or 
variables, etc.) should be pitched in the discussion 
section before being pointed out by the editors/ 
reviewers 
6. Authors should specify the strengths and 

limitations of the study and the significant effect 
they might have on the observed results 
7. At the end of the discussion, while providing 

the concluding remarks, it is considered essential 
to provide recommendations for additional 
studies. Such practice would open a new way for 
further research to expand the current knowledge 
in the field 
8. Authors should write the discussion section 

in a sequence so that the gatekeepers and readers 
can easily understand the flow of the outcomes 

9. Authors should meticulously check for 
spelling, punctuation, syntax, and grammatical 
errors 
(B) The Don’ts 
1. Do not repeat results in the discussion as 

they are already in the results section 
2. Discussing something that is not presented in 

the results section should be avoided 
3. While writing the study limitations, the 

authors should not offer suggestions that could 
have been effortlessly addressed in their current 
study by performing simple experiments. (The 
limitations to be mentioned by the authors should 
always be beyond their level of research protocol/ 
performance/expertise) 
4. Overstating the study strength and 

understating the limitations should be generally 
avoided 
5. Expressing very general statements and 

providing too many overviews from several 
published papers while presenting the current 
findings should be avoided 
6. Authors should not provide superfluous and 

redundant details in the discussion aiming to 
increase the length of the discussion section 
7. Authors should not cite references from 

unreliable and non-peer reviewed sources 
8. Authors should not write the discussion 

section without reading the journal author’s 
instructions thoroughly (the suggested word 
limits must be contained) 

46.6 Concluding Remarks 

The discussion section debates and puts forth 
arguments relevant to the research questions 
stated in the introduction section. Authors need 
to highlight the significance of the results and 
specify whether the study findings support or 
reject the null hypothesis. Successfully passing 
the gatekeepers (editors and peer reviewers) is 
considered a tough job, demanding a strong, via-
ble, well-written and persuasive discussion sec-
tion in the research article. Moreover, the authors 
need to point out how the results obtained in the 
study can be directly related to existing literature 
and applied to future studies. Comparing and
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linking the results with articles published in pred-
atory or hijacked/cloned journals should be firmly 
avoided. The implications and applicability of the 
results should be presented realistically. It is also 
imperative to state in the discussion section the 
major strength and limitations of the study 
protocols and outcomes. In the discussion section, 
it is essential to remind the gatekeepers why the 
paper is to be favourably considered for publica-
tion in the target journal. Finally, the concluding 
remarks should provide a venue to set a valid 
stage for future research directions. 
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Abstract 

The publication serves the vital purpose of 
letting the work or ideas known worldwide to 
researchers and other academia. One’s 
findings acquire meaning only when these are 
used further for the betterment of society and 
the advancement of knowledge. Research 
helps to disseminate the knowledge to the rel-
evant places. The ultimate goal of scientific 
research is publication. Considered an integral 

part of scientific publishing, peer review is the 
systematic procedure employed in the shortest 
possible timeframe to meticulously assess the 
quality of a submitted manuscript before it is 
considered for publication in an indexed jour-
nal. Peer reviewers volunteer their time to help 
improve the quality of the submitted 
manuscripts. The expert reviewers in the rele-
vant area of research critically evaluate the 
manuscript for its originality, validity, consis-
tency, and significance to help editors decide 
whether or not a manuscript can be considered 
for publication in their journal. Only after the 
manuscript meets the submission criteria and 
scope of the journal, the editors will invite 
potential peer reviewers close to the field of 
research to review the manuscript and receive 
recommendations on the overall scientific 
integrity of the manuscript for further consid-
eration before a manuscript is accepted, 
revised, or rejected. Different types of peer 
review adopted by biomedical journals to con-
firm the validity of the manuscript include 
single-blind, double-blind, and open peer 
review systems. In this chapter, we delineate 
the principles of manuscript preparation, jour-
nal submission, and peer review systems and 
their importance in scientific publishing. 
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47.1 Introduction 

There was a belief that teaching students were the 
most critical aspect of an academic job where 
teachers have devoted all their energy to teaching 
students (excellence in teaching). Nowadays, the 
bar is raised for entry into the teaching profession. 
Actively involved in research and eventually pub-
lishing the scientific findings are part of the job 
descriptions at all academic career levels, starting 
from instructor/lecturer to professor and above. 
The publication is the gateway to the successful 
selling of scientific findings. A substantial body 
of published works helps advance one’s academic 
career as they are considered for an academic 
appointment and a promotion. It creates 
requirements for a job and aids in recognition. 
Publishing helps establish an individual as an 
expert in their field of science. Research funding 
requests are evaluated based on peer-reviewed 
publications. Prior research experience and prelim-
inary findings supported by publication(s) open the 
door for grants, while research funding is essential 
to facilitate high-quality research. Without publi-
cation, there would be no grant. Teachers, 
researchers, and science administrators need to 
understand why publication matters a lot. 

Though timely submitting the thesis and com-
pleting the research project are considered criti-
cal, what really matters is how one tells the story 
of the project/clinical investigation in a clear, 
succinct, simple language, weaving the previous 
work done in the field, answering the research 
question, and addressing the hypothesis set forth 
at the beginning of the study. In addition, the 
research findings should be wrapped in the form 
of an excellent scientific paper. Writing an article 
is one of the components of all research projects, 
while research outcomes are measured through a 
quality publication. Since the number of 
submissions and the number of researchers/ 
clinicians vying for space are more than the 

availability of journals, one can stand out from 
the competition with a high quality write-up. 

The peer review system assesses the quality of 
a submitted manuscript that is considered an inte-
gral part of scientific publishing. The expert 
reviewers carefully assess the manuscript for its 
originality, validity, and error-free write-up 
before it is considered for publication in an 
indexed journal of repute. With the help of 
reviewers’ comments, the editors decide whether 
or not to consider the manuscript for publication. 
In this chapter, we describe the journal selection 
process based on the nature of the study and the 
type and area in which the manuscript (MS) is 
prepared. The steps involved in getting the MS to 
the editors’ desk are sequentially explained. In 
addition, the peer review process involving the 
author, editor, and reviewer toward a successful 
publication of the paper is described in the chapter. 

47.2 The Selection of a Journal 

There are three main problems in the publication 
of a paper: (1) Typographical errors and grammar 
problems- grammar and spelling issues markedly 
interfere with the clarity of scientific contents, 
while sloppy writing is by far the biggest problem 
with submissions; (2) Structural issues of a paper, 
inconsistencies, and issues with the clarity and 
tone, whereas the subject matter is not well stated 
by the author/s. There may be a lack of authority as 
a result of insufficient understanding of the existing 
literature; and (3) Choosing the right kind of jour-
nal for submission within the scope of the journal. 
All of these may serve as a bottleneck in delaying 
the publication of a scientific paper. 

During the writing process or before you begin 
to write, consider selecting a suitable journal for 
submission. This is based on the type of 
publication (original research article, short/rapid 
communication, review, state-of-the-review, 
mini-review, letter to the editor, clinical case, 
methods, technical or laboratory notes, book 
review, and others). For publishing an original 
research article, consider the novelty of new 
findings (incremental or additional, conceptual 
or theoretical advances) and the significance of 
the study (practical applications for a specific



1. Language- English only
2. Traditional journals or Open access journals
(OAJ) (https://www.doaj.org/)
– Visibility, cost, prestige, and speed
– In OAJ, everyone can read your paper- this

increases visibility and attracts more citations;
however, an open access fee is applicable
3. Publishing frequency- preferably monthly or
semi-monthly
4. Time frame- Time of submission to acceptance
(review time) and publication. It varies from
month to year
5. Does the journal offer fast-tracking for
publication? (Published ahead of printing,
accepting rapid communication). Take advantage
of it
6. Journal with well-indexing and is readily
accessible across the globe
7. Acceptance rate: Prestige journals have a low
acceptance rate
8. Has the journal published articles similar (area
of research) to yours? Browse a few issues to
understand the nature of articles published in the
target journal
9. Highest impact factor for that particular field

(Web of Science Q1 rated journals)
10. Before you write the MS and before the
submission of the MS, read “Information for
Authors” of the target journal to determine the
journal’s restrictions. A good fit is essential
11. Understand the scope of the journal, and its
audience—clinical, experimental, theoretical,
new or modified techniques and methods
12. Journal format is different for each journal-
Review the length of the MS allowed (word limit),
Abstract size and style (structured/non-
structured), Number of Figures and
Tables allowed, Harvard/Vancouver Citation
formatting (in text and reference), Number of
references allowed, Type of abbreviations
allowed, and Structure of the paper—IMRaD
style? If not, write Supplementary Methods,
including Supplementary Figures, and Data

field or across many fields). The novelty may be 
described as: (a) the findings are reported for the 
first time, (b) although the findings have been 
reported earlier, controversy exists, (c) the current 
work extends the previous findings, and (d) the 
largest study of the research question [1]. The 
author must address the impact/significance of 
the work and the target audience (general or sub-
ject specialty focused). Equally important factors 
to be considered while selecting a journal include, 
but are not limited to, Web of Science-Science 
Citation Index Expanded (SCIE)/Social Sciences 
Citation Index (SSCI)-Clarivate Analytics journal 
impact factor, SCImago journal and country rank, 
abstracting/indexing service databases (PubMed/ 
Medline, Scopus, Embase), the professional soci-
ety journal, subscription/open access, page 
charge, publishing frequency, review time 
frame, acceptance/rejection rate, and target audi-
ence. Do not publish in predatory, hijacked/ 
cloned, and non-indexed journals. Additional 
factors to consider in selecting the right kind of 
journal are listed in Box 47.1. 
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Box 47.1 Factors to be considered while 
selecting a journal: Where to publish?

Furthermore, several easy-to-use online resources 
help you decide which journal would be most perti-
nent to your research. These journal websites (there 
are many more) allow you to paste the Abstract or 
Title of your paper and match the right fit. 

The JANE (Journal/Author Name Estimator): 
JANE compares the author’s document to 
Medline documents to find the best match. 
http://jane.biosemantics.org/ 

Elsevier: http://journalfinder.Elsevier.com/ 
Springer Nature: https://journalsuggester. 

springer.com/ 
Edanz:  https://www.edanz.com/journal-

selector 
BMJ: https://authors.bmj.com/before-you-sub 

mit/how-to-choose-a-journal/ 

47.3 Before Submission of a 
Manuscript 

A well-written MS has a clear, valuable, and 
exciting message to potential readers. It is sys-
tematically presented and logically constructed. 
These criteria sway the mindset of editors and 
reviewers to consider reading the MS and assess 
its value for publication. A few journals encour-
age an initial approach before considering a final 
MS for a peer review. Authors might contact the 
editor or journal office by sending an outline of

http://jane.biosemantics.org/
http://journalfinder.elsevier.com/
https://journalsuggester.springer.com/
https://journalsuggester.springer.com/
https://www.edanz.com/journal-selector
https://www.edanz.com/journal-selector
https://authors.bmj.com/before-you-submit/how-to-choose-a-journal/
https://authors.bmj.com/before-you-submit/how-to-choose-a-journal/


plagiarism-checker/ 
3. Ithenticate: it is commercial software being 

used by most publishers: http://ithenticate.com/ 
4. Plagscan: This is a commercial, but a free 

trial is also available. http://www.plagscan.com/ 
5. Turnitin: https://www.turnitin.com 
7. The Viper: http://www.scanmyessay.com/ 

viper/Release/ViperSetup.exe 
8. http://plagiarismdetector.net/ 

47.3.2 The Cover Letter 

A well-written MS is sold through an effective 
and meaningful cover letter, which should create 
a positive first impression with journal editors. It 
acts as a guide for selling the author’s work to the 
editor. The cover letter must explain the clinical, 
investigational, or experimental relevance of the 
original research work and provide background, 

the journal should consider the MS for peer 
review and eventual publication. 

Most journals receive more papers than they 
can publish. The editor may not necessarily be an 
expert in your field of super-specialization. It 
creates the first impression for journal editors if 
the letter is addressed personally. The letter 
should include the MS title/publication type and 
highlight the study’s important findings. It should 
be followed by a brief statement on the work’s 
novelty/significance/relevance. To expedite the 
publication process, the cover letter is expected 
to include some “must-have” statements such as 
original unpublished, not submitted to other

the MS consisting of the abstract, introduction, 
and the general area or outline of the work. The 
reason for doing this is some of the high-impact 
prestigious journals receive too many MS, the 
journal may have a similar paper in the pipeline, 
and the journal is unlikely to publish a type of 
MS. Furthermore, the editor may be willing to 
consider a shorter version or correspondence. 
Early declining to publish saves the time and 
effort of both editors and authors. 
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47.3.1 Similarity of Words 

Before submitting a MS to an indexed journal, 
thoroughly check its quality more than twice. 
Check the MS for the similarity of words 
(or plagiarism). Once the writing is done, run 
plagiarism checking software to ensure that your 
document is mostly (score > 95% unique) origi-
nal. Rewrite sentences to make sure that it is 
exceptional. A plethora of plagiarism detectors 
are available online. It takes work to select the 
best among them. A few online plagiarism tools/ 
software (free or paid) are as follows: 

1. Dupli Checker: https://www.duplichecker. 
com/ 

2. Smallseotools: https://smallseotools.com/ 

Box 47.2 Checklist before submitting 
the MS to an indexed journal 

rationale, and research outcomes to justify why 

journals, authors agreeing on the MS, key 
outcomes of the study, no conflict of interest, 
authorship contributions, and source of funding. 

47.3.3 Submission Checklist 

Before submitting a manuscript, thoroughly 
check its quality, evaluate its contents critically, 
and ask yourself—could anything be done further 
better? Then, follow through with the journal’s 
author guidelines in preparing the MS to prevent 
rejection of the submission before even being 
considered for peer review. Finally, only submit 
the same MS to one journal at a time. The critical 
checklist is listed in Box 47.2. 

Make sure that: 
1. You have followed the Instructions for Authors 
as per the target journal 
2. The MS has gone through spell and grammar 
checks 
3. The MS has been checked for plagiarism (score 
should be >95% unique) 
4. You have completed the online registration for 
the submission process for the target journal 
5. All authors have consented to the publication of 
the study. Signed consent forms/Author 
declaration forms are ready (forms are 
downloaded from the journal website) 
6. The copyright transfer form is signed 

(continued)

https://www.duplichecker.com/
https://www.duplichecker.com/
https://smallseotools.com/plagiarism-checker/
https://smallseotools.com/plagiarism-checker/
http://ithenticate.com/
http://www.plagscan.com/
https://www.turnitin.com
http://www.scanmyessay.com/viper/Release/ViperSetup.exe
http://www.scanmyessay.com/viper/Release/ViperSetup.exe
http://plagiarismdetector.net/


Box 47.2 (continued)

7. The required files are in the correct file format,
figures are of appropriate resolution or size
8. Separate files are generated for
Figures (individual files), Abstract, Key Points, or
Highlights
9. Finally, Graphical Abstract and a well-written
persuasive cover letter are ready
10. The main MS file has:
The title page, Contributing Authors with their
institute affiliation and Email addresses,
designated Corresponding author, Abstract,
Keywords, List of abbreviations, all the key
sections of the MS (IMRaD format),
Acknowledgment, Funding source, Conflict of
interest, Authors’ contribution statement,
References, Table(s), and Figure legend
(no figures)
11. Once all files are ready, log into your account
at the journal website
12. Follow online instructions and upload files in
the order listed. The process will take nearly
30 min to an hour
13. Once completed, the system collects all the
files and rearranges and builds up a PDF file of the
submission. It prompts you to check your email to
approve the file. Then, download the PDF file and
check for the content and accuracy
14. If everything is good, ‘approve’ the
submission
15. The editorial manager informs all co-authors
of the submission
A part of the publishing task is over. Wait for the
Editorial decision on the MS
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Fig. 47.1 The publication process and the peer review (EiC: editor-in-chief) 

47.4 The Publication Process 
and the Peer Review System 

The publication process and the peer review sys-
tem are depicted in Fig. 47.1. 

47.4.1 The Key Role of the Editor 
and the Editorial Office 

All papers are checked for completeness at the 
editorial office before being submitted to the pla-
giarism detection system and word similarities. If 
the paper is considered unsuitable for the journal 
(not within its scope, not unique, very poorly 
written, and does not advance the field of 
research), it will be rejected outright before send-
ing it for peer review. This is known as ‘desk 
reject’. Preventing ‘desk reject’ is easy, and it 
often happens because the authors are formatting 
the MS and cutting the corners in a hurry to 
submit. There could be multiple reasons, such as 
formatting style, poorly written, faulty research 
topic, inappropriate study design, insufficient 
data, discussion, and illogic conclusion [2]. 

Once the MS enters the peer review, you have 
some chance to have it accepted by a journal,



suppose the MS passes the initial screening pro-
cedure. In that case, the editorial office first sends 
the abstract of the MS to a panel of reviewers (2 to 
5) seeking their willingness to review the 
MS. Once they agree to review, the reviewers 
can access the entire MS and comment on the 
suitability and accuracy of the MS for publica-
tion. Authors can have the current submission 
status by checking the journal’s Editorial man-
ager frequently. 
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Peer review is a process of subjecting authors’ 
research to the experts’ evaluation. The process 
separates the wheat from the chaff, the good from 
the bad. Passing the gatekeepers is very tough as 
they scrutinize the findings and do not just let 
anybody publish whatever they want. In this 
way, the journals keep up the standard by 
shortlisting papers of much higher quality to pub-
lish. Peer review remains the foundation of pub-
lishing and an essential element of the quality 
publication process. Critical assessment of a MS 
is vital to peer review and the publication process. 
The articles that have not gone through peer 
review are not cited and the findings are not 
taken seriously by fellow scientists. Furthermore, 
peer-reviewed publications build a credible body 
of knowledge in the field and allow everyone in 
the field to trust the journal’s publishing practice. 

Both the editor and the publication managers 
coordinate in selecting reviewers (two or more) 
based on the following: 

– Journal editorial board 
– Experts in the specific area (from an internal 

database created by the journal, reference sec-
tion of the MS, biomedical databases, or 
editor’s personal knowledge) 

– Experts from different geographic regions 
– Experts identified using a database like Scopus 

based on their h-index and other metrics. 

Authors can qualify or disqualify some referees, 
but the final decision in selecting reviewers for 
the MS rests with the editor. Journals use different 
types of peer review. Broadly, one of the three 
variations is being practiced. Single-blind, where 
the reviewer knows who the author is, but the 
author does not know who the reviewers are. 
This is the most common form of peer review 

system followed, and the proponents argue that 
reviewer anonymity allows for providing objec-
tive feedback to the authors. The double-blind 
procedure is less practiced where the authors 
and reviewers do not know their identities each 
other. This is time-consuming in unmasking the 
authors details and assigning a code number to 
each MS. However, this procedure can remove 
the author and regional bias (Mathew effect) [3] 
that existed with the single-blind. 

On the contrary, the reviewers can figure out 
the authors of the MS based on the text, 
references, preprint, or conference presentation. 
Reviewers are reported to award higher marks 
when the MS is from a famous author or lab 
[3]. In the case of the ‘open’ (or non-blind) 
method, again less practiced, the authors and 
reviewers’ identity is disclosed. 

During the peer review system, there may be a 
possibility of intentionally delaying the publica-
tion of the MS and/ or using the contents of the 
unpublished material for personal gain. While 
sending out the MS to reviewers, the journal 
mostly instructs the reviewers to treat the MS as 
privileged, and confidential and not to disclose to 
anyone during the review and once the review is 
done. Scientists worldwide spend millions of 
hours peer-reviewing manuscripts for scholarly 
journals every year. This is time-consuming and 
labor-intensive work. Most of the journals recog-
nize the contributions of their reviewers by pub-
lishing their names in a special section of an issue 
of the journal. 

What does the peer reviewer look at the MS? 
The reviewers look for originality, relevance/ sig-
nificance, study design, methodology, presenta-
tion of results, the strength of discussion in 
relation to previous findings, possible conflicting 
findings, study limitations, the strength of the 
conclusions, and the overall quality of the MS, 
including the language quality and write-up. The 
other reasons why the MS gets rejected associate 
with the wrong statistical analyses, leading to a 
wrong conclusion and a weak discussion because 
of insufficient understanding of the subject and 
outdated literature [4]. A few journals ask authors 
to include in the article a brief statement on nov-
elty and significance, stating ‘what is new’ and



‘what is relevant’. Peer reviewers may or may not 
detect fraudulent data, plagiarism, or image alter-
ation. Detection of data manipulation at a later 
stage, even after the publication, may have 
consequences. It might result in the retraction of 
a published paper. 
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The Editor receives a minimum of two reports 
from reviewers before reaching a decision for a 
submitted MS. A confidential message (not for 
the author) to the editor suggesting a recommen-
dation with reasons on the MS, and a detailed 
review of the paper with constructive critique to 
the authors are submitted by peer reviewers. The 
editor will collate reviewers’ responses that could 
vary from rejection to minor or major revision of 
the MS and rarely to its direct acceptance on the 
first decision. All reviewers may not be in agree-
ment in recommending the MS for publication, 
and in such a case the editor has to address the 
divergent opinions of the reviewers and arbitrate. 
Based on reviewers’ recommendations, the editor 
sends a letter, usually a variation of the five 
decisions, from rejection to acceptance, with or 
without revision (Fig. 47.1). 

If the MS is accepted, it is sent for production. 
On the other hand, if the MS is rejected or con-
sidered for a revision (minor or major), the editor 
who handles the MS should communicate with 
the authors with constructive comments received 
from the reviewers to help the author improve the 
MS. At the same time, reviewers should also be 
communicated with an email on the outcome of 
their reviews. 

47.4.2 The Authors’ Role After 
the Peer Review 

Authors generally feel frustrated if their MS is not 
accepted or asked to undertake major revisions 
with additional experiments. Most of the time, the 
papers fall into this category. A small number of 
MS comparatively are accepted with minor 
revisions. Some of the prestige journals have 
very low acceptance rates. Novice researchers 
face extreme difficulties publishing their research 
work in a reputed journal. Publishing in quality, 
high impact journals is the need of the hour for 

budding scientists as they need to build a track 
record and expertise in their field [5]. Although 
peer review enhances the quality of a paper, the 
blog authors argue that not all revisions improve 
the paper. Sometimes there could be contradicting 
reviewers’ views for the same section of the MS 
[5]. In such divergent opinions, the editor guides 
on addressing the query, or the author might ask 
the editor to weigh in and adjudicate. Honest, 
constructive reviews and motivating feedback 
help authors. On the contrary, there are instances 
of criticism, and rude and inappropriate 
comments by reviewers [6, 7]. Reviewers should 
practice a well-mannered and constructive review 
as they are also authors. They should be judicious 
in asking authors to do additional 
experiments [8]. 

Rejection and revision are norms in the publi-
cation of scientific articles. Even some Nobel 
Prize-winning scientists’ papers were rejected 
[9]. Before attempting to revise, authors should 
check the journal’s revision guidelines. If 
revisions are required and asked to respond to 
reviewers’ comments, authors should meticu-
lously respond to individual comments with 
appropriate answers keeping in view to get the 
paper accepted and eventually published. Use 
‘track changes’ or a different color to clarify 
where changes were made to the revised text in 
the MS. If necessary, a separate page listing 
responses to each reviewers’ comments be 
included. It is a norm to thank the reviewer if 
there is a compliment for the work. Also, it is 
common to offer a rebuttal of reviewer comments 
that the author disagrees with the reviewer. In 
such a case, the author should show politeness 
by stating, “we do not agree with the reviewer’s 
views or we respectfully disagree with the 
reviewer’s opinion” and then state the valid rea-
son for the disagreement. 

The authors should return the revised MS and 
response letter within the requested time period. 
The Editor-in-Chief or the handling Associate 
Editor reviews the reviewers’ comments along 
with the resubmitted MS and the authors’ line-
by-line responses to ensure that all comments 
have been appropriately addressed. The editor 
may send the revised manuscript and the author’s
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responses to reviewers’ comments to the original 
reviewers for a second reading. If revisions are 
acceptable, the editor might issue an ‘acceptable’ 
letter and the uploaded files will be transferred to 
the publisher’s production department for publi-
cation. Upon receipt of the acceptance letter for 
publication, the author should relax and wait for 
proofs to arrive. 
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The production department revises language 
and style. Next, the paper is typeset and proofread 
by professional proofreaders who identify gram-
matical/typographical/syntax errors and highlight 
any inconsistencies. Typeset proofs are sent to 
authors to clarify the queries raised during the 
production stages. Once the authors finally 
approve the galley proof, the publisher publishes 
the article with final bibliographic details, ending 
the publication journey of a MS. 

47.5 Concluding Remarks 

Writing a publishable and citable paper is an 
arduous job that needs meticulous planning, 
hard work, and persistence. Finally, if you are 
passionate about research, you must pursue and 
persist in research and publications. Each paper is 
a stepping stone for additional and continuity of 
research. Demonstrate your dexterity at the bench 
work, write well and enjoy the benefit of publica-
tion and the citation that follows with it. The 
editors always want to publish good quality 
papers which advance science and knowledge. 
The editors often judge between a considerable 
number of high-quality articles. The submitted 

MS is more likely accepted if it is meticulously 
prepared, describes the research that advances the 
field using clear and concise language, and 
strictly follows ethical standards. 
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Writing a Postgraduate or Doctoral 
Thesis: A Step-by-Step Approach 48 
Usha Y. Nayak, Praveen Hoogar, Srinivas Mutalik, 
and N. Udupa 

Abstract 

A key characteristic looked after by postgrad-
uate or doctoral students is how they commu-
nicate and defend their knowledge. Many 
candidates believe that there is insufficient 
instruction on constructing strong arguments. 
The thesis writing procedure must be meticu-
lously followed to achieve outstanding results. 
It should be well organized, simple to read, 
and provide detailed explanations of the core 
research concepts. Each section in a thesis 
should be carefully written to make sure that 
it transitions logically from one to the next in a 
smooth way and is free of any unclear, 
cluttered, or redundant elements that make it 
difficult for the reader to understand what is 
being tried to convey. In this regard, students 
must acquire the information and skills to 

successfully create a strong and effective the-
sis. A step-by-step description of the thesis/ 
dissertation writing process is provided in 
this chapter. 
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48.1 Introduction 

The foundation of the entire postgraduate or doc-
toral research program is disciplinary knowledge. 
At most universities, one of the main 
requirements is that the research introduces or 
expands a novelty that contributes to the advance-
ment of the subject [1]. Even though the writing is 
a clear component of higher-level coursework 
and is frequently acknowledged as a source of 
significant concern for students, it is commonly 
undervalued. Gaining proficiency in academic 
writing is necessary for earning a Master or Doc-
tor of Philosophy (Ph.D.) degree and improving 
the employability of Master or doctoral graduates, 
who must demonstrate this competency during 
their professional career. Universities, 
corporations, Non-government Organizations 
(NGOs), and government agencies demand effi-
cient writing skills from research job candidates, 
making this talent increasingly crucial in the 
global job market. While research degree
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programs frequently emphasize subject-specific 
information, academic writing development is 
usually underestimated [2]. University’s success 
is increasingly being measured by quality 
publications, which are also considered one of 
the requirements for ‘academic promotion and 
funding competitions. Lack of journal 
publications reduces prospects for knowledge 
expansion. As a result, producing a strong thesis 
for doctorate candidates is essential that is good in 
writing, with structural format, original research, 
with proper analyses of data and interpretation. 
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The thesis should be an independent work 
written entirely by the research candidate, 
supported by the supervisor or guide in all 
aspects. It outlines a specific issue that the candi-
date has tackled, sometimes as part of a larger 
team and with the support and guidance of aca-
demic mentors. It motivates and describes the 
problem, identifies a clear gap for a potential 
novel academic contribution through critical anal-
ysis, evaluates existing solutions, and lays out a 
hypothesis, a suggested cause for the issue, or a 
proposed solution. The work done to choose the 
theory is also sufficiently explained and justified 
by the thesis [3]. An idea of the thesis must 
meet all Master or Ph.D. requirements, adhere to 
disciplinary standards and expectations, and 
exhibit advanced writing skills. It must demon-
strate critical thinking and uphold a high level of 
formal literacy, having both accuracy and persis-
tence. Writing for a doctoral degree thesis puts 
candidates through emotional endurance tests, 
prompts identity changes, and reassigns them to 
modern social and scholarly networks [1]. These 
factors make writing a thesis challenging and call 
for academic, interpersonal, and emotional guid-
ance. It is also essential that the ability to explain 
ideas and analyse the data is more critical for a Ph. 
D. than the amount of writing a student can pro-
duce [4]. Through the various writing experiences 
obtained while pursuing the degree, the candidate 
will acquire knowledge on how to articulate their 
ideas, how to arrange their work so that readers of 
all types may connect with it, and how to develop 
the best layout so that it is evident to fit all the data 
together. They also learn what is proper, 
expected, and helpful in writing contexts. The 

list of writing abilities that can be applied outside 
of the academic environment is extensive and is a 
take-home learning gained through the Ph.D. 
degree. Time management is another significant 
point worth highlighting. The need for a routine 
and the willpower to follow it seems to be the first 
requirement for time management. The effective-
ness of patterns and habits varies markedly from 
person to person. Without a schedule to finish the 
writing, imperatives like promises and deadlines 
may not be enough [5]. Thus, it becomes essential 
to set a timeline. 

The students who seem to be writing fre-
quently for journals or newsletters admit with 
disappointment that they remain engaged in the 
same chapter they worked on the week before. 
Many become overconfident about how soon they 
can complete specific aspects of their thesis. It 
appears that there is a connection between writing 
habits and time management, as well as an aware-
ness of the scope of each writing assignment. 
Therefore, success in doctorate writing involves 
figuring out what works for each individual or 
adjusting to what one’s life permits [1]. In this 
chapter, we will explain how to write a Ph.D. 
thesis, so that postgraduate or doctoral students 
can be appropriately guided. 

48.2 Steps in Constructing 
and Structuring a Thesis 

Ph.D. students are not likely to have produced 
numerous theses at the time of writing up; typi-
cally, they would have written one in a final 
undergraduate year and potentially another during 
post-graduation. However, the work is substan-
tially longer in duration and covers a broader 
range of topics, necessitating greater attention to 
detail than any predoctoral studies/work. Most 
Universities demand that the entire dissertation 
or its component sections be “publishable” qual-
ity. This serves as the yardstick for choosing the 
information to be included in the thesis. 
Candidates should consider concepts of quality, 
credible and novel ideas for thesis writing and 
should consider the questions like; Are the stated 
experiments accurate? Is the data acceptable to



the scientific community? Would the entire 
framework hold up to peer review [3]? The most 
effective method for creating a strong thesis is 
likely to be thinking through writing. However, 
frequently the student cannot adequately explain 
the significance of the study’s findings until the 
study is completed and the results are analysed 
and interpreted. 
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A thesis should be as specific and unambigu-
ous as possible; it should not be just a list of 
questions and answers. Thus, it is always prefera-
ble to develop a thesis writing structure before 
beginning to write. When comparing the thesis 
with research papers, it is suggested that the main 
distinction between the two is the amount of 
meta-discourse used in the thesis. Since a thesis 
is a longer document than a research article, it is 
essential to include sections that inform the reader 
of what is to come and that make connections to 
other sections related to the topic the author is 
covering at that time [6]. A typical thesis 
comprises different chapters, Introduction, Liter-
ature Review, Material and Methods, Results, 
Discussion, Summary and Conclusion, each of 
which will be covered in more detail in the fol-
lowing sections. It is crucial to understand that a 
doctoral thesis is not constrained to any one chap-
ter or part. Institutional standards and guidelines, 
supervisor and researcher preferences all play a 
role in determining how many chapters a thesis 
should include. Ideally, the thesis is organised 
primarily like a scientific research report, with 
discrete chapters for the introduction, methodol-
ogy, results, and discussion; this is known as the 
IMRaD (Introduction—Method—Results— 
and—Discussion) model. The standard thesis 
often begins with an introductory chapter, a liter-
ature review, and a series of chapters that follow 
the IMRaD structure and concludes with a gen-
eral summation chapter. While it is unsurprising 
that the IMRaD structure has managed to capture 
the interest of researchers because it is a fre-
quently used format, many researchers have 
recently emphasised the attention towards alter-
native writing styles, particularly to research that 
uses a qualitative approach [6]. 

The main accomplishment of the candidate is 
to strike a balance between their points of view 

and the standards of their discipline. The goal of 
this book chapter is to assist Ph.D. students in 
having a visualisation of what and how the thesis 
should look like, as well as to provide ways of 
defining common frameworks. The use of 
frameworks like IMRaD indicates that the written 
work reflects authentic research contextualised 
inside the discussion and that the epistemology 
is based on legitimate methodologies. Students 
can use IMRaD as a checklist to identify the 
sections of their thesis that require development 
and to make sure that the anticipated aims and 
objectives are clearly visible. Although the initial 
structure plans are frequently not final, the basic 
framework of IMRaD remains the same. Students 
may need to rearrange their strategy as they grad-
ually get a better understanding of their subject. 
Still, they must be careful to avoid concluding 
that doctoral writing is a compromised negotia-
tion [1]. Editing the thesis and thoroughly 
checking for grammatical and typographical 
errors come as the final steps. In the following 
sections, a detailed step-by-step explanation is 
given on writing the different chapters in a doc-
toral thesis. 

48.2.1 Thesis Introduction Chapter 

The introduction is the action of introducing 
something or initiating by presenting the essential 
details before in-depth discussion, writing, and 
delving into it. It is an elementary act, part, or 
portion which would be in use of every spare of 
our routine life and also in scientific research, 
such as thesis and paper writing of various types 
of Graduate, Postgraduate, M.Phil, and Ph.D. It is 
a fundamental and unseparated part of any kind of 
thesis. An introduction starts with a statement 
grabbing the interest and curiosity of the readers. 
It introduces the central problem and highlights 
the importance of the investigation. It specifies 
the research question along with the approach that 
will be taken to address it. Citing verified evi-
dence emphasises how serious the research issue 
is [7]. In the introductory part, “Create a Research 
Space” (CaRS) strategy proposed by Swales is 
frequently used to explain the presence of an



introductory section. It focuses on three 
characteristics or general strategies that should 
be presented in the introduction: (1) why it 
matters, (2) identifying a research topic’s gap, 
and (3) outlining the uniqueness it will bring. 
These techniques are excellent for seizing 
readers’ attention and highlighting the signifi-
cance of the research [1]. 
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This is a highly important chapter in the thesis 
equally as methodology, results and discussion, 
etc., mainly because of its position placed in the 
thesis. This has been always named Introduction 
chapter presented at the beginning. Since it comes 
in as Chap. 1, author must present the research 
topic in a diligent manner which should create 
interest in the reader. The author should provide 
clarity on the topic and the elements associated 
with it by defining it, describing the elements and 
their interaction, relationship, and differences. 
The systematic organization of background or 
summary of the existing research in the respective 
field must be presented. This chapter is also the 
place where the author has to provide a detailed 
account of the specific research problem, problem 
statement, hypothesis, objectives, scientific ratio-
nale, and clarify his or her position on the topic 
and the approach. Finally, the overview of the 
thesis and related aspects would be 
accommodated here. For the sake of easy under-
standing and the widely accepted structure, 
Chap. 1 of the thesis could be taken as a funnel 
or inverse triangle. It begins with a broad and 
general subject related to the research topic or 
title of the thesis, then narrows down to research 
questions, hypothesis, objectives, variables and 
the problems that are going to be solved in the 
research (see Chap. 1). It can also be said as the 
travel from divergent to convergent or details to 
micro details. 

In simple terms, the author must explain what 
exactly a reader is going to read about the 
research topic, its importance, relevance, how it 
is going to contribute to society’s welfare, and 
what are the policy implications. 

The general structure of the introduction chap-
ter is shown below (Box 48.1). 

Box 48.1 The general structure 
of the introduction chapter is as follows, 
but not limited to:

• Introduction to the Problem
• Statement of the Problem
• Review of Literature
• Research Gap
• Purpose of the Study
• Research Questions
• Research Hypothesis
• Objectives of the Study
• The Significance/Rationale of the Study
• Definition of the Keywords (respective topic)
• Limitations and Delimitations 

48.2.1.1 Introduction to the Problem 
The author must establish his/her research terri-
tory by defining, explaining and describing the 
topic chosen for the study or research. It must 
provide a wider and clearer understanding of the 
topic to the reader and must be presented from a 
broader to the specific of the research. Broader 
may be in terms of geography, population, etc., to 
specific means to the specified population of 
geography. This is not the summary of the thesis 
or a brief version of each chapter. It is a place for 
introducing the research and its topic and the 
thesis. The statements, quotes, or definitions 
from other authors can be placed in the section, 
which will provide the stronghold, understanding, 
importance, and relevance of the study topic. 

48.2.1.2 Statement of the Problem 
The statement of the problem is the central or 
focal point of the whole research or the thesis 
because everything further in the thesis goes 
around this and tries to address issues of multiple 
concerns and features. A statement of the problem 
is highly specific to the study usually written in 
six to eight paragraphs with a strong aim for each 
one. This section can be identified and written



with Topic, Gap, evidence, Deficiencies, and 
Audiences:
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• Topic: need to state the specific problem both 
from theoretical and practical points of view.

• Gap: Clearly mention that of not solving or not 
attempting this specific problem in previous 
research works.

• The evidence: must be written that the 
researchers indicate the problem prevails by 
referring to the earlier studies.

• Deficiencies: must be demonstrated how you 
as an author solved the problem and how the 
identified gap was filled.

• Audience: whom your study is directed to, and 
where it would be useful. 

Note:

• There is no need of providing resources or 
references for every single statement made 
here except for the evidence section.

• The mention of a research gap in two places; 
the introduction and statement of the problem 
must not be confused. In the introduction sec-
tion, it is a border gap but in the statement of 
the problem, it is a specific one where the 
author needs to clearly define and provide 
details. 

48.2.1.3 Review of Literature 
The process of reviewing literature will help the 
author to understand the various aspects of the 
research topic including what, where, how and 
among whom the studies were conducted. This 
will give an idea of methodological applications, 
study implications and an overview of the respec-
tive research area. At the same time, this process 
will provide opportunities to identify the research 
density (overworked) and the gaps, which further 
leads the researcher to consider those aspects of 
the research. 

48.2.1.4 Research Gap (Niche) 
The author must clearly state the research gaps 
identified from the literature review and cite per-
tinent references. Here one must include method-
ological gaps, research topic gaps, theoretical 
gaps, etc., which in turn help in constructing a 
strong background to conduct research. 

48.2.1.5 Purpose of the Study 
Indicate what you want to learn, what you try to 
find, and what you want to reveal from this 
research. 

48.2.1.6 Research Questions 
One of the key components of a thesis is the 
research question. It concentrates on the study, 
governs the approach, directs all of the phases of 
research and analysis, and then provides the solu-
tion to the problem. The research question needs 
to elaborate on and reflects a greater comprehen-
sion of the subject. As a researcher, demonstrate 
how the study will bridge a gap in the knowledge 
base. A Ph.D. thesis should concentrate on issues 
such as: (1) What, Where, and (2) Why is the 
subject important? (3) What is the issue and 
how can it be resolved? (4) If the problem is not 
resolved, will it continue to exist? (5) Who is 
negatively impacted by the problem? (6) Does 
this problem support or refute previously held 
beliefs? An effort should be made in the thesis 
(in the discussion section) to answer all such 
questions [7]. 

In a research question, you specify precisely 
what you want to learn from your work. Your 
research paper, dissertation, or thesis should be 
guided by a well-chosen research question. All 
research questions ought to be focused on a single 
problem or issue that can be researched using 
primary and secondary sources and can be 
answered within the time frame and practical 
constraints. Specific enough to answer in-depth 
and complex enough to develop the answer over 
the course of a paper or thesis. Relevant to your 
field of study and society as a whole. 

48.2.1.7 Research Hypothesis 
An unconfirmed theory is called a hypothesis. It 
makes it possible to estimate or forecast an out-
come or relationship under particular 
circumstances. To evaluate its validity and 
dependability, it must undergo thorough testing 
after which, if proven, it turns into a scientific 
theory. A hypothesis does not have to be a com-
ponent of a study; it merely aids the researcher in 
seeing the issue more clearly. The hypothesis is a



declaration and an educated guess that the student 
is not sure of and should be validated to see if it 
confirms the claim being made in the research or 
not. Therefore, the candidate should emphasise 
the proposed hypothesis and how it relates to the 
thesis topic [7]. 
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The author must respond to the research 
questions posed in the preceding part of this sec-
tion. For example, if one of the questions is “Is 
there any statistically significant relationship 
between parents’ educational status and 
children’s nutritional status in India?” then the 
hypothesis would be “There is no statistically 
significant relationship between children’s 
nutritional status in India and their parents’ edu-
cational status.” Use only null hypotheses. It is a 
type of statistical hypothesis that makes the case 
that a given set of observations does not have any 
statistical significance. 

48.2.1.8 Objectives 
The objectives force us to be precise about 
methods and to define key terms of the research 
protocol/proposal. The objectives will specify 
what scientific questions the study is designed to 
answer. It is developed logically from the topic, 
research questions, and hypothesis. The statement 
of objectives is essential for selecting the factors 
to be investigated, the response variables to be 
measured, the data needed to describe the effects 
of the factors, and the kind of statistical analysis 
required. Thus, when the study is completed, the 
results will be compared to the objectives and 
research questions. Unless the objectives are 
defined, the project cannot be initiated. The thesis 
should compare the results to the objectives 
specified in the beginning. 

The objectives should cover the entire breadth 
of the project. Take into consideration-
contributing factors, and variables (drug treat-
ment). Arrange them in a logical sequence. 
Group the objectives: they are sometimes 
organized into hierarchies: primary, secondary, 
and exploratory. Or General and specific. For 
additional details, see Chaps. 1 and 4. 

48.2.1.9 Significance/Rationale 
of the Study 

The author is expected to provide details in this 
section on how his or her research has a large 
impact on other studies, the area of study as a 
whole, and some other key individuals or the 
specific population. You can achieve this by ask-
ing yourself how and why this study would be 
essential. In the conclusion chapter of the theses, 
researchers frequently discuss any gaps in the 
literature that they discovered while conducting 
their research. They can serve as evidence of the 
importance of your research. 

48.2.1.10 Definition of the Keywords 
The author has to define the discipline specific 
keywords theoretically and operationally. The 
keywords are nothing but the different variables 
of the thesis. The theoretical definitions come 
from earlier publications in the respective area 
of research, where the author has to quote and 
cite definitions. This is also a process of placing 
the study in the research area. Then the task is to 
define the selected keywords, and what they mean 
in the present study. This can be called an opera-
tional or empirical definition. The whole study 
will be abiding by the operational definition, its 
meaning, and scope. 

48.2.1.11 Limitation and Delimitation 
Although they appear to be synonymous, limita-
tion and delimitation are not. Particularly in 
research, their meanings, scope, and effects differ. 
They are essential components of any study that 
spans time. Some members of the scientific com-
munity have the incorrect idea that they would 
like to conceal it or not document it, which is an 
unacceptable practice. They are not as bad as 
people think they are. They are essential to record 
not only to demonstrate the study’s shortcomings, 
but also to demonstrate the research’s clear under-
standing, methodology, focus, and scope. The 
study’s  deficiencies are primarily the result of 
external factors or factors beyond the researcher’s 
control. They could be the researcher’s theoretical



and practical constraints. Delimitation is a factor 
that is entirely within the researcher’s control and 
is used to define or focus on a specific research 
problem or incident. It mostly talks about the 
research question and the scope of the 
research aim. 
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The author is obligated to document all factors 
beyond their control, such as the duration of the 
study, access to funding, equipment, participants, 
and so on under the limitation section and the 
consideration of the limitations with a clear com-
prehension of the study’s requirements as 
outlined in the delimitation section. 

48.2.2 Literature Review 

All literature cannot be covered in the introduc-
tion chapter. Usually, a separate chapter with a 
detailed literature search on the problem state-
ment, and existing literature related to the pro-
posed work and methodology will be included. 
The students become more familiar with the ideas 
and works of others through the literature review 
process. It is, therefore, imperative to read rele-
vant literature from reliable sources as much as 
possible. It is a segment that is present in a Ph.D. 
programme from the start to the finish, and thus it 
becomes vital to compile literature and informa-
tion as and when it is gathered from the standard 
databases. Furthermore, it is crucial to understand 
that every claim will have a counterargument. 
Therefore, preparing for it will aid in effectively 
shaping the thesis. The next point that ought to 
cross the student’s mind is HOW am I going to 
approach my study so that I can find a solution? It 
is important to consider WHY you want to con-
duct the study. What is the theoretical foundation 
of the research problem’s investigation? To con-
duct the study scientifically, students must estab-
lish a research or experimental design [8]. If the 
student wants to use any figures and tables in the 
literature section of their thesis, permission from 
the publisher is required. 

48.2.3 Aims and Objectives 

The literature review is followed by defining the 
problem statement and arriving at the objective 
(s) of the study. The possible solutions for the 
unanswered questions are to be discussed to 
derive a hypothesis. 

One of the most crucial components of the 
thesis is how the research aim and objectives are 
developed. This is so because the purpose and 
goals of the research dictate its depth and scope 
[9]. The goals would then be focused on how to 
accomplish the proposed study’s goals [10]. Aims 
are declarations of intention. They are typically 
expressed in broad terms. They outline the results 
you anticipate getting from the endeavour. Con-
trarily, objectives should be clear statements that 
outline measurable consequences, such as the 
procedures that will be followed to bring about 
the intended result. 

Aims and objectives usually describe the main 
focus of any research project. Basically, 
objectives are the action that the researcher will 
undertake to achieve the specified aspect of the 
research or project. In other words; the outcome 
researcher wants to achieve by conducting 
research is called the research objective. 
Objectives are the guiding force for any research 
or project. There may be multiple objectives in a 
research or project. The author must write clearly 
and specifically what the study answer or give the 
solution for a problem as an aim of the study and 
the specific mention how those answers or 
solutions were achieved as objectives. It means 
breaking up the most important ideas or aspects of 
your research aim into several smaller parts that 
together represent the whole. 

Objectives may be designed based on the 
SMART approach; Specific, Measurable, 
Achievable, Realistic, Time constrained [11].

• Specific: Does the action you plan to take have 
any ambiguity, or is it focused and clear?

• Measurable: How will you track your progress 
and determine when the action has been 
completed?



776 U. Y. Nayak et al.

• Achievable: do you have the help, assets and 
offices expected to do the activity?

• Relevant: Is the action crucial to achieving 
your research objective?

• Time-bound: Are you able to finish the action 
in the time you have available while still work-
ing on other research projects? 

It is also a best practice of using verbs at the 
beginning of the objective writing that help con-
vey your intent, in addition to following SMART. 
For example;

• In the case of Understanding and organising 
information verbs can be used Review, Iden-
tify, Explore, Discover, Discuss, Summarise, 
and Describe.

• In the case of solving problems using informa-
tion verbs can be used Interpret, Apply, Dem-
onstrate, Establish, Determine, Estimate, 
Calculate and Relate.

• Reaching conclusion from evidence verbs can 
be used Analyse, Compare, Inspect, Examine, 
Verify, Select, Test, Arrange. 

48.2.4 Materials and Methods 

The methodology is the most crucial part of the 
research design. Knowing the difference between 
methodology and method is important for 
researchers. While method relates to the system-
atic organisation and measurement of your 
research, methodology describes the theoretical 
interpretation of the research. The approaches 
used for various studies vary depending on the 
subject [8]. 

The methods used for data collection and anal-
ysis must be discussed and explained in your 
research methodology in the past tense. The 
methodology chapter or section is an essential 
component of your thesis, dissertation, or 
research paper. It explains what you did and 
how you did it, allowing readers to assess 
the reliability and validity of your research and 
the topic of your dissertation. This provides the 
opportunity for sharing how you directed your 
examination and why you picked the tools, 

methods, and techniques you picked. It is also 
where you should demonstrate that your research 
was rigorously carried out and that it can be 
replicated. 

In experimental research, chemicals, equip-
ment, biosamples, and other materials are used 
as materials and methods. You describe the study 
in detail in this section. If it’s a plant or animal, 
include its scientific name. For a better under-
standing, you can look at previous theses or 
publications that are closely related to your 
research. The following are some examples: 
Specify the location from where the chemicals/ 
samples were purchased, obtained, or harvested. 
Include information about the age, sex, group 
size, treatment and control groups. For reproduc-
ibility, this information will provide precise 
recommendations. Chemicals require information 
such as brand and manufacturing location, food 
or chemical/analytical grade, the molarity of 
chemicals concentration and enzyme activity. 

48.2.5 Results 

It is always beneficial, to begin with, a brief 
abstract-style introduction outlining the goals of 
the chapter. A brief description would enable the 
reader in recalling the research topic, questions, 
and hypothesis so they could comprehend the 
findings more fully while reading this chapter. 
Write a summary paragraph that is comparable 
to the introduction at the end of the Results chap-
ter [8]. Theoretically, everything must have been 
planned out from the beginning, but in practice, 
things may not have turned out as intended, and a 
student may need to embellish their work with a 
narrative [3]. 

The output of the experiments is to be 
disseminated to the reader with good clarity. 
Three to four years of efforts of the candidates 
can be recognized by the way of representing the 
results obtained in the experiments. Compiling 
the results after completing the entire duration of 
Ph.D., will be a tedious task and it may not be 
ideal. Candidate should be capable of analysing 
the experimental results as and when performed



and data collected. At the same time, the data is to 
be processed and interpreted and documented in 
written format. This will assist and show the way 
for the next experiments. The flow of writing the 
results may vary with the disciplines. However, 
the results should follow the methods mentioned 
in the previous section, ideally with the same 
titles and subtitles. This will help the reader to 
follow the stepwise process and link to the previ-
ous experiments. A systematic way of 
representing data is the beauty of writing skills. 

48 Writing a Postgraduate or Doctoral Thesis: A Step-by-Step Approach 777

The data presented should be clear, precise and 
concise. Usually while writing the results, a ques-
tion may arise about whether or not to include 
negative results. The positive results are those 
which are in agreement with the hypothesis. If 
the results are not as per the hypothesis, then it 
may require further study. After reperforming the 
experiment, if the results are not good or relevant, 
they can be considered negative results. It is 
always preferred to include the negative results. 
This may be of marginal interest, however, it may 
help future scientists, so that such experiments 
need not be repeated by others. Hence always 
mention the limitations of the experiments in the 
Results and Discussion sections. 

The results that can not be adequately 
presented in text form, can be represented either 
in table or graphics (figure) form. The tables are 
used to represent numerical data, and figures are 
used for comparing the meaningful relationships 
between the groups or to study the trend. 
Figures are easy to understand and convey the 
message quickly. It is always better to avoid 
duplicating the results in tables and figures. 
Sometimes, due to unavoidable reasons, tables 
and figures may be required, especially when 
qualitative and quantitative/numerical compari-
son is involved in the results (for example, see 
Chap. 45). While representing the values in a 
table, restrict it to two decimal points and main-
tain uniformity throughout. The tables and figures 
must be simple and self-explanatory. Figures may 
be a line graph, scattered plot, bar chart, 

histogram or pie chart (see Chaps. 29 and 44). 
Special emphasis is to be given to the table title, 
subtitles, units, figure axis titles and magnifica-
tion. Also, the abbreviations used in tables and 
figures are to be defined. User friendly colour 
codes are to be used in the figures. More impor-
tantly, cite the tables and figures at appropriate 
text locations. 

The statistical comparison of all the results 
(see Chaps. 29 and 30) is a must to include in a 
thesis. The number of repeated trials, statistical 
terminologies (mean, standard deviation, stan-
dard error of the mean, measure of variability, 
p value, F-value), symbols, colour codes if any, 
are to be given as footnotes in the table and the 
figure legends. 

48.2.6 Discussion 

Writing the discussion in a thesis is a very crucial 
and difficult part. The discussion section is the 
most significant part of the thesis. The thesis’s 
central argument and the culmination of results 
can be found here. Here the student will discuss 
why the issue raised is important, what people 
have done to address it, where opportunities 
exist, and what novelty was chosen about 
contributing to this area. Here candidates will 
discuss their ideas, criticisms, comprehension, 
experimental strategy, data analysis and sum-
mary, visualisations, insights, and conclusions. 

The discussion of the results includes the 
explanation for the practical experimentations or 
interpretations of the results, such as their useful-
ness and relevance to the current situation. The 
results are linked to the hypothesis. The discus-
sion should address whether the results are fully 
or partially related to the hypothesis. Do not 
repeat the results, instead highlight the significant 
aspects. The discussion part should give informa-
tion on the findings of the experiments and the 
reason for those results with supporting literature 
if any. Why the results are important and how



they may affect the outcome of the research, is 
there any added value for the existing knowledge 
to be discussed? The scientific basis/evidence 
from the experiment is to be provided while 
discussing every aspect of the results. If there is 
no supporting literature, it should be clarified that 
the results obtained are unique and/or different 
from the existing ones. 
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It is very important to maintain research integ-
rity while discussing the thoughts on the results. 
If the results are not according to the existing 
literature, in spite of repeated experiments, the 
researcher should have the courage to write the 
rebuttals to the literature in the thesis. Sometimes 
the published literature might not have been done 
under proper experimental conditions or authors 
might have missed the step(s) in the methodology 
section. Rebuttals will help to correct such errors. 
Occasionally, some of the candidates may tend to 
do falsification of data if the results are not 
according to the literature. Such kind of miscon-
duct is an unethical practice and may ruin the 
future of the candidate (see Chaps. 58 and 59). 
Instead, write the limitations of the experiments 
and the possible reasons for obtaining different 
results [10]. Publishing the research work in the 
journals before thesis submission will also help in 
writing a good discussion for the thesis. The 
reviewers comments will help to improve the 
quality of the representing the results. 

Statistical differentiation of data and discus-
sion will enhance the confidence level of the 
thesis presentation. Further, the inclusion of 
scope for future studies or suggestions to improve 
the results will also encourage to take the study 
forward and corrections to be made in the 
method/procedure followed [12]. Future 
perspectives can also be a part of the conclusion 
of the study. 

48.2.7 Summary and Conclusions 

Writing the introduction and the conclusion 
sections is equally difficult. One significant dis-
tinction, though, is that in the conclusion chapter, 
questions raised in the introduction are addressed. 
Even if the “Conclusions” requires a paragraph 

that may describe the entire argument, it is crucial 
to keep in mind that it is not a synopsis of the 
Introduction. It could be helpful to quickly reca-
pitulate the study questions and hypotheses in the 
conclusion chapter to connect them to the discus-
sion of the results. In order for the scientific 
community to accept and acknowledge the thesis’ 
contribution, the Conclusion part, like the other 
chapters, should be written in a scientific style. 
Instead of discussing the limitations, it is prefera-
ble to emphasise that the thesis has a valid and 
measurable result [8]. 

The conclusion section should also summarize 
the entire research including the problem state-
ment, methodology, results and discussion in a 
concise manner. The conclusion should indicate 
whether objectives are fulfilled and the hypothe-
sis is confirmed or refuted. Only the important 
research findings are mentioned without repeating 
the sentences. How the results are encouraging 
for the clinical settings is to be discussed. The 
conclusion should also include the future 
directions of the study. As readers usually prefer 
to see the abstract and conclusion, the outcome of 
the study must be conveyed in such a way that 
readers agree with the researcher’s views. 

48.2.8 Referencing 
Section in the Thesis 

Studies in science are motivated by earlier work. 
Therefore, no one can claim that their research 
was carried out independently, without 
referencing the work of other scholars. The infor-
mation sources that were used by researchers 
must be listed under the References chapter. 
They are the key components of research as they 
link various information sources and help the 
readers spot knowledge gaps and deepen their 
understanding of a particular subject. They also 
help in verifying the originality of the arguments 
presented in the thesis. As a result, every 
researcher needs to cite sources to support their 
findings [13]. 

Any research in the modern era begins with the 
earlier work, or there will be some reading mate-
rial for their hypothesis, and they are called



references for the work [14]. The references can 
be anything that is referred to obtain the data for 
the thesis work. The primary source of references 
are journals or periodicals and sometimes books. 
Books are said to be a lesser priority as the change 
in knowledge is higher in journals and magazines 
than in textbooks. However, in recent days, the 
references can be a diary or a lab notebook of a 
scientist, photographs, figures, diagrams, or even 
videos. Every statement which brings forward the 
point of discussion should preferably have a ref-
erence. In the research communications, except 
the abstract, results (there could be an exception) 
and the conclusion will have references as they 
originated from the thesis work. Depending on 
the design of the thesis outline, generally, the 
references will be at the end. However, some 
universities accept the references chapter-wise. 
The chapter-wise referencing will make the 
references repeat and end up in extra pages in 
the thesis. Traditionally, the references come 
under the side heading of the bibliography. How-
ever, in recent days the most acceptable side-
heading is ‘References’. Whatever the outline 
format of a thesis, the critical aspect is citing 
those references in the right place, and keeping 
the references at the end of the thesis is challeng-
ing. Hence, the method of citing plays an essential 
role in being learned and interpreted before 
starting the thesis. There are several standards 
referencing styles to cite the works. However, it 
is ideal to follow the referencing style suggested 
by the respective Universities where the Ph.D. 
work is being done. 
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Citing references in research communication 
plays an important role. It validates the idea of the 
argument in the hypothesis, enables the readers or 
future researchers to follow the original work, 
provides credit to the original author or scientist, 
or inventor, avoids plagiarism to a certain extent, 
keep-up the academic honesty and the research 
integrity, and it proves the extent of reading and 
interpretation that has happened over time [15]. 

There are multiple ways of citing references in 
the text and the bibliography. For details, readers 
should read Chap. 39. There are many referencing 
styles, such as the Modern Language Association 

(MLA), the American Psychological Association 
(APA), the Chicago Manual of Style (CMS), the 
Vancouver system, the Harvard system, the 
American Medical Association (AMA) Style, 
the American Chemical Society (ACS) Style, 
the American Institute of Physics (AIP) Style, 
the American Political Science Association 
(APSA) Style, the Institute of Electrical and Elec-
tronics Engineers (IEEE) Style, the Turabian 
style, the Modern Humanities Research Associa-
tion (MHRA) style, Oxford system, etc. [16]. The 
most common one is Vancouver and Harvard 
referencing method in biomedical sciences. How-
ever, American Psychological Association (APA) 
format is also followed in many instances. Both 
Harvard and Vancouver reference styles are par-
enthetical referencing in which the references in 
the text are inserted using parenthesis or brackets. 
The Harvard system is also called ‘Author–Date 
system’, the text citation uses using sir name 
followed by the year, and in the bibliography, 
references are sorted alphabetically and then 
chronologically. The Vancouver system uses 
numbers for citation in the text, and the references 
are sorted numerically in the bibliography [15]. 

To simplify the citing to reduce the 
ambiguities, a large group of publishers and 
societies came forward and introduced Digital 
Object Identifier (DoI) with the ISO standard 
(ISO 26324) by forming International DOI Foun-
dation (IDF) (https://www.doi.org/) [17, 18]. The 
DoI connects digitally to the article of origin. 
Hence, DoI will play the most important role in 
the future referencing system. Before we under-
stand the important components to be cited in the 
reference, we need to understand the fundamental 
need for references in the thesis or any research 
communication. To know the basic objectives of 
referencing one needs to know the different 
components to be cited in the references, follow-
ing are a few important ones.

• Journal article: Authors name, the title of the 
article, year, volume, issue, page number/arti-
cle number (for online journals), DoI (for digi-
tal archives).
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• Textbook/book: Editors, book title, publisher, 
place and year of publication. DoI or ISBN 
(International Standard Book Number).

• Book-Chapter: Author names of the book 
chapter, followed by writing ‘in’ Title of the 
book, publisher, place and year of publication. 
DoI or ISBN (International Standard Book 
Number), page range.

• Websites/blogs/social media: Author name, 
year, page title. Available at: URL (Accessed: 
Day Month Year).

• Images/videos/ podcasts: Author/presenter 
name, year, title (video/podcast). Day/month/ 
year. URL with accessed day month year. 

Overall, managing references is the most crucial 
Herculean task. However, nowadays, computer 
tools make it easier. Hence, the researcher should 
have proper knowledge of these tools, and it is 
also essential to have the skills to manage them. 
Looking at the complexity of citing and managing 
references, scientists in informatics have devel-
oped electronic tools for managing references in 
the thesis and journal publications. These tools 
are highly versatile and convenient in modern-
day science communication. Many such tools 
include EndNote, Mendeley, RefWorks, Zotero, 
and ReadCube [19–21]. Most Universities across 
the world used EndNote and Mendeley. EndNote 
is a product by Clarivate Analytics (formerly 
Thomson Reuters), currently a 
subscription-based product. However, EndNote 
is one of the best reference tools with high com-
patibility with almost all journals and publishers 
[22]. Currently, Mendeley is not just helping to 
manage references, but it also helps as social 
media for the researcher to share their findings 
or research updates. 

48.3 Concluding remarks 

Writing a thesis or dissertation is a scientific art, 
that involves the depiction of the research skills of 
a scholar. After performing detailed experiments 
for 1 to 3 years, it is extremely difficult to sum-
marize the results in a crisp manner. It is obvious 
that the candidate might be struggling for the 

selection of required data to be included in the 
thesis. For a decision to be made, the candidate 
has to check the results against the objectives and 
hypotheses. Special attention must be paid to 
ethics as well. Most ethical issues have unique 
codes of conduct, such as how to handle human/ 
animal or tissue samples or carry out clinical 
trials. If these regulations apply, they must be 
followed precisely within the thesis. Even without 
evidence of deceit, plagiarism can result in the 
revocation of a Ph.D. award years after it has been 
granted. Hence care must be taken while writing 
the thesis and including the reported literature. 
Special attention is to be given during the final 
checking of the thesis. The candidate should ask 
someone else to read the thesis who is not familiar 
with the current research problem, for readability 
and grammar check. Overall, the meticulous 
planning and execution of the research work 
may help in writing a good thesis. 
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Poster Presentation at Scientific 
Meetings 49 
K. Gokulakrishnan and B. N. Srikumar 

Abstract 

The poster presentation is an integral part of 
the scientific journey. It plays an important 
role in developing the research career of the 
researcher, especially novice researchers and 
budding scientists. The process of poster pre-
sentation begins with the abstract submission 
to the conference secretariat. Once the abstract 
is accepted for presentation, the preparation of 
the poster begins. Before making the poster, it 
is essential to draft, review and revise the 
content in IMRaD format without much 
emphasis on the discussion. Then design the 
poster using presentation or any other design-
ing software, review and revise the content in 
the layout before printing it. When designing 
the poster’s layout, organize illustrations and 
text using a grid plan, placing most significant 
findings at eye level and using muted back-
ground colours. It is better to keep the content 
less, with good illustrations to attract the 
viewers’ attention. Once the content and 
design are completed, it is important to edit 

carefully and review meticulously. Before the 
presentation at the conference, rehearse the 
presentation to improve the flow of thoughts. 
Utilize the opportunity to develop the science 
and network with peers. Poster presentations, 
when done well, can significantly contribute to 
scientific and career advancement. This article 
aims to provide a comprehensive approach to 
preparing a poster and making a successful 
presentation. 
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49.1 Introduction 

Poster presentation in scientific meetings is a way 
of effectively communicating the research 
findings in a nutshell, taking advantage of the 
poster as a visual aid. Notably, the poster presen-
tation offers a forum for close interaction. But it 
becomes difficult if the author must describe and 
explain the poster’s content to a succession of 
viewers. Therefore an effective poster is self-
contained and self-explanatory so that the viewers 
can proceed on their own while promoting dis-
cussion where required [1]. The poster 
presentations offer several advantages. The first 
and foremost advantage is that the format permits

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_49&domain=pdf
mailto:gokul@nimhans.ac.in
mailto:kumarasri@nimhans.ac.in
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research presentations that might still be in prog-
ress. It enables the presenter to confidently pres-
ent the research findings, interact with peers and 
experts in the field, and provide an opportunity 
for one-on-one interaction. This will help the 
presenter to come up with ideas to address the 
potential gaps and expand the research work. It 
also triggers networking, exchange of ideas and 
creates opportunities to collaborate with peers. 
Unlike oral presentations, the time spent on a 
poster is determined by the viewer rather than 
the author [1]. The advantages of the poster pre-
sentation are given in Box 49.1. While there is a 
notion that poster presentation is done only by the 
novice in the field, this may not be true, particu-
larly in larger society meetings and conferences, 
where even established scientists use posters to 
communicate. This article provides a comprehen-
sive approach to preparing a poster and making a 
successful presentation. 
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Box 49.1 Advantages of a poster 
presentation

• Work in progress can also be presented
• Builds confidence to present the research 

findings
• Promotes interaction with peers and experts in 

the field
• Provides an opportunity for a one-on-one 

interaction
• Ideas to address the potential gaps and expand 

the research work
• Triggers networking, exchange of ideas, and 

creates opportunities to collaborate with the peers 

49.2 Planning for a Poster 
Presentation 

49.2.1 Abstract Submission 

It is often not necessary to complete the proposed 
research and submit an abstract for poster presen-
tation at a conference or scientific meeting. There-
fore, a poster presentation can be made even with 
preliminary findings, which can give further 
directionality to the proposed work. Identifying 

a scientific meeting or conference that would be 
appropriate to present the work and capitalize the 
scope is essential. It is worthwhile investing time 
in preparing a good and relevant abstract so that it 
will be selected for presentation. Make the title of 
the poster interesting and concise so that it will 
grasp the attention of the attendees [2]. Carefully 
go through the guidelines given by the organizers 
for the submission of abstracts. Depending on the 
conference guidelines, the abstract may need to be 
structured. Irrespective of the structuring require-
ment, the abstract should contain the following: It 
should begin with the background or rationale of 
the work, followed by aims/objectives, methodol-
ogy in brief, results, and conclusion. Pay attention 
if there is a word limit for the abstract and restrict 
the abstract within the limit without compromising 
scientific content. Before submitting to the confer-
ence secretariat, obtaining the inputs and 
suggestions of the mentors and expert colleagues 
is often helpful. Then, submit the abstract 
according to the Conference guidelines. 

49.3 Preparing the Poster 

Before starting the preparation for the poster, it is 
critical to go through the guidelines given by the 
conference secretariat. This would include the 
dimension of the poster and the poster material. 
Sometimes, they might offer detailed guidelines 
for poster preparation and presentation. It is 
always better to start the poster preparation well 
ahead of allowing sufficient time for each of the 
following:

• Drafting content
• Reviewing draft content
• Revising content
• Designing the poster
• Reviewing and revising content in a layout
• Obtaining final approval
• Printing 

With the advent of technology, making a poster 
can be quite easy with presentation software 
programs such as Microsoft PowerPoint. Butz 
et al., have provided a detailed description of 
using PowerPoint to make a poster [3]. This will



also facilitate the ease of drafting and reviewing 
the content. The presentation software can easily 
convert the final content to a large poster size. The 
availability of large size printers and page-layout 
software permits the economical production of 
effective and attractive posters on a single sheet 
that can be easily carried to conferences in a 
poster tube or as a folded one [1]. Use line borders 
to separate areas. Avoid reflective, plastic-coated 
paper. Nowadays, a miniature poster, which can 
be handed out to the viewers, may be a good idea 
to attract collaborations. 

49 Poster Presentation at Scientific Meetings 787

49.3.1 The Layout of the Poster 

Consider organizing illustrations and text using a 
grid plan. Arrange materials in columns rather 
than rows–this format is more straightforward 
for viewers to read. Place the most significant 
findings at eye level immediately below the title 
bar; place supporting data and/or text in the lower 
panels. Use muted background colors—shades of 
gray are also effective [1]. 

49.3.2 Content of the Poster 

One of the most common mistakes is too much 
content on the poster, which makes it appear 
cluttered. Always remember that a poster is not 
a manuscript; hence content should be selected 
judiciously [2]. Begin with the essential elements 
that correspond to those of the abstract and 
include the following: 

Header with title, author(s), institution(s), indi-
cate the presenting author, and provide the 
presenting and corresponding author’s contact 
information. Similar to a research article, follow 
the IMRaD format (Introduction,Methods, Results 
and Discussion/Summary) [4]; however, a detailed 
discussion may not be required. Include 
acknowledgements and references as appropriate. 
An abstract is not required on the poster. There are 
also innovative ways of poster presentation, 
including the QR code to access the poster or 
additional details virtually [5, 6]. There can be no 
single way to design an effective poster. We 

present an example in Fig. 49.1, which is meant 
to serve as a general guide when preparing your 
poster. 

An effective poster distributes illustrations and 
text equally and should not be a page-by-page 
printout of a journal article or a slide presentation 
[1]. Minimize the text because the attendees may 
not have the time to read; instead, use figures or 
flow charts [2]. Box 49.2 provides the do’s and 
don’t’s of poster presentation. 

Box 49.2 Dos and Don’ts of a poster 
presentation 

Dos Don’ts

• Go through the 
guidelines

• Do not use too 
much text

• Determine the 
audience, focus of the 
event

• Do not clutter the 
poster with a lot of 
content

• Plan ahead, start 
with a skeleton and 
draft the content, use 
optimal range of font 
size

• Do not use small 
font size or small 
figures

• Arrange materials 
in columns

• Do not forget to 
remove the poster after 
the presentation

• Place significant 
findings at eye level
• Use captivating 

visual elements
• Use colours 

judiciously
• Revise 

meticulously
• Rehearse the 

presentation
• Paste the poster on 

time and be available 
during the poster 
session 

49.3.3 Attract the Attention 
of the Viewers 

The viewer’s attention span depends on the 
presentation and content [7]. Therefore, it is 
important to capture the attention of the 
viewers—which leads us to the popular 10–10



788 K. Gokulakrishnan and B. N. Srikumar

Fig. 49.1 Sample poster



rule—attendees spend only 10 s scanning posters 
as they stroll by from a distance of 10 ft. 
[2, 8]. Accordingly, use captivating visual 
elements (graphs, photographs, illustrations, and 
even cartoons) to attract attendees to your poster, 
and sparingly use tables. Each section and illus-
tration should have meaningful titles without 
needing text such as figure legends [1, 2]. Colours 
are effective, however, excess use will make the 
poster gaudy; it is better to use contrasting colours 
for backgrounds and foregrounds (use dark 
colours on white or pale backgrounds and light 
colours on dark backgrounds) [1]. Finally, deter-
mine the event’s audience and focus and prepare 
the poster accordingly.
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49.3.4 The Title 

The title is critical to attract attention of the 
attendees. For example, the title can be a decisive 
question, the scope of the study, or highlighting a 
new finding. While it is possible that some 
scientists may arrive at specific posters depending 
on their interests, others may see the title and 
decide to visit the poster on the spot. Therefore, 
the title should be catchy and lettered in a font 
(at least 1-in. high) that is visible from a distance, 
short and understandable to a broader 
audience [1]. 

49.3.5 Introduction 

It is good to keep the introduction pertinent, brief 
and presented as bullet points. State succinctly 
what is known in the literature, i.e., a brief back-
ground to the study, move on to the lacunae and 
the rationale, and end with the objectives. 

49.3.6 Materials and Methods 

Unlike a manuscript, the materials and methods 
section should be brief but sufficient enough to 
understand the flow of the work and techniques 
involved. It could also be presented as a flow 

chart. The use of photographs or a diagrammatic 
representation of the methodology which will be 
self-explanatory may also be an option. Alterna-
tively, the methodology and study design could 
be merged into the pertinent results. It is impor-
tant to include a statement on the Ethics Commit-
tee or other regulatory approvals for the study 
(if appropriate). 

49.3.7 Results 

Present figures or illustrations in a way that can be 
viewed from a distance and avoid too many 
figures, which would make the poster crowded. 
The main message from each of the figures can be 
presented on top of it with clear points. A detailed 
figure legend may not be necessary but instead, 
that space can be used to integrate text that would 
normally appear in the body (Results and Discus-
sion) of a manuscript. Concisely describe not only 
the content of the figure but also the derived 
conclusions [9, 10]. 

49.3.8 Summary/Conclusions 

Using bulleted points, succinctly describe the 
summary of the findings in this section. Avoid 
unnecessary speculations and detailed discussion. 
Provide directionality of the findings with future 
perspectives. 

49.3.9 Edit Ruthlessly and Review 
Meticulously 

First, ensure that the main message is clear and 
the content is self-explanatory. Avoid long 
sentences and use phrases or bulleted points in 
active voice and plain language, wherever possi-
ble. Avoid jargon, but some technical language 
may be appropriate to attract the aficionado. 
Invite colleagues to review the layout format 
and explain the main message. 

It is advisable to review the poster in a A4/let-
ter size sheet printout before printing the final
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full-size poster. The focus for crispness and com-
pleteness of text, includes logical line breaks, 
appropriate coloration, avoid pixelation and 
artifacts. Wait for a few days and then proofread 
again, and request someone unfamiliar with the 
poster to review it [2]. 
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49.4 Presentation of the Poster 
at the Conference 

Judge the competence level of the audience and 
customize the presentation. It is important to 
rehearse the presentation, which will improve 
the flow of thoughts and focus on the point of 
discussion. Be cognizant of the presentation 
guidelines (if any) that are provided by the 
organizers. The posters should either be fastened 
on the board or pinned to the board based on the 
guidelines provided by the Conference Secretariat 
and the presenter should be available near the 
poster at the given time and removed once the 
presentation is completed. 

49.5 Concluding Remarks 

A poster presentation is an opportunity to show-
case the research work even if it is still in prog-
ress. It provides a platform for effective 
interaction between the presenter and the experts 
in the field, thereby creating an opportunity to 
address the gaps and expand the research work. 
Often other participants share their own 
bench-level experiences with the presenter 
validating the findings, helping in 
troubleshooting difficult experiments, providing 
new ideas for future research projects and pro-
moting networking with contemporaries 
[10]. Poster presentations when listed on the cur-
riculum vitae serve as indicators of research expe-
rience and performance [8, 10]. Several scientific 
societies offer attractive incentives to promote 
young scientists in the form of ‘best poster 

awards’ or ‘travel awards’, which could 
strengthen the presenters’ curriculum vitae. 
Sometimes, this platform may be used by even 
journal editors to seek manuscripts or by acade-
mia and industry leaders to offer career 
opportunities. Therefore, the poster presentation 
is a very important part of the scientific journey 
and can be highly beneficial if put to good use. 
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Strategies for the Preparation 
and Delivery of Oral Presentation 50 
B. N. Srikumar and K. Gokulakrishnan 

Abstract 

Communicating the research findings 
represents the culmination of the scientific 
endeavour. An oral presentation is one of the 
several forms of science communication and 
needs to be tailor-made depending upon the 
audience and ambience. While this might 
appear to be a daunting task to a novice, it is 
a fact that for most scientists, an oral presenta-
tion is an art that develops with practice. This 
chapter intends to provide pointers for devel-
oping the content required for a scientific pre-
sentation and strategies for its successful 
delivery. Although several kinds of 
presentations may appear different, the basic 
requirements and the challenges are mostly 
common. In this chapter, we discuss the 
strategies to unify the requisites for different 
presentations, preparing the content in general 
and specifically for a scientific presentation at 
a conference, and tips to deliver a good talk. 
Similar to other forms of scientific communi-
cation, the rewards of a successful oral 

presentation are multi-fold. First and foremost, 
it serves to disseminate the research findings, 
foster discussion through scrutiny and conse-
quent hypothesis generation for further scien-
tific advancement. It also provides an 
opportunity to network and can facilitate 
career growth. Therefore, oral presentation 
represents an important aspect of scientific 
communication at multiple levels and is suc-
cessful when the preparation and delivery are 
well-planned and executed effectively. 
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50.1 Introduction 

Communicating science is fundamental to the 
research domain and happens at every stage of 
the research endeavour. This forms the basis for 
training research students through seminars, jour-
nal club presentations, and work progress 
presentations at the in-house level. An oral pre-
sentation involves the exchange of information 
with the audience. There are several forms of 
oral presentation—could be a one-way (didactic), 
or a two-way (Socratic or Dialectic) presentation 
[1]. The different contexts where presentations 
are required to be made include: student

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_50&domain=pdf
mailto:kumarasri@nimhans.ac.in
mailto:gokul@nimhans.ac.in
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presentations as part of the academic program: 
seminars, journal club reviews; presentations at 
conferences or scientific meetings; lecture 
presentations, defending presentations such as 
thesis defense, presentations to funding agencies 
or review committees; presentations as part of job 
interviews; and presentations for a general audi-
ence to engage the public. The presenter should 
find out the context and audience before prepar-
ing for the presentation. This chapter intends to 
cover the basic aspects of preparing the content 
and making a presentation. 
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50.2 Mine and Collate the Content 
for a Presentation 

It is important to have an idea about the purpose 
of the presentation, which will determine the 
nature and content. Before commencing the prep-
aration, it is good to mine the content through 
proper literature search and collate it, tailoring it 
for the purpose of the presentation and the 
intended audience. 

50.2.1 Unifying the Requisites 
of Different Presentations 

Although the several kinds of presentations 
may appear different, they possess the same 
requisites and challenges for successful delivery 
[2]. Start with a skeleton of the content, 
then collate the information required for the first 
draft of the content. It is good to review the 
content before getting an opinion from peers or 
mentors. Based on the feedback, revise the con-
tent. In addition, it is advisable to make a mock 
presentation, which might help in further revising 
the content based on the flow and then 
finalizing it. 

50.2.2 Preparing the Content 
(In General) 

It is important to know much more than what is 
there on the slides. Therefore, invest enough time 

to study in detail the relevant literature or material 
before starting to make the slides. Before 
embarking on the preparation, it is good to 
know beforehand the time allotted for the presen-
tation, the ambience and the audience. The con-
tent should reflect the time given for the 
presentation and should be appropriate to the 
context and audience. It has two components— 
content and style [1]. The content will be predom-
inantly in three sections—introductory slides, 
main content, and concluding remarks. The pre-
sentation should take the listener from the known 
to the unknown [3]. The take-home message 
should be very clear at the end of the presentation. 
The actual content and its arrangement to an 
extent depend on the purpose of the presentation. 
For example, if the presentation is meant to edu-
cate (and in situations, where these talks usually 
extend beyond 45–50 min), you could use con-
tent/activities on the slides that will shake the 
audience and bring back their attention. However, 
this approach may not be appropriate for a shorter 
talk to a more informed audience or when you are 
(or your science is) being assessed or examined. 
Remember that content on the slide is only meant 
to be a mnemonic and a good presenter always 
talks more than what is there on the slide. The 
data in the presentation should be concise and the 
presentation itself should be tailor-made to the 
audience [4]. Once a draft presentation is ready, 
it is good to practice the delivery of the presenta-
tion and shape it further depending on the flow, 
clarity, and time. The key points to prepare for an 
optimal presentation are summarized in Boxes 
50.1 and 50.2 provides the rule of thumb for the 
content. 

It is good to capture one idea per slide 
[2, 5]. Use meaningful images where appropriate, 
and avoid using too much text. It is always a good 
practice to give due credit to the source of the 
images and obtain copyright permission, where 
applicable. Images should be clear, 
non-pixelated, and legible even when viewed 
from a distance. The text can be presented as 
bullet points in readable font sizes and should 
never be paragraphs. Whole sentences should be 
avoided unless required in the context. Do not put 
content if you are not going to talk about it and be



thorough with the content that is on the slide. 
Give full reference on the slide wherever possible 
since, unlike published material, there will be no 
bibliography or reference list at the end of the 
document. Harvard format of referencing may 
be acceptable if the full reference cannot be 
given for the want of space. 
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Box 50.1 Key points to prepare 
the presentation

• Understand the ambience and audience 
beforehand
• The presentation should take the audience 
from the known to the unknown and should have 
a take-home message
• The presentation should address a question 
and explain its relevance
• Contain crucial information
• The content should be based on the purpose of 
the presentation—Is it to educate, inform or 
persuade?
• It should have concise data
• It should be tailor-made for the target audience
• Rehearse the presentation and time it— 
reshape the content of required
• Prepare to be able to present at any time and 
even without the supporting content
• Engage the audience 

Box 50.2 Rule of thumb for the content 

Know much more than the content on the slides
• One idea per slide
• Meaningful images where relevant and 
possible
• Animations where appropriate (Don’t overdo 
it)
• Placeholders or prompts for conversation 
points
• Should not be verbatim
• Should not contain whole sentences
• Legible font sizes
• Images should be clear and legible from a 
distance with good visibility 

50.2.3 Planning for a Presentation 
at a Conference: Abstract 
Submission 

The requirements of an abstract for an oral pre-
sentation are similar to poster presentations (see 
the previous chapter for more details). 

50.2.4 Preparing Content 
for a Conference Presentation 

Presentation at a conference is a professional way 
of sharing scientific information. It could be shar-
ing of an observation, detailed findings from a 
research project or introduction of a novel 
hypothesis. It could also be a comprehensive 
sharing of the current knowledge or state of the 
art and providing future directions. These 
presentations make conferences memorable for 
both presenters and the audience. The attention 
of the audience can be difficult to maintain, par-
ticularly with growing scientific data and 
technology-based distractions. Therefore a good 
conference presentation continuously engages the 
audience with a simple delivery style with a clear 
central message, supported by a seamless flow of 
ideas, and should be like a good story that they 
will remember. While a novice presenter might be 
tempted to dump the data in the presentation to 
avoid criticism, this might be counter-productive 
since a scientific presentation is ultimately a form 
of communication, with the audience expecting a 
central message that arises from a logical inter-
pretation of the data [6, 7]. A good presentation 
always promotes healthy discussions, exchange 
of scientific thoughts, fosters networking, and 
transforms the current thinking of both the pre-
senter and audience. Presentations can fall into 
several categories such as excellent, good, or 
modest, with the latter being the most common. 
This could be because the content and subject



itself were average, the delivery was not effective, 
or both. Hence, the young presenters should put 
their efforts to make their science clear and visi-
ble, which might facilitate their career growth and 
scientific network [2, 8]. For the conference 
presentations that contain data from original 
research, it is advised to follow the accepted 
abstracts and the IMRaD format: Introduction, 
Methods, Results and Discussion (Conclusions). 
Box 50.3 summarizes the content required 
for a conference presentation and Fig. 50.1 
illustrates an effective and ineffective slide in a 
presentation. 
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Fig. 50.1 Illustration of an effective (a) and an ineffective (b) slide (a fictional figure generated for an illustrative 
purpose) 

50.3 Delivering a Successful 
Presentation 

गीती शीघ  री शिरःकम  पी तथालिखितपाठकः।. 
अनर  थज  ञोऽल  पकण  ठश च षडेते पाठकाधमाः॥. 
Gītī śīghrī śiraḥkampī yathālikhitapāṭhakaḥ, 
anarthajño’lpakaṇṭhaśca ṣaḍete pāṭhakādhamāḥ. 

As described in the above Sanskrit quote—the 
presenter should focus on the intonation, pace, 
avoid unnecessary movements and reading from 
the slide, know (more than) what is there on the 
slide and talk with a well-modulated voice, which 
can be heard even if the microphone fails. In 
totality, the presenter should capture the 
audience’s attention and focus on key messages. 

Before the start of your session, acquaint your-
self with the podium and learn how to operate the 
audio-visuals (collar/podium/hand-held micro-
phone, computer, slide changer, laser pointer, or 
mouse). Get to the podium as soon as your turn 
comes or as soon as you are introduced by the 
moderator. You could briefly thank the organizers 
for the opportunity before commencing the talk. 

To capture and retain the attention of the audi-
ence, present slides at a rate of one slide per 
minute. Do not talk too much (that is much 
more than what is there on the slide) and at the 
same time do not hide behind the content on the 
slide (use the content to convey the key message 
and convince the audience). Avoid reading the 
entire content on the slides, instead talk around 
the content. Try to use the pointer only when 
necessary and do not constantly point at the text 
that is being read. 

To retain the audience’s attention, modulate 
the voice, always maintain eye contact with the 
audience and pause when needed, allowing time 
to settle your nerves [9, 10]. For a conference 
presentation, go with the flow that is described 
in Box 50.3. For an effective message delivery, 
identify a few people in different sections of the 
audience and speak as if you are personally 
talking to one of them at a time and alternate 
between them. Do not—bury your head into the 
podium, look at only the screen, monitor, or notes



[9–11]. You should have practiced your talk 
enough to remember it or you should be familiar 
with the flow and the content on the slides. Do not 
assume that ‘it will come to me’—so practice! 
practice!! practice!!! 
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Box 50.3 Content required for an oral presentation in a conference 

Slide Content Remarks 

Title slide The full title of the presentation 
Presenting author’s details (if there is more 
than one author) 
Affiliation 
Email address of the presenting author 

All authors can be listed if space 
permits, else they can be listed in the 
acknowledgements slide 

Conflict of interest 
OR disclaimer 

It is good to disclose the conflicts of interest 
(if any) or any disclaimer that no product or 
service is being endorsed or advertised 

Introduction Background of the study using bullet points 
Bring out the lacunae in the background and 
state the objectives of the study 

Methods Should be brief but sufficient enough to 
understand the flow of the work and techniques 
involved 
Use flowcharts, diagrams or other visual aids 
Avoid too much text 
Statement on ethical/regulatory compliance 

Methods pertaining to the Results can 
be presented together on the same slide 
if required 

Results The flow of results should mirror the objectives 
The title of the slide should reflect the findings 
presented on the slide 
Use graphs, pictures or photomicrographs of 
good resolution with large visible fonts 

Use tables sparsely, where required 

Discussion Detailed discussion is not required 
Study limitations if any may be included 

Summary 
(conclusions) 

State succinctly the findings from the study Future directions can be included 

Acknowledgments Include study funders, participants and people 
who are not listed as co-authors 

One of the important aspects of a scientific 
presentation is handling the discussion effec-
tively. While most of the audience will be nice 
to the presenter, but one should be prepared to 

handle a hostile audience as well. Listen care-
fully, and if the question or comment is not 
clear, ask again (maybe even to rephrase it). 
The presenter should maintain calm and compo-
sure, and answer the questions with the highest 
degree of scientific rigour and humbly accept 
any ignorance and criticism [12]. The snippets 
for an effective presentation are given 
in Box 50.4.
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Box 50.4 Snippets for an effective 
presentation

• Capture audience attention
• Stay focused on the key messages
• Familiarize yourself with the podium and the 
audiovisuals
• Warm up the audience and focus on your 
opening
• Confident delivery
• Creative and clever
• Think on your feet
• Do not read from the slides
• Be prepared for a confident discussion
• Have a backup plan: keep the presentation in a 
pen drive or on the cloud 

50.4 Concluding Remarks 

Although making an oral presentation may appear 
to be an intimidating task, there is no other way to 
advance science and be recognized in the field 
than to persevere and succeed from ideation to 
presentation. An oral presentation is an art that is 
learned with time. ‘Practice makes a man 
perfect’—therefore it is important to practice the 
preparation of the content and delivery of the 
presentation to be an effective presenter. The 
presenter should make the groundwork before 
embarking on the content preparation, which 
itself should be customized to the context, audi-
ence, and purpose of the presentation. The con-
tent delivery should engage the audience and 
convey the key messages. While the presentation 
in itself is rewarding, several scientific societies 
offer attractive awards to encourage young and 
aspiring researchers. Training to successfully 
deliver a scientific talk goes a long way in devel-
oping the network and career growth of the 
presenter. 
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Abstract 

The National Institutes of Health (NIH), a part 
of the Department of Health and Human 
Services of the United States is one of the 
largest public funders of grants appropriated 
by the United States Congress for every fiscal 
year. The mission of NIH is to support science 
in pursuit of knowledge about the biology and 
behavior of living systems and to apply that 
knowledge to extend healthy life and diminish 
illness and disability. NIH grants are awarded 
to non-profit and for-profit organizations, 
universities, hospitals, research foundations, 
governments, and their agencies, and occa-
sionally to individuals both within and outside 
the United States, to support scientists at every 
stage of their careers. Before writing a grant 
application, several resources available to 
investigators include Program Officials in 
each institute and center (ICs) as guides, the 
principal liaison between investigators/ 
scientists seeking funding, and the NIH. 

Funding decisions are dependent on several 
factors including the peer review evaluation 
for the scientific and technical merit of the 
project proposed. This chapter is an introduc-
tion to the fundamentals of the NIH grant 
process. 
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51.1 Introduction 

National Institutes of Health (NIH) a part of the 
United States Department of Health and Human 
Services (DHHS), the United States (US) medical 
agency is the largest public funder in the world, 
investing more than $41 billion a year to enhance 
life, and reduce illness and disability. The mission 
of the NIH is to support science in pursuit of 
knowledge about the biology and behavior of 
living systems and to apply that knowledge to 
extend healthy life and reduce illness and disabil-
ity. The NIH is made up of 27 institutes and 
centers (ICs) of which 24 of them have the 
authority to fund. Each IC has its own specific 
research agenda, often focusing on particular 
diseases or body systems. A grant is used when-
ever the NIH IC anticipates no/ substantial pro-
grammatic involvement with the recipient during

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_51&domain=pdf
mailto:hiitssks@gmail.com
mailto:hiitssks@gmail.com
https://doi.org/10.1007/978-981-99-1284-1_51#DOI


the performance of the financially assisted activ-
ity. Most governmental funding agencies in the 
United States are mission driven. Hence, if 
funding is sought from a specific agency, it is 
important to ensure that research is within the 
mission of the agency. 
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The budget is appropriated by the United 
States Congress for every fiscal year. Budget 
appropriation for NIH occurs in phases. In the 
formulation phase, NIH examines scientific and 
budget priorities to develop a budget within NIH 
and DHHS guidelines. In the presentation phase, 
NIH representatives including the Director of the 
NIH and some of the IC Directors defend the 
budget at the congressional hearings; and then 
the US Congress appropriates the funds for the 
NIH. In the execution phase, after the grant 
applications undergo two levels of review, initial 
peer review followed by the second level of 
Council review, funds are obligated. The majority 
of competing awards are selected by paylines. A 
payline is a percentile or impact score up to which 
applications will likely be funded with minimal 
review by the IC. Typically, grant funding is 
based on several factors including peer review, 
filling gaps in the IC research portfolio, novel or 
promising scientific approach, and commitment 
to New/Early-Stage Investigators. 

Types of funding supported by the NIH 
include- (a) Grants: Federal financial assistance 
including money, property, or both to an eligible 
entity to perform approved scientific activities 
with little or no government involvement; 
(b) Cooperative Agreement: A support mecha-
nism where the NCI and extramural scientists/ 
clinicians work together during the performance 
of the research; (c) Research and Development 
Contracts: Used to obtain or procure cancer 
research services and other resources needed by 
the federal government; and (d) Other 
Transactions: Unique type of legal instrument 
(s) other than contracts, grants or cooperative 
agreements that generally are not subject to Fed-
eral laws and regulations that apply specifically to 

procurement contracts or grants. Grants do not 
have substantial program involvement during 
the performance of the financially assisted 
activities and Cooperative Agreements, a grant 
mechanism (in the U Series, see Types of Com-
peting Grants), used when there will be substan-
tial NIH scientific or programmatic involvement. 
Substantial involvement means that, after the 
award, IC scientific or program staff will assist, 
guide, coordinate, or participate in project 
activities. 

NIH grants are awarded to non-profit and 
for-profit organizations, universities, hospitals, 
research foundations, governments, and their 
agencies, and occasionally to individuals. Foreign 
institutions and international organizations are 
eligible to receive mainly research project grants. 
Other programs, such as the Small Business 
Innovation Research (SBIR) Grants, Small Busi-
ness Technology Transfer (STTR) Grants, and 
minority program grants are established for cer-
tain categories of applicants. Foreign institutions 
are not eligible to apply for some NIH training 
grants, center grants, small business grants, or 
construction grants. 

NIH offers funding programs to support 
scientists at every stage of their careers starting 
from graduate school to senior scientists. 
Research Project Grants (example: R01, R21, 
R03) are the “bread and butter” of the research 
community. The Small Business Innovation 
Research (SBIR)-R41/42 and Small Business 
Technology Transfer (STTR)-R43/44 programs 
are highly competitive programs that encourage 
domestic small businesses to engage in Federal 
Research/Research and Development (R/R&D) 
with the potential for commercialization. 
Research congressionally mandated set aside 
funding. Program Project (P01)/Center Grants 
(P20, P30, P50 Series) supports a broadly based, 
multidisciplinary, often long-term research pro-
gram which has a specific major objective or a 
basic theme. The purpose of this chapter is to



introduce an investigator seeking grant support to 
the resources and process of the NIH grants.1 
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51.2 Funding Opportunity 
Announcement 

All grant applications to be submitted have to be 
in response to a published Funding Opportunity 
Announcement (FOA) which can be a program 
announcement (PA), program announcement 
with special receipt or review (PAR), and request 
for application (RFA). All FOAs have the same 
format taken directly from regulation—2 CFR 
Part 200 spells out the information that must be 
included in a FOA. Before writing a grant appli-
cation, it is imperative that the proposed research 
is responsive to a FOA published by that agency. 
Each type of grant program has its own set of 
eligibility requirements. Before submitting an 
application any new related notice within the 
FOA has to be verified by the investigator 
(s) submitting a grant application so that any 
changes in the FOA are followed. The informa-
tion in the notice augments/supersedes the infor-
mation in the FOA. In the case of NIH, there are 
several FOAs published throughout the year. A 
PA is a generic announcement in which most of 
the ICs participate, is usually open for three years, 

and does not have a specific research topic— 
meaning it is ‘investigator-initiated’. These may 
be submitted throughout the year. In NIH, the 
most common FOAs for the investigator-initiated 
research is the research project grants (RPG) that 
include: (a) Research project Grant (R01), 
(b) NIH Exploratory/Developmental Research 
Grant (R21), and (c) NIH Small Research Grant 
Program (R03). 

1 List of Abbreviations: 

AOR Authorized organization representative 
CSR Center for Scientific Review 
CFR Code of Federal Regulation 
DRR Division of Receipt and Referral 
eRA Electronic Research Administration 
FOA Funding Opportunity Announcement 
IC Institutes and Center 
NIH National Institutes of Health 
SAM System for Award Management 
SBIR Small Business Innovation Research 
SO Signing official 
STTR Small Business Technology Transfer 
UEI Unique entity identifier 

Every NIH FOA contains the following 
sections: 

Part 1. Overview Information 
Part 2. Full Text of Announcement 
Section I. Funding Opportunity Description 
Section II. Award Information 
Section III. Eligibility Information 
Section IV. Application and Submission 

Information 
Section V. Application Review Information 
Section VI. Award Administration Information 
Section VII. Agency Contacts 
Section VIII. Other Information 

The FOA informs an applicant of the facts about 
the preparation and submission of a grant appli-
cation in terms of (a) the purpose and description, 
(b) application due date (s), scientific review due 
date, Council date, expiration date of the FOA, 
(c) how to submit the application electronically, 
(d) budget information, (e) project period, 
(f) eligibility of applicants, (g) required 
registrations to submit an application, (h) page 
limits, (i) application submission information 
(j) review criteria, and (f) award administration 
information. This is the best possible guide for 
preparing grant applications and should be read 
carefully and followed precisely. 

The authorized organization representative 
(AOR)/signing official (SO) holds the authority 
to legally bind the institution and assume respon-
sibility for adhering to all federal grant adminis-
tration requirements. They maintain all the 
institutional profile data. Grant applications are 
funded in a competitive system based on scien-
tific merit. To apply for a grant, both the investi-
gator and the institution or small business must be 
registered in advance with multiple entities listed 
below.



Organization 
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1. Unique Entity Identifier (UEI) formerly 
DUNS—Data Universal Numbering System; 
must be completed for SAM registration 
(next step) 

2. SAM—System for Award Management; 
consolidates federal procurement systems and 
the Catalog of Federal Domestic Assistance 
(CFDA); must be completed before Grants. 
gov registration—must be renewed annually 

3. Grants.gov—must register to submit 
applications—can work on Grants.gov and 
Commons registrations at the same time 

4. eRA (electronic Research Administration) 
Commons—must register in eRA to apply 
for grants at any NIH IC (also several other 
HHS agencies) 

51.2.1 Application Submission 
Systems

http://grants.gov
http://grants.gov
http://grants.gov
http://grants.gov


AOR at Grants.gov—called Signing Of cial

Description
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(SO) in eRA; must enter AOR Grants.gov 
credentials in ASSIST to submit. 

ASSIST—Application Submission System & 
Interface for Submission Tracking; custom 
NIH developed system. Pre-submission vali-
dation, pre-population of eRA Commons 
profiles, and the pre-submission preview of 
the application in NIH format. 

System to System—there are commercial service 
providers (some at grantee institutions) that 
offer application prep and submission services. 
Many of the same advantages to ASSIST but 
are also integrated with the institution’s inter-
nal systems. 

Downloadable forms—very manual process; only 
get ‘generic’ Grants.gov validations but do not 
include most NIH validations, no preview 
phase. 

51.3 Grant Process 

A research project grant application should be 
submitted when an investigator is capable of run-
ning an independent research project, as an inde-
pendent, tenured/non-tenured investigator who 
has lab space with access to appropriate 
equipment. 

51.3.1 Types of Grants 

Grants are available for various types of research 
including person based (e. g.: fellowships, career 
development, training, etc.) and project based. 
The following list represents frequently used 
project-based research grant programs by most 
of the ICs at the NIH. 

Activity 
code 

R01 NIH Research Project Grant Program 
(R01)

• Used to support a discrete, specified, 
circumscribed research project

• Generally awarded for 3–5 years
• Advance permission is required for 

$500 K or more (direct costs) in any year 

Activity 
code Description

• No specific dollar limit unless 
specified in FOA

• Renewable 
R03 NIH Small Grant Program (R03)

• Provides limited funding for a short 
period of time to support a variety of types 
of projects, including pilot or feasibility 
studies, collection of preliminary data, 
secondary analysis of existing data, small, 
self-contained research projects, 
development of new research technology, 
etc.

• Limited to two years of funding
• Direct costs generally up to $50,000 

per year
• Not renewable 

R21 NIH Exploratory/Developmental 
Research Grant Award (R21)

• Encourages new, exploratory and 
developmental research projects by 
providing support for the early stages of 
project development. Sometimes used for 
pilot and feasibility studies

• The combined budget for direct costs 
for the two-year project period usually may 
not exceed $275,000

• No preliminary data is generally 
required

• Not renewable 
K99/R00 NIH Pathway to Independence 

(PI) Award (K99/R00)
• Provides up to five years of support 

consisting of two phasesProvides 1–2 years 
of mentored support for highly promising, 
postdoctoral research scientists

• Up to 3 years of independent support 
contingent on securing an independent 
research position

• Award recipients will be expected to 
compete successfully for independent R01 
support from the NIH during the career 
transition award period

• Eligible Principal Investigators 
include outstanding postdoctoral 
candidates who have terminal clinical or 
research doctorates who have no more than 
4 years of postdoctoral research training

• PI does not have to be a U.S. citizen
• Foreign institutions are not eligible to 

apply 

A project period is a total time for which 
support of a project has been programmatically 
approved. The project period usually consists of a 
series of individual budget periods for one year 
each (i.e., 4/1/2021–3/31/2026). The budget

http://grants.gov
http://grants.gov
http://grants.gov
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period is the funded increment of time the grant 
recipient is authorized to spend the funds awarded 
(i.e., 4/1/2021–3/31/2022). The recipient is 
required to submit an annual progress report at 
the end of each budget year to request funding for 
a subsequent budget year within the competitive 
segment. Once awarded, the continuation of each 
successive budget period is subject to satisfactory 
performance, availability of funds, and program 
priorities. 
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The NIH also supports Training—(T series) 
providing institutional research training 
opportunities to trainees at the undergraduate, 
graduate, and postdoctoral levels; Fellowships— 
(F series) provide individual training 
opportunities to supported fellows at the under-
graduate, graduate, postdoctoral and senior career 
levels; Career Development Awards (K series)— 
provides individual and institutional career devel-
opment opportunities to supported candidates at 
the postdoctoral, early career, and mid-career 
levels, and Research Education (R00, R25)— 
provides research education opportunities includ-
ing courses, research experiences, mentoring, cur-
riculum development and outreach. 

51.3.2 Preparation of Grant 
Application 

Before writing a grant application, several 
resources available to investigators include Pro-
gram Officials in each ICs as guides, the principal 
liaison between investigators/scientists seeking 
funding and the NIH. The most important aspect 
to grant writing is a clear idea of what, why, how, 
who, and where? Good grant applications should 
be based on a good concept. Consider why the 
proposed project is important and if successful, 
what will the project accomplish. How novel is 
the technology, techniques, or approaches to be 
used (also see chepter “The Roadmap to 
Research: Fundamentals of a Multifaceted 
Research Process”)? Deliberate the expertise and 
experience of the personnel needed to complete 
the goals of the project and adequacy of where the 
project will be conducted. Sample grant 

applications are available at https://www.niaid. 
nih.gov/grants-contracts/sample-applications. 

Once an application is received by the NIH, it 
is assigned a Grant Number that will be its identi-
fier throughout the life of the grant. 

R01/R21/ 
R03 

A1, 
S1 

Type Mech IC Serial # Support 
Year 

Suffix 

Suffix does not always occur in a grant num-
ber. The A1 suffix indicates resubmitted applica-
tion (as an amended application) and the S suffix 
indicates a supplement to an existing grant. 

51.4 Referral of Grant Applications 

All grant applications submitted to the NIH first 
go to the Division of Receipt and Referral (DRR) 
within the Center for Scientific Review (CSR). 
Applications compliant with NIH policies are 
assigned to an NIH Institute or Center and a 
scientific review group for evaluation of scientific 
and technical merit. After receiving the applica-
tion, (1) The DRR checks the application for 
completeness, (2) Determines the area of research 
and decides which specific NIH Institute or Cen-
ter to assign it to for possible funding, (3) Assigns 
an application identification number (4) Assigns 
application to a specific study section, also known 
as a Scientific Review Group (SRG) or to an IC 
for review. 

Transfer of an application from one IC to 
another based on the mission of an IC is possible. 
Referral for peer review occurs within ICs. 

51.5 Peer Review of Grant 
Applications 

Grant applications undergo rigorous two-stage 
review. The first stage of the review is carried 
out primarily by non-federal government 
scientists while the second stage is performed by 
Advisory Councils or Boards. Grant applications 
are either reviewed by a chartered committee or a 
Special Emphasis Panel.

https://www.niaid.nih.gov/grants-contracts/sample-applications
https://www.niaid.nih.gov/grants-contracts/sample-applications
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The core values of peer review drive the NIH 
to seek the highest level of ethical standards, and 
form the foundation for the laws, regulations, and 
policies that govern the NIH peer review process. 
The NIH dual peer review system is mandated by 
statute in accordance with section 492 of the 
Public Health Service Act and federal regulations 
[1] governing “Scientific Peer Review of 
Research Grant Applications and Research and 
Development Contract Projects.” NIH policy is 
intended to promote a process whereby grant 
applications submitted to the NIH are evaluated 
based on a process that strives to be fair, equita-
ble, timely, and free of bias. 

The first level of review is carried out by a 
Scientific Review Group (SRG; also referred to as 
study sections) composed primarily of 
non-federal scientists who have expertise in rele-
vant scientific disciplines and current research 
areas. The second level of review is performed 
by IC National Advisory Councils or Boards. 
Councils are composed of both scientific and 
public representatives chosen for their expertise, 
interest, or activity in matters related to health and 
disease. Only applications that are recommended 
for approval by both the SRG and the Advisory 
Council may be considered for funding. Final 
funding decisions are made by the IC Directors. 

Applicants can use eRA Commons to 
(1) Retrieve assignment information, (2) Find 
contact information for the assigned program 
and scientific review officers, (3) Find review 
meeting and council meeting dates, (4) Withdraw 
submitted applications from consideration, see 
Withdraw Your Application. 

Initial peer review meetings are administered 
by either the Center for Scientific Review (CSR) 
[2] or one of the NIH ICs [3]-as specified in the 
funding opportunity announcement. A list of CSR 
study sections [4], their membership rosters, and 
the topics reviewed by these study sections can be 
found on the CSR website. Applicants may use 
the CSR Assisted Referral Tool (ART) CSR 
Assisted Referral Tool (ART) [5] to identify 
CSR study sections that might be appropriate for 
the review of your application. The CSR 
coordinates the reviews for most R01s, 
fellowships, and small business applications, as 

well as some PAs, PARs, & RFA’s. Institutes and 
Centers coordinate the review of applications that 
have Institute-specific features such as program 
project grants, training grants, career develop-
ment awards, and responses to RFAs. 

Each FOA specifies all of the review criteria 
and considerations that will be used in the evalu-
ation of applications submitted for that FOA. The 
RFAs and certain PARs may include additional 
review criteria and considerations. Other types of 
funding opportunities (e.g., for construction or 
fellowship applications) may use different review 
criteria and considerations (See the Review 
Criteria at a Glance [6]). Unless the FOA specifies 
otherwise, standard NIH review procedures will 
be followed, including the NIH scoring system 
described in NOT-OD-09-024 [7]. 

All peer review meetings are announced as a 
notice in the Federal Register [8]. The meetings 
are closed to the public, although some meetings 
may have an open session; the Federal Register 
provides the details of each meeting. 

51.5.1 Peer Review Roles and Meeting 
Overview 

Each SRG is led by a Scientific Review Officer 
(SRO). The SRO is an NIH extramural staff sci-
entist (usually with an advanced degree such as a 
Ph.D. or MD) and the designated federal official 
responsible for ensuring that each application 
receives an objective and fair initial peer review 
and that all applicable laws, regulations, and 
policies are followed. The SROs analyze the con-
tent of each application and check for complete-
ness. They document and manage conflicts of 
interest; recruit qualified reviewers based on sci-
entific and technical qualifications and other 
considerations, including authority in their scien-
tific field, dedication to high quality, fair, and 
objective reviews, ability to work collegially in 
a group setting, experience in research grant 
review, a balanced representation based on gen-
der, and geographical location within the USA, 
assign applications to reviewers for critique prep-
aration and assignment of individual criterion 
scores. The SROs also attend and oversee



administrative and regulatory aspects of peer 
review meetings and prepare summary statements 
for all applications reviewed. 
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A Scientific Review Group (SRG) is made up 
of a chair, reviewers, and other NIH staff. The 
Chair serves as moderator of the discussion of the 
scientific and technical merit of the applications 
under review and also serves as a peer reviewer 
for the meeting. 

Reviewers including the chair declare 
(1) Conflicts of Interest (Managing Conflict of 
Interest in NIH Peer Review of Grants and 
Contracts [9]) with specific applications follow-
ing NIH guidance. Reviewers (2) receive access 
to the grant applications approximately six weeks 
prior to the peer review meeting. (3) Ensure they 
maintain the confidentiality of peer review infor-
mation (See Integrity and Confidentiality in NIH 
Peer Review [10]). (4) Prepare a written critique 
(as directed by the Scientific Review Officer) for 
each application assigned, based on review 
criteria and judgment of merit. (5) Assign a 
numerical score to each scored review criterion 
(see Review Criteria at a Glance [6]). (6) Make 
recommendations concerning the scientific and 
technical merit of applications under review, in 
the form of final written comments and numerical 
scores. (7) Make recommendations concerning 
protections for human subjects; inclusion of 
women, minorities, and children in clinical 
research; the welfare of vertebrate animals; and 
other areas as applicable for the application (see 
guidance for reviewers on Human Subjects Pro-
tection [11] and Inclusion [12], Human Embry-
onic Stem Cells [13], and Vertebrate Animals 
[14]. (8) Make recommendations concerning the 
appropriateness of budget requests (see Budget 
Information for Reviewers [15]). 

Other NIH Staff is federal officials who have 
need-to-know or pertinent related responsibilities 
and are permitted to attend closed review 
meetings. NIH /Center staff or other federal staff 
members wishing to attend an SRG meeting must 
have advance approval from the responsible 
SRO. These individuals may provide program-
matic or grants management input at the SRO’s 
discretion. 

Applicants must maintain the integrity of the 
peer review process by not contacting reviewers 
to influence the outcome of the review; not send-
ing information directly to a reviewer, and not 
accessing information related to the review. 
There are consequences to any of these actions 
(See Integrity and Confidentiality in NIH Peer 
Review [10]). 

Applications submitted in support of the NIH 
mission are evaluated for scientific and technical 
merit through the NIH peer review system based 
on the review criteria described in the FOA. 

Overall Impact: Reviewers will provide an 
overall impact score to reflect their assessment 
of the likelihood for the project to exert a 
sustained, powerful influence on the research 
field(s) involved, in consideration of the follow-
ing review criteria, and additional review criteria 
(as applicable for the project proposed). 

Scored Review Criteria: (1) Significance 
(2) Investigator(s) (3) Innovation (4) Approach, 
and (5) Environment. 

Additional Review Criteria: As applicable 
for the project proposed, reviewers will evaluate 
the following additional items while determining 
scientific and technical merit and providing an 
overall impact score but will not give separate 
scores for these items.

• Study Timeline (specific to applications 
involving clinical trials)

• Protections for Human Subjects
• Inclusion of Women, Minorities, and Children
• Vertebrate Animals
• Biohazards
• Resubmission
• Renewal
• Revision 

Additional Review Considerations: As applica-
ble to the project proposed, reviewers will con-
sider each of the following items, but will not give 
scores for these items and should not consider 
them in providing an overall impact score.

• Applications from Foreign Organizations
• Select Agent
• Resource Sharing Plans
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• Authentication of Key Biological and/or 
Chemical Resources

• Budget and Period Support 

Scoring: The NIH utilizes a 9-point rating 
scale (1 = exceptional; 9 = poor) for all 
applications; the same scale is used for overall 
impact scores and criterion scores (Scoring Guid-
ance [16]). 

Before the SRG meeting, each reviewer 
assigned to an application gives a separate score 
for each of (at least) five review criteria (i.e., 
Significance, Investigator(s), Innovation, 
Approach, and Environment for research grants 
and cooperative agreements; see Review Criteria 
at a Glance [6]). For all applications, the individ-
ual scores of the assigned reviewers and discus-
sant(s) for these criteria are reported to the 
applicant. 

In addition, each reviewer assigned to an 
application gives a preliminary overall impact 
score for that application. In many review 
meetings, the preliminary scores are used to deter-
mine which applications will be discussed in full 
at the meeting. For each application that is 
discussed at the meeting, a final impact score is 
given by each eligible committee member (with-
out conflicts of interest) including the assigned 
reviewers. Each member’s score reflects his/her 
evaluation of the overall impact that the project is 
likely to have on the research field(s) involved. 

The final overall impact score for each 
discussed application is determined by calculat-
ing the mean score from all the eligible members’ 
final impact scores and multiplying the average 
by 10; the final overall impact score is reported on 
the summary statement. Thus, the final overall 
impact scores range from 10 (high impact) to 
90 (low impact). Numerical impact scores are 
not reported for applications that are not 
discussed (ND), which may be reported as ++ 
on the face page of the summary statement and 
typically rank in the bottom half of the 
applications. 

Applicants just receiving their scores, or sum-
mary statements should consult the Next Steps 
[17] page for detailed guidance. Applicants 

seeking advice beyond that available online may 
want to contact the NIH Program Official listed at 
the top of the summary statement. 

An application may be designated Not 
Recommended for Further Consideration 
(NRFC) by the SRG if it lacks significant and 
substantial merit; presents serious ethical 
problems in the protection of human subjects 
from research risks; or presents serious ethical 
problems in the use of vertebrate animals, 
biohazards, and/or select agents. Applications 
designated as NRFC do not proceed to the second 
level of peer review (National Advisory Council/ 
Board) because they cannot be funded. 

Summary Statement: Applications that are 
not discussed at the meeting will be given the 
designation “ND” (which may be reported as ++ 
on the face page of the summary statement) as an 
overall impact score, but the applicant, as well as 
NIH staff, will see the written comments and 
scores from the assigned reviewers and 
discussants for each of the scored review criteria 
as feedback on their summary statement. 

51.5.1.1 Understanding the Percentile
• A percentile is the approximate percentage of 

applications that received a better overall 
impact score from the study section during 
the past year (see blog on Paylines, Percentiles 
and Success Rates [18]).

• For applications reviewed in ad hoc study 
sections, a different base may be used to cal-
culate percentiles.

• All percentiles are reported as whole numbers.
• Only a subset of all applications receives 

percentiles. The types of applications that are 
percentiled vary across different NIH Institutes 
and Centers.

• The summary statement will identify the base 
that was used to determine the percentile. 

51.5.1.2 Appeals 
NIH established a peer review appeal system (see 
NOT-OD-11-064 [19]) to provide investigators 
and applicant organizations the opportunity to 
seek reconsideration of the initial review results 
if, after consideration of the summary statement,



they believe the review process was flawed for 
reasons of either bias of a reviewer, conflict of 
interest, absence of appropriate expertise, or fac-
tual errors by one or more reviewers that could 
have substantially altered the review outcome. 
This policy does not apply to appeals of the 
technical evaluation of R&D contract projects 
through the NIH peer review process, appeals of 
NIH funding decisions, or appeals of decisions 
concerning extensions of the MERIT award. 
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51.5.2 Second Level of Review: 
Advisory Council or Board 

The Advisory Council/Board of the potential 
awarding Institute/Center performs the second 
level of review. Advisory Councils/Boards are 
composed of scientists from the extramural 
research community and public representatives 
(NIH Federal Advisory Committee Information 
[20]). Members are chosen by the respective IC 
and are approved by the Department of Health 
and Human Services. For certain committees, 
members are appointed by the President of the 
United States. 

51.6 Post-Review 

51.6.1 Not Funded-What Are the Next 
Steps? 

The NIH receives thousands of applications for 
each application receipt round and competition 
for funding can be fierce. If the original applica-
tion is not funded, applicants may resubmit the 
application, making changes that address 
reviewer concerns, or they may submit a new 
application. Once an applicant receives a sum-
mary statement, they are directed to information 
on Next Steps [17], and they may contact the NIH 
program official assigned to their application for 
guidance. 

Fundable Score-What are the next steps? 
Some of the ICs publish paylines [21] as part 

of their funding strategies [22] to guide applicants 

on their likelihood of receiving funding. Applica-
tion scores can only be compared against the 
payline for the fiscal year when the application 
will be considered for funding, which is not nec-
essarily the year when it was submitted. There 
may be a delay of several months to determine 
paylines at the beginning of fiscal years. If the 
application is assigned to an IC that does not 
announce a payline, the program official listed at 
the top of the summary statement may be able to 
guide the likelihood of funding. After the Advi-
sory Council meeting, if an application results in 
an award, the applicant will be working closely 
with the program officer of the funding Institute 
or Center on scientific and programmatic matters 
and a Grants Management Officer on budgetary 
or administrative issues. The Grants Management 
Specialist will contact the applicant to collect the 
information needed to prepare the award. 

51.7 Grant Recommendation 
Process

• NIH program staff members examine 
applications and consider the overall impact 
scores given during the peer review process, 
percentile rankings (if applicable), and the 
summary statements in light of the Institute/ 
Center’s priorities.

• Program staff provides a grant-funding plan to 
the Advisory Board/Council. Council 
members have access to applications and sum-
mary statements pending funding for that IC in 
that council round.

• Board/Council members conduct a Special 
Council Review of grant applications from 
investigators who currently receive $1 million 
or more in direct costs of NIH funding to 
support Research Project Grants (https:// 
grants.nih.gov/grants/guide/notice-files/NOT-
OD-22-049.html [23]). This additional review 
is to determine if additional funds should be 
provided to already well-supported 
investigators and do not represent a cap on 
NIH funding.

• The Advisory Board/Council also considers 
the Institute/Center’s goals and needs and

https://grants.nih.gov/grants/guide/notice-files/NOT-OD-22-049.html
https://grants.nih.gov/grants/guide/notice-files/NOT-OD-22-049.html
https://grants.nih.gov/grants/guide/notice-files/NOT-OD-22-049.html
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advises the Institute/Center director 
concerning funding decisions.

• The Institute/Center director makes final 
funding decisions based on staff and Advisory 
Council/Board advice. 

How to Volunteer to Be a Reviewer: For those 
interested in volunteering on NIH review panels, 
please see: Becoming a Peer Reviewer 
[24]. https://grants.nih.gov/grants/peer/becom 
ing_peer_reviewer.htm. For more details about 
Peer Review, visit Peer Review Policies & 
Practices—https://grants.nih.gov/policy/peer/ 
index.htm. [25]. 

51.8 Concluding Remarks 

The chapter describes the structure of NIH and 
how to approach grant funding. The NIH grant 
process is dependent on the integrity of both 
applicants and peer reviewers. Maintaining the 
security and confidentiality of the process is 
essential for safeguarding the exchange of scien-
tific opinions and evaluations without fear of 
reprisal; protecting trade secrets or another pro-
prietary, sensitive and/or confidential information 
described in the grant applications; providing reli-
able input to the agency about research projects to 
support; and safeguarding the NIH research enter-
prise against the misappropriation of research and 
development to the detriment of national or eco-
nomic security. In addition, maintaining integrity 
in the peer review process is important for 
maintaining public trust in science. 

Conflict of Interest None. 
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Rigor and Specifics in Writing Research 
Proposals 52 
Cynthia E. Carr 

Abstract 

Writing grant proposals requires careful atten-
tion to the audience, which is usually comprised 
of reviewers. Grant reviewers are different from 
the usual academic journal reader on at least 
two dimensions: (1) they can award funding on 
the basis of their reading; and (2) they may 
come from a variety of different backgrounds 
and different levels of expertise in your field. 
The writing of the research proposal therefore 
should take this into account through the selec-
tion of detail, language used, and appropriate 
rhetoric. In this chapter, I will examine the use 
of logic, detail, and linguistic relevance to con-
vert team background, knowledge and intention 
into a winning proposal tailored to the expected 
level of understanding of the reviewer. 

Keywords 

Grant writing · Audience · Rhetoric · Writing 
strategies · Word choice · Reviewers 

52.1 Introduction 

A key aspect of creating an excellent grant pro-
posal is the proper tailoring of the message to your 
audience. An elegant, thoughtful, engaging set of 

arguments for a project may appear simple; how-
ever, the production of such text is anything but 
easy. Simplicity and engagement in the text are the 
results of a fairly complex and involved process of 
study, analysis and skilled writing often resulting in 
numerous versions (even numerous submissions) 
before the final, perfect proposal emerges. 

C. E. Carr (✉) 
Research Support Services, School of Medicine, The 
University of California, Irvine, CA, USA 
e-mail: cecarr@hs.uci.edu 

1 The heart of this paraphrase is often attributed to 
Einstein, however this it may need to be updated in the 
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What is presented of rigor, or the precision of 
the method, and specifics, meaning how much 
detail is to be provided, is a function of how 
well the material is expressed by the Principal 
Investigator (PI) or the research team combined 
with the expected level of understanding of the 
audience perhaps modified by how much the 
audience cares about the topic. More and denser 
information may be provided to an audience that 
understands the jargon or cares enough to try to 
understand, and this too can be influenced by a 
skilled writer. The confluence of expression, 
audience knowledge and audience concern can 
bring one to the sweet spot of the argument, 
where the reviewer understands the project and 
its importance and remembers the project despite 
reading several others much like it. 

One might paraphrase what has become some-
thing of a saying about scientific explanations and 
note that to accomplish these three elements, one 
needs to understand the project well enough to 
explain it to Granny.1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_52&domain=pdf
mailto:cecarr@hs.uci.edu
https://doi.org/10.1007/978-981-99-1284-1_52#DOI
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It is worth exploring this saying further. Grant 
proposals are analyzed and recommended by 
reviewers, of course, not grandma, however, any-
one who has taught has learned how much one 
needs to know in order to engage students in 
material. Similarly, explaining your project in an 
engaging way to someone with no background 
requires mastery. Why? Because when providing 
information to a mind with no background, one 
must select details and string them together care-
fully. The person only knows a particular topic 
based on what you explain. Unpack a process2 

that the audience finds illogical and they are left 
scratching their heads in speculation. Overwhelm 
them with too many details and they have gone 
back to their smartphones. Even if a perfectly 
logical process is presented with a small number 
of well-chosen details, the audience will still be 
lost if the project appears irrelevant. 

When explaining your project to Granny you 
will need to embrace all the processes, details, and 
minutiae of it, and then let them all go. From all 
that knowledge, you will pick out a few important 
strands that represent the pith of the project that 
conveys the most salient information to help the 
reviewer understand what must be done, why it 
must be done, and how you will do it. Then, orna-
ment that pith with the judicious use of details that 
convey how you, the PI, have a deep understand-
ing of the processes involved with the project such 
that you can supervise, manage, and carry it out. 

There are three elements, with many related 
and contextual substeps in between, to buttress 
appropriate rigor and specifics in a winning grant 
proposal: 

1. Logic 
2. Judicious Selection of Detail 
3. Relevance 

This article will primarily review these three 
items to present guidance on how to provide the 
rigor and specifics that will convince the reviewer 
that your project is the one to fund. 

next generation given the growing numbers of women 
holding PhDs. 
2 When I refer to processes in this piece, I will always be 
talking about how you will perform your investigations, 
the action of your work. 

52.2 Master the Project 

It bears repeating, over and over, that one must 
know as much as possible about the proposal 
material. As might be imagined, this starts with 
knowledge of the methods and all about the 
materials, as well as the actual activities necessary 
to make the project work, but this is not all. 
Information is also required about how colleagues 
and contributors will play their parts, and how all 
of this will transpire under the specific conditions 
to be found at your institution. It is even important 
to know the many arguments against the project 
very well in order to counter them as needed. 

Of course, this means that you have read 
deeply of the relevant publications available on 
your topics and methods. You know the related 
disciplinary controversies, what you think about 
them, and how to be clever in the way you (do or 
do not) provide your opinion. You know the top 
scholars in your areas of interest, especially those 
who must be cited, and who can be safely 
ignored. But that is only the start. 

Of course, you have experience with the 
methods, right? You have training in that specific 
type of microscope, know how to prep the 
samples for the sequencer, have listed the relevant 
reagents in the budget, and are familiar with how 
to handle and manage the mutant mice. There 
may be colleagues of complementary training 
working with you, however, what is being 
highlighted is the importance of the PI having 
knowledge of all processes involved in the project 
and mastery over what will happen in their own 
lab. If an advanced person in your discipline 
should be able to run a specific type of machine, 
then be sure you also know how to run it, or if you 
are an early-stage investigator, arrange for a men-
tor who can train you, perhaps as part of the 
project. In this case, you will want a letter from 
this person to include with the proposal. 

Of course, you also know how your institution 
deals with the challenges that might be presented 
by your project, and you know when to mention 
them, even if fleetingly. Including relevant costs 
in the budget and budget justification related to 
specific technical and institutional processes will



help demonstrate the administrative acumen that 
undergirds grants administration for the PI. For 
example, a line to pay for the disposal of the 
minor radioactive waste created by the project, 
or how you will actually acquire the subject 
eyeballs (and whether IRB is needed or not) is 
just a little more evidence for the reviewer that 
you are the kind of capable person who can man-
age the large sum of money you are requesting to 
lead the team and carry out the very specific and 
complex project you are preparing. 
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Now on to our three basic steps for deploying 
the appropriate level of rigor and specifics. 

52.3 Logic 

I know that you have moved through some very 
challenging years of training to even be at the 
point of contemplating submitting a medical 
research grant proposal. I also know that the 
training you have undergone has caused you to 
incorporate very specific logical systems of 
thought into your personal cognitive systems. 
Further, you are surrounded every day by 
teachers, mentors, and colleagues who share in 
these systems. I do not doubt that you are a logical 
person—that is not the grant writing problem. 

The grant writing problem here is whether 
your logical thoughts are being expressed clearly 
in your proposal in such a way that people who do 
not share in your conceptual systems and 
training—and lack the context to do so—are still 
able to glean sufficient understanding of your 
work to influence them into giving you the 
award. In my previous book, The Nuts and Bolts 
of Grant Writing [1], I spend an entire chapter 
discussing the importance of logic models (See 
that book for more detail on this topic). Consider-
ing that the book was directed toward faculty, this 
might be somewhat surprising as the readers were 
expected to have advanced degrees, and therefore 
to be logical people. The problem however is that 
disciplinary thinking, even the thinking within 
specific research groups, may or may not be obvi-
ous to everyone else, and especially, may not be 
obvious to the reviewers from various sponsors. 
Things that may appear obvious to you, because 

you work in this field daily, may not be so obvi-
ous to others, even others who work in a related 
field. Further, if you are working on a real break-
through your logic may be entirely new, and 
therefore even more important to explain 
carefully. 

3 This would include both novices to grant writing and 
experienced PIs who are contemplating an entirely new 
project. 

For this reason, I recommend that anyone con-
sidering a grant proposal, and particularly when 
one is new to the project at hand,3 sketch out 
the entire project as a series of steps. Seeing the 
process as an illustration can help you see the 
project differently. It can help you see where 
steps may have been missed, or where additional 
resources are needed. Is there a process that you 
assume everyone knows about which is part of 
the arcane knowledge of your subdiscipline? Are 
there steps that might appear so obvious that they 
are not included? On a more mundane level, is 
there proper refrigeration at your satellite site to 
accommodate the medicines required? What 
materials will be needed to physically secure the 
confidential data? Do prospective patients have 
access to travel money to get to the medical 
center? 

Show the plan to your mentors and helpful 
colleagues, ask for feedback and then incorporate 
the feedback into your project. It can also be a 
good idea to show the plan to colleagues in other 
subfields because they may better represent the 
reviewers you will get and may be able to point 
out areas that need more description. 

Be sure that the grant proposal reflects all the 
key steps in some way. A key step may be a big 
obvious point, like who will build the next gener-
ation mammography machine you might be 
designing, but it could also be a very small but 
critical process that might be hard to put in place, 
like access to a specific cell line, or having the 
correct collaborator on board who is expert at a 
specific technique. It may also be key to explain 
why something that appears obvious to others is 
not necessary to your project. This is particularly 
true if you are contemplating a new technique 
where it may be important to present additional



information about why older techniques are no 
longer needed. Remember that the reviewers may 
have been using the old techniques for many 
years, and may need a thorough explanation. 
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Additionally, use this logic model to have 
compassion for your reviewers. Your grant pro-
posal may be read after a long day at work, or just 
before heading out on the first day off for weeks, 
and despite training, education, acumen and good 
intentions, your reviewer has a human brain that 
may be tired. It behooves you to make the logic of 
your project obvious not to yourself, but to your 
reader, who is reading from an unknown vantage 
point and knowledge base. Know and express all 
the important steps, write them clearly, and be 
sure that the sequence makes sense. Carefully 
highlight key points. Show your work to others 
to be sure you nailed it. 

This logic model will form the strong tree 
trunk and main branches of your proposal. It 
will provide the structure of the argument and 
always be available to compare with the develop-
ing proposal to be sure all relevant processes are 
represented appropriately and that they appear in 
the correct logical order. 

Everyone wants to know what the logic model 
should look like. At first, it should look like 
whatever works for you to roughly conceptualize 
it. Drawings on a piece of copy paper with notes 
arranged on it is a most likely first effort. In the 
beginning, the most important thing is to capture 
all your thoughts. Scribbles, cross-outs, and mul-
tiple pages are part of the process. Later, when 
you want to show it to someone else, a simple 
graphic program like PowerPoint, and even 
non-graphic programs like Word and Excel can 
be used to effectively represent logic models. 

52.4 Judicious Selection of Detail 

In the previous section, when I advised that you 
write out all the steps of your project, did I also 
mean that every single step should appear in your 
proposal? Not necessarily. 

While detail is extremely important, it can also 
be overwhelming. I once received a resume from 
a job applicant who included 5 pages of detail 

about all the things they had done over the last 
10 years. There was no summing up of items or 
classification, just lists of sponsors, projects, and 
tasks accomplished in great detail. Now, not only 
was this a very dry read, but it also assumed that I, 
as an interviewer, would be doing a great deal of 
work—I was supposed to read all these minutiae 
(a chore) and create my own analysis of what all 
of these items meant in terms of a possible staff 
member. Of course, I did make an analytical 
judgment: I concluded that this person had little 
idea how to do the job because they did not know 
how to categorize, organize, or explain their own 
experience. This person certainly did not come 
off as an analytical thinker. The fact that they 
could not create a narrative of themselves for 
me, the representative of a potential employer, 
meant that they could not conceptualize the job 
they had been doing and therefore were not likely 
to understand the job on offer. This was obvious 
to all of us on the committee and that person did 
not get an interview. 

Similarly, once you have your logic model, 
think carefully about how much detail to include. 
All those steps need to be organized, 
conceptualized, and converted into a persuasive 
narrative explanation. What this will look like is 
two or three (likely no more than four) narrative 
threads that represent processes needed to be 
undertaken to carry the study out—in US 
National Institutes of Health (NIH) proposals, 
these are often called Specific Aims (see Chap. 
51). These form the core of the proposal and 
should be explained very well but economically. 
Consider which steps need to be highlighted, and 
which can be conceptually consolidated for rhe-
torical efficiency. This will depend on not only 
your discipline, mentors, colleagues, and theoret-
ical position, but also, your personal sense of 
style. There will be many correct answers to this 
puzzle, even across your career, so think carefully 
and experiment with different modes of expres-
sion if this seems needed. 

Once you have worked out the conceptualiza-
tion of the project processes, other details can 
be added, or selected for deletion. There are 
three main functions of additional detail at this 
point:
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1. to provide information that buttresses your 
argument 

2. to provide information that demonstrates mas-
tery over the topic, and 

3. details that ground the project in the real 
world. 

All detail provided should buttress the work 
except where the risk or limitations involved in 
the project are significant and must be explained,4 

so I will concentrate on items 2 and 3. 

52.4.1 Details That Demonstrate 
Mastery 

Particularly if you have few publications and no 
completed grant projects, it is useful to provide a 
few telling details that only could be related by 
someone who has participated in the kind of 
processes described by the proposal. This lets 
the reviewer know that you have done this before, 
perhaps as part of your advisor’s lab. It may not 
be necessary to write about that lab experience 
(you will probably do this elsewhere in the pro-
posal), it is only necessary to relate the informa-
tion that allows an expert reader to understand 
that you have experience with this process. It is 
also not necessary to provide such telling detail 
for each and every technique or procedure 
described, perhaps only for the most difficult, or 
most important of them. 

Such details show mastery, they do not tell 
about it. Similar to advice typically given to 
journalists, one does not tell the reader about 
how experienced one is in the lab, one 
demonstrates it by presenting information that 
could not be known any other way. For example, 
if I were writing about how to drive a car I might 
naturally provide a great deal of information 
about how to use the accelerator, the brakes, and 
the steering. I might write about speed limits, 
one-way streets, traffic rules, and where one 
might drive a car. If I also added something like 

the following line, you would know I had actually 
driven a car: 

4 Even in this case, the point of the discussion of risk and 
limitation is to thoroughly explain how the factors in 
question will be thoughtfully mitigated through the 
project plan. 

The complementary relationship between accelera-
tion and braking is never more obvious than in the 
process of taking a curve where one slows the car 
down from the onset to the apex and then uses the 
accelerator to gradually speed through the exit. The 
pleasing way the car responds to this handling 
makes the process far simpler to execute than the 
novice may think. 

I am discussing how to drive a car, however, by 
providing observation about how a car responds 
to the process of driving on a curve I let the reader 
know that not only have I driven a car, but I have 
also performed a little more advanced driving and 
reflected on this enough to make cogent 
observations. In the above quote, I have shown 
something about competency in driving, rather 
than having just told about it. 

52.4.2 Details That Ground the Project 
in the Real World 

Details can also be used to break up the monotony 
of the scientific descriptive language by adding 
interest to the topic. As a rule, these details appro-
priately appeal to the reader’s senses or emotions. 
Scientific language, by its very nature, is not used 
much outside specific academic or industry 
circles and so often has limited sensory and emo-
tional reach. While you do not want to turn your 
proposal into tabloid journalism, a few grounded 
details can create dynamism in the text. 

For example, when I wrote “dynamism” above 
it was no less correct than the following: “A few 
grounded details can bring color, depth, and 
appropriate feeling into your proposal.” When I 
wrote dynamism, however, many readers would 
have to make a mental translation to derive the 
meaning of “something lively.” Reading “color, 
depth, and feeling” however, the average reader 
knows immediately what was being expressed— 
the images can burst into the mind. In fact, I felt I 
had to add the adjectival modifier “appropriate,” a 
Latinate English word, because we are, after all, 
discussing scientific expression. Academic



writing, and particularly medical terminology in 
English, is largely based on Latin and Greek, of 
course. Linguistically this is like writing with 
brakes in English. To add in a few more immedi-
ate Anglo-Saxon words (“thread,” “simple,” or 
“false” or example) is to add just a little accelera-
tion to the sentence. 
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As another example, when writing up my dis-
sertation on plastics facilities, I made a point of 
locating one such factory that was very close to 
my university, giving the street location and what 
was made there. The work dealt with many chem-
ical names, so in this specific example, I trans-
lated the product plastic polyethylene 
terephthalate (PET) into the product: plastic 
water bottles. Not only are these easily 
understandable mostly Anglo-Saxon words, but 
they describe a very common item and one that 
carries a substance required for life: “water.” Two 
of the three words have immediate emotional 
connotations in English, and the whole set 
together has a completely different modern con-
notation: trash. By locating the facility in space 
for my readers and making the chemical into a 
familiar product, the work became much more 
interesting to them and demonstrated to the ones 
who were paying attention that I understood my 
subject matter. In other words, this was a para-
graph where I was explaining some of the main 
concepts in language my granny would 
understand. 

I promise that even the most expert scientific 
reviewer will appreciate details that make the 
project more concrete and that connect the work 
to the social or sensory world. The art of the 
endeavor is when you, with your vast knowledge 
of a research topic and highly developed discre-
tion can effectively select the correct details to 
make the project more vital and alive for your 
reviewers (once or twice during the proposal per-
haps), without sacrificing one jot of intellectual 
caliber or finesse. 5 This paragraph is reproduced as given by NIH. “[ref]” 

refers to areas where references were originally given, 
however these are not relevant here as the construction of 
this paragraph is being examined, not its claims. See this 
and other scientific rigor examples at “Resources for Pre-
paring Your Application: Scientific Rigor Examples” 
National Institutes of Health https://grants.nih.gov/policy/ 
reproducibility/resources.htm#scientific 

52.4.3 An Example of Effective Use 
of Details 

It is ironic to note that proposal writers often 
spend a great deal of space discussing their 
projects in relatively vague terms and never 
seem to get to the actual work that will take 
place. One can nail the relevance and endlessly 
discuss the relationship of the project to this or 
that process or theoretical school and never seem 
to describe the actual concrete actions that must 
be accomplished in order to complete the investi-
gation. Even though this is the heart of the study 
and comprises what will be funded, one oddly 
must often search the application to find these 
critical details. 

Of course, a logic model militates against this 
common problem because it gathers together all 
the steps necessary to perform the project. These 
steps are then converted into the narrative that 
explains exactly what will be done and why. 
Below is an example from the NIH of such a 
paragraph taken from a proposal that showed 
high scientific transparency and rigor.5 

Aim 3: Male and female mice will be randomly 
allocated to experimental groups at age 3 months. 
At this age the accumulation of CUG repeat RNA, 
sequestration of MBNL1, splicing defects, and 
myotonia are fully developed. The compound will 
be administered at 3 doses (25%, 50%, and 100% 
of the MTD) for 4 weeks, compared to vehicle-
treated controls. IP administration will be used 
unless biodistribution studies indicate a clear pref-
erence for the IV route. A group size of n = 10 
(5 males, 5 females) will provide 90% power to 
detect a 22% reduction of the CUG repeat RNA in 
quadriceps muscle by qRT-PCR (ANOVA, α set at 
0.05). The treatment assignment will be blinded to 
investigators who participate in drug administration 
and endpoint analyses. This laboratory has previ-
ous experience with randomized allocation and 
blinded analysis using this mouse model [refs].

https://grants.nih.gov/policy/reproducibility/resources.htm#scientific
https://grants.nih.gov/policy/reproducibility/resources.htm#scientific
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Their results showed good reproducibility when 
replicated by investigators in the pharmaceutical 
industry [ref]. 

Let’s break this down. 

Male and female mice will be randomly allocated to 
experimental groups at age 3 months. 

It might seem obvious to say that the subjects will 
be randomly assigned on the basis of sex, how-
ever by providing this information the PI assures 
the reviewer of their knowledge of this area. Note 
that how the random process is coordinated is a 
level of detail unnecessary to this proposal, so it is 
encapsulated in the word “randomly” and does 
not comprise an entire sentence. 

At this age the accumulation of CUG repeat RNA, 
sequestration of MBNL1, splicing defects, and 
myotonia are fully developed. 

The PI lets the reviewer know why the mice are 
assigned at 3 months. These topics will have 
already been unpacked and discussed in the pro-
posal, and the PI is connecting the dots for the 
reviewer. By reminding the reviewer of the previ-
ous material while explaining the actual investi-
gational process the various aspects of the 
proposal are woven together and the reviewer 
understands how the theory of the project is 
going to be tested. This is the heart of the 
proposal. 

The compound will be administered at 3 doses 
(25%, 50%, and 100% of the MTD) for 4 weeks, 
compared to vehicle-treated controls. 

Here, the PI clearly lets the reviewer know the 
basic research plan and dosage. Again, use of the 
controls does not have to be unpacked here—it 
forms a 4-word clause. It might be a little more 
appropriate to mention the name of the compound 
here, just to remind the reader. 

IP administration will be used unless 
biodistribution studies indicate a clear preference 
for the IV route. 

The PI offers some information on risk manage-
ment and a possible way the experiment could 

change slightly. If the IV route were controver-
sial, or a poorer choice, a sentence defending the 
decision might be included here. 

A group size of n = 10 (5 males, 5 females) will 
provide 90% power to detect a 22% reduction of 
the CUG repeat RNA in quadriceps muscle by 
qRT-PCR (ANOVA, α set at 0.05). 

An extremely important justification for the num-
ber of animals to be used is offered, the relation-
ship between the number of animals and the 
statistical requirements for adequate power. This 
should be a standard part of the justification of 
any study. 

The treatment assignment will be blinded to 
investigators who participate in drug administration 
and endpoint analyses. 

The team will be working toward the most rigor-
ous methods of the experimental method, and one 
that takes some organization and effort to deploy. 

This laboratory has previous experience with 
randomized allocation and blinded analysis using 
this mouse model [refs]. Their results showed good 
reproducibility when replicated by investigators in 
the pharmaceutical industry [ref]. 

Blinding a subgroup of investigators is suffi-
ciently difficult that additional details are 
provided to demonstrate that this team is up to 
the task. Not only have they done it before, but 
their results showed the kind of reproducibility 
expected from the blinding, meaning they did the 
operation very well. 

One could imagine that a more junior team that 
had not performed this sort of blinding before 
might provide information about a member of 
the team who had participated in a similar process 
and would be coordinating it for the team, or of a 
mentor brought on to advise on this process. 

52.5 Relevance 

I have included relevance here because all your 
hard work on appropriate rigor and detail will be 
for naught if your reviewer does not bother to



follow your argument. Of course, they will read 
your proposal, but if they do not see the point it 
will just be another proposal read, and believe me, 
once your proposal is put down, there will be 
several to be reviewed next. The key is to make 
your project relevant to the point that it is 
remembered even when ten or fifteen other 
proposals have been reviewed after yours. 
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There are many ways to adjust your logic and 
judicious detail to make very obvious to your 
reviewer what is important in the proposal, so 
experiment with the writing. One thing is certain: 
if you leave it to the reviewer to figure out what is 
important, there is no guarantee they will do so. A 
useful rule of thumb is that nothing in your pro-
posal is as obvious to others as it is obvious to 
you, so explain what is important and why. Begin 
the proposal with a robust justification of the 
work, and once you have your logical sequences 
set out and your relevant details provided, be sure 
to remind the reviewer occasionally about how 
and why the project is significant, and repeat a 
few other key points as needed. 

A wise mentor once advised me that it is not 
enough to just set your study out, one must meta-
phorically take the hand of the reader and gently 
lead them to each item, reminding them along the 
way of why you are making the journey. I have 
been doing this in this chapter—I keep repeating 
the names of my steps (logic, detail, relevance) as 
well as the point of the chapter: developing rigor 
and specifics. I present these topics and then I 
make them touchstones by circling back to how 
my suggestions may support the development of 
rigor and specifics in your writing. 

In this vein, I would make one more sugges-
tion, which is to allow the slightest bit of emotion 
into your proposal. I suggest that this be done 
through word and example choice. First, if you 
are writing in English, remember that the heart of 
the language is Anglo-Saxon, not Latin or Greek. 
Of course, as a physician, you use a great deal of 
Latin and Greek, but these words are less likely to 
emotionally register with the reader. In an aca-
demic grant proposal one is not trying to create 
waves of emotion, however subtle word choices 
can cause a message to become slightly more 
meaningful. 

Specifically, in the few paragraphs describing 
the relevance of the project, the use of the Anglo-
Saxon can remind the reviewer of the human 
dimension of the work. Mentions of heart in car-
diological relevance discussions; kidney along-
side renal physiology; use of eye alongside 
retina and the macula: these are examples of 
grounding language and bring subtle emotional 
nuances, even for doctors. In this way, you 
humanize your work and reify its impact and 
importance to others. 

For example, rather than just citing large num-
bers of cases that need assistance, like, “5 million 
Americans experience age-related macular 
degeneration yearly” one might rephrase to some-
thing like, “Every year 3 million American elders, 
including grandmothers and grandfathers, will 
never see their children or grandchildren again 
due to age-related macular degeneration.” It is 
true that by specifying the blind as a subset of 
those suffering from macular degeneration the 
number of the afflicted is reduced, however a 
more specifically human aspect of the disease is 
introduced at the same time. Although it seems 
obvious that when elderly people become blind 
they won’t see their grandchildren, this is a logi-
cal detail that tends to get lost within medical 
discussions. It may suit the study to highlight it, 
and therefore provide increased emotional reso-
nance for what you are trying to accomplish. The 
revision did not use that many more words, and it 
is not necessary to discuss the matter further, but 
the stakes of the project have been given emo-
tional valence by introducing socio-emotional 
language through Anglo-Saxon words that relate 
the medical issues to the reality of the patients— 
the people you serve. 

Finally, it is important to note that rigor is not 
necessarily a function of big words—it is a func-
tion of precision in language. For example, in the 
last sentence of the former paragraph, I debated 
whether to use “Anglo-Saxon verbiage” or 
“Anglo-Saxon words.” In the US “verbiage” is a 
fancy way of indicating “words” however it can 
also mean verbal excess. In a discussion of the 
emotional cadences of expression, “words” 
appeared more precise and fitting, even though it 
is a very elementary word in English.
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It is useful to be aware of such distinctions 
because the non-medical reviewer, or even the 
medical reviewer from a different specialty, ethi-
cally cannot fund a proposal they cannot under-
stand. So, the PI must calibrate the proposal 
language to the likely scientific understanding of 
the potential reviewer and adjust vocabulary as 
necessary. It is worth emphasizing that adjusting 
the vocabulary to accommodate the lay or 
non-specialist reader is not dumbing it down, so 
keep the logical sequences intact. It would be 
folly, for example, to treat a reviewer from a 
computer or social media foundation as unintelli-
gent just because they don’t have a medical 
degree. Individual reviewers will expect a logical 
argument from you in lay language, and if you 
can make your excellent project come alive, so 
much the better for your funding chances. 

52.6 Concluding Remarks (A Few 
More Tips) 

Do your research and find out whether you can 
predict who might be reviewing the proposal, and 
the level of knowledge of the reviewers. For 
example, a proposal going to a scientific sponsor, 
like the NIH, which will try to recruit reviewers as 
specifically knowledgeable about proposed 
projects as possible, might need to be written at 
a level comparable to a high-calibre scientific 
journal. If the sponsor is a foundation with no 
medical research personnel on staff the logic and 
details will need to be written with less technical 
rhetoric, even lay language. 

If you can get access to a funded proposal, so 
much the better. Ask your advisor or mentors for 
the opportunity to examine their successful 
proposals, and help them write their proposals if 
you can. Large sponsors may make example 

proposals available online (the NIH provides 
examples), or it might be worth asking the spon-
sor for an example of a funded proposal. Alterna-
tively, one could examine lists of awards and 
write to those PIs, requesting the opportunity to 
read their successful proposals. Colleagues of 
your advisors and mentors might be more willing 
to share, as might be your university colleagues. 
Another option might be to form a collegial 
review group and provide reviews for each 
other. Tracking who gets funded from such 
activities will provide a wealth of data for your 
proposal writing. 

Finally, while all the advice in the world may 
be offered, the only perfectly written grant pro-
posal is the one that has been funded. Just as a 
great deal of preparation is needed to write a 
proposal well, don’t allow perfect to be the 
enemy of good as they say. At some point stop 
writing and submit the proposal. Even if you go 
unfunded you will get excellent feedback. And if 
the proposal is not even reviewed? Well, that is 
data, too! Go back and work more, organize bet-
ter. Write, let others read, make revisions, and 
submit again. I have worked with hundreds of 
PIs and I can say that the ones who get funded 
the most are also often the ones who are rejected 
the most—because they tend to submit many 
proposals. Like any other skill, one’s proposal 
writing becomes better with practice. 

I wish you luck in all your endeavors, and 
especially, in your grant writing. 
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Abstract 

Higher education covers both teaching and 
research. It contributes directly or indirectly 
to the establishment of the country as a 
power among nations of the world. In the 
nation building process, science and technol-
ogy play a key role in every sector of human 
life. It is still widely accepted that research is a 
luxury and that a poor country cannot afford 
it. Funding for research is shrinking world-
wide. In India, the success rate of research 
proposals has come down to a meager 7%. 
Therefore, writing a research proposal with a 
higher success rate needs a lot of planning and 
background studies. The participation of 
industries or other laboratories of national 
and international repute are important. The 
transdisciplinary approach is also another 
major parameter for successful project pro-
posal writing. This chapter covers various 
issues such as how to deal with a research 
problem, research methodology, and its socie-
tal or academic impact. In addition, we discuss 
preparation of research project proposal. 
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53.1 Introduction 

Research is to investigate, experiment, test 
explore, fact-finding, examine, probe, unravelling 
the mysteries of nature, and understanding the 
phenomenon or a problem systematically. It 
adds to our knowledge, addresses gaps in our 
knowledge and provides a voice to the individuals 
to discuss debate and initiate policy making. Here 
it is appropriate to mention a quote from 
Sam Veda: The light of knowledge is fully capa-
ble of destroying the darkness of ignorance. This 
also helps us in overcoming all the difficulties and 
in achieving success in all our endeavors. Higher 
Education and Research would contribute directly 
or indirectly to the establishment of the country as 
a power among nations of the world. In the 
Nation Building Process, Science and Technol-
ogy play a key role in every sector of human life. 
It is the USA, which holds up to 72% of the 
technology in the world, in other words, it is a 
Superpower in a real sense. Who holds the keys to 
Science and Technology? It’s the one who has a 
strong bearing on research. It is still widely 
accepted that research is a luxury and that a 
poor country cannot afford it. Research covers
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various issues such as how to deal with a research 
problem, and its societal or academic impact. It 
contributes to nation building and what 
parameters are used to assess the quality of 
research, which is very important in the current 
context since research funding is shrinking every-
where. A researcher poses questions and tries to 
answer them through experiments, collects data 
(both primary and secondary) and answers 
questions. Any good research topic seeking 
grants should have a proper goal setting and 
should be specific, measurable, attainable, and 
realistic and time framed. According to Joseph 
Erlanger (1944), a Nobel Prize winner described 
that an individual can make a difference, but as a 
team can make a miracle. This applies so well in 
the current context that good research can be 
achieved if there is collaboration or team work. 
Many times, scientific discoveries are just acci-
dental, and a simple curiosity has led to several 
discoveries. According to an American Physicist 
Joseph Henry (1840) the seeds of great 
discoveries are constantly floating around us, but 
they only take root in minds well prepared to 
receive them. There are several examples like 
C.V. Raman, Thomas Edison, Michael Faraday, 
Frederick Banting, John J.R. MacLeod, Alexan-
der Fleming, etc. who converted their curiosities 
into great scientific discoveries. This chapter 
discusses the availability of research funds and 
various sources, the target groups, thrust areas, 
and strategies to be adopted in conceiving excel-
lent research ideas and its presentation to obtain 
research grants irrespective of the discipline from 
an Indian perspective. 
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53.2 Research and Development 

Research and Development (R and D) activities 
can be defined as any systematic and creative 
work undertaken in order to increase the stock 
of knowledge and use knowledge to devise new 
applications which enhance productivity growth 
[1]. R and D activity has three distinguished 
features: basic research, applied research and 
experimental development. Basic science is 
sometimes called “pure” or “fundamental” 

science. Through basic science, researchers try 
to answer fundamental questions about how life 
works. Examples like how cells talk to each other. 
What controls gene activity? How do proteins 
fold so they can work properly? How do diseases 
develop? Similarly, one can pose a question like 
why do so many Americans win the Nobel 
Prizes? According to experts, the answer is that 
in the USA, it is a strong historic investment in 
basic science, academic freedom for researchers 
and patience to see results [2]. 

The present article has been divided into two 
parts. Part 1 discusses various funding agencies 
and Part 2 describes good research grant proposal 
writing, both from an Indian perspective. 

As a measure of critical rigor, quality educa-
tion and overall capacity, research in higher edu-
cation institutions (HEIs) plays a vital role in a 
country’s R and D ecosystem. However, India’s 
R and D expenditure to GDP is 0.69 %, the USA 
spends 2.8%, Korea spends 4.2%, Israel spends 
about 4.3%, China spends nearly 2.1% and Japan 
spends about 3.2%. Accordingly, India’s spend-
ing is the lowest among emerging economies. At 
the core of this issue of low spending for India is 
the unavailability of comparable data in relation 
to research spending. Currently, there is no pub-
licly available consolidated data on the 
institution-wise R and D expenditure and research 
grants made to specific HEIs by any of the 
national funding agencies. Moreover, the HEIs 
themselves neither publish consolidated data on 
grants received from the funding agencies nor the 
details of the R and D expenditure made by them. 
Hence, there is a visible paucity of information 
about the scenario of R and D funding in the 
higher education sector of the country. Globally, 
funding models for university research are often 
classified based on the idea of the degree to which 
they are supported by internal or external funding 
[3, 4]. Governments typically have two main 
modes of direct investment in university-based 
Rand D: Institutional and Project-based. Institu-
tional investment can help ensure stable long-run 
investment in research, while project-based 
investment can promote competition within the 
research system and strategic target areas. Institu-
tional funding generally provides institutions with



more scope to shape their own research agenda, 
while project funding provides governments with 
more scope to steer research toward certain fields 
or issues. This is attributed to the fact that in most 
cases, it is a lump sum amount (a common block 
grant) for both education and research [5]. On the 
other hand, project funding may allow 
governments to target the best research groups 
or support structural change [6]. 
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Research funding is defined as a grant 
obtained for conducting scientific research gener-
ally through a competitive process. Conducting 
research requires applying for grants and securing 
research funding. A research grant is a sum of 
money awarded to support a particular activity 
and is not to be paid back except in some excep-
tional cases. 

53.3 Part 1: Research Funding 

This part discusses the research funding from an 
Indian perspective (also described in the next 
chapter) and the strategies to be adopted in the 
search for appropriate funding and in turn the 
writing of a suitable research proposal. 

In India, there are three major funding sources 
for research: Central Government, State 
Governments, and Industries. In the Central Gov-
ernment funding, scientific research is carried out 
by two groups: the first group is R and D 
performing bodies inter alia including the Depart-
ment of Atomic Energy (DAE), Department of 
Space (DOS), Defence Research and Develop-
ment Organization (DRDO), Council of Scientific 
and Industrial Research (CSIR) and Indian Coun-
cil of Agricultural Research (ICAR), and in the 
second group of R and D funding falls the Depart-
ment of Science and Technology (DST), Depart-
ment of Biotechnology (DBT), Ministry of Earth 
Sciences (MES), etc. (R and D Statistics 2019-20 
Report). Although the primary role of R and D 
performing group is to undertake R and D 
activities, they also sponsor some amount of 
extramural research in the areas of their interest. 
On the other hand, the R and D funding group is 
primarily engaged in its major role of promoting 
scientific research in extramural or sponsored 

mode. Research carried out by the Public Sector, 
Private Sector and Non-Governmental Organiza-
tion is supported mainly with their own resources. 
The academic sector performs R and D through 
both intramural as well as extramural sources [7]. 

53.3.1 Types of Research Funding 

In India, every funding body has a set of goals 
and also thrust areas identified to suit its activities. 
Decisions are made on the applicant’s ability to fit 
the proposed research activities to the interests of 
the funding body. Following are the types of 
projects called by different agencies and provided 
with funding in India:

• Minor Research Projects and Major Research 
Projects (it applies to all the HEIs in India, the 
minor research projects are given to young 
faculty as seed money to initiate their research 
irrespective of the specialization or subject).

• Funding for Collaborative Research Projects 
(it is the most popular method of getting 
major research funding in the current context, 
but the important aspect is the identification of 
the right collaborator or collaborating 
institutes).

• Institutional research projects and institutional 
performance based funding for infrastructure 
development funded by the Department of 
Science and Technology, Government of 
India (Fund for Improvement of Science and 
Technology Infrastructure in Universities and 
Higher Educational Institutions (FIST) 
Programs; Promotion of University Research 
and Scientific Excellence (PURSE).

• Travel Grants, International Collaborations 
and exchange programmes by various funding 
agencies like the University Grants Commis-
sion (UGC); Department of Science and Tech-
nology (DST); Council of Scientific and 
Industrial Research (CSIR); All India Council 
of Technical Education (AICTE) and so on.

• Book Writing proposals
• Funding to organize Conferences / Seminars / 

Workshops/ Training and Skill programs, etc. 
(several National and State Government
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agencies provide funding to propagate science 
and technology).

• Short term Research Studentship.
• National Task Force Projects (usually awarded 

to major interdisciplinary nationally coordi-
nated research proposals involving multi-
institutions).

• Funding for R and D system – Industry Coop-
eration, Technology Development Programs 
and International Technology Transfer Pro-
gram (these research projects proposals are 
becoming very popular in the recent years 
with a higher success rate owing to their direct 
impact on science and technology and 
society).

• Consultancy Promotion Program (HEIs are 
encouraging in a big way the consultancy 
programs with industries and corporates). 

Student Oriented Funding (2 to 5 years)
• Post-Doctoral Fellowship and DST INSPIRE 

Fellowship.
• Junior Research Fellowship, Project Fellow-

ship, Project Assistantship, Senior Research 
Fellowship, Research Assistantship, Research 
Associateship, etc., awarded either directly by 
various R and D funding agencies or through 
various research projects.

• Women Scientists, Fast Track Young Scientist 
and Kothari Fellowship, Ramanujan Fellow-
ship, J.C. Bose National Fellowships and 
Swarnajayanti Fellowship, etc.National 
Funding Agencies in India 

Following are the important funding agencies of 
the Government of India offering grants for 
research proposals both under major and 
minor research projects:
• All India Council for Technical Education 

(AICTE)
• Council of Scientific and Industrial 

Research (CSIR)
• Defense Research and Development Orga-

nization (DRDO)
• Department of Atomic Energy (DAE)
• Department of Ayurveda, Yoga and Natu-

ropathy, Unani, Siddha and Homeopathy 
(AYUSH)

• Department of Biotechnology (DBT)

• Department of Coal (DOC)
• Department of Ocean Development (DOD)
• Department of Science and 

Technology (DST)
• Department of Scientific and Industrial 

Research (DSIR)
• Indian Council of Medical Research 

(ICMR)
• India Meteorological Department (IMD)
• Indian Space Research Organization 

(ISRO)
• Ministry of Comm. and I. T. (MOCIT) 

Dept. of I.T.
• Ministry of Environment, Forests and Cli-

mate Change
• Ministry of Food Processing Industries 

(MFPI)
• Ministry of Non-Conventional Energy 

Sources (MNES)
• Ministry of Power, Central Power Research 

Institute (CPRI)
• Ministry of Social Justice and Empower-

ment (MOSJE)
• Ministry of Water Resources (MOWR)
• Petroleum Conservation Research Associa-

tion (PCRA)
• University Grants Commission (UGC)
• Drugs and Pharmaceutical Research, Dept. 

of Science and Technology
• Ministry of Electronics and Information 

Technology (MEIT)
• Ministry of Statistics and Program Imple-

mentation (MSPI)
• Department for Promotion of Industry and 

Internal Trade (DPIIT)
• Ministry of Skill Development and Entre-

preneurship (MSDE)
• Ministry of Chemicals and 

Fertilizers (MCF)
• Ministry of Micro, Small and Medium 

Enterprises (MSME)
• National Center for Biological 

Research, TIFR
• Ministry of Food Processing Industries 

(MFPI)
• Ministry of Tribal Affairs (MTA)
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53.3.2 Role of Some Selected Funding 
Agencies in India 

India’s Ministry of Science and Technology is the 
dominant agency that is responsible for funding 
Science, Technology, Engineering and Mathe-
matics (STEM) R and D in India. DST, DBT, 
SERB and CSIR are under the Ministry of Sci-
ence and Technology, while the Indian Council of 
Medical Research (ICMR) is an autonomous 
body under the Ministry of Health and Family 
Welfare. Recognizing the need to promote 
Research and Development in emerging areas of 
Science and Technology in the Indian Innovation 
Ecosystem, the Department of Science and Tech-
nology has also set up three Technology Missions 
or Divisions to promote research activities in 
specific thematic areas such as Technology Mis-
sion Program on Clean Water and Clean Energy; 
Nano Science and Technology Mission; and 
National Supercomputing Mission (https://dst. 
gov.in/document/budget/2022-23). 

Important Schemes are: 
1. Swarnajayanti Fellowship 
2. INSPIRE Faculty Fellowship 
3. Mission on Nano Science and Technology 
4. Women Scientists Scheme 

The first three initiatives provide selected 
scientists with a fellowship amount every 
month. Awardees of the INSPIRE Faculty Fel-
lowship receive Rs. 1,25,000 per month as salary. 
Swarnajayanti Fellowship is made in addition to 
the regular salary drawn from the employing 
institute. Applications for Swarnajayanti Fellow-
ship and INSPIRE Faculty Fellowship are invited 
annually. All three fellowships are applicable to 
Indian citizens only. The quality of candidates’ 
research proposals is a crucial factor that is com-
mon for all three schemes. Past academic perfor-
mance of candidates and publications (at least 3) 
with high Impact Factor are two determinants, 
Candidates under INSPIRE Faculty Fellowship 
are selected by a three tier selection process by -
the Expert Committee by Indian National Science 
Academy (INSA), Apex Level Committee 
(INSA) and finally, the INSPIRE Faculty Award 

Council (DST). The three funding initiatives dif-
fer in terms of thematic concentrations. The 
INSPIRE Faculty Fellowship funds scientists’ 
research projects across all broad areas of Sci-
ence. On the other hand, Swarnajayanti 
Fellowships are awarded to scientists for vital 
research projects in the realm of Science and 
Technology. The Nano Mission projects specifi-
cally focus on the application of Nano Science 
and Technology towards a greater understanding 
of basic research and Science and Technology 
development. 

All three initiatives have funded researchers at 
nodal IITs and IISERs and IISc, Bangalore. How-
ever, out of the three schemes, All India Institute 
for Medical Sciences (AIIMS), New Delhi 
researchers have a major share to have engaged 
with INSPIRE Faculty Fellowship. Furthermore, 
some researchers from several sector-specific 
HEIs have also received the INSPIRE Fellow-
ship, such as - Indian Agricultural Research Insti-
tute, New Delhi and Punjab Agricultural 
University, Ludhiana, Punjab. Similarly, 
Swarnajayanti Fellowship has also been awarded 
to researchers at one sector-specific institute like 
the Tata Institute of Fundamental Research, 
Mumbai. 

Women form an important section of the 
workforce, more particularly in the science and 
technology domain. However, a large number of 
well-qualified women get left out of science and 
technology activities due to various 
circumstances which are usually typical to the 
gender. The challenges faced by them are several 
but most often the “break in career” arises out of 
motherhood and family responsibilities. To 
address such issues, the Department of Science 
and Technology (DST) launched “Women 
Scientists Scheme (WOS)” during 2002-03. This 
initiative primarily aimed at providing 
opportunities to women scientists and 
technologists between the age group of 27 to 
57 years who had a break in their career but 
desired to return to the mainstream. The follow-
ing three categories of fellowships with research 
grants are available for Indian citizens:

https://dst.gov.in/document/budget/2022-23
https://dst.gov.in/document/budget/2022-23
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• Women Scientist Scheme-A(WOS-A): 
Research in Basic/Applied Science.

• Women Scientist Scheme-B (WOS-B): sci-
ence and technology interventions for societal 
benefit.

• Women Scientist Scheme-C (WOS-C): Intern-
ship in Intellectual Property Rights (IPRs) for 
self-employment. 

Other Schemes 
Apart from these schemes, the Department of 

Science and Technology (DST) has also 
established the Science, Technology and 
Innovation Policy Fellowships Program 
(DST-STI- PFP) to encourage technology studies, 
Science and Technology Innovation-related data 
and Monitoring and Evaluation in the field of 
Science and Technology Policy. It offers three 
varying categories of awards, namely 
STI-Senior Fellow, STI Post-doctoral Fellow 
and STI-Young Policy Professional to promote 
the engagement of researchers with India’s Sci-
ence and Technology ecosystem across different 
age groups. In addition, the DST also runs several 
schemes, such as the Fund for Improvement of 
Sand T Infrastructure in Higher Educational 
Institutions (FIST) Program in order to contribute 
to the establishment of necessary research and 
development infrastructures in Higher Education 
Institutes and laboratories in India. 

53.3.2.1 Department of Biotechnology 
(DBT) 

The DBT functions under the Ministry of Science 
and Technology, and it equally supports the 
growth of basic research in India in the field of 
biological sciences. DBT has divided its Schemes 
and Programs for research and development into 
four thematic areas: 

1. Medical Biotechnology. 
2. Agriculture, Animal and Allied Sciences. 
3. Knowledge Generation and Research, New 

Tools and Technologies. 
4. Energy, Environment and Bio-Resource 

Based Applications. 

Important Schemes 

1. Ramalingaswami Re-Entry Fellowship 
2. S Ramachandran - National Bioscience Award 

for Career Development 
3. Har Gobind Khorana - Innovative Young Bio-

technologist Award (IYBA) 

Out of these three, the first two schemes, 
i.e. Ramalingaswami Re-entry Fellowship and 
S. Ramachandran Award, are open for scientists 
up to the age of 45 years. The age restriction for 
IYBA is lower, i.e. 35 years with an age relaxa-
tion of 5 years for reserved and backward class 
people, Women and Physically Handicapped 
candidates. An excellent academic career and sig-
nificant background in research are some of the 
common selection criteria for the three schemes. 
To date, several researchers at IITs, IISERs and 
AIIMS, New Delhi have been funded. Funds 
from these three schemes have also been utilized 
at other institutions such as the Indian Institute of 
Science, Bangalore and the Institute of Nano Sci-
ence and Technology, Mohali. DBT also runs 
various schemes and awards to encourage high 
quality research in the Indian Science and Tech-
nology ecosystem. In particular, the 
M.K. Bhan—Young Researcher Fellowship Pro-
gram provides independent research grants to 
young scientists for post-doctoral research work 
in the country, a scheme under the ‘Building 
Capacities’ initiative. 

53.3.2.2 Science and Engineering 
Research Board (SERB) 

It funds relevant and quality research projects to 
fulfill the overarching aim of ensuring social and 
economic progress via scientific research. SERB 
has established the following three categories of 
research funding: ‘Awards and Fellowships,’ 
‘Schemes and Programs’ and ‘Partnership 
Programs’. The following are the important 
schemes and fellowships: 

1. Core Research Grant (CRG) 
2. Ramanujan Fellowship 
3. JC Bose Fellowship 

Out of the above three schemes, the Core 
Research Grant and Ramanujan Fellowship are 
awarded annually to exceptional scientists while



selections under the J C Bose Fellowship are 
made twice a year. Applicants need to be 
nominated by the heads of institutions or J C 
Bose Fellows Indian scientists are eligible to 
apply for the Ramanujan Fellowship only if they 
are below the age of 40 years and working abroad 
at the time of nomination. Furthermore, they will 
not remain eligible for the fellowship in case of 
their selection for a regular position in a univer-
sity or institute. In the case of CRG, the Program 
Advisory Committee (PAC) selects the 
researchers, while for J.C. Bose Fellowship; 
Search-cum-Selection Committee is the 
decision-making body. Both J.C. Bose and 
Ramanujan Fellowship schemes fund projects 
belonging to all broad areas of science. SERB 
awards the Core Research Grant via eight 
established thematic divisions - Chemical 
Sciences, Earth and Atmospheric Sciences, Engi-
neering Sciences, Mathematical Sciences, Life 
Sciences, Physical Sciences, Exponential Tech-
nology and Quantitative Social Sciences. Funds 
from Ramanujan Fellowship have been utilised 
for research activities at several sector-specific 
HEIs such as the Indian Institute of Nano Science, 
Indian Institute of Geomagnetism, Indian Statisti-
cal Institute and Indian Institute of Science, 
Bangalore. Apart from the Core Research Grant, 
Ramanujan and J.C. Bose Fellowships, SERB 
also runs various other schemes and awards. 
Some of these programs specially focus on pro-
moting multi-institutional research on pressing 
issues, such as the Intensification of Research in 
High Priority Area (IRHPA). 
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Awards, Fellowships and Grants 
SERB has also established specific awards, 
fellowships and grants to boost the engagement 
of researchers belonging to certain groups. For 
instance, the Women Excellence Award and 
POWER (Promoting Opportunities for Women 
in Exploratory Research) are two such programs 
that aim to mitigate the gender disparity in Sci-
ence and Technology research funding. Further-
more, SERB also provides financial support to 
facilitate research by extending grants for interna-
tional travel support during research presentations 
and organizing seminars. 

53.3.2.3 Council of Scientific 
and Industrial Research (CSIR) 

CSIR funds R and D activities to promote 
innovation and progress in diverse science and 
technology fields such as Oceanography, Geo-
physics, Chemical Technology and Biotechnol-
ogy. Its main objective is to assist projects with 
the potential for scientific and societal impact that 
leads to economic development. It lays special 
emphasis on converting fundamental research 
into value-added technologies that boost collabo-
ration among stakeholders from HEIs and within 
the industry. CSIR has established 8 Theme 
Directorates to target particular projects and 
problems in specific sectors of STEM research 
as under:

• Aerospace, Electronics, Instrumentation and 
Strategic Sector.

• Civil Infrastructure and Engineering.
• Mining, Minerals, Metals and Materials.
• Energy (Conventional and Non-Conventional) 

and Energy Devices.
• Chemicals and Petrochemicals.
• Ecology, Environment, Earth and Ocean 

Sciences and Water.
• Agri, Nutrition and Biotech.
• Healthcare. 

With such provisions and policies, CSIR plays an 
influential role in science and technology human 
resource development via its fellowships and 
grants for research projects and specific schemes 
that encourage research enthusiasts and young 
scientists to pursue doctoral and post-doctoral 
research. Important schemes of CSIR are : 

(a) Shanti Swarup Bhatnagar Prize (SSB) 
(b) Emeritus Scientist Scheme (ES) 

In particular, CSIR’s Shanti Swarup Bhatnagar 
Prize recognizes and awards exceptional 
scientists and their contributions to the field. 
Researchers selected for the SSB Prize are 
awarded Indian Rupees 500,000. Further, they 
receive INR 15,000 per month honorarium up to 
the age of 65 years. Under the ES scheme, 
selected scientists are offered a monthly allow-
ance of INR 20,000 for the duration of the award.



It also provides funds to the selected researchers 
for the purchase of equipment, housing and med-
ical allowances and contingency expenditures. 
Further, the grant also partially covers expendi-
ture for foreign travel - up to INR. 30,000 or 50% 
of the airfare (whichever is less). Researchers up 
to 45 years of age are eligible to apply for the SSB 
prize. Under the Emeritus Scientist Scheme, 
researchers are eligible to receive funding for 
the grant duration until they attain the age of 
65 years. 
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53.3.2.4 Indian Council of Medical 
Research (ICMR) 

The ICMR is the top body in India for the con-
ception, coordination and promotion of biomedi-
cal research in the country. It strives to establish 
programs that encourage innovation which can be 
implemented in the public health system in the 
long term. These initiatives are shaped around the 
following seven thrust areas: Communicable 
Diseases, Tribal Health, Reproductive and Child 
Health, Nutrition, Non-Communicable Diseases, 
Basic Medical Sciences and Traditional Medi-
cine. In particular, ICMR awards several Senior 
Research Fellowships and Junior Research 
Fellowships/Research Associates based on 
UGCNET score to promote medical research. 

(a) Ad-hoc Project Funding 
(b) Emeritus Scientist Scheme 
(c) Cohort Studies 

All three initiatives differ in terms of the amount 
allotted for research. The Emeritus Scientist 
Scheme provides a Honorarium of INR 100,000 
per month. Under Ad-Hoc Project funding, 
researchers get a maximum of INR 15000000 
for the entire duration of the grant. Contrarily, 
researchers involved in Cohort Studies receive 
INR 20,000,000 per year. Researchers involved 
in the Ad-Hoc Project Funding and Cohort Stud-
ies provide for travel and contingency grants as 
well, further covering equipment and overhead 
charges Applications under the ICMR- Emeritus 
Scientist Scheme can be made on a rolling basis. 
The same is considered in two batches: 

applications sent from January to June are 
evaluated in July, while those sent between July 
and December are evaluated in January. 

The ICMR-Emeritus Scientist Scheme is avail-
able for researchers who have retired or about to 
retire from a permanent position from the Univer-
sity. As such, the minimum age criterion for eli-
gibility is 60 years under this scheme. On the 
contrary, for Ad-Hoc project funding, scientists 
must hold regular employment in a Medical Col-
lege or Research Institute or Laboratory or a 
registered Semi-Governmental Institute. All 
three initiatives fund research in the fields of 
biomedical research. Mostly scientists who 
belong to AIIMS, New Delhi and IISc, Bangalore 
have received funding under this scheme. 

Other Schemes 
Apart from the schemes evaluated above, 

ICMR has also established different categories 
of projects to promote research in specific the-
matic areas. For instance, Task Force Studies are 
nationally coordinated projects wherein scientists 
across the country collaborate on time-bound and 
specific objective oriented projects of national 
interest. Similarly, the National Registry 
maintains a systematic framework to collect clin-
ical and non-clinical data on disease control. The 
Indian Council of Medical Research also aims to 
encourage research practices among undergradu-
ate students by awarding Short Term 
Studentships each year. In addition, ICMR also 
invites proposals for the establishment of Centers 
of Advanced Research (CAR) to promote 
research on a particular subfield of medicine. 
The scheme entails the development of Research 
and Development facilities, centered on an emi-
nent scientist. 

53.3.2.5 Indian Council of Agricultural 
Research (ICAR) 

The ICAR sponsors and supports short-term 
result-oriented Extramural Research Projects 
intending to fill critical gaps in the scientific 
field or in the resolution of problems limiting 
production and value addition in agriculture, ani-
mal husbandry and fisheries. These projects can



be submitted by ICAR Institutes, State 
Governments, Agricultural and other 
Universities, Public, quasi-public and private 
institutions, capable of undertaking research in 
the above areas (https://icar.org.in). There will 
be two modes for accepting project proposals. 
The first mode will be by inviting proposals on 
critical gaps identified by the Subject Matter 
Divisions (SMDs). The second mode will be vol-
untary proposals in relevant areas to be submitted 
by the investigators. Priority Areas for research 
will be identified for five years by each SMD and 
widely circulated. The projects will be invited not 
only from the National Agricultural Research 
System (NARS), but also from other Institutions 
or Universities. The scheme shall also cover col-
laborative projects with foreign institutions. The 
proposal for short term projects on critical gaps 
will be invited, scrutinized and processed by 
the SMDs. 
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53.3.2.6 India Council for Technical 
Education (AICTE) 

The AICTE was established in the year 1945 as 
an Apex Advisory body at the national level to 
promote proper planning and coordinated devel-
opment of technical education systems through-
out the country (https://aicte-india.org/). The 
Council has been performing its regulatory, 
planning and promotional functions through its 
Bureaus, namely: Administration; Finance; 
Planning and Coordination; Under Graduate 
Studies; Post Graduate Education and Research; 
Faculty Development; Quality Assurance; and 
Research and Institutional Development Bureaus; 
and through its Regional Offices located in vari-
ous parts of the country. 

1. Research and Institutional Development 
Schemes: 
(a) Modernization and Removal of Obsoles-

cence Scheme 
(b) (MODROBS) Research Promotion 

Schemes (RPS) 
2. Industry-Institute Interaction Schemes 

(a) Industry Institute Partnership Cell (IIPC) 
(b) Entrepreneurship Development 

Cells (EDC) 

National Facilities in Engineering and Technol-
ogy with Industrial Collaboration (NAFETIC) 
under Research and Institutional Development 
Schemes, MODROBS started to equip technical 
institutions with modern infrastructural facilities 
in laboratory(s)/workshop(s)/computing facilities 
to enhance functional efficiency for teaching, 
training and research purposes. whereas RPS 
aims to create a research ambience by promoting 
research in technical disciplines and innovations 
in established and emerging technologies; and to 
generate Masters and Doctoral degree candidates 
of IIPC, EDC and NAFETIC are to develop, train 
and collaborate with institutions. The Council 
invites fresh proposals annually from AICTE 
approved technical institutions: University 
Departments, Government Institutions, Grant-in-
aid Institutions and accredited institutions in the 
private sector for financial assistance for schemes 
operated by the RID Bureau. For five year old 
institutions in Jammu and Kashmir State and 
North-Eastern States, the accreditation criterion 
is not mandatory. Research proposals in Engi-
neering and Technology, Architecture, Town 
Planning, Management, Pharmacy, Hotel Man-
agement and Catering Technology, Applied Arts 
and Crafts are invited. 

53.3.2.7 Department of Ayurveda, Yoga 
and Naturopathy, Unani, Siddha 
and Homoepathy (AYUSH) 

The Department of AYUSH has introduced a 
Scheme for extra-mural research in addition to 
the intra-mural research undertaken by four 
Research Councils for Ayurveda and Siddha, 
Unani, Homoeopathy, Yoga and Naturopathy 
set up by the Ministry of Health and Family 
Welfare three decades ago (https://www.ayush. 
gov.in/). The off-take and output from this 
scheme have so far been limited and have not 
been able to meet the standards for scientific 
enquiry and outcome effectively. The Department 
has taken up a series of programs/interventions 
wherein evidence-based support for the efficacy 
claims is needed. Safety, quality control and con-
sistency of products are also very much required. 

The important schemes are:

https://icar.org.in
https://aicte-india.org/
https://www.ayush.gov.in/
https://www.ayush.gov.in/
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1. Extra-mural Research (EMR) project Scheme 
of AYUSH Systems of medicine and accredi-
tation of Organizations for Research and 
Development in the fields of AYUSH. 

2. Golden Triangle Partnership (GTP) Scheme 
for validation of traditional ayurvedic drugs 
and development of new drugs. 

53.3.2.8 Funding in Social Science 
Research in India 

Funding from the government of India: Social 
science research is immensely funded by the gov-
ernment of India and its other agencies like the 
Indian Council for Social Science Research 
(ICSSR) and UGC. Central Universities of India 
are funded by the Central Government through 
the UGC which in turn recovers its grants from 
the Ministry of Human Resource Development 
(MHRD). 

The UGC strives to promote teaching and 
research in emerging areas in Humanities, Social 
Sciences, Languages, Literature, Pure sciences, 
Engineering and Technology, Pharmacy, Medi-
cal, Agricultural Sciences, etc. The emphasis 
would be supporting such areas that cut across 
disciplines and subjects such as health, gerontol-
ogy, environment, biotechnology, stress manage-
ment, WTO and its impact on the economy, 
history of science, Asian philosophy and many 
other areas as would be identified by subject 
experts. 

UGC will provide support to permanent or 
regular, working or retired teachers in the 
Universities and Colleges (Under Section 2 
(f) and 12 B of UGC Act, 1956). Colleges and 
Universities. The quantum of assistance for a 
research project is provided under: 

I. Major Research Project (for Sciences includ-
ing Engineering and Technology, Medical, 
Pharmacy Agriculture.—INR 1,200,000. 
And Humanities, Social Science, Languages, 
Literature, Arts, Law and allied disciplines— 
INR 1,000,000). 

II. Minor Research Project up to INR 500,000. 

There are a variety of important research grants 
and schemes offered by the UGC in India. Nota-
ble ones are: 

For Faculty: 
1. Dr. D.S. Kothari Research Grant for newly 

recruited faculty members 
2. Research Grant for in service Faculty 

members: 
3. Fellowship for Superannuated faculty 

members 

For Students: 
1. Savitribai Joyti Rao Phule for Single 

Girl Child 
2. Dr.S. Radhakrishnan Post-Doctoral 

Fellowship 

53.3.2.9 Indian Council of Social Science 
Research (ICSSR) 

ICSSR provides grants for projects, fellowships, 
international collaboration, publications, capacity 
building, surveys, etc. to promote research in 
social sciences in India. The promotion of social 
science research is one of the major objectives of 
the ICSSR. The research grant is for direct finan-
cial support to research projects undertaken by 
Indian social scientists. ICSSR provides funding 
to Indian scholars to conduct cutting edge 
research in various fields of social sciences that 
have theoretical, conceptual, and methodological 
and policy implications (https://icssr.org/). The 
Research Projects may belong to any of the social 
science disciplines or may be multi-disciplinary. 
The ICSSR awards two types of research projects 
on the basis of the scope, duration of the study 
and budget: 

(a) Major Project—Duration from 12 months to 
24 months with a budget of INR 500,000 to 
1,500,000. 

(b) Minor Project—Duration from 6 months to 
12 months with a budget up to INR 500,000. 
ICSSR Research Institutes or Institutes of 
national importance as defined by the 
MHRD/UGC recognized Indian 
universities/deemed to be universities under

https://icssr.org/
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12B, etc. are eligible to apply. However, 
other registered organizations with 
established research and academic standing 
may collaborate with any of the above-
mentioned institutions for the implementa-
tion of the study. The professional social 
scientists who are regularly employed or 
retired as faculty in a UGC recognized 
Indian university/deemed to be university/ 
colleges, senior government and defense 
officers (not less than 25 years of regular 
service) and persons with proven Social Sci-
ence expertise possessing a Ph.D. degree or 
equivalent research work in any social sci-
ence disciplines and demonstrable research 
experience through publications of books/ 
research papers/reports can also apply, The 
applications will be invited through an 
advertisement on ICSSR website and if 
required in print media. Applications are 
scrutinized by the ICSSR Secretariat/and or 
by a Screening Committee in respect of eli-
gibility. Eligible applications are then exam-
ined by the Expert Committee(s). 
Shortlisting of the program is done for inter-
action or presentation at ICSSR (in person or 
through technology). The expert committee 
(s) make(s) recommendation for the award 
of studies and also suggest a budget for the 
recommended studies. 

(c) Important schemes. 
International Collaboration: These 
programs of the ICSSR provides an oppor-
tunity for both Indian and foreign scholars in 
the field of social sciences to interact and 
research. It has been envisaged to promote 
academic links among social scientists in 
India and abroad. The council is one of the 
implementing agencies of the social science 
component of the Cultural Exchange 
Agreements (CEPs) and Educational 
Exchange Programs (EEPs) signed between 
the Government of India and the respective 
governments of other countries. 

Cultural Exchange Program 
ICSSR has ongoing Cultural Exchange Programs 
with Thailand, France and China. Under these 
CEPs, the ICSSR has institutional collaborations 
with the National Research Council of Thailand 
(NRCT), Bangkok, Foundation Maison des 
Sciences de L’Homme (FMSH), Paris and the 
Chinese Academy of Social Sciences (CASS), 
Beijing. 

ICSSR has established bilateral collaborations 
with the Vietnam Academy of Social Science 
(VASS), Vietnam; the National Science Founda-
tion (NSF), Sri Lanka; the Economic and Social 
Research Council (ESRC), UK; The Netherlands 
Scientific Organization (NWO), The Netherlands; 
German Research Foundation (DFG), Germany; 
UNIL-ALH (University of Lausanne – 
Associated Leading House), Switzerland; Japan 
Society for Promotion of Science (JSPS), Japan; 
and National Institute for the Humanities and 
Social Sciences (NIHSS), South Africa, Swedish 
Research Council for Health, Working Life and 
Welfare (FORTE), Sweden, Academy of 
Sciences and Arts of Bosnia and Herzegovina 
(ANUBiH), Sarajevo, Bosnia and Herzegovina. 
Within the framework of bilateral collaboration, 
the concerned organizations undertake activities 
such as the exchange of scholars, joint seminars, 
joint research projects, exchange of books and 
periodicals, etc. 

The ICSSR has also engaged itself in multi-
lateral collaboration like Bonn Group under 
Indo-European Research Networking Program 
in Social Sciences with participating agencies 
like ICSSR, India; ANR, France; DFG, Germany; 
ESRC, UK; and NWO, Netherlands. The objec-
tive of this networking is to promote and 
strengthen of the social sciences within and 
between the five countries by providing top up 
funding to allow joint research activities for inter-
nationally excellent research in relevant areas. It 
has been a part of the EU-India Platform for the 
Social Sciences and Humanities (EqUIP), which 
brought together research funding and support 
organizations in Europe and India to develop a 
stronger strategic partnership. Through this part-
nership, the EqUIP has launched its first research



funding call on “Sustainability, Equity, Well-
being and Cultural Connections”. Besides, the 
ICSSR has been participating in the activities of 
international social science organizations, such 
as, the International Federation of Social Science 
Organizations (IFSSO), International Social Sci-
ence Council (ISSC), Science Council of Asia 
(SCA), UNESCO, etc. 
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Financial Assistance for Participation 
in International Seminars/Conferences 
and Data Collection Abroad 
ICSSR also provides financial assistance to social 
scientists who intend to visit abroad for data col-
lection or consulting archival material in connec-
tion with their research work. This scheme is 
aimed at providing financial assistance only for 
cases where data collection abroad is fully 
justified in the approved original proposal of the 
research study under which this assistance is 
sought. 

Financial Assistance for Organizing 
International 
Seminars/Conferences/Workshops in India 
ICSSR has its endeavor to encourage dialogue 
and discussion on important issues of social sci-
ence relevance, promotes and provides financial 
assistance to organize national and international 
conferences or seminars in India. The ICSSR’s 
Seminar Grant Scheme aims at facilitating 
research in different disciplines of social sciences 
and interdisciplinary areas. The seminars provide 
opportunities to national and international social 
science researchers, academicians and scholars to 
exchange views and opinions, address and debate 
research questions on themes of contemporary 
and policy relevance and generate academic 
research output on important social issues. 

Training and Capacity Building: the ICSSR 
Training and Capacity Programme (TCB) 
provides grants to the social science faculties for 
organizing research methodology and capacity 
building programme for young researchers and 
junior faculties in various social science 
disciplines, Publication Grant/Subsidy for Publi-
cation of Doctoral Thesis/Research Report/Papers 
Presented in Seminars/Conferences, Etc. 

The ICSSR’s Seminar Grant Scheme aims at 
facilitating research in different disciplines of 
social sciences and interdisciplinary areas. The 
seminars provide opportunities for national and 
international social science researchers, 
academicians, and scholars to exchange views 
and opinions, address and debate research 
questions on themes of contemporary and policy 
relevance and generate academic research output 
on important social issues 

Training and Capacity Building: the ICSSR 
Training and Capacity Programme (TCB) 
provides grants to the social science faculties for 
organizing research methodology and capacity 
building programme for young researchers and 
junior faculties in various social science 
disciplines, Publication Grant/Subsidy for Publi-
cation of Doctoral Thesis/Research Report/Papers 
Presented in Seminars/Conferences, Etc. 

53.3.2.10 Funding from Other Agencies 
(Non-Government Funding) 

There are various non-state funders of social sci-
ence research in India. If we compare the share of 
funding from government of India and other 
non-state funders, then the this share is very 
small, but still they are providing assistance for 
developing social science research in India, which 
is highly commendable. These agencies include 
International multilateral agencies (the World 
Bank, ADB), bilateral agencies (DFID, CIDA, 
USAID, NORAD), the UN as well as domestic 
and foreign foundations. These agencies have 
been funding studies on poverty, employment, 
education and health. Some other prominent 
non-state funders of social science research are 
the Ratan Tata Trust, the Bill and Melinda Gates 
Foundation, Ford Foundation, ICICI Centre for 
Child Health and Nutrition Foundation etc. 

53.3.3 Overseas Research Funding 

Almost all institutions and universities in India 
rely on government funding, but some institutions 
go for collaboration between government and 
non- government funding for the development 
of their research intellects. This proves to be



very beneficial to the society and human 
resources of our economy to update their knowl-
edge and skills. For instance, Delhi University 
and Jawaharlal Nehru University’s School of 
Social Sciences are collecting project specific 
grants from various international donor agencies. 
Students pursuing Ph.D. degree can now apply 
for funding from a Dutch organization— 
Sephis—which funds scholars pursuing their doc-
toral research in developing countries (also see 
Chap. 54). 
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53.4 Part 2: Preparation of Research 
Project Proposal 

The two most important components of any 
research project are ideas (see Chap. 2) and exe-
cution. The successful execution of the research 
project depends not only on the effort of the 
researchers, but also on the available infrastruc-
ture to conduct the research. It is an art that can be 
learned only by practicing. The most important 
requirement is having an interest in the particular 
subject, thorough knowledge of the subject, and 
finding out the gap in the existing knowledge (see 
Chap. 1). The second requirement is to know 
whether your research can be completed with 
internal resources or requires external funding. 
The next step is finding out the funding agencies 
which provide funds as described in Part 1 (Sect. 
53.3), for your research topic, preparing research 
grant and submitting the research grant proposal 
on time (see Chap. 54). 

A grant proposal or application is an important 
document or set of documents that are to be 
submitted to an organization with the explicit 
intent of securing funding for a research project 
proposed. Before beginning the writing of the 
proposal, one needs to know what kind of 
research he/she will be doing and why? A 
researcher may have a topic or experiment in 
mind, but taking the time to define what is the 
ultimate purpose of the proposal is very essential 
to convince others to fund that project. 

Many local, national, and international 
funding bodies can provide grants necessary for 
research. However, the priorities for different 

funding agencies on the type of research may 
vary and this needs to be kept in mind while 
planning a grant proposal. Apart from this, differ-
ent funding agencies have different timelines for 
proposal submission and limitations on funds. 
Therefore, one has to identify one’s needs and 
focus. Believe that someone wants to give 
money to the researchers based on the research 
topic and the investigator’s potential. Always 
consider the long-term goals of the host institu-
tion. Start with the end in mind (top-down 
approach). Identify the strength of the researcher 
and your own strength (the CV). Identify the host 
institution’s strength or profile. Create a compre-
hensive plan - not just a proposal of what the 
investigator wishes to achieve. There are several 
basic steps in writing a good research proposal for 
grants (see Chap. 52). These steps are briefly 
described below for the benefit of the reader: 

In the First Step, identify the needs of the 
researcher(s). Answering the following questions 
may help in the identification of the needs:

• Are you undertaking preliminary or pilot 
research or Post-doctoral research?

• Do you want a fellowship in residence at an 
institution that will offer some programmatic 
support or other resources to enhance your 
project? Do you want funds for a large 
research project that will last for several years 
and involves multiple investigators or 
researchers? 

The Second Step is to think about the focus of 
the research / project. What is the topic? Identify a 
Topic – its novelty and why you want it? Its 
impact on academics, industry and society. Then 
identify a suitable funding agency to fit your 
topic. Target funding source that has an interest 
in your organisation and program. Whether your 
proposal receives funding will depend on whether 
your purpose and goals closely match the 
priorities of granting agencies. Even if you have 
the most appealing research proposal in the 
world, if you don’t send it to the right institutions 
or the appropriate funding agency, then you’re 
unlikely to receive funding. There are many



sources of information about granting agencies 
and grant programs. Most universities and many 
schools within universities have Offices of 
Research, whose primary purpose is to support 
faculty and students in grant-seeking endeavors 
[8]. In this step, seek answers to the following 
questions:
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• What are the current trends?
• What are the current limitations, gaps, 

challenges, and restrictions?
• What subject areas were awarded funding 

recently?
• What are the future plans of the funder?
• Who are the decision-makers/assessors?
• What review processes do they follow? What 

groups are working in India and abroad in your 
area of research?

• What thrust areas the funding agency has 
identified? 

Remember one thing you are not begging money 
from the funder. You have the knowledge, ideas, 
skill and expertise. They have the money to uti-
lize your ideas, and expertise. 

In the Third Step, the investigators have to 
work on the background of the topic / Project 
title proposed. The most important aspect of 
research is the idea. After having the idea in 
mind, it is important to refine the idea by going 
through the literature and finding out what has 
already been done on the subject and what are the 
gaps in the research. FINER (stands for feasibil-
ity, interesting, novel, ethical, and relevant) 
framework should be used while framing research 
questions (also see Chap. 1). It’s national status, 
international status, and other groups engaged in 
similar research both in India and abroad are to be 
discussed. How different is the proposal being 
prepared from the others already under investiga-
tion? Still why do you want it? How will you 
convince the funding body about the present pro-
posal? The quality of any research project 
improves by having a subject expert onboard 
and it also makes acceptance of grants easier. 
The availability of the facility for the conduct of 
research in the department and institution should 
be ascertained before planning the project. Inter-

departmental and inter-institutional 
collaborations are the key to performing good 
research [9]. 

The Fourth Step deals with planning out the 
objectives (preferably not more than five). Study 
design should include details about the type of 
study, methodology, sampling, blinding, inclu-
sion and exclusion criteria, outcome 
measurements, and statistical analysis. It is better 
to give an abstract of data available in the litera-
ture, what you want to follow, and how innova-
tive it is. Why you prefer this particular 
methodology—justify. If possible, give the sche-
matic chart or a flow chart or flow diagrams 
illustrating the methodology. 

The Fifth Step has the two most important 
parts of any research proposal, i.e. methodology 
and budget proposal. In budget planning (do not 
be over-ambitious, instead be more realistic). 
Under this, the first step is to find out what is 
the monetary limit for the grant proposal and what 
are the fund requirements for the proposed proj-
ect. If these do not match, even a good project 
may be rejected based on budgetary limitations. 
The budgetary layout should be prepared with 
prudence and only the amount necessary for the 
conduct of research need to be asked. The admin-
istrative cost to conduct the research project 
should also be included in the proposal. The 
administrative cost varies depending on the type 
of research project. Research fund can generally 
be used for the following requirement but are not 
limited to these; it is helpful to know the subheads 
under which budgetary planning is done. Recur-
ring grants involving Research and Technical 
Staff, Contingency, Consumables, Travel, 
Books/Journals, Seminars or Conferences or 
Workshops Service Charges, Publications 
charges, and Miscellaneous. The non-recurring 
grants cover equipment, laboratory infrastructure 
development (Caution: do not duplicate any 
equipment). 

Most Important in the Fifth Step is that every 
item mentioned under recurring and non- recur-
ring grants needs a proper justification. Under 
non-recurring identify the usage hours of equip-
ment to be procured or infrastructure to be built.



Availability of the same for others (both within 
and outside the host institution). The investigators 
have to convince the expert committee that no 
such sophisticated equipment (if any) is available 
in a radius of about 100 or 150 kms. Do not show 
that the equipment proposed is just to equip the 
investigator’s laboratory or institution. Time 
frame to complete the project since in some 
institutions or individual cases, the first two 
years are spent only to recruit the research staff 
and procure equipment, only limited time is avail-
able for research, and such things should not 
repeat. Once the research funding is granted, the 
fund allotted has to be expended as planned under 
budgetary planning at the earliest with transpar-
ency, integrity, fairness, and competition, which 
are the cornerstones of public procurement and 
should be remembered while spending grant 
money. Year-wise planning and progress 
expected are to be projected graphically in a stan-
dard and convincing manner. Submission of the 
annual report, and audited expenditure statement 
are to be carried out on time. 
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The Sixth Step deals with the final stage of the 
project, and once the research project is 
completed, the completion report has to be sent 
to the funding agency without any delay with all 
the accomplishments well documented, copies of 
the papers published, patents filed, and audited 
statement of expenditure. Most funding agencies 
also require periodic progress reports and the 
project should ideally progress as per the Gantt 
chart. The completion report has two parts. The 
first part includes a scientific report which is like 
writing a research paper and should include all 
subheads (review of literature, materials and 
methods, results, conclusion including 
implications of research). The second part is an 
expenditure report including how much money 
was spent. Was it according to budgetary layout 
or there was any deviation? If so, what reasons for 
the deviation. Any unutilized fund has to be 
returned to the funding agency. Ideally, the allot-
ted fund should be post-audited by a professional 
(chartered accountant) and an audit report along 
with original bills of expenditure should be pre-
served for future use in case of any discrepancy. 

This is an essential part of any funded project that 
prevents the researcher from getting embroiled in 
any accusations of impropriety. 

Sharing of scientific findings helps Human 
Resource Development, Collaboration and 
Exchange of ideas, Knowledge sharing, Patent 
possibilities, R and D possibilities – industries 
interest, impact on science and technology, soci-
ety and thus help in scientific advancement is the 
ultimate goal of any research project. Publications 
of findings are part of any research grant and 
many funding agencies have certain restrictions 
on publications and presentation of the project 
completed out of research funds. It is imperative 
that during the presentation and publication, the 
researcher has to mention the source of funding. 
When the funding is obtained, then it would 
become the responsibility of the researcher to 
follow the code and conditions set by the 
concerned institution while carrying out the 
research. In fact, the research often involves a 
great deal of cooperation and coordination 
among many different people in different 
disciplines and institutions, ethical standards pro-
mote the values that are essential to collaborative 
work, such as trust, accountability, mutual 
respect, and fairness. For example, many ethical 
norms in research, such as guidelines for author-
ship, copyright and patenting policies data shar-
ing policies, and confidentiality rules in peer 
review, are designed to protect intellectual prop-
erty interests while encouraging collaboration. 
Therefore, it is very important that researcher 
must be aware of research ethics, code and 
responsibility when the research project proposal 
for funding is prepared. 

53.5 Concluding Remarks 

In a country like India with a fast-growing econ-
omy, research and development activities have 
become an integral part of higher education. 
Research provides knowledge, addresses the 
gaps in the knowledge, and also facilitates nation 
building and self-sufficiency in technology. How-
ever, research needs a collective approach or



conflict of interest.

teamwork on an inter-disciplinary topic of 
national and international importance, and the 
researchers have to showcase their expertise in 
obtaining grants to carry out research on the 
topic of their choice, which has direct relevance 
to technology and the national economy. There-
fore, any research project needs proper planning, 
and selection of an appropriate funding agency to 
facilitate the research. The article has been 
prepared from an Indian perspective and the 
researchers can get first-hand information on the 
criteria used to select the research topic, framing 
the objectives, planning the budget, and design-
ing the methodology and submitting to an appro-
priate funding agency. Similarly, knowledge of 
the available funding agencies for various 
activities related to research is described in this 
chapter keeping in mind the researchers, faculty, 
students and entrepreneurs from an Indian 
perspective. 
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Abstract 

India contributes substantially to global 
research and development activities in the 
domain of biomedical sciences. Indian 
scientists have demonstrated remarkable 
innovations in health research over the past 
few years and especially during the COVID-
19 pandemic. There are multiple ministries 
and departments of the Government of India 
to cater to the needs of the scientists, however, 
the funding resources are to a greater extent 
limited considering the size of the population 
and are very competitive. Further 
strengthening the infrastructure and enhancing 
the resources for cutting-edge health research 
remains one of the top priorities of the Gov-
ernment of India. The government agencies 
offer different types of funding opportunities, 
this includes start-up research grants for young 
scientists, individual-centric research grants 
and awards to established scientists, special 
grants, and awards to women researchers, etc. 
The grants are provided for basic, as well as 
translational research. Besides, there are 
attractive funding opportunities for ‘out-of-

box’ research ideas or ‘high risk-high reward’ 
type of research questions. However, the 
priorities, theme of research, timelines, appli-
cation process, etc., of the funding agencies 
are different. The researchers often find it dif-
ficult to keep track of the funding resources, 
announcements, funding process, criteria, eli-
gibility, and so on. A printed or electronic 
document having comprehensive details 
about the funding opportunities, funding 
mechanisms, guidance on the preparation of 
grant applications, etc., will be a useful 
resource for Indian researchers. This chapter 
is aimed at providing detailed information on 
the funding resources, offered by government 
agencies for biomedical research. 
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54.1 Introduction 

India has emerged as an important player in the 
domain of basic and translational research in 
recent years. India makes a phenomenal contribu-
tion to international biomedical research through 
capacity building, i.e., training a large number of 
doctoral students and publishing many scientific 
articles. India has more than 50,000 institutions
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and universities offering higher education, and 
this sector remains one of the biggest in the 
world. The Government of India (GOI) recently 
started reforms by initiating National Research 
Foundation (NRF) to catalyse, facilitate, coordi-
nate, seed, grow and mentor research in India [1]. 
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India has multiple ministries and governmen-
tal funding agencies to support and oversee 
research and development (R&D) activities of 
various disciplines. India has 216.2 researchers 
per one million people, which is alarmingly less 
than other developed and developing nations. The 
number of scientists and clinicians working in the 
field of biomedical sciences is relatively fewer 
than in other fraternities. India’s total health 
research budget in the past few years has ranged 
from 0.01% to 0.02% of the Gross Domestic 
Product (GDP), which is also significantly less 
considering the size of the Indian population and 
the challenges. The National Health Policy of 
India-2017 has emphatically highlighted the 
need to strengthen the country’s health research 
[2]. The GOI has renewed interest in boosting 
research infrastructure and funding opportunities 
for R&D activities in the domain of biomedical 
sciences. Several new schemes, both fellowships 
and research grants, have been launched over the 
past few years to engage more scientists and 
clinicians in biomedical research. 

Multiple agencies provide funding in the form 
of (1) scholarships to support young researchers, 
(2) research grants/fellowships/associateships to 
established and independent researchers, 
(3) grants for developing skills and knowledge, 
and (4) travel grants for attending international 
academic and scientific events. Different funding 
agencies have specific interests/focus, roadmaps, 
application processes, thrust areas and timelines. 
A print and/or electronic document providing 
comprehensive information about funding 
opportunities in India for biomedical scientists is 
needed. Herein this chapter, an attempt has been 
made to prepare a single consolidated document 
on the funding opportunities for biomedical 
scientists in India which will serve as a quick 
reference document. 

54.2 Funding Opportunities: Types 
and Prerequisites 

There are several funding opportunities to cater to 
the needs of researchers at various stages of their 
careers. There are fellowship schemes for early 
career researchers with a recent Ph.D. degree or 
Master’s in Medicine/MPH or equivalent degree, 
without regular positions to pursue postdoctoral 
research and establish themselves as independent 
researchers. Some funding agencies provide 
financial assistance to young scientists with regu-
lar positions to initiate research activities as inde-
pendent researchers. There are opportunities for 
young and established researchers to obtain extra-
mural funding from various government 
agencies. Besides these, established researchers 
have opportunities to apply for academic research 
enhancement awards or fellowship programmes. 
Detailed information about the funding schemes, 
eligibility criteria, and other requirements are 
highlighted in the following sections. 

54.2.1 Research Grants 
for the Established Researchers 

The GOI formed the Ministry of Science 
and Technology in 1971 to formulate the rules 
and regulations, and laws relating to Science and 
Technology (S&T) in India. This Ministry created 
different departments which promote basic 
research in science, including biomedical science 
and provide financial assistance to persons 
engaged in such research; these include the 
Department of Biotechnology (DBT), Depart-
ment of Science and Technology (DST), Science 
and Engineering Research Board (SERB), and 
Council for Scientific and Industrial Research 
(CSIR). Besides the Ministry of S&T, the GOI 
also has the Ministry of Health and Family Wel-
fare (MOHFW) which was formed in 1947 to 
frame health policies in India. A Department of 
Health Research (DHR) was created in 2007 
under the MOHFW. DHR aims to bring modern 
health technologies to people through research 
and innovations related to diagnosis, treatment



methods and vaccines for prevention. The Indian 
Council of Medical Research (ICMR), the apex 
body for formulating, coordinating and promot-
ing biomedical research, is also under the admin-
istrative supervision of DHR. In addition to these 
ministries, the GOI launched the Ministry of 
AYUSH in 2014, which is responsible for the 
education, research and propagation of traditional 
medicine systems in India. The Defence Research 
and Development Organization (DRDO) of the 
Ministry of Defence, GOI, provides financial 
assistance to promote cutting-edge biomedical 
research relevant to defence services through 
Life Science Research Board (LSRB). In addi-
tion, India Alliance (DBT/Wellcome Trust India 
Alliance), funded by the DBT, GOI and the 
Wellcome Trust, United Kingdom, serves as an 
independent, dynamic public charity, and funds 
research in health and biomedical sciences in 
India. These four ministries of the GOI as well 
as the India Alliance provide funding for biomed-
ical research. 
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54.2.1.1 Funding Support by the Ministry 
of Science and Technology 

Department of Biotechnology 

Biotechnology Industry Research Assistance 
Council (BIRAC) 
BIRAC is a non-profit Public Sector Enterprise 
set up by the DBT to strengthen and empower 
emerging Biotech enterprises to undertake strate-
gic research and innovation, addressing nation-
ally relevant product development needs. The 
primary objective of BIRAC is to bridge the 
gaps in industry-academia innovation research 
and facilitate novel, high-quality affordable prod-
uct development through cutting-edge 
technologies. Over the past few years, BIRAC 
has initiated numerous schemes under different 
theme areas. For conducting translational 
research, and to encourage/support academia to 
develop technologies/products of societal/ 
national importance and their subsequent valida-
tion by an industrial partner, BIRAC has initiated 
Promoting Academic Research Conversion to 
Enterprise (PACE) programme. The PACE 

scheme has two components, such as Academic 
Innovation Research (AIR) and Contract 
Research Scheme (CRS) [3]. AIR supports 
projects with well-established proof-of-concept 
principles leading to prototype development or a 
product/technology of national relevance or com-
mercial potential. The applicants must have 
completed at least one extramurally funded proj-
ect in the same area as the proposed project. The 
applicant must have authored one publication as 
the first or lead author or filed patents in the same 
research area. The duration of AIR is 24 months 
and the total budget cap is INR 50,00,000/-. The 
CRS aims to validate a process or prototype 
(developed by the academia) by the industrial 
partner/LLP. Academia (Public or private Insti-
tute, University, NGO or Research Foundation) 
having a well-established support system for 
research shall be the primary applicant. There is 
no time limit for the duration and no ceiling for 
funding under CRS projects. 

Department of Science and Technology 
DST provides financial support towards (1) Scien-
tific and Engineering Research, (2) Technology 
Development, (3) International S&T Coopera-
tion, and (4) Women Scientists schemes. 

Under Scientific and Engineering Research, 
the DST supports theme-based research in bio-
medical science. These are “Science and Technol-
ogy of Yoga and Meditation (SATYAM)” and 
“Cognitive Science Research Initiative (CSRI)”. 

Cognitive Science Research Initiative 
The scheme aims to facilitate a platform for the 
scientific community to work for better solutions 
for challenges about cognitive disorders. The 
main objectives include (I) understanding the 
nature or origins of mental disorders, of physio-
logical, social and neurochemical origins, 
(II) designing better learning tools and educa-
tional paradigms, (III) designing better software 
technologies and artificial intelligence devices, 
and (IV) streamlining social policy formulation 
and analysis. Under this scheme, DST funds indi-
vidual R&D projects, multi-centric Mega 
projects, and Postdoctoral Fellowships. The proj-
ect is tenable for a maximum period of three



years. However, postdoctoral fellowships are 
given to young scientists below 40 years of age 
for a period of 2 years [4]. 
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Science and Technology of Yoga and Meditation 
This scheme aims to foster research on the impact 
of yoga and meditation on physical and mental 
health as well as cognition in healthy people and 
patients with disorders. Two basic themes are 
considered under the SATYAM scheme: 
(I) investigations on the effect of yoga and medi-
tation on physical and mental health and well-
being, and (II) investigations on the effect of 
Yoga and Meditation on the body, brain, and 
mind in terms of the basic processes and 
mechanisms [5]. Scientists/academicians having 
regular positions and research backgrounds in 
‘Yoga and Meditation’ are eligible to apply. The 
project is tenable for a maximum period of 
3 years. 

Science and Engineering Research Board 
SERB has several programmes as well as schemes 
and some of them support biomedical research. 

Core Research Grant (CRG) 
CRG encourages emerging and eminent scientists 
to an individual-centric competitive mode of 
funding. It is either given to an individual 
researcher or a group of researchers working in 
a recognized institution. The applicants must hold 
regular academic/research positions in recognized 
R&D institutions in India. Faculty recruited 
through the UGC-faculty recharge programme, 
INSPIRE faculty, as well as Ramanujan and 
Ramalingaswami Fellows are eligible to apply, 
provided they have at least 3.5 years of tenure 
remaining at the time of submission of applica-
tion. Investigators should have Ph.D. degree in 
Science/Engineering or MD/MS/MDS/MVSc. 
degree. This scheme is flexible concerning the 
age, grant amount and duration [6]. 

Scientific and Useful Profound Research 
Advancement (SUPRA) 
SUPRA is designed for high quality research 
proposals with new hypotheses or ones that can 
challenge existing knowledge and provide 

‘out-of-the-box solutions’. The investigators 
should hold regular academic/research positions 
in recognized academic institutions or national 
laboratories in India with at least 5 years of ser-
vice remaining. Faculty recruited through the 
UGC-faculty recharge programme are also eligi-
ble to apply. The investigators should have a Ph. 
D. degree in Science/Engineering or MD/MS/ 
MDS/MVSc. degree. This scheme provides sup-
port to individual researchers or a group of 
researchers working in recognized institutions in 
India. The funding is provided for a period of 
3 years and extendable up to 5 years subject to 
performance evaluation. In the case of projects 
with a total budget exceeding INR 80,00,000/, 
50% of the non-recurring and consumables cost 
should be shared by the host institution [7]. 

High Risk-High Reward 
This scheme aims at supporting proposals that are 
conceptually new and risky, challenge existing 
hypotheses, and provide ‘out-of-the-box’ think-
ing on important problems and if successful, 
expected to have a paradigm-shifting influence 
on S&T. This may be in terms of formulating 
new hypotheses or scientific breakthroughs 
which aid in emergence of new technologies. 
The applicant must hold a regular academic/ 
research position in a recognized institution. 
This scheme is tenable for a period of 3 years, 
however, in exceptional cases, the duration can be 
extended up to 5 years and there is no prescribed 
budget limit [8]. 

Promoting Opportunities for Women 
in Exploratory Research (POWER) Grant 
POWER aims to encourage emerging and emi-
nent women researchers to undertake R&D 
activities in frontier areas of science and engineer-
ing [9]. The investigators should be Indian 
citizens, holding regular academic/research 
positions in recognized academic institutions or 
national laboratories in India. Faculty recruited 
through the UGC-faculty recharge programme, 
INSPIRE faculty, Ramanujan and 
Ramalingaswami Fellows are eligible to apply, 
provided they have at least 3.5 years of tenure 
remaining at the time of submission of



application. The amount of funding is up to INR 
60,00,000/- for 3 years. 
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SERB-POWER Translation Grant 
This scheme is envisaged to encourage women 
researchers to translate innovative ideas, 
discoveries and inventions. This is awarded to 
women investigators who have clearly 
demonstrated the translational potential of their 
research (patents, etc.) and have established con-
tact with industrial partners for fast-track gradua-
tion to a prototype stage and beyond. Women PIs 
who hold or have applied for patents/IP from 
SERB supported project, a regular academic/ 
research position in a recognized academic insti-
tution or national laboratory with at least 4 years 
of service and Indian citizens are eligible to apply 
for this grant. Male Co-PI is allowed and the PI, 
as well as Co-PIs, should hold a Ph.D. degree in 
Science/Engineering or MD/MS/MDS/MVSc. 
The funding is provided for 2 years with a budget 
of up to INR 30,00,000/- [10]. 

Council of Scientific and Industrial Research 
CSIR provides financial assistance to promote 
research in the fields of S&T and medicine. 
Research grants are provided to Professors/ 
Experts in regular employment in Universities, 
IITs, post-graduate institutions, etc. Priority is 
given to multi-disciplinary projects involving 
inter-organizational cooperation and to schemes 
having relevance to the research programmes of 
CSIR laboratories. Applications for research 
grants can be submitted at any time during the 
year and the duration is 3 years or less as pro-
posed by the investigator [11]. 

54.2.1.2 Funding Support by the Ministry 
of Health and Family Welfare 

Both DHR and ICMR provide financial assis-
tance to promote research in the field of medicine, 
public health and allied areas. 

Grant-In-Aid (GIA) Scheme of DHR 
This scheme provides funding for research stud-
ies to identify the existing knowledge gap and to 
translate the existing health leads into deliverable 
products. The priority areas include 

communicable and non-communicable diseases, 
reproductive and child health, biomedical imag-
ing and processing, innovation in health 
technologies, disease modelling, etc. 

Researchers in regular employment in 
universities, medical colleges, postgraduate 
institutions, and recognized R&D organizations 
are eligible. Three different categories of grants 
are available [12]. 

1. Research studies with emphasis on public 
health: This scheme funds projects on 
non-communicable diseases focussing on dis-
ease burden, risk factors, diagnosis and treat-
ment, etc. of major diseases. The maximum 
duration of this category is 3 years. The total 
budget for individual PI-driven projects is INR 
50,00,000/- to INR 3,00,00,000/-, however, 
for multi-centric /network projects the total 
budget is INR 50,00,000/- to INR 
10,00,00,000/-. 

2. Translational Research Projects: This scheme 
is meant for translating already identified 
leads into products and processes in the area 
of human healthcare (from bench to bedside), 
through coordination among the agencies 
involved in basic, clinical and operational 
research for use in the public health system. 
The duration of this kind of project ranges 
from 1 to 4 years and the budget ranges from 
INR 4,00,00,000/- to INR 10,00,00,000/-. 

3. Inter-sectoral coordination including funding 
of joint projects: This scheme aims to promote 
joint/collaborative research projects with other 
agencies involved in bio-medical/health 
research in the country for optimum use of 
resources and transfer of knowledge. The 
duration is 2–3 years per project and the bud-
get ranges from INR 50,00,000/- to INR 
10,00,00,000/-. 

Ad-Hoc Project Scheme of ICMR 
ICMR provides financial support through ad-hoc 
projects to promote research in the field of bio-
medical sciences to researchers having regular 
employment in medical colleges, research 
institutes, Universities, and recognized R&D 
organizations. ICMR calls for research proposals



in a theme-based manner and the themes include: 
basic medical sciences, epidemiology and com-
municable diseases, biomedical informatics, 
reproductive biology and maternal and child 
health, cancer biology, neuroscience, sexually 
transmitted infections, non-communicable 
diseases, innovation and translation research, 
etc. [13]. 
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54.2.1.3 Funding Support by Ministry 
of Ayurveda, Yoga 
and Naturopathy, Unani, Siddha 
and Homeopathy (AYUSH) 

AYUSH offers a wide range of holistic treatments 
covering preventive, promotive, curative, rehabil-
itative, and rejuvenatory needs. The 
“AYURGYAN Scheme” of AYUSH ministry 
supports education, research and innovation. 
This scheme aims to develop opportunities for 
scientific scrutiny of AYUSH systems for the 
benefit of users, researchers, practitioners, com-
mon people at large, and so on. There are multiple 
priority areas of research under AYUSH with a 
focus on integrated health research, experimental 
research, epidemiological research, clinical 
research, translational research, etc. Medical, sci-
entific and R&D Institutions, Universities, etc. 
with adequate infrastructure and technical exper-
tise can apply for this scheme. The PI should hold 
a regular position and have a minimum five-year 
research experience in the concerned field. This 
scheme generally considers only one PI and not 
more than two co-investigators. The applications 
are received in four quarters, such as the first 
week of March, June, September and 
December [14]. 

AYUSH also offers a Centre of Excellence 
(ACE) programme [15]. Organizations with 
exceptional contributions at the national and 
international levels are considered for the ACE 
programme as recognition for their substantial 
contribution in the field of AYUSH services like 
research and drug development. One of the main 
objectives of this scheme is to create a network of 
organizations that will accelerate research in 
AYUSH systems. This scheme is generally tena-
ble for 3 years. 

54.2.1.4 Funding Support by the Ministry 
of Defence 

The Life Science Research Board (LSRB) of 
DRDO was initiated to support and strengthen 
the research base in the area of life sciences to 
meet the national needs of defence services. The 
grant-in-aid scheme of LSRB supports various 
areas including Life support and biomedical 
devices (LSBD), Soldier Health and Drug Devel-
opment (SH&DD) and Physiology of Extreme 
Environment and Behavioral Sciences 
(PEE&BS) [16]. This grant is offered to IITs, 
Universities, Colleges, eminent scientists work-
ing in reputed R&D organizations, etc. 

54.2.1.5 Funding support by India 
Alliance 

Team Science Grant 
This scheme is meant for a team of researchers 
who bring together complementary skills, knowl-
edge, and resources to address an important 
health challenge for India. It funds high-risk, 
high-reward research work [17]. The project 
should be multi-institutional and interdisciplinary 
in its approach. A minimum of 3 investigators 
should participate, including one as PI who will 
manage and lead the team. The applying team 
should bring different expertise or disciplines to 
address the research problem. No more than 
2 investigators can be from one institution, and a 
minimum of two institutions should be included. 
The PI and co-PIs should have PhD/MD/MBBS-
MS/MPH or equivalent degrees, while the PI 
should have at least 5 years of experience and 
Co-PIs should have at least 3 years of experience 
in running an independent research group. All the 
investigators should have obtained competitive 
grants/fellowships and tenure at their respective 
host institutions for the entire grant duration. 
There are no age or nationality restrictions for 
the applicants. This project is tenable for 5 years 
and the total budget is up to INR 10,00,00,000/-.
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Clinical and Public Health Research Centres 
(CRCs) 
CRC aims to improve clinical and public health 
research ecosystems in India to bridge gaps in 
human resources, supervision, mentorship, equip-
ment and administration. This scheme is 
envisioned as research-oriented centres 
established with a focus on major biomedical 
research problems and preferably involving mul-
tiple institutions [18]. The CRCs are meant to 
promote clinical/public health research and 
develop physician-scientists. Eligible institutions 
should provide evidence of access to an in-house 
or external Clinical Study Design Unit (CSDU) 
and relevant training programmes. The proposal 
should have components of human resource train-
ing and mentorship. Training of MD and Ph.D. 
students should be a critical part of the proposed 
project. The total duration of the project is 
5 years. 

54.2.2 Academic Research 
Enhancement 
Award/Fellowships 
for the Established Researchers 

54.2.2.1 Funding Support by the Ministry 
of Science and Technology 

Department of Biotechnology 

Har Gobind Khorana-Innovative Young 
Biotechnologist Award 
This is a career-oriented award to identify and 
nurture outstanding young scientists with innova-
tive ideas who are desirous of pursuing research 
in the frontier areas of Biotechnology. This award 
is given to candidates whose age is below 
35 years, but an age relaxation of 5 years is 
given to SC/ST/OBC, women and differently 
abled candidates [19] The applicant must have a 
Ph.D. in any branch of Life Sciences or Master’s 
degree in Medicine or Dentistry (MD/MS/MDS). 
The applicant should be an Indian citizen with 
excellent academic credentials and track record, 
high-impact peer-reviewed publications or should 

have developed technologies, Indian and/or inter-
national patents. The proposed research proposal 
for this award should be of very high scientific 
quality with innovativeness. This award carries a 
fellowship of INR 1,00,000/- per annum for 
candidates who have a permanent faculty position 
and Rs. INR 75,000/- per month for those 
candidates who are not holding permanent 
positions. Besides this, an amount of INR 
10,00,000/- is given for purchasing equipment 
and INR 10,00,000/- per year for consumables. 

Tata Innovation Fellowship 
This is a highly competitive scheme of DBT to 
recognize and reward scientists with an outstand-
ing track record in Biological Sciences/Biotech-
nology for finding innovative solutions to major 
problems in health care and other allied areas of 
life sciences [20]. This fellowship is awarded to 
Indian citizens, below the age of 55 years. The 
applicant should possess a Ph.D. degree in Life 
Sciences or a Master’s/equivalent degree in med-
ical sciences, engineering or biotechnology. The 
applicant should have outstanding contributions 
and publications in the specified area and a deep 
commitment to finding innovative solutions to 
major problems in health care and other areas of 
Life Sciences. The applicant must have a regular/ 
permanent position in a University/Institute/ 
Organization and should be engaged in R&D 
activities and should have spent at least five 
years in India before applying for the fellowship. 
This scheme offers an amount of INR 25,000/-
as a fellowship per month, in addition to a regular 
salary from the host institute and a contingency 
grant of INR 6,00,000/- per annum. This fellow-
ship is for three years and extendable by another 
2 years based on a fresh appraisal. 

Janaki Ammal National Women 
Bioscientist Award 
This award (young category) is given to Indian 
women scientists below 45 years of age who have 
made significant contributions to different 
branches of science, including biomedical 
sciences. Nominations for the applicants 
forwarded through the Head/Executive authority 
of the Institutes/Scientific Organizations are



considered for selection. The work (of the last 
5 years) for which nomination is made must 
have been carried out in Indian institutes and 
acknowledged in the publications. This carries a 
cash prize of INR 1,00,000/- and a Research 
Grant of INR 25,00,000/-per annum for a period 
of 5 years [21]. 
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Department of Science and Technology 

Swarnajayanti Award 
This scheme is offered by DST to a selected 
number of young scientists who are under 
40 years of age with a proven track record and 
to enable them to pursue basic research in frontier 
areas of S&T. The project should have an innova-
tive research idea with the potential for making an 
impact on R&D in the discipline. This scheme has 
a fellowship of INR 25,000/- per month in addi-
tion to the salary drawn from the host institute and 
the applicants are given additional monetary sup-
port for research work. This fellowship is given 
for a period of five years. The applicant should 
possess Ph.D. in Science/Engineering or a Mas-
ter’s degree in Medicine [22]. 

Science and Engineering Research Board 

Early Career Research Award (ECRA) 
This award aims to provide quick research sup-
port to young researchers who are in their early 
careers pursuing exciting and innovative research 
in frontier areas of science. The applicant should 
hold a Ph.D. degree in Science/Engineering or an 
M.D./M.S. degree in any area of Medicine and 
must hold a regular academic/research position in 
a recognized academic institution or national lab-
oratory. The upper age limit is fixed at 37 years, 
however, for SC/ST/OBC/Physically challenged 
and women candidates, the upper age limit is 
40 years. This is a one-time award and carries a 
research grant of up to INR 50,00,000/- for a 
period of 3 years [23]. 

SERB-POWER Fellowship 
This fellowship supports outstanding women 
researchers and innovators working in Indian aca-
demic institutions and R&D laboratories, holding 
Ph.D. degrees in any branch of science and 

engineering. The nominee should be an Indian 
citizen between 35–55 years of age with an excel-
lent record of research performance as an inde-
pendent investigator. A fellowship of INR 
15,000/- per month in addition to regular income 
and a research grant of INR 10,00,000/- per 
annum are given for a period of three years [9]. 

Council of Scientific and Industrial Research 

Young Scientist Award 
CSIR launched this scheme in 1987 to promote 
excellence in various fields of S&T. Each award 
consists of a citation, a cash prize of INR 
50,000/- and a plaque. Awardees are entitled to 
a special honorarium of INR 7500/- per month 
till the age of 45 years and also a research grant of 
INR 25,00,000/- over a period of five years. Any 
scientist, engaged in research in any of the CSIR 
institutes, who is not more than 35 years of age, as 
reckoned on 26th September of the preceding 
year, is eligible for the award. The nominee 
should be a regular scientific staff of the CSIR 
system and should have joined the CSIR labora-
tory on or before the 26th of September of the 
previous year [24]. 

India Alliance 

Intermediate Fellowship 
This fellowship is offered to researchers holding 
permanent positions but who are either newly 
established or in the process of establishing them-
selves as independent investigators. There are two 
categories of this fellowship: Basic Biomedical 
Research Fellowship and Clinical and Public 
Health Research Fellowship [25]. Researchers 
with 4 to 15 years of post-Ph.D. research experi-
ence are eligible to apply under the biomedical 
research category for five years with a total bud-
get cap of INR 3.6 crores and a salary up to INR 
13.8 lakhs per annum. Clinicians and allied health 
professionals with 0–15 years of research experi-
ence post-qualifying degree are eligible to apply 
for the Clinical and Public Health Research Fel-
lowship for five years with a total budget cap of 
INR 3.8 crores and salary of up to INR 16.8 lakhs 
per annum.
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Senior Fellowship 
This fellowship is offered to researchers who 
have established themselves as independent 
investigators and now would like to lead a larger 
programme of research or expand their research 
programme in India. There are two categories of 
this fellowship: Basic Biomedical Research Fel-
lowship and Clinical and Public Health Research 
Fellowship [25]. Researchers having 4 to 15 years 
of post-Ph.D. research experience are eligible to 
apply under the biomedical research category for 
5 years with a total budget cap of INR 4.5 crores 
and a salary of up to INR 16.1 lakhs per annum. 
Clinicians and allied health professionals with 
0 to 15 years of research experience post-
qualifying degree are eligible to apply for the 
Clinical and Public Health Research Fellowship 
for five years with a total budget cap of INR 4.7 
crores and salary of up to INR 19.5 lakhs per 
annum. 

54.2.3 Fellowships 
for the Postdoctoral 
Students/Early Career 
Researchers 

54.2.3.1 Funding Support by the Ministry 
of Science and Technology 

Department of Biotechnology 

Research Associateship (RA) 
DBT-RA is aimed to train and nurture young 
researchers and generate a critical mass of trained 
manpower in modern areas of biology and bio-
technology. This fellowship is given for a period 
of 2 years (up to 4 years in exceptional cases) to 
researchers who have a Ph.D. degree in Science/ 
Engineering or MD/MS degree in Medicine and a 
good academic record. The upper age limit is 
40 years for male candidates and 45 years in the 
case of women candidates [26]. 

Biotechnology Career Advancement 
and Re-orientation Programme (BioCARe) 
This is to promote Women Scientists in science 
and in an attempt to enhance their participation in 

Biotechnology research. This programme is 
mainly for the career development of unemployed 
female scientists, including those who are not in 
regular positions or had a career break up to the 
age of 45 years for whom it is the first extramural 
research funding [27]. 

Ramalingaswami Re-entry Fellowship 
This aims to attract high-quality Indian brains 
working abroad to pursue their research interests 
in Life Sciences, Biotechnology and other related 
areas in India by providing them an attractive 
avenue to pursue their R&D interests in Indian 
Institutions [28]. This is a senior fellowship 
programme, and awardees are to be considered 
equivalent to Assistant Professor/Scientist-D. The 
applicant should possess a Ph.D./MD/ equivalent 
degree with an outstanding track record as 
reflected in publications or other recognitions 
and with at least 3 years of post-doctoral research 
experience, of which the last two years should be 
from an overseas laboratory. Only Indian 
nationals working overseas are eligible to apply. 
Researchers up to 45 years of age on the closing 
date of application are eligible to apply. Fellows 
are entitled to take up teaching/research 
assignments and supervise doctoral/MS students. 
The fellows are given a consolidated monthly 
remuneration of INR 1,00,000/- per month and 
INR 18,500/- per month as HRA. In addition, an 
amount of INR 10,00,000/- for the first and 
second year; INR 7,50,000/- for third and fourth 
year, and INR 5,00,000/- for the fifth year are 
given as a research/contingency grant. 

Department of Science and Technology 

Women Scientists Scheme 
This scheme is to encourage women in the S&T 
domain, preferably those who have had a career 
break and not having regular employment, to 
explore the possibility of re-entry into the profes-
sion. There are two categories under this scheme: 
(1) Women Scientist Scheme-A (WOS-A), given 
to those who have Ph.D. in Basic or Applied 
Sciences/MD or equivalent degree, and (2) Scien-
tist Scheme-B (WOS-B) for applicants who 
have either M.Phil./M.Tech./M.Pharm./MVSc.



or M.Sc. in Basic or Applied Sciences/MBBS/ 
B.Tech. or an equivalent degree. A grant amount 
of INR 30,00,000/-, including a stipend of INR 
55,000/- is sanctioned for WOS-A. However, for 
the WOS-B scheme, INR 25,00,000/-, including 
a monthly salary of INR 40,000/- is given to the 
candidates for the first category, while the 
candidates selected for the latter category are 
given INR 20,00,000/-, including a monthly sti-
pend of INR 31,000/- [29]. 
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INSPIRE Faculty Fellowship 
This scheme aims to provide attractive 
opportunities to young achievers/post-doctoral 
fellows to carry out independent research and 
develop independent scientific profiles. The 
applicants should have a Ph.D. degree in Sci-
ence/Engineering/Medicine and should possess a 
minimum of 60% (or equivalent CGPA) marks 
throughout their academic life (Class 
12 onwards). The upper age limit is 32 years, 
however, for SC/ST and women candidates it is 
37 years and for persons with benchmark 
disabilities, the upper age limit is 42 years. The 
applicants should have publications in highly 
reputed journals, demonstrating outstanding 
research potential. The INSPIRE Faculty fellow 
is entitled to a consolidated monthly salary of 
INR 1,25,000/- and a research grant of INR 
7,00,000/- per annum for 5 years. This scheme 
is for a maximum period of 5 years [30]. 

Science and Engineering Research Board 

National Postdoctoral Fellowship (N-PDF) 
N-PDF is offered to Indian citizens who are either 
holders of Ph.D./MD/M.S. or are about to submit 
a Ph.D./MD/M.S. thesis. The maximum age limit 
is 35 years, while it is 40 years for SC/ST/OBC/ 
Physically handicapped and women candidates. 
The N-PDF is tenable only for two years and an 
amount of INR 55,000/- per month is given as 
a fellowship. In addition, the candidate will 
receives INR 2,00,000/- per annum as a research 
grant [31]. 

Ramanujan Fellowship 
This is meant for brilliant Indian scientists, below 
40 years of age and who want to return to India 
from abroad and take up scientific research 
positions in India [32]. The applicant should 
have a Ph.D. degree in Science/Engineering or 
MD in Medicine and have adequate professional 
experience. The applicant should be working 
abroad at the time of nomination. This fellowship 
is tenable for 5 years and has a consolidated 
monthly salary of INR 1,35,000/- and a research 
grant of INR 7,00,000/- per annum. 

Council of Scientific and Industrial Research 

CSIR-Nehru Science Postdoctoral Fellowship 
This fellowship is provided to pursue postdoc-
toral research in Science, Engineering, Agricul-
ture and Medicine to students who have obtained 
Ph.D. within the last 3 years or are about to 
submit a Ph.D. thesis. The maximum age limit is 
32 years, while it is 37 years for SC/ST/OBC/ 
Physically handicapped and women candidates. 
This fellowship is tenable for two years and 
extendable for another year. The awardees are 
given INR 65,000/- per month as a fellowship 
and a contingency grant of INR 3,00,000/- per 
annum. This fellowship is given to Indian 
nationals, Overseas Citizens of India (OCI) and 
persons of Indian Origin (PIO) (80%) and the 
remaining 20% to foreign nationals [33]. 

54.2.3.2 Funding Support by the Ministry 
of Health and Family Welfare 

Department of Health Research 

Young Scientist Scheme 
This is offered for a period of three years and 
there are two categories. Category A is given to 
applicants who are less than 35 years and hold 
MD/MS/MDS or Ph.D. in biomedical sciences. 
Awardees with medical degrees will receive a 
stipend of INR 70,000/- per month and 
non-medical awardees will receive a stipend of 
INR 60,000/- per month and INR 10,00,000/-
as a contingency grant. For category B, the 
applicants should be 30 years of age and hold



MBBS/BDS/MVSc. or M.Sc. in biomedical 
sciences and have at least 5 years of research 
experience in the bio-medical field. Awardees 
with medical degrees will receive a monthly sti-
pend of INR 55,000/- and non-medical 
applicants will receive INR 50,000/- and a con-
tingency grant of INR 10,00,000/- per year [34]. 
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Indian Council of Medical Research 

Research Associates 
This is awarded to young scientists to carry out 
research in the field of Biomedical Sciences at 
Medical Colleges, Research Institutes, 
Universities and recognized R&D organizations. 
Applicants should have a Ph.D./MD/MS/MDS/ 
equivalent degree or 3 years of research, teaching, 
design or development experience after MVSc./ 
M.Tech./M.Pharm./ME with at least one research 
paper in SCI journal. Based on qualification and 
experience, one of the 3 pay levels is given: RA-I 
(INR 47,000/-), RA-II (INR 49,000/-) and 
RA-III (INR 54,000/-). The upper age limit is 
40 years for male and 42 years for female 
candidates [35]. 

54.2.3.3 Funding Support by India 
Alliance 

Early Career Fellowship 
This fellowship is for postdoctoral scientists who 
wish to undertake high-quality research and 
establish themselves as independent researchers 
in India. There are two categories of early career 
fellowships; one is called Basic Biomedical 
Research Fellowships, while the other is known 
as Clinical and Public Health Research 
Fellowships. This fellowship is given for five 
years. The amount of fellowship is up to INR 
10.3 lakhs per annum and the total budget cap is 
INR 1.7 crores under the Basic Biomedical 
Research fellowship and is given to the 
candidates who are either in the final year of 
Ph.D. studies or have no more than 4 years of 
postdoctoral research experience. The candidates 
under the Clinical and Public Health Research 
category are paid an amount of up to INR 13.4 
lakhs as salary and the total budget cap is INR 1.9 

crore. Candidates with MD/MS/MPH or equiva-
lent clinical/public health degree with 0–15 years 
of research experience post-qualifying degree are 
eligible to apply for the Clinical and Public 
Health Research Fellowship. These fellowships 
do not have age or nationality restrictions [36]. 

Clinical Research Training Programme 
This fellowship is offered to develop physician 
scientists as a way forward for improving clinical 
and public health research ecosystems in India. 
This program funds mentored research training 
fellowships for medical graduates (MBBS) and 
Post-graduates (MD/MS/equivalent) to provide 
training opportunities in diverse areas of research 
relevant to India’s health priorities. It encourages 
the trainee to receive M.Phil. and/or Ph.D. degree 
or other certification at the exit point. The value of 
the fellowship is INR 50,00,000/- for a 3- to 
4-year period [37]. 

54.2.3.4 Funding Support by University 
Grant Commission (UGC) 

Dr. D.S. Kothari Postdoctoral Fellowship 
This fellowship is provided by the University 
Grant Commission (UGC) for pursuing postdoc-
toral studies in sciences [38]. This fellowship is 
awarded to unemployed candidates with Ph.D. 
The upper age limit for applicants is 35 years 
and the relaxation in age for SC/ST/OBC/ 
Women candidates is as per GOI norms. This 
fellowship is tenable for three years and INR 
43,800/- for first year, INR 45,000/- for second 
year and INR 46,000/- for the third year are 
given as stipend, along with a contingency grant 
of INR 1,00,000 per annum. 

54.2.4 Grants for Skill 
Development/Knowledge 
Enhancement 

In addition to providing financial assistance such 
as research grants, fellowships, awards, etc., the 
Indian funding agencies also fund Universities, 
Academic Institutions, Colleges, etc. to organize 
scientific/academic events such as workshops,



o

symposia, seminars, conferences, etc., for devel-
oping skill and knowledge. 
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Financial assistance is also provided by the 
funding agencies like DBT, SERB, CSIR and 
ICMR to young (Ph.D. students, Research 
Associates, Resident doctors, etc.) as well as 
established scientists as ‘travel grants” for 
presenting their research papers in international 
scientific events such as conferences, workshops, 
short-term schools, courses, training 
programmes. This scheme provides up to full 
reimbursement of the actual airfare from the air-
port (nearest to the place of work) to the venue of 
the event and back. 

DBT started the Unique Methods of Manage-
ment of Inherited Disorders (UMMID) initiative 
[39] for providing training to clinicians working 
in Government hospitals on Biochemical Genet-
ics, Cytogenetics, Molecular Genetics, Clinical 
Genetics and Comprehensive critical care. 
SERB initiated the ‘VRITIKA’ scheme [40] t  
provide opportunities to promising PG students 
from universities/Colleges to get exposure and 
hands-on research skills from institutes of 
national importance such as IITs, IISc., NITs, 
CSIR, ICMR, etc. 

54.3 Roadmap and the Priority 
Areas of the Indian Funding 
Agencies 

Until recently, there were different task forces 
under various funding agencies to evaluate, sup-
port and monitor the research projects of various 
niche areas, which included, for example, Human 
Genomics and Genome Analysis, Cancer Biol-
ogy, Infectious Disease Biology, Neuroscience, 
and so on. However, most of the funding agencies 
have removed such thrust areas of research and 
task forces. Funding agencies like DBT and 
ICMR call for applications for theme-based 
topics, based on the relevance and priority of the 
GOI’s ‘Swasth Bharath’ mission. The themes of 
grant application calls vary across these funding 
agencies and new themes are proposed 
every year. 

The roadmap of DBT in recent years is to 
emphasize the promotion of excellence and 
innovation for facilitating basic, early and late-
stage translation research, establishing national 
and international partnerships, capacity building 
and public-private partnerships. Keeping this 
mission in mind, the DBT allotted huge funds 
for research programmes like the Accelerator Pro-
gram for Discovery in Brain Disorders using 
Stem cells (ADBS), Genome India: Cataloguing 
the Genetic Variation in Indians, Human 
Microbiome Initiative of Select endogamous 
populations of India, etc. The mission of the 
ICMR is to increase focus on research on the 
health problems of the vulnerable, disadvantaged, 
and marginalized sections of society, to harness 
and encourage the use of modern biology tools in 
addressing health concerns of the country and 
encourage innovations and translation related to 
diagnostics, treatment, methods/vaccines for pre-
vention. The DHR also encourages clinical and 
translational research that benefits the 
community. 

Unlike DBT, DHR and ICMR, funding 
agencies like India Alliance and SERB, especially 
the CRG scheme do not have very stringent 
requirements. These two funding agencies do 
not ask for theme-based research proposal sub-
mission and are flexible as well as open to various 
kinds of research ideas from basic to translational 
and para-clinical to clinical. 

54.4 Application Procedure 
and Familiarity with All 
Competitive Grants 

54.4.1 Mode of Application 
and Format 

The application procedure and the format for 
preparing the grant proposals vary to some extent 
across the funding agencies. All the funding 
agencies have moved to the online mode of proj-
ect submission. The first step of the project sub-
mission across funding agencies is the creation of 
a login ID and completion of the registration 
process by providing information related to the



current position and affiliation as well as aca-
demic, training and employment history. The 
application for projects/fellowships should be 
submitted through online portals of funding 
agencies, such as India Alliance (https://grants. 
indiaalliance.org/Login.aspx), DST (https:// 
onlinedst.gov.in/Login.aspx), SERB (https:// 
www.serbonline.in/SERB/HomePage), ICMR 
(https://epms.icmr.org.in/),  DHR https://  
dhrschemes.icmr.org.in/userLogin), and DBT 
(https://dbtepromis.nic.in/Login.aspx). The 
formats of grant applications for these funding 
agencies are available on their respective 
websites. 
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Most of the funding agencies such as SERB, 
DST, DBT and LSRB providing financial assis-
tance for extra-mural projects ask for a full appli-
cation. However, all the theme-based research 
grants, supported by DBT, DHR and ICMR man-
date the submission of a Letter of intent (LOI) or 
concept note as a first step. Based on the merit of 
the research questions put forwarded in the LOI 
or concept note, full proposals are invited. India 
Alliance-DBT Wellcome Trust always follows a 
two-step application process, i.e., a preliminary 
followed by a full application. 

54.4.2 Programme Announcements 

Except for the India Alliance and CRG scheme of 
SERB, most of the funding agencies do not have a 
fixed timeline for announcing project submission. 
The India Alliance launches its application 
request in July for Early Career Fellowship 
(ECF) while for Senior and Intermediate Fellow-
ship (SIF) in June (first round) and February 
(second round) for Basic Biomedical Research. 
For Clinical and Public Health Research, the 
applications for ECF and SIF are launched in 
January of each calendar year. The SERB has 
streamlined the application process for its CRG 
scheme over the past few years and the call for 
application for the CRG programme is generally 
made in March/April of each calendar year. The 
announcements for the theme-based calls for 
applications are made at various time points by 
the funding agencies. 

The announcements for the grant applications 
are generally published on the website of the 
respective funding agencies. Currently, there 
does not exist a single portal for searching 
programme announcements and requests for 
applications. Besides, there is a lack of email 
alert service on announcements of grant 
applications by the funding agencies. The 
researchers need to browse the websites of the 
funding agencies for announcements around 
the year. 

54.4.3 Preparation of a Grant 
Application 

A successful grant application and funding 
depend on multiple parameters, which include 
but are not restricted to (1) the area of research 
(basic, translational, clinical, pre-clinical, etc.), 
(2) the type of research (exploratory studies, 
small research grant, basic research grant for 
definitive studies, academic research enhance-
ment award, clinical trial planning, etc.), 
(3) research ideas (fundamental hypothesis-
driven versus out-of-box), (4) choice of the 
funding agency, and (5) potential and credentials 
of the applicants. 

54.5 Thrust Areas and Types 
of Research 

Unlike other nations, for example, the USA, 
where the type of research grants has been 
categorised as R01 for a basic grant for definite 
studies for 5 years, R03 for a small research grant, 
R15 for academic research enhancement award, 
R21 for exploratory/developmental grant (see 
Chap. 51), etc., there is lack of such categoriza-
tion owing to the existence of multiple funding 
agencies in India. Funding agencies like India-
Alliance, DBT and SERB accept research 
proposals in the areas of basic, translational, 
pre-clinical and clinical studies. However, studies 
having a major focus on clinical and translational 
research are apt for DHR and ICMR. In recent 
times, DBT, DHR and ICMR have identified

https://grants.indiaalliance.org/Login.aspx
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https://epms.icmr.org.in/
https://dhrschemes.icmr.org.in/userLogin
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research areas pertinent to vaccine development 
as a priority programme. The Coalition for Epi-
demic Preparedness Innovations (CEPI) is a 
global alliance between public, private, philan-
thropic, and civil society organizations to acceler-
ate the development of vaccines against emerging 
infections and enable equitable access to these 
vaccines for affected populations during 
outbreaks. The DBT, in partnership with CEPI, 
has initiated the Ind-CEPI mission and has been 
issuing calls for proposals for projects to develop 
specific vaccine candidates or research that can 
directly support vaccine development [41]. 
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Young scientists can apply for small research 
grants either for exploratory or innovative studies 
to Har Gobind Khorana-Innovative Young Bio-
technologist Award of DBT, ECF scheme of 
India-Alliance, or the ECRA scheme of SERB. 
Basic research grants for definitive studies rang-
ing from 3–5 years can be submitted mainly to 
India-Alliance, SERB, DBT and DHR. Mid-level 
and senior scientists have multiple opportunities 
to apply for fellowships or awards that are con-
sidered academic research enhancement awards 
to funding agencies like India-Alliance (Interme-
diate and Senior Fellowships), Swarnajayanti 
Fellowships of DST, Tata Innovation Fellowships 
of DBT, SERB-POWER Fellowships, etc. ICMR 
and DHR also participate in implementing and 
monitoring clinical trials. 

54.6 Research Ideas, Selection 
of Funding Agencies 
and the Applicant’s Potential 

Research ideas or the proposed research questions 
constitute one of the major determinants of suc-
cessful grant applications. The research questions 
should be unique and novel and should be based 
on strong hypotheses (see Chap. 1). Research 
proposals for replication studies do not get 
favourable responses from the Indian funding 
agencies. Research proposals having ‘out-of-the-
box’ ideas are most appropriate for the SUPRA 
scheme of SERB. Overall, a research project that 
has unexplored research questions, a strong 
hypothesis, sound methodologies, and highly 

anticipated deliverables are generally supported 
by Indian funding agencies. 

Most of the funding agencies have restructured 
their funding mechanisms in recent times. A few 
funding agencies like India-Alliance, CSIR and 
SERB offer opportunities to individual 
researchers to frame their research areas, hypoth-
esis and questions on a broad range of topics. 
However, funding agencies like LSRB, DST, 
DBT, DHR and ICMR decide their priority 
areas of research and ask the researchers to submit 
proposals on their prescribed themes. For exam-
ple, the DST has been funding two theme-based 
programmes, such as CSRI and SATYAM on 
yearly basis for the past several years. However, 
DBT, DHR and ICMR do not have such fixed 
theme-based research schemes, rather these 
funding agencies call for proposals on a varied 
range of topics based on relevance and priority. 
Therefore, researchers who wish to test their spe-
cific hypothesis and research questions can target 
India-Alliance and SERB, while, those who fulfil 
the requirements of theme-based research of vari-
ous funding agencies can prepare their research 
questions to fit into the proposed domain of the 
theme-based research of funding agencies like 
DBT, DHR, and ICMR. Researchers interested 
in working on a specific research question, inter-
disciplinary in nature and aiming to address 
important health challenges across communities 
of the different geographical regions of India may 
look for multi-centric or networking projects. 
Multi-centric or networking projects, can be sub-
mitted to India-Alliance under “Team Science 
Grants” and this is open to a broad range of 
ideas. Alternatively, DBT and ICMR also call 
for multi-centric or networking projects but such 
calls are generally theme based. Research 
proposals that aim to develop a proof-of-concept 
for a process/product can be submitted to the 
BIRAC-PACE scheme of DBT. 

The skills, expertise, and track record of the 
investigators are also taken into consideration 
while granting the research projects. The India-
Alliance pays special attention to the academic/ 
research track record as well as the publication 
potential of applicants even for the early career 
fellowship. Investigators with a good track record
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in obtaining research funds/fellowships on inno-
vative research proposals, consistently working 
on a given topic and with publications in high-
impact journals have an edge over other 
applicants in the successful grant application. 
Investigators having preliminary data on the 
topics of their proposed research or the proposed 
research questions, supported by data from a pilot 
study also adds value to the submitted 
application. 
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54.7 Resource Materials 
for Preparing a Grant Proposal 

A funding agency needs to make publicly avail-
able the number and kind of research projects it 
has sanctioned and also make a repository having 
full details of the sanctioned projects. This offers 
multiple benefits to the researchers, such as, 
providing a template to novice researchers, 
serving as a basis to refine and improve the 
research hypothesis and questions, avoiding 
duplication of the research works, identifying a 
potential area of research for further testing/vali-
dation, etc. Unlike the NIH (see Chap. 51), there 
is a lack of an extensive database in India to track 
down funded grants from various funding 
agencies. Some of the funding agencies have 
stored a list of funded projects; however, this is 
not adequate. For example, SERB has created a 
separate portal, i.e., SERB-Project Information 
System & Management (SERB-PRISM) to pro-
vide a whole range of information like funding 
details, status, research summary, and project out-
put details such as publications and patents of the 
projects sanctioned by SERB from 2011 onwards 
(https://prism.serbonline.in/). 

All the funding agencies receive a large num-
ber of research proposals and only less than 10% 
of projects are generally being considered for 
funding. A project rejected by a funding agency 
should not be submitted without any modification 
to another funding agency as this may not get a 
favourable review from the second one. The pro-
posed hypothesis and the research questions of 
the rejected project should be analysed critically 
and the comments of the grant reviewer should be 

addressed adequately before submitting the same 
project to another funding agency. The projects 
rejected by one funding agency are seldom 
funded by other funding agencies. 

54.8 Concluding Remarks 

The funding agencies of the GOI offer multiple 
opportunities to Indian researchers, both young 
and established, to conduct basic as well as trans-
lational research by providing grant-in-aid and 
fellowships/awards, to organize academic 
events/workshops, etc., to develop international 
collaborations through bilateral-exchange 
programmes, to attend and/or to present their 
research findings in international scientific events 
by providing travel grants. The diverse funding 
mechanisms cater to the needs of a large number 
of researchers in India. However, a novice 
researcher often finds it difficult to identify an 
appropriate funding agency to submit his/her 
first proposal due to lack of (1) a centralized 
repository of funded projects, (2) structured 
timelines, (3) notifications/alerts through NIC 
email services, (4) funding agency-specific stan-
dard template, as well as frequent changes in 
announcements, especially for theme-based 
calls. An e-platform of GOI having all the impor-
tant details on the funding announcements, 
timelines, mechanisms, templates, etc., will 
serve as an important resource for all researchers. 
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Abstract 

This chapter aims to provide an overview of 
mentorship within the context of biomedical 
research. After a brief introduction about 
mentoring and the rationale for mentorship in 
biomedical sciences, the chapter describes dif-
ferent types and models of mentoring 
relationships. The process of mentorship in 
biomedical sciences is detailed with 
suggestions for best practice tips for mentees 
and mentors. The challenges to successful 
mentorship and suggestions for managing con-
flict are highlighted along with a description of 
when and how to end unproductive mentoring 
relationships. The chapter concludes with a 

description of mentoring networks and 
suggestions for augmenting mentorship in bio-
medical research in the future. 
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55.1 Introduction 

Beginning a graduate program in biomedical 
sciences can be isolating and confusing at the 
outset. The arduous process of conducting a 
research study coupled with the complexity of 
methods, highly competitive environments, and 
pressure to produce high impact results can leave 
both graduate students and junior faculty alike 
feeling overwhelmed. Navigating new systems 
and networks blindly can be a discouraging pro-
cess [1]. Effective mentorship plays a critical role 
in establishing career success within such a chal-
lenging environment. It is an imperative mecha-
nism by which career satisfaction, retention, 
research productivity, and professional success 
are achieved and is thus deemed a core duty of 
higher academic institutions [2]. This chapter 
discusses the value of mentorship within biomed-
ical research and provides important insights for 
both mentees and prospective mentors to be able 
to cultivate positive mentoring relationships.
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55.2 Understanding Mentorship 

The landscape of biomedical graduate education 
and research in the twenty-first century is rapidly 
evolving; the quantity of knowledge has expo-
nentially grown, the resources and methods avail-
able for research continue to fuel change, and the 
boundaries between disciplines have blurred. At 
the same time, funding allocation has receded and 
there is a shift towards large scale multidisciplin-
ary research work [3]. In this climate, mentorship 
is increasingly recognized as a major strategic 
priority for academic institutions to produce 
quality research outputs and maintain 
competitiveness [4]. 

The meaning of mentorship, and how it differs 
from other relationships between faculty and 
students such as teaching and academic training 
have to be explored. Broadly defined, profes-
sional mentorship can be understood as a collab-
orative and educational relationship that aims to 
facilitate the acquisition of essential competencies 
and skills over time. Mentors generally serve two 
broad functions for their mentees; one related to 
career development, by establishing the mentor as 
a coach to provide advice and enhance profes-
sional performance and development. The second 
is a psychosocial function, where the mentor acts 
as a role model and support system for the mentee 
[5]. A mentor’s role is to teach, sponsor, encour-
age, counsel, challenge, support and befriend an 
unskilled or inexperienced person to achieve their 
academic, personal, and professional goals 
[3]. See Fig. 55.1: Formal and Informal Roles of 
Mentorship. Mentoring relationships may be for-
mally assigned by the department or program, 
sought out by the prospective mentee, or infor-
mally evolve due to exposure, circumstance and 
mutual compatibility between a novice and a 
senior faculty member [5]. 

There are multiple opportunities for faculty to 
incorporate aspects of mentorship into their edu-
cational roles. Perhaps the most common and 
visible is that of the academic supervisor. They 
are also referred to as academic advisors in some 
universities. The role of the academic supervisor 

is to oversee and guide a student to complete their 
specific academic program. These individuals are 
formally assigned based on their areas of interest 
and expertise, and the role is task-oriented and 
time limited. The supervisors aim to “guide a 
student through the requirements of their aca-
demic program, establish expectations, provide 
evaluative assessments, navigate policies and 
procedures, promote academic integrity and 
sound research design, and generally assist their 
students in meeting and completing various 
milestones and tasks that are part of the academic 
program in a timely manner” [6]. 

Although faculty may choose to limit their 
responsibilities to academic supervision, many 
effectively combine the role of mentor and super-
visor which has been shown to positively impact 
the overall graduate student experience [7]. How-
ever, graduate students and especially doctoral 
students should avoid haste and not request their 
academic supervisors to be their thesis 
supervisors and research mentor before exploring 
their own research agenda and identifying the 
resources they need. 

55.3 The Role of the Mentor 

Mentorship is distinguished as a more expansive 
role compared to an academic supervisor role in 
encompassing personal, career, and professional 
skill development. Doctoral supervision and 
mentoring go hand in hand where mentors who 
supervise academic proposals and dissertations 
not only focus on research and technical skill 
development but also the personal and profes-
sional development and psychosocial needs of 
the mentee [8]. Good mentorship extends beyond 
project supervision and bestowment of sound 
experimental design. A strong mentor serves to 
role model the ethical conduct of research with 
integrity, in order to make a positive contribution 
to both science and the community [9]. As noted 
in one faculty guideline, “First and foremost, 
mentors socialize students into the culture of the 
discipline, clarifying and reinforcing—



principally by example—what is expected of a 
professional scholar” [3]. As a result, it often 
cultivates a more holistic and personal relation-
ship between mentor and mentee. 
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Fig. 55.1 Formal and 
informal roles of 
mentorship 
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Throughout the relationship, the mentor’s role 
may evolve, but generally accepted 
responsibilities include continuing to offer sup-
port and resources to master the relevant theoreti-
cal knowledge, methodological or technical skills 
required for their research and to consistently 
offer guidance and support with respect to long 
term personal and professional development 
[10, 11]. Additional responsibilities include time 
management, conflict resolution, career planning, 
networking and introduction to the research or 
institutional culture of a specific discipline 
[11]. Although mentoring involves advising, 
teaching, coaching, sponsoring and advocating 
for mentees each of these can be different roles 
and should not be used interchangeably. For 
example, facilitating a small group discussion 
should not be called group mentoring [12]. 

Coaching usually addresses skills, perfor-
mance or behavior in some aspect of an 
individual’s work or life [13]. Coaching 
relationships have clear objectives which have to 
be achieved within a limited time. Any individual 
student, junior or senior faculty may identify a 
need for coaching at various times in their life and 
seek a coach to improve their performance. The 
need for coaching in a particular domain may be 
identified by individuals, peers, mentors, mentees 
or the institution. A coach is an expert in coaching 
a particular domain and coaching can be a volun-
tary or a paid endeavor where the coaches are 
paid for their services. 

55.4 The Rationale for Mentorship 
Within Biomedical Sciences 

Biomedical research work routinely involves 
setbacks, and a need for iteration to troubleshoot 
problems. It is possible that some will lead to



failed experiments. Novice scientists will need to 
develop the skill to learn from their failures to 
shape and strengthen their future work 
[14]. Mentors can help novice scientists to over-
come failed experiments, clarify misunderstood 
concepts, and reframe failure as a learning oppor-
tunity. The positive impact of effective 
mentorship is well established within biomedical 
sciences [15]. A growing body of literature con-
sistently documents major benefits to the mentee, 
the mentor, the institution, and the greater scien-
tific community [5]. 
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55.4.1 Student Mentees 

For the mentee, effective research mentorship is a 
strong indicator of career success, individual 
motivation and productivity, and professional sat-
isfaction [16] and facilitates the development of 
self-esteem, competence, and decisiveness about 
one’s career path [17, 18]. It supports advance-
ment in research activities, conference 
presentations, grant writing, and research meth-
odology [3]. These benefits are seen across all 
stages of career development. Through the foun-
dational lens of mentorship, undergraduate and 
graduate students come to understand both the 
purpose and practice of research [19, 20]. While 
fundamental technical skills and scientific theory 
can be taught didactically, the quintessential 
functions of a researcher as a professional are 
too nuanced for the classroom, thus mandating 
apprenticeship and role modeling [4]. At the doc-
toral level, mentorship facilitates professional rec-
ognition in the form of publications, 
presentations, and networking and is valued as 
one of the most important attributes of high-
quality education [21]. 

55.4.2 Faculty Mentees 

Mentorship is especially important for the early 
careers of junior scientists. The transition from 
trainee to faculty “marks a point at which the 
acquisition of independence begins to supersede 
the importance of conducting elementary science 

or developing technical capabilities” [2]. For 
junior faculty, mentorship facilitates academic 
advancement using the mentor’s own expertise, 
networking, sponsorship, and institutional knowl-
edge. With guidance, the mentee develops profes-
sional competency, defined broadly as “career 
planning, communication skills, research and 
scholarship skills, managerial and leadership 
skills, negotiating and networking skills, and 
navigating the institutional culture” [2]. Such 
skills are not explicitly taught and cannot be 
learned easily through self-study. Further, strong 
mentorship fosters the development of profes-
sional leaders by imparting guidance through 
business and administration, financial acumen, 
managerial skills, team building, and interper-
sonal communication—critical qualities needed 
for success in today’s academic environment [4]. 

55.4.3 Mentors 

The rewards of mentorship from the mentor’s 
perspective are no less significant especially 
with successful research mentoring. In addition 
to increased productivity, mentors stand to gain a 
sense of fulfillment, acquisition of new knowl-
edge, and refinement of leadership and communi-
cation skills [16]. Mentorship offers an 
opportunity to engage with the next generation 
of scientists and researchers resulting in 
bi-directional knowledge translation and allows 
senior faculty to remain abreast of new techniques 
and avenues for further study. In the rapidly 
evolving culture of academia today, the expecta-
tion for all faculty to remain lifelong learners 
renders mentorship an important avenue to 
achieving this goal [4]. In addition, the process 
of mentorship can result in the discovery of 
engaged and like-minded trainees interested in 
pursuing the mentor’s area of work, who may 
ultimately collaborate on further research or man-
uscript writing. Generating successful scholars 
reflects well on the professional status of the 
mentor and thus helps further their own career. 

Perhaps most importantly, mentors often find 
personal satisfaction and reward in the knowledge 
that they have helped shape the next generation of



researchers thus contributing personally to the 
future of their field [22]. Informal mentoring 
from many shadow mentors helps the research 
process in biomedical sciences. These informal 
or shadow mentors have to be cautious of becom-
ing ghost advisors to several mentees. Three 
recipients of ‘The annual Nature Awards for 
Mentoring in Science’ discuss some issues faced 
by female faculty where they become ghost 
advisors [23]. The authors illustrate this point by 
the following narration: “Joe Famous Scientist is 
the mentor of record but the mentee has to call on 
another individual to provide guidance and 
hands on mentoring. Often, the ghost advisor, 
who does the work but does not receive any 
formal credit, is female. Such work is time-
consuming, but more importantly, there are two 
nefarious outcomes: the work of the ghost advisor 
advances the career of Joe Famous Scientist, as 
the mentee’s work is now polished and ready for 
primetime, while simultaneously detracting from 
the time the ghost advisor has to dedicate to his or 
her own work, thus potentially undercutting the 
career and advancement of the ghost advisor who 
is putting in the time and effort. The ghost advisor 
is torn with wanting to help the mentee, but in 
helping the student, the ghost advisor perpetuates 
the system” [23]. 
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55.4.4 Institutions 

Mentorship can be seen as an evidence-based 
investment in the organization’s future. 
Mentorship enables tangible short-term benefits, 
such as increasing scientific output, attracting 
grant funding and facilitating publication in 
high-impact journals [24]. Mentorship is 
extremely important for student retention [25] 
and results in increased research productivity, 
faster academic promotion, and greater faculty 
retention and career satisfaction [4]. By 
maintaining collective engagement within the dis-
cipline of academia, mentorship assures collec-
tive benefits for the field of biomedical science as 
a whole, which benefits the wider society [4]. 

55.4.5 The Role of Mentorship 
in Enhancing Diversity 
in Biomedical Sciences 

Diversity is required to build diverse research 
teams and increase research productivity, How-
ever unequal representation of individuals from 
Black or African American, or Hispanic 
backgrounds, and indigenous populations still 
exists in many Science, Technology, Engineering 
and Mathematics (STEM) fields particularly in 
the United States [26]. Evidence has shown that 
mentoring is critically important for the success-
ful outcome of underrepresented individuals and 
women in STEM fields and strong mentorship 
can increase recruitment, retention, and persis-
tence in science careers [26]. Gender differences 
in mentorship are known to perpetuate male-
favored advantages in STEM disciplines [26], 
thus obstructing the advancement of diversity. 
Enhancing diversity requires a supportive web 
of invested mentors and peers who are committed 
to advancing the careers of individuals from 
underrepresented groups [22]. This is especially 
true in biomedical research where there exists 
significant underrepresentation at the faculty and 
Principle Investigator levels [26]. 

55.5 Types of Mentoring 
Relationships 

55.5.1 Formal Mentorship 

Formal mentoring relationships are intentionally 
created as part of a defined program within a 
larger organization. Such programs typically 
include specific objectives, formalized participant 
selection and matching processes, a 
predetermined timeline for the relationship, and 
guidelines for meeting frequency [5]. Mentors are 
given predetermined responsibilities according to 
the specific institutional arrangements and 
policies designed to meet their mentees’ develop-
ment needs for academic progress and ultimate 
success [27]. Examples of these responsibilities 
include stewarding knowledge, imparting skills,



instilling values, and orientating mentees to the 
cultural and social aspects of their profession 
[28]. Formalized mentorship is beneficial in that 
it operates within a predetermined infrastructure 
to achieve specific organizational goals, and is 
easily amenable to systematic review and study. 
Additionally, formal programs can alleviate 
barriers of entry for underrepresented groups to 
improve diversity and inclusivity; in this way, 
leveling access to experienced mentors across 
the playing field regardless of one’s racial, cul-
tural, or gender based affiliation. At least theoret-
ically, formal mentorship programs offer a level 
of ‘quality assurance’ by defining expected levels 
of engagement for mentors and mentees in 
advance. 
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One of the downsides to formal mentorship 
programs is that the connection between mentor 
and mentee is not organic and thus likely to suffer 
incompatibilities. This may result in prolonged 
pairings between mentors and mentees who are 
unable to reciprocally benefit from each other. 
The structured nature and connection with the 
academic organization may also limit a mentee’s 
willingness to be vulnerable or open, for fear of 
retribution. Finally, the inherent structure of for-
mal mentorship programs may limit flexibility in 
tailoring the mentor’s role to the mentee’s indi-
vidual needs [29]. 

55.5.2 Informal Mentorship/Shadow 
Mentorship 

By comparison, an informal mentorship arises 
spontaneously, is mentee driven as a result of 
overlapping values, interests, and career goals. 
Inherently flexible, these relationships allow the 
mentee to define their own needs and tailor the 
role of their mentor accordingly. The major 
downside to informal mentorship is that it relies 
heavily on the mentee to find a mentor, and is 
subject to disparity regarding access to quality 
mentors. Informal mentorship pairings typically 
occur because the mentor and mentees readily 
identify with one another, share similar 
backgrounds, or function within similar demo-
graphic settings. While this may result in more 

organic connection, it can perpetuate the already 
well-established disparities in regards to diversity 
within the biomedical field [30]. 

Mentoring relationships outside of traditional 
mentoring roles where a faculty mentors a student 
to help them succeed have been called shadow 
mentorship [30]. This is often an unseen and 
unaccounted part of faculty activity especially 
for females and under- represented minority 
(URM) faculty. Shadow mentors help mentees 
on multiple topics such as navigating career 
transitions, time management, resolving personal 
conflict, self-advocating, applying for a new posi-
tion, steps to improve career readiness, 
overcoming imposter syndrome, building profes-
sional and social networks in graduate school and 
beyond, and seeking outside help for financial 
support or health issues [30]. Shadow mentoring 
is critical for student retention. However, shadow 
mentoring lessen mentors’ ‘traditional’ produc-
tivity’ as shadow mentors are often not part of 
the research team and remain unacknowledged in 
research publications. Furthermore, as a friend-
ship based relationship, shadow mentorship may 
inadvertently detract from the overall research 
direction if their guidance contradicts that of a 
formally assigned mentor. Davis- Reyes et al. 
suggest that trainees can invite shadow mentors 
to serve as formal mentors, such as on thesis 
committees, where appropriate and that “faculty, 
departments, and institutions must recognize their 
URM colleagues not only for their diversity, 
equity, and inclusion expertise, but also for their 
scientific expertise, and they should recommend 
URM colleagues accordingly” [30] Such 
considerations should not prevent informal or 
shadow mentorship which may contribute to the 
overall mentorship needs of the mentees. How-
ever, mentees and institutions should not be rely 
on shadow mentors to fill the role of an effective 
research mentor. 

55.5.3 Group Mentorship 

Four primary types of group mentoring has been 
described in the literature as, one-to-many 
mentoring, many-to-one mentoring, and many-to-



many mentoring and peer group mentoring 
[12]. One mentor mentoring many students is com-
mon in research laboratories and research groups. 
This method is also suitable when there is a limited 
availability of senior mentors and when a faculty 
mentor has several mentees at the same time 
[28]. Many to many mentoring allows for rotating 
betweenmentors and learning different approaches 
from different mentors [31]. Peer group mentoring 
occurs when a group of students mentor each other 
without assigning the mentor role to one or two 
people in the group [32] or it can involve junior 
faculty members forming a peer group to help 
career advancement [12]. Advantages of group 
mentoring include flexibility, inclusiveness, shared 
knowledge, interdependence, broader vision of the 
organization, widened external networks and team 
spirit in addition to personal growth, and 
friendships [11]. Successful groups build the 
capacity for exchanging ideas and information, as 
well as conflict management and team work which 
are of immense value to novice researchers. How-
ever, one to one faculty mentorship is often needed 
in addition to group mentoring for completion of 
research projects at a doctoral level. 
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55.5.4 Online Mentoring and Virtual 
Mentoring 

Virtual mentoring became the norm during the 
recent Covid 19 pandemic where online platforms 
were used for communication between mentors 
and mentees. This provides flexibility and is more 
geographically friendly. There are multiple vir-
tual platforms for online mentoring and many 
universities provide them for their faulty. Online 
or virtual mentorship follows the similar rules and 
expectation of the mentorship process of face to 
face mentoring. Particular attention should be 
pain to maintaining confidentiality and 
boundaries [33]. There are some potential risks 
including miscommunication, slower develop-
ment of the mentoring relationship, trust and con-
fidence [33]. One way to mitigate this would be to 
shift to working as doctoral dyads online which 
has shown to be very beneficial [34]. On- line 
mentoring will increase touch points for 

individual attention and supplement face to face 
mentoring which may seem rushed if there are 
multiple mentees and the mentor usually does one 
to many group mentoring [34]. 

55.5.5 Near-Peer and Peer-Peer 
Mentorship 

Peer mentorship occurs between individuals who 
are roughly equal in age, status and power, with 
the goal of providing psychosocial support 
[35]. One of the increasingly popular forms of 
mentorship, near-peer mentorship can be defined 
as a process where an older or more able peer 
tutors a younger peer who is close to his or her 
social, professional, and/or age level [36]. The 
proximity in age, academic or social standing, or 
stage of career offers a unique support system and 
has been shown to promote both career advance-
ment and academic success [36, 37]. It is particu-
larly valuable for the more junior mentees 
experiencing challenges with major transitions; 
for example, the academic expectations of gradu-
ate school after completing ones undergraduate 
degree, or acclimatizing to newfound responsibil-
ity and independence as a junior faculty [26]. 

Major advantages of the incorporating a peer 
mentorship approach into formal mentorship 
programs include peer mentor availability, as 
there is generally a higher number of available 
peers compared to faculty. Common perspective 
between peer mentors and mentees may also 
result in increased likelihood to follow given 
advice and ultimately improved efficacy 
[35]. Thus peer and near peer mentorship remains 
an important player in the overall mentorship 
network. Peer support and mentoring has also 
shown positive effects amongst doctoral student 
but did not prevent attrition [38]. 

55.5.6 Reverse Mentoring 

Reverse mentoring can occur between two peers 
or within the traditional mentor mentee pair of 
faculty and student. Students and junior faculty 
may be able to mentor the senior mentor in some



aspects such as a new technique or new technol-
ogy or the use of artificial intelligence in research. 
Where both parties act in the capacity of mentor 
and mentee two-way learning is enables and the 
gap between generations are bridged [39]. 
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55.6 Models of Mentorship 

Mentorship operates under different models, 
serving different purposes at different points in 
time [40]. Expectations of mentoring styles are 
changing and in some cases shifting away from 
the classic model [28]. Although the appropriate 
mentorship model will depend on the 
personalities, time availability, resources and 
workplace arrangements of both the mentor and 
mentee [28], the apprenticeship models will pri-
marily guide the discussion as it is most common 
in the biomedical sciences discipline. 

The apprenticeship or classic model is the 
most well-known in biomedical sciences where 
there is a hierarchy of professional positions, and 
the student is mentored by a more experienced 
professional. This model is less personal than 
other models and it is within the professional 
relationship that mentees learn from mentors. In 
general, mentors are advised to resist cloning and 
support student mentees to grow and progress. 
The cloning model is based on role modeling by 
the mentor, providing the insider scoop, sponsor-
ing, providing gradual socialization, and 
grooming the mentee into the senior role. This 
relationship may be between faculty and student 
or junior and senior faculty and is very important 
for succession planning [41]. The nurturing 
model creates a safe, open environment in which 
mentees can discuss personal issues, learn, and 
try things for themselves, with their mentors act-
ing as resources and facilitators. Although the 
research mentor can also provide some nurturing, 
it is often difficult for a single faculty to be an 
academic supervisor, research mentor and pro-
vide support for personal issues. The friendship 
model occurs when mentors and mentees are 
close to or at the same professional level; rather 
than being involved in a hierarchical relationship, 
they are often peers. 

55.7 The Research Mentorship 
Process 

While mentorship style varies according to field, 
institution, and personal inclination, the success 
of all mentorship relationships hinges on three 
common fundamentals, mentorship is relational 
and developmental, includes phases and 
transitions and is expected to yield career and 
psychosocial outcomes. Mentoring relationship 
developments have been described by Kram as 
overlapping phases of initiation, cultivation, sep-
aration, and redefinition [18] and  as  five phases 
consisting of, rapport building, direction setting, 
progress making, winding down, and moving on 
as described by Clutterbuck [42]. Adequate and 
appropriate preparation by both mentee and men-
tor prior to commencing a mentoring relationship 
will be useful to identify potential incompabilities 
ahead of time. Regular reflexion and progress 
tracking throughout the relationship will help 
identify early signs of unproductive mentoring 
relationships that may have to be modified or 
terminated. 

55.7.1 Preparation and Reflection 

We would like to take a step back to examine the 
preparation and reflection that has to occur prior 
to initiation of a mentoring relationship. The men-
tee is responsible for taking initiative through 
completing appropriate courses and self-
reflection ahead of time. Mentees should also 
find out about their mentors current research, 
specific expertise, the number of graduate 
students currently being mentored and their 
research areas. It is important that mentees accept 
ownership of their career development. This 
includes establishing their own goals and 
timetables prior to attempting to self-identify 
their unique needs from the mentor. Resources 
that are available within the university that one 
needs to succeed in a graduate program should be 
identified and used. For example, the writing 
center will be a useful resource for a mentee 
who needs coaching in scholarly writing or the
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librarians for learning to perform literature 
searches. 
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Once a faculty member accepts to be the 
research mentor for a graduate student, it 
becomes a formalized relationship with 
responsibilities and expectations of outcomes 
regardless of whether the mentor was assigned 
by the institution or approached by the mentee. 
As such, mentors should take this responsibility 
seriously and prepare for it. Prior to connecting 
with their new mentee, it is helpful for a mentor to 
reflect on their desired role in the project and their 
own mentoring style. Development of an 
individualized approach should aim to identify 
personal goals, motivation, and engagement 
norms for the relationship, as well as assessment 
tools (if any) that will be used to evaluate both the 
mentee’s learning and the effectiveness of the 
mentorship pairing [26]. This allows the mentor 
to intentionally define and tailor the kind of men-
tor they wish to be for that particular mentee, 
rather than relying purely on prior mentoring 
experiences. It is also important that mentors 
carefully examine their other commitments and 
their suitability to mentor the student prior to 
accepting a new research mentee. 

55.7.2 Rapport Building 

At the outset of the relationship, it is essential for 
both mentors and mentees to transparently outline 
their expectations. These initial conversations 
serve to shape the path forward and establish a 
foundation for an effective relationship. In addi-
tion to clarifying their project and personal goals, 
a mentee should consider the potential mentor’s 
past experience, availability, resources, level of 
engagement, and professional network, to help 
align their expectations accordingly. Aligning 
and clarifying expectations fosters mutual trust 
and respect, ensures progress through creation of 
established timelines, and helps to avoid the 
challenges associated with miscommunication 
[26]. It can be helpful to utilize mentorship 
contracts as a means of catalyzing important 
discussions around goals and expectations. Box 
55.1 provides useful topics to cover in mentorship 

contracts and Box 55.2 provides best practice 
suggestions for mentees and mentors. It is impor-
tant that at the beginning of the relationship both 
mentors and mentees acknowledge that the 
mentoring relationship might end early due to 
personal incompatibility, mentor-mentee, mis-
alignment of goals, or other reasons. 

Box 55.1 Topics for Research Mentorship 
Contracts 

1. Establishing goals and expected 
outcomes 

2. Clarifying expectations of both parties 
and negotiating inputs, outputs and 
timelines 

3. Discussion of preferred communication 
methods and expected turnaround time 
for responses. 

4. Arranging regular meeting and or 
communications 

5. Discussion about confidentiality 

Box 55.2 Best Practice Tips for Mentees 
and Mentors 

Ten Tips for Mentees 

1. Schedule short frequent meetings well 
in advance 

2. Create an agenda for each meeting, and 
share agenda and documents well in 
advance. 

3. Follow-up each meeting with a docu-
ment summarizing the discussion and 
action points 

4. 
5. 

Learn to listen and minimize talking 
Ask permission and record the meeting 
conversation or take notes 

6. 
7. 

Always follow up, close the loop 
Provide updates and reminders about 
deadlines 

8. Be honest and open
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55.2 (continued)

9. 

Box 

Have a growth mind set and learn to 
take criticisms 

10. 
11. 

Learn to say no and do not over commit 
Under promise and over deliver 

Ten tips for Mentors 

1. Learn about your mentee’s experience, 
expertise, needs, goals and objectives 

2. Convey your expectations of the men-
tee such as timelines, arranging 
meetings, etc. 

3. Explore what the mentee is expecting 
from you 

4. Carefully assess and convey what you 
can offer realistically 

5. Discuss professional boundaries and 
confidentiality 

6. 
7. 

Provide resources 
Provide honest feedback and 
action plans 

8. Encourage and teach how to deal with 
setbacks and failures 

9. 
10. 

Be accessible and encouraging 
Facilitate and prioritize personal and 
professional growth and psychosocial 
wellbeing 

55.7.3 Direction Setting: 
Identifying Goals 

During the first few meetings, the mentor and 
mentee should identify individual and mutual 
goals, the nature of support to be provided, a 
mutually agreed upon direction for the research 
project, and the essential skills required to 
achieve completion. It can be helpful to use a 
goal framework such as SMART (Specific, Mea-
surable, Achievable, Relevant, Time-bound) to 
ask targeted questions and clarify the necessary 
resources, effort, and time commitment needed. 
These goals and expectations must be discussed 
at the outset to ensure the suitability of a potential 
mentor-mentee pairing [43]. In the context of 
biomedical research, the above efforts serve to 

clarify the nature of a mentee’s research project 
and may uncover opportunities for collaboration 
and authorship, while avoiding potential overlap 
or competition with other lab members [26]. 

55.7.4 Progress Making 

It is expected that the mentor will be available for 
regular meeting times for discussion and assess-
ment of progress over the duration of the relation-
ship, as well as remain reasonably accessible for 
unanticipated meetings. It would be the mentee’s 
responsibility to book these meetings with the 
mentor’s administrative staff. During meetings, 
the mentor should create a supportive and open 
environment to facilitate provision of appropriate 
guidance, assessment of progress, and construc-
tive feedback. This includes acknowledgment of 
successful achievements. Mentors should fairly 
and honestly acknowledge the mentee’s contribu-
tion within publications, teaching materials, 
presentations, or posters. Provision of positive 
feedback and honest feedback when appropriate 
is an important component of maintaining mutual 
respect and trust. One of the most important ways 
in which a mentor can support their mentee is by 
ensuring a psychologically safe and supportive 
environment. Mentors should “Encourage 
students to try new techniques, expand their 
skills, and discuss their ideas, even those they 
fear might seem naive or unworkable. . .  . 
[as well as] let their students know that mistakes 
are productive because we learn from our 
failures” [3]. Fostering a growth mindset is an 
essential way to nurture self-sufficiency. At the 
same time, the mentor should show enthusiasm, 
optimism, and genuine interest in the mentee’s 
work, as this can be an important source of inspi-
ration. Mentees should be reminded of not only 
the personal value of their work, but its contribu-
tion to the professional community and the gen-
eral public as a whole [3]. 

Both the mentor and mentee are required to 
keep track of progress, and when setbacks are 
encountered, aim to understand them. Should 
the mentee fail to meet expectations, the mentor 
is expected to transparently communicate, seek to



understand, and offer guidance about how to get 
back on track. This is also the time to explore 
setbacks and teach the mentee to troubleshoot 
problems as they arise in their research project. 
Mentors should also be able to explore the 
reasons as to why mentees fall behind in their 
work. If there is a consistent pattern of disengage-
ment, it may be prudent to provide resources such 
as student services and also arrange for further 
assistance as needed. It is always better to have 
difficult conversations early to avoid academic 
failures. 
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If mentorship is to be understood as a sociali-
zation process, the importance of developing col-
laborative social and professional networks 
cannot be overstated [26]. The role of the mentor 
extends beyond academic supervision and project 
oversight. To offer guidance through potential 
career paths, the mentor must also provide net-
working opportunities for new researchers to col-
laborate with [like-minded] professionals and 
navigate the funding process [9]. For example, if 
the mentor intends to connect with various 
experts in their field, they may invite the mentee 
to join the meeting to establish an introduction. In 
addition to making introductions, mentors may 
enhance networking opportunities by involving 
their mentees in editing, journal activities, confer-
ence presentations, and grant writing [3]. Such 
activities not only offer the chance to establish 
professional connections, but also allow for the 
development of communication and networking 
skills. As the relationship evolves, the mentor’s 
role may focus increasingly on professional 
development by socializing mentees into the cul-
ture of their specific discipline, department, or 
field of research [3]. 

Finally, facilitating development of the 
mentee’s professional network plays an important 
role in removing barriers and enhancing diversity 
within biomedical research. Such networking has 
been widely shown to improve the professional 
success of underrepresented individuals as it 
addresses implicit bias, macro and micro 
aggressions, and social isolation [26]. 

55.7.5 Winding Down and Moving On 

The mentor should have discussions about the 
next steps in the mentee’s career as an indepen-
dent researcher or scientist when the research 
project is completed and the thesis is ready for 
submission. At this stage, the mentee should be 
well socialized in the field and able to navigate 
the social network well. The mentee has to be 
mentored on moving on further in their career 
which may take them on an entirely new path. 
Many doctoral students seek post-doctoral train-
ing positions upon completion of their academic 
program [44]. During the post-doctoral training, 
the mentee starts another apprentice model to 
practice and reinforce the learnings and 
experiences from the doctoral mentor prior to 
becoming an independent researcher. Although 
it is possible to continue with the same mentor, 
students are encouraged to seek post- doctoral 
positions elsewhere to expand their network. 
There has to be a separation and redefinition of 
the relationship regardless of whether the mentee 
finds another mentor for their post -doctoral posi-
tion or continues with the same mentor. 
Mentoring relationships, models and types 
change and modify as novice scientist progress 
through different stages of their career to become 
independent researchers and mentors for others. 

55.8 Mentorship as a Shared 
Responsibility 

Research mentorship is a shared responsibility 
between the mentor, the mentee and the institu-
tion. Most research mentors have established 
areas of research interests and may expect the 
mentee to focus on their area of research when 
they agree to be the research mentor for a gradu-
ate student. Given mentors often hold multiple 
roles including esteemed professionals, 
researchers and academics, effective mentors 
must be able to balance their workload, research, 
and teaching while working closely with their 
mentees [45]. As a mentor, it is therefore impor-
tant to be realistic about the time requirements



when deciding who to take on as mentees 
[23]. Effective mentors seek opportunities for a 
mentee to succeed and encourage their mentees to 
set high, yet realistic standards for themselves 
[28]. In some perspectives, successful mentoring 
involves challenging mentees and not making 
their life easier [23]. In this approach, mentees 
are given the chance to fail and to learn from 
failures. Humiliating a mentee in public or private 
is not acceptable and their successes must be 
adequately celebrated [23]. Importantly the men-
tor must serve as a positive role model 
demonstrating successful behaviours not just 
preaching them [45]. 
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Mentees need to be in ‘the driver’s seat’, be  
active participants in the mentoring process and 
learn to manage to be successful [46]. Effective 
mentees are good communicators, thoughtful, 
motivated and quick learners [23]. Ideally, their 
goals and talents are well aligned [23]. The men-
tee must be sensitive to the time constraints of the 
mentor, and be proactive in establishing and 
working towards their own goals [28]. 

Successful mentorship necessitates institu-
tional and program level commitment and 
engagement [3]. It is the duty of these higher 
organizational structures to create a culture that 
supports the efforts of individual mentors and 
mentees by ensuring that mentorship is valued 
by both students and faculty alike. At this level, 
responsibilities include providing appropriate 
infrastructure, evidence-based resources, and 
training for mentors; affirming mentorship as a 
core component of education by developing 
formalized mentoring plans; arranging 
opportunities for engagement with alumni who 
can speak to a variety of career possibilities; and 
formally evaluating existing mentorship 
programs based on site specific goals and metrics. 
Establishing a mentorship committee to oversee 
this process may prove useful in this regard. 
Mentorship programs and relationships may be 
assessed using outcomes like research 
publications, grants, individual mentor 
evaluations, awards, and academic retention. 

The purpose of mentoring is to create a reflec-
tive environment in which the mentee can address 

issues of career, personal growth, and 
relationships [42]. Key to a successful mentoring 
relationship is for both parties to recognize the 
impact of biases, prejudices, privilege, and power 
on the relationship and acquire skills to manage 
them respectively [9]. In the end, the mentor– 
mentee relationship depends on the two people 
involved [23] and both parties must be open and 
adaptive. A gracious and humble attitude is 
required from both to help mentees learn from 
failures and enable mentees to admit to mistakes 
without the fear of negative consequences from 
their mentor [23]. Similarly, the mentee should be 
able to challenge the views of their mentors [23] 
to have productive conversations. 

55.9 Navigating Mentorship 
Challenges 

Different institutions, disciplines, professions and 
people may have different challenges to a suc-
cessful mentorship. In this section, we will dis-
cuss a few challenges pertaining to mentoring in 
the biomedical field. One ubiquitous challenge is 
the limited availability of mentors. Sometimes 
mentors have significant workloads and are not 
available to provide adequate support to the men-
tee [28]. Assigning mentors has been used as a 
way to circumvent this issue. However, when 
mentors are assigned, rather than selected by the 
mentee, the mentorship relationship may be less 
likely to be based on mutual respect and shared 
interest, and may not produce the expected 
outcomes [28]. This is particularly important 
when a mentee is assigned a relatively new men-
tor who values being a mentor and is eager to 
dedicate time to this training but the mentee 
prefers another well-established mentor. Many 
students continue to join the research teams of 
highly accomplished scientists with several 
research projects and trainees due to the prestige 
of the science and the mentor. Many thrive in that 
environment but some struggle. The problem 
does not get resolved as many of these highly 
accomplished scientists, do not have the time or 
the willingness to go through mandated



a

mentorship programs and spend time and effort 
with their struggling mentees [23]. 
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Further challenges may arise due to a lack of 
clarity and understanding of the roles of the men-
tor and mentee, and the boundaries of the rela-
tionship [28]. This could be a result of poor 
communication, lack of commitment, personality 
differences, competition within the research team, 
or a lack of experience of the mentor [47]. There 
could be other serious ethical issues such as the 
betrayal of confidence or confidentiality, conflict 
of interest, or imbalance of power issues that may 
also arise leading to a lack of access to 
opportunities, especially by underrepresented 
groups [28]. If any of these are identified, early 
action to resolve the issue or seek an alternative 
mentor is recommended. 

It is important to remember that “mentoring is 
not coaching, induction, or training, a passive 
undertaking, therapy, a one-way street, a cure-
all, a bandage that metaphorically binds a 
wound, or a one-time intervention to fix  
problem” [11]. 

55.9.1 Managing Conflicts 
and Challenges 

As a way of combatting potential challenges, 
many organisations have formalized mentorship 
programs [28]. Training, awareness raising of 
potential ethical issues, evaluations, and 
guidelines for behaviour can also help mentoring 
relationships be successful [28]. Many of the 
potential challenges can be prevented and man-
aged with good planning and communication. All 
universities provide multiple resources for gradu-
ate students. As mentioned earlier graduate 
students should preplan and prepare for a 
mentoring relationship by learning about the 
potential mentor. There is no mandated training 
for new mentees and most learn by trial and error. 
Peer or near peer mentoring becomes very useful 
in this stage to help socialize with their research 
environment and provide information on other 
informal or shadow mentors who may help with 
conflict management. There are other resources to 

access such as student services and ombudsper-
son or program director if there are conflicts and 
major challenges for graduate students once a 
mentoring relationship has been formalized with 
a research mentor. Mentees should reflect on and 
examine their needs to identify resources that can 
help them in the research endeavor [10]. As men-
tioned earlier, it would be very useful for students 
to invite some of their informal mentors to be part 
of their thesis committee to have continued access 
to these mentors. 

55.9.2 Ending the Mentoring 
Relationship 

Research mentoring relationships may have to be 
terminated prematurely in some cases because the 
mentor or mentee or both believe that their rela-
tionship is not effective. Mentee dissatisfaction 
with the mentorship they receive is common and 
has been as high as 60% in a clinician investigator 
training program [48]. Mentee dissatisfaction 
may be due to unrealistic expectations of 
coaching and hand holding from the mentee or 
because of a lack of commitment from the men-
tor. A lack of transparent pathways for problem 
escalation in mentorship relationships makes it 
difficult for both mentors and mentees to termi-
nate mentoring relationships [49]. 

Certain steps can be followed when a mentee 
considers breaking up the relationship [50]. The 
mentee should carefully evaluate if they are get-
ting what they need from the mentoring relation-
ship, what is lacking or where things need to 
improve. They should also arrange a meeting to 
discuss their concerns with the mentor to alleviate 
the issues [50]. However, if a mentee decides that 
the relationship is unproductive, then they should 
gracefully break up without dragging it out or 
staying in an unproductive relationship [50]. 

If a mentee wishes to end the relationship the 
mentor should be given ample warning and a few 
week notice which allows both to wrap up any 
collaborative work and achieve some sort of clo-
sure. Being straightforward helps the termination 
be less complicated and hurtful [51]. A neutral



third party such as a program director, student 
advisor, or an ombudsperson should be consulted 
and be involved in the termination process if a 
mentee wishes to terminate the relationship due to 
unacceptable behavior such as breach of confi-
dentiality or romantic issues. If a mentor 
terminates the relationship, the mentee should 
accept that another mentor may be more suited 
for the role and move on. 
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The following examples illustrate the point 
when a mentoring relationship may be terminated 
mutually. Some mentees may find the research 
work that they are currently involved in with their 
mentors uninteresting or unstimulating and may 
want to explore a different research focus. In 
these situations, the mentee should reflect on 
what his or her research project will be and 
write a summary of their project and explore 
who works in that area and may approach some 
informal mentors or peers for advice. When a 
mentee approaches the research mentor with a 
draft protocol to examine the feasibility of the 
project and ask for advice on how to proceed, 
the mentor has a clear idea of the problem and 
may suggest an alternate mentor. Leaving on 
good terms is always good as the mentor is very 
likely to be willing to be involved in the mentee’s 
future career even if the research mentoring rela-
tionship is terminated. Doctoral students are 
expected to formulate their research questions, 
try to identify the most appropriate methodology 
and discuss the feasibility of completing the 
research project with their mentors. The mentors 
are expected to review the methodology and 
guide mentees to complete their research projects 
and publish them. Mentors must also provide 
open and honest discussions about feasibility 
and their suitability to be the research mentor or 
the sole supervisor for the project, especially if 
the most appropriate methodology is not one of 
their areas of expertise. 

A study examining reasons for attrition 
amongst doctoral students found the difference 
between those who completed the program and 
those who did not show attrition was likely if the 
mentees did not feel that they were moving for-
ward, were experiencing too much distress, or 
their research project did not make sense to 

them [38]. This study also states that although 
support from peers had a positive role, the peer 
support will not have any impact on dissertation 
progress and lead to doctoral completion [38]. 

55.9.3 Future of Mentorship 
as a Team-Based Endeavor 

Traditionally, academic mentorship has been 
conceptualized as a unidimensional and 
formalized relationship between one mentor and 
their assigned mentee. However, if we are to 
understand mentorship in part as a multifaceted 
socialization process, it follows that one mentor 
alone cannot fulfill all of the roles and 
responsibilities required. To be truly effective, 
mentoring must be individualized. This requires 
relationships to be multi-dimensional, with the 
goal of addressing numerous disparate objectives 
and providing a holistic support system 
[10, 26]. Through daily interaction and function-
ing, mentees will often naturally encounter many 
different kinds of mentors in addition to their 
formally assigned one, each of whom provides 
their own unique interpersonal dynamic, exper-
tise, and pedagogy. For example, the formal aca-
demic supervisor might mentor a graduate student 
through the key elements of research design and 
the publication process, while another senior col-
league might hold the familiarity with the 
employment landscape du jour, and offer impor-
tant career development strategies and network-
ing opportunities. The mentee might also 
naturally feel drawn to a peer or slightly senior 
level colleague, who can facilitate acclimatization 
and orientation to a new environment or career 
transition. Thus it is important to encourage the 
development of Mentoring Networks, which con-
sist of multiple mentors from different 
backgrounds and contexts, to ensure holistic and 
comprehensive support to each mentee [26]. 

The second year of a doctoral program in 
biomedical sciences is especially challenging for 
students due to its complex, competitive and 
dynamic nature and 9% of students officially 
leave the program within the first two years 
[52]. It is estimated that 25 to 40% of students
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drop out of doctoral programs in the sciences 
[52]. Lack of mentorship has been implicated in 
the high attrition rates among doctoral students 
[25]. Laboratory work in biomedical sciences 
demands long hours and is almost always 
punctuated with setbacks and failure. Research 
mentors in biomedical sciences have to ensure 
mentees’ personal and professional wellness to 
nurture future scientists who would not only com-
plete the program but also be interested and 
equipped with the skills for a career in science. 
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A study from a biomedical campus found that 
92% of doctoral students identified (29%) or 
strongly considered (63%) non research careers 
for their post degree employment [53]. The 
authors question the rationale for doctoral 
programs to continue to prepare students for a 
traditional academic career path despite the inad-
equate supply of research-focused faculty 
positions and advocate for a broader doctoral 
curriculum that prepares trainees for a wide 
range of science-related career paths. One could 
argue that doctoral students from biomedical 
sciences should have access to e-mentors from 
science-related fields. As such, it is important 
creative mentoring strategies such as distance 
mentoring and virtual or online mentoring can 
be used to combat some of the issues with limited 
time for mentoring. These online modalities have 
been the main modes of mentoring during the 
recent pandemic and have shown significant 
promise in supporting doctoral students 
[34, 54]. Our mentorship models may need to be 
modified and some long held beliefs about 
research and research mentoring have to be 
reassessed as our students’ needs evolve and 
change over time. 

55.10 Concluding Remarks 

Traditional mentorship models are in need of 
modification, especially in regards to diversity 
and inclusivity. Mutual reflexivity is an important 
predictor of mentoring success. This process of 
reflection can also alert the mentee and mentor to 
warning signs and predictive factors which may 
indicate the chosen mentoring relationship is not 

productive and may have to be terminated early. 
Alternatives models such as informal or shadow 
mentorship, group, online, peer and near-peer 
mentorship, and network mentorship provide sig-
nificant support to mentees in biomedical 
sciences and should be actively cultivated. Com-
bining multiple forms of mentorship is advisable 
and has been associated with successful 
outcomes. 
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Commercializing the Technology: 
Transitioning from the Academic Lab 
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Abstract 

Technology commercialization is one of the 
major factors contributing to the economy of 
a country. The various stages of this process 
are disclosure of the invention, evaluation of 
the technology, commercialization in partner-
ship with the industry or creation of a startup 
company. Protection of intellectual property 
and licensing arrangements are central to this 
commercialization process. Currently, 
research and development in universities and 
public-funded institutions are not focused on 
innovations relevant to the industry. The 
changes that are necessary to improve this at 
the academic institutions, their organisational 
setup, the quality of their faculty and their 
research focus and the policies and initiatives 
at the national level are discussed in this 
chapter. 
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56.1 Introduction 

The economy of any country heavily depends on 
the products and services offered in its markets. 
The importance of innovative science and tech-
nology in this regard is increasingly appreciated 
in the present knowledge economy. The technol-
ogy transfers ultimately contribute to the econ-
omy in the form of introduction of new products/ 
services to the market, generation of jobs and 
national productivity. In developed economies, 
research conducted in academic institutions 
play a major role in contributing to industrial 
growth and progress and wealth. While aca-
demic institutions are normally concerned 
with teaching and research, their potential in 
contributing to industrial growth and economic 
development in countries like India is still 
evolving. The effective transfer of academic 
innovations to the industry is a complex process 
and depends on the organisational setup in aca-
demic institutions and the supportive national 
policies. The processes of technology transfer, 
the critical factors involved and the evolving 
Indian national policies and initiatives are 
presented in this chapter. 

56.2 Academic Institutions: 
Changing Trends 

Universities and academic institutions have their 
core functions in education and research. It is

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_56&domain=pdf
mailto:sankar@vivobio.com
https://doi.org/10.1007/978-981-99-1284-1_56#DOI


generally accepted that “academic freedom” 

allows these institutions to carry out research of 
their choice. The generation of new knowledge in 
such institutions mostly ends as research 
publications or might lead to a Ph.D. However, 
such a traditional model may not be sustainable in 
the coming days. The future would be for aca-
demic institutions that would carry out innovative 
research programs and generate technology that 
would contribute to the economy. This model 
would also sustain and provide resources to run 
and maintain these institutions. The current trend 
in developed economies is such a paradigm where 
university research contributes to new products 
and services and contributes GDP and job crea-
tion. However, all academic research need not 
have a commercial motive! There would always 
be projects that address “basic research” without 
any commercial motive. 
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In the domain of pharmaceuticals, research 
might mean the discovery of a new innovative 
drug, a new formulation or even a process to 
improve the product qualities like stability, etc. 
(see Chap. 1). The development would involve 
the creation of a new product or a process out of 
this research with a defined benefit over what is 
currently available in the market. 

56.3 Building an Innovative Pipeline 

How to strengthen academic research to have 
products and services at the core of its objectives? 
And how to encourage publicly funded 
institutions to focus on industrial applications? 
Technology transfers and commercialization are 
partnership driven and hence it is important to 
involve corporations and industry leaders in aca-
demic research programs right in the beginning. 
Palmintera et al. [1] made relevant 
recommendations to academicians on how to 
build an innovation pipeline with an industry 
bias. Primarily, academic institutions should 
build excellent research strengths with an empha-
sis on niche areas that are of interest to local 
industries. They should make efforts to get indus-
try members involved in their research centres. 
Inviting corporations and entrepreneurs to build 

their research capacity and programs in academic 
institutions would enrich the academic research 
programs. Academic institutions should promote 
“entrepreneurial culture” and be aware of the 
benefits of promoting such activities. Academic 
research and its orientation with industrial bias 
could be promoted by various forms of corporate 
relationships. Industry sponsored research, spon-
soring faculty/student internships, inviting indus-
try to participate in peer review panels for 
research grants, creation of endowed chairs or 
scholarships with industry contribution, 
providing adjunct professorships to academically 
qualified persons, etc., are the ways to develop 
such relationships. 

56.4 The Stages of Technology 
Commercialization 

Technology commercialization is the process of 
transforming an innovative new product or a ser-
vice all the way from the conceptualisation stage 
to a marketable product. 

Let us consider an academic research program 
for the development of a new drug for treating 
Covid-19. Since there was an acute need for such 
a drug during the pandemic, it was reasoned that a 
strategy to bring a drug quickly to the market 
would have commercial success. Few investiga-
tional new drugs were already available for 
treating Severe Acute Respiratory Syndrome 
(SARS) caused by a related virus, SARS CoV-1. 
Since these drugs have been shown to have good 
safety profiles, it was easier to develop one of 
them as a therapy for Covid-19. Due to the 
genetic similarities between the two viruses, it 
was expected that these investigational drugs 
would have a high probability of activity against 
SARS CoV-2; one has to generate data on their 
anti-viral activity and choose the best among 
them for further development. After successfully 
completing initial proof-of-concept studies in the 
lab, efforts would be taken to identify an industry 
partner for carrying out further developments, 
applying for market registration, etc. The success 
of the project mainly depends on the novelty of 
the idea, the timely introduction of the new



product, and the commercial potential that would 
be attractive to an industry partner. 
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The stages of commercialization of technology 
[2] are listed below: 

1. Disclosure of the Innovation 
2. Evaluation of the Technology 
3. Technology Implementation 
4. Licensing 

56.4.1 Disclosure of the Invention 

The innovation for commercialization would first 
be shared with the Institutional Technology 
Licensing Office (TLO) or similar offices of the 
Institution. Hence, the first step in 
commercializing technology is to document the 
innovation for review. Clear disclosure is essen-
tial to assess the market opportunity and to iden-
tify industry partners. Hence, the researcher needs 
to have a good system of documenting his/her 
observations and maintaining laboratory records. 
This is critical particularly when one wants to 
market the product. Proper documentation is 
also essential when one applies for patents as 
this data forms the basis for the patent application 
and it establishes priority. 

The full disclosure also helps in devising 
strategies for intellectual property protection to 
take full commercial advantage of the product. 
If the innovation has been already published or 
presented elsewhere, that should be disclosed. If 
there had been any sponsor for the research or 
was supported by a grant, and if any contract/ 
agreement has already been executed with the 
sponsor, that should be made explicit in the 
disclosures. It would be essential to show with 
examples, how this new invention or technology 
has applications. Complete disclosure will enable 
the industry partner to develop a marketing strat-
egy to commercialise this technology. That would 
also facilitate applying for legal protection of the 
invention. 

The Technology Licensing Office (TLO) shall 
have a “Technology Disclosure Form” for this 
purpose so that no essential information is 
missed out. 

56.4.2 Evaluation of the Technology 

The technology commercialization involves eval-
uation and implementation phases. The experts in 
the TLO and the research team collaborate in 
these evaluations. The activities and milestones 
achieved in these two phases would vary 
depending on the nature of the innovation. 

Firstly the technology is evaluated for innova-
tive elements of the technology and how this 
translates into competitive advantages and market 
opportunities. If it is encouraging, the next step 
would be to draw strategies to establish a compet-
itive market advantage. The technology is also 
assessed for possible barriers to market entry 
and the presence of any technology risks. At this 
stage, it is also necessary to assess the market size 
to justify the required investments to be made to 
market the product. The patentability is assessed 
followed by necessary patent applications. If pro-
spective industry partners are also involved, a 
“Non-disclosure Agreement” shall be executed. 
This is an essential step to protect intellectual 
property rights (see Chap. 57). 

56.4.3 Technology Implementation 

On successful completion of the assessment to 
confirm the market potential, industry funding 
sources are explored. Several industry partners 
may be approached for the same; and the TLO 
plays an important role in this activity. The 
investors need to be convinced of the viability 
of the commercialization of the product. The 
industry funding sought shall be based on mile-
stone achievements while developing a market-
able product. A business model is drawn taking 
into account all the processes involved and the 
projection of costs to bring the product to market. 
These would include a thorough analysis and 
estimate of the cost of the product development, 
clinical evaluation and registration of the product 
for marketing, etc. At this stage, based on the 
technology, appropriate intellectual property pro-
tection in the form of patent filing shall be 
initiated. In the commercialization process, the



last step is the transfer of intellectual property 
rights to a commercial partner. This ultimately 
takes the technology from the laboratory to the 
market. Appropriate licensing is central to this 
transfer and is granted to an existing company 
or a startup created for this purpose. 
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While academic institutions and their faculty 
may be proficient in educational and research 
activities, they may not have the wherewithal to 
manage intellectual property, fiscal evaluations, 
negotiate and manage the licensing process and 
agreements with industry. All these aspects are 
managed by the commercial expertise available 
with the TLO and related offices. 

56.4.4 Licensing 

Licensing agreements would need discussions 
and negotiations with the industry partners 
regarding contract terms and conditions, the fee 
that would be charged, a memorandum of under-
standing, etc. The kind of licensing would depend 
on the nature of the technology. The exclusive 
license shall be drawn when the technology is 
licensed to an external agency or company. With 
the non-exclusive license, the university has the 
option of transferring its technology to more than 
one company or different geographic regions or 
from time to time, as and when needed. Each 
project/technology is unique and the licensing 
arrangement is drawn to give maximum benefit 
to both parties concerned. The licensing officer 
might also like to explore if there are other 
companies with an interest in the technology to 
evaluate the full commercial value of the license. 
One of the routes the commercialisation may take 
shall be as a Startup Company. It could be either 
by individual efforts of the inventor and his 
associates or with the support of a business incu-
bator of the institution. When forming a startup 
company is the most suitable way for the technol-
ogy transfer, the original research team itself 
becomes its founder. To attract investors, a 
startup must be of interest to its customer - the 
customers in this case for a startup is the public 
and private markets and the company’s potential 
acquirers. The evolving startup company shall 

convince prospective investors at appropriate 
times and bring them in at various stages of the 
growth of the Startup. The product life cycle and 
the investment needed at various stages by the 
startups have been elaborated by Jordan [3]. 

56.5 Attributes of a Successful 
University in Technology 
Commercialization 

Several factors have been identified to be of criti-
cal importance in the process of commercializa-
tion of technology in academic institutions. 
Massachusetts Institute of Technology (MIT), is 
one of the most successful institutions in the US 
in carrying out innovative research and commer-
cialization of technology including the generation 
of several spinoff organizations. In a critical anal-
ysis of MIT, O’Shea et al. [4] identified and 
highlighted several features that had contributed 
to its success. Some of these are:

• Emphasis on interdisciplinary research
• Networking between government, industry 

and academia to facilitate entrepreneurship
• Organisational structures like Technology 

Licensing Office to guide and support indus-
trial licensing and “deal” making

• Policies and practices to encourage startups
• The positive attitude of academics toward 

commercializing technology 

It was recognized that attracting research 
funding from the industry plays an important 
role in the generation and conduct of industry-
related research with a high chance for commer-
cialization. Even basic research conducted with 
industry collaboration has high relevance to the 
needs of the industry. Another critical factor in 
innovation and technology transfer was the qual-
ity of human resources. Faculty with a keen eye 
for identifying and pursuing areas of research 
with potential for commercialisation and the abil-
ity to attract motivated students create an environ-
ment for research and innovation. The 
organisational structure also permits the



recruitment and retention of highly accomplished 
and motivated faculty. For example, the MIT 
faculty were leaders in their own chosen areas of 
research and some of them even pioneered unex-
plored fields of research with high potential for 
spinoffs. 
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Even the most accomplished and innovative 
faculty would need organisational structure and 
support to commercialise the technology devel-
oped by them. Typically, an office (TLO) dealing 
with matters related to patents, copyright, and 
licensing provides this support. The TLO works 
closely with the scientists/faculty and evaluates 
the inventions from a commercial perspective and 
proactively looks for licensing opportunities. 
Such offices play a critical role in interacting 
with venture capitalists to explore interests in 
the innovations and technologies ongoing in the 
University. 

Institutional policies that are supportive of 
commercialization are also relevant. The policies 
are designed to handle conflicts of interests that 
are likely to arise. For example, the Faculty may 
not hold equity in a company that sponsors 
research at the Institution. Similarly, a faculty 
may not have any consulting activities without 
the knowledge of the University. It also makes it 
mandatory that discussions with out-side agencies 
are always preceded by Non-disclosure 
Agreements (NDA). In addition to TLO, Institu-
tional entrepreneurial support is also provided for 
a spinoff in the form of grants and advice for 
promising innovations. 

The mission of the University, in addition to 
promoting education in science and technology, 
should have an emphasis on addressing real-
world problems. Encouraging entrepreneurship 
should be one of its thrust areas. The academic 
culture in addition to aiming for a high level of 
academic achievement should also have the 
mindset for interaction with the industry. Only 
such culture and attitudes help develop innovative 
research with an industry focus. 

56.6 Indian Academic Innovation 
and Commercialization 

Patenting and technology commercialization 
activities in Indian universities are getting more 
emphasis in recent times. However, the 
achievements at the national level are far from 
satisfactory, particularly considering the various 
initiatives and policies introduced from time to 
time. The Indian Patent Act which was introduced 
as early as 1970 supported the concept of “reverse 
engineering”. This had a positive impact, particu-
larly on the chemicals and pharmaceutical indus-
try. Later in 1988 the Technology Information 
Forecasting and Assessment Council (TIFAC) 
under the Department of Science and Technology 
was established to encourage the development of 
R & D infrastructure and technology commercial-
ization. Beyond the IPR issues, the Ministry of 
Science and Technology took steps to promote 
entrepreneur generation. For this purpose, the 
National Science and Technology Entrepreneur-
ship Development Board (NSTEDB) was created 
in 2009. Under the aegis of the NSTEDB, Tech-
nology Business Incubators (TBI) were created at 
Indian Institute of Technology- Delhi, Kanpur, 
Mumbai and Chennai and at Banaras Hindu Uni-
versity and Delhi University [5]. 

The New Millennium India Technology Lead-
ership Initiative (NMITLI) is one of the largest 
public-private partnership efforts in the R & D 
domain in the country, financed by the govern-
ment of India. Its objective is to synergise the best 
competencies of publicly funded R & D 
institutions, academia and private industry. It 
has so far evolved about 60 largely networked 
projects in biotechnology and pharmaceuticals. 
Finally, to support the technical institutions of 
the country and foster research innovation and 
entrepreneurship through training in various 
emerging areas, the All India Council for Techni-
cal Education Training and Learning academy 
was started in 2018. As of today, there are eleven 
such academies have been established [6].
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In spite of all these initiatives, successful 
industry-academy collaborations have been few 
and far between. However, there had been a few 
shining examples. In the mid-50s the Government 
of India asked the Central Drug Research Institute 
(CDRI) at Lucknow to develop a safe contracep-
tive for its National Family Planning Program. 
Steroidal contraceptives available at that time 
were associated with a variety of side-effects 
such as nausea, cramps, headaches and break-
through bleeding, etc. Hence the CDRI scientists 
wanted to design a contraceptive without these 
side effects that would be more acceptable to 
women. Their strategy was to design a molecule 
that would selectively bind to oestrogen receptors 
of reproductive tissues. Their innovation worked 
and the result was a successful contraceptive, 
Centchroman® (INN: Ormeloxifene). The CDRI 
licensed centchroman to a private company HLL 
in 1991 for development and marketing. It was 
launched as “Saheli” and under the National Pro-
gram, the contraceptive is available free of cost in 
all primary healthcare centres [7]. This is really a 
remarkable story. 

In spite of all these developments and 
advances, Indian universities and academic 
institutions have a long way to go in innovation 
and technology transfer. Based on a study of 
patent activities and revenue generated in 40 
Indian Universities/Institutes from 2013 to 2018, 
Ravi and Janodia [5] concluded that the practice 
of IP generation and Technology Transfer is 
underdeveloped in the country. They suggested 
the following to remedy this: (a) Universities and 
Institutes should leverage their expertise in spe-
cific domains and pursue interdisciplinary 
research to attain high value through knowledge 
commercialization, (b) focus on commercially 
viable research programs and (c) identify 
mechanisms to reach out to and collaborate with 
the industry through exhibitions, conferences and 
research partnerships. 

56.7 Concluding Remarks 

Technology commercialization from publicly 
funded academic institutions is an important com-
ponent contributing to the economy. The stages 
of technology commercialization and the factors 
influencing them have been presented. The qual-
ity of innovative research programs and commer-
cialization of technology though gaining 
momentum in the country needs to progress to a 
much larger extent. The government by its inno-
vative policies and their efficient implementation 
should bring in necessary changes in the days 
to come. 
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Abstract 

The major objective of this 2-part chapter is to 
introduce, demystify and advance the knowl-
edge of patent law among biomedical 
scientists. Part I presents a discussion on the 
significance of understanding patent law 
concepts among scientists, followed by an 
introductory excursion into fundamental pat-
ent law concepts and terminology in the 
United States, such as intellectual property, 
novelty, anticipation, utility, 
non-obviousness, enablement, person of ordi-
nary skill in the art, patent infringement, spec-
ification, and claims. Part II is geared more 
toward pharmaceutical scientists and discusses 
patent litigation between brand names and 
generic companies to illustrate the application 
of these concepts in patent prosecution and 
litigation. It is hoped that this chapter will 
serve as a starting point for biomedical 
scientists to foray into the area of patent law. 
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57.1 Introduction 

Patent law, at its heart, is mostly (if not, all) about 
commercialization of an inventor’s intellectual 
property (IP). Simply put, it is about seeking 
financial gain from the creativity (inventions) of 
an inventor. Such gain also provides peer-
recognition incentives to develop new products 
for the market, which is beneficial for the overall 
well-being of society. Development and market-
ing of pharmaceuticals, automobiles, computers, 
and communication and entertainment devices 
such as mobile phones and video games comprise 
a small sample of such useful products. Patent 
law attempts to provide a paradigm to strike a 
balance between the economic interests of the 
individual (inventor) and society at large. 

The major objective of this introductory chapter 
on United States patent law is to introduce, demys-
tify [1] and advance the knowledge of patent law 
among biomedical scientists, especially those 
involved in the discovery and development of 
pharmaceuticals. Therefore, the primary focus is 
to explain fundamental patent law concepts and

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1284-1_57&domain=pdf
mailto:melethils@umkc.edu
https://doi.org/10.1007/978-981-99-1284-1_57#DOI


procedures, and their applications using pharma-
ceutical patent litigation cases. To promote under-
standing of the subject matter, a comparison is 
made to the daily activities of research scientists. 
For example, the procedure to obtain a patent 
resembles the steps a scientist undertakes to 
develop a research proposal to a funding agency 
or to publish a paper in a peer reviewed journal. 
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An obvious question may relate to the pres-
ence and significance of this chapter on law, an 
apparent stranger in a book, otherwise devoted to 
science. A thorough understanding of patent law 
concepts is important to all biomedical scientists 
for the following three reasons: First, they enable 
them to better understand and appreciate the com-
mercial potential of their research. Traditionally, 
scientists, especially in academia, have focused 
on the originality, quality and impact of their 
work, key requirements to obtain financial sup-
port for their research and ensuing publications in 
leading journals in their respective fields. Aca-
demic recognition also means job security (i.e., 
tenure, mobility) and financial success. But this 
culture of science is changing. During the last two 
to three decades, the commercialization of scien-
tific efforts in academic institutions has become 
important, as seen by the establishment of tech-
nology transfer (“tech transfer”) offices in a grow-
ing number of universities in the United States 
(US). The primary function of these offices is to 
assist in the commercial success of the ongoing 
research at their respective institutions (e.g., 
obtaining patents, establishing start-up 
companies). Such success has recently become 
part of the tenure dossier of faculty. Budgetary 
shortfalls from traditional sources are the single 
most important reason for this change in the aca-
demic culture [2]. Second, such knowledge 
enables scientists to communicate more effec-
tively and work with patent attorneys and agents 
who traditionally develop strategies to prepare 
patent applications to obtain a patent from the 
United States Patent and Trademark Office 
(USPTO) for their inventions. Such interactions 
are inevitable, because, in this author’s opinion, 
patent law involves more science than any other 
area of legal practice. Due to this, a science back-
ground is required to become a patent attorney or 

patent agent. Later in this chapter, a case is 
presented where a company lost its patent on a 
multi-billion dollar (“blockbuster”) drug. In this 
author’s opinion, this loss was likely due to a lack 
effective communication between pharmaceutical 
scientists and patent attorneys at that company 
(see The Prilosec Case, Part II). Third, a scientist 
with an understanding of patent law can have 
additional career advancements and upward 
mobility in today’s marketplace, especially at 
start-ups, where a scientist often has interdisci-
plinary responsibilities. 

At the outset, a key point must be made: There 
is considerable tension at the interface of law and 
science for both scientists and lawyers alike. This 
cultural clash between the disparate disciplines of 
law and science can be best stated in the follow-
ing quote from a publication of the National 
Academy of Sciences [3]: “Because there is a 
general lack of understanding of each culture, 
these interactions often lead to a cognitive friction 
that is both disturbing and costly to society.” 
Therefore, any effort to introduce patent law to 
scientists is a formidable task. To make this intro-
ductory chapter on patent law more 
understandable to a community of scientists, 
analogies to the field of science are often made 
to better explain patent law concepts and jargon to 
the readership. 

Patent law basics are covered in Part I of this 
chapter. Discussion of selected cases is included 
in Part II to illustrate how the patent law concepts 
presented in Part I are applied in legal disputes 
(patent litigation). The following references 
published by the author provide additional infor-
mation to better understand this chapter [4, 5]. 

57.2 Part I: Patent Law 
Fundamentals 

57.2.1 What Is Intellectual Property 
(IP)? 

The world intellectual property organization 
(WIPO) defines IP as follows [6]: It “refers to 
creations of the mind, such as inventions; literary



and artistic works; designs; and symbols, names 
and images used in commerce (emphasis added).” 
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WIPO goes on to explain the social, legal, and 
commercial issues related to IP [6]: 

[IP] is protected in law by, for example, 
patents, copyright and trademarks, which 
enable people to earn recognition or financial 
benefit from what they invent or create. By 
striking the right balance between the interests 
of innovators and the broader public interest, 
the IP system aims to foster an environment in 
which creativity and innovation can flourish 
(emphasis added). 
For a quick read on patents and other types of 
IP, such as copyrights and trademarks, the 
reader is referred to a publication authored by 
Miller and Davis [7]. 

57.2.2 Intellectual Property Explained 

A simple example is presented to illustrate the 
legal meaning of IP. Inventor A constructs a 
mouse trap. Is that IP? Yes, from the ordinary 
meaning of the phrase “IP”, because it is a prod-
uct of inventor A’s mind (intellect), and s/he owns 
it. But is it IP according to patent law? For exam-
ple, can Inventor A make and sell his/her mouse 
trap on the open market (“inventions . . .  used in 
commerce” from WIPO’s definition)? It depends 
[8] on answers to certain key questions: (1) Are 
there other mouse traps sold on the market? (2) If 
the answer is Yes, are any of them “patent 
protected” (more on patent rights later)? and 
(3) Is A’s mouse trap legally different (with 
respect to design, material and technology used, 
etc.) from all other patented mouse traps on the 
market? For now, if the answer to question 3 is 
“yes”, then Inventor A can market the mousetrap, 
preferably with patent protection to prevent others 
from copying and selling A’s mousetrap on the 
open market. A leading entrepreneur however 
does not believe in protecting his inventions via 
patents [9]. 

57.2.3 Inventive Steps 

In patent law, an invention is created by a 
two-step process, namely conception and reduc-
tion to practice. 

57.2.3.1 Conception Defined 
Conception has been defined as the complete 
performance of the mental part of the inventive 
act and it is “the formation in the mind of the 
inventor of a definite and permanent idea of the 
complete and operative invention as it is thereaf-
ter to be applied in practice . . .  [10] (emphasis 
added). 

This is a critical step and must be done by the 
inventor(s). 

57.2.3.2 Reduction to Practice Defined 
Reduction to practice may be an actual reduction 
[i.e., making the invention] or a constructive 
reduction which occurs when a patent application 
on the claimed invention [patent application] is 
filed [11] (emphasis added). 

Unlike conception, reduction to practice may 
be performed by anybody working under the 
direct and close supervision of the inventor. 

57.2.3.3 Conception and Reduction 
to Practice Explained 

To better understand these two steps, consider the 
previous example: Inventor A conceives an idea 
for a mouse trap (along with all the necessary 
details and drawings). Next, Inventor A has two 
options: S/he can make it himself/herself or hire 
somebody else (Contractor B) to build the mouse 
trap (reduction to practice). In the latter option, 
inventor A must provide Contractor B with all the 
critical details of making the mousetrap. Contrac-
tor B is considered an extension of Inventor A’s 
hands and does not have any intellectual input. 
Note that Contractor B is not considered an 
inventor.
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57.2.4 Constitutional and Policy Bases 
for Patents Defined [12] 

One of the powers (responsibilities) granted to the 
Congress by the US Constitution (in pertinent 
part) is “To promote the Progress of Science 
and useful Arts” by securing for limited Times to 
. . .  Inventors the exclusive Right to their respec-
tive . . .  Discoveries” (emphasis added). 

57.2.4.1 Constitutional and Policy Bases 
Explained 

The US Constitution [13] provides the legal basis 
to establish a patent system to promote scientific 
development and the commercialization of such 
development for economic success in the 
US. Based on the authority delegated by Con-
gress, the USPTO has developed a reward system 
that gives inventors exclusive rights to their 
inventions for a limited time with the provision 
that they publicly disclose their inventions. “It is 
hoped that such disclosure will promote 
innovations to the patented invention.” This is 
sometimes called the patent bargain: limited-
time monopoly in exchange for full disclosure. 

57.2.5 Rights of a Patentee (Patent 
Owner) Defined [14] 

A patent, in simple terms, is a property right 
granted by the US government to a patent holder 
for a limited time. 

Ownership of a patent gives the patent holder 
the right to exclude others from: 

1. making, 
2. using, 
3. offering for sale, selling, or 
4. importing into the United States 

the invention claimed in the patent. 

57.2.5.1 Patentee Rights Explained 
In simple terms, others are legally prohibited from 
the four activities stated above. These rights are 
“negative “in nature in that they are exclusionary. 
As noted with the mouse trap example, obtaining 
a patent on his/her mouse trap does not 

automatically give Inventor A the right to make 
and sell it on the open market. 

Like all other property owned by inventor A 
(such as land, house, automobiles, bank accounts, 
etc.), s/he can sell, bequeath, transfer (assign) or 
license (allow another party to make and market 
the mouse trap for a fee) the mousetrap, during 
the life of the patent. Currently, this limited time 
(patent term) is 20 years from the effective filing 
date of the patent application [15]. Given the time 
needed for patent prosecution (the process used 
by the USPTO to evaluate a patent application 
and issue a patent, the effective patent life is less 
than 20 years. For example, patent prosecution on 
average takes 3.4 years for a drug and 4.4 years 
for a biological [16]. 

57.2.6 Patenting of Inventions (Patent 
Eligibility) 

An invention must meet the following two major 
criteria to obtain an utility patent. First, it must 
belong to one of the four legal (“statutory”) 
categories, namely, process, machine, manufac-
ture, or composition of matter (see next section 
for more details). Second, the invention must be 
directed at the patent-eligible subject matter. For 
example, “abstract ideas, laws of nature, and nat-
ural phenomena (including products of nature)”, 
referred to as judicial exemptions, are patent inel-
igible, “because they are the basic tools of scien-
tific and technological work” and “granting them 
patent rights may impede innovation rather than 
promote it [17]”. Inventions directed at nuclear 
weapons are also patent ineligible by law [18]: 
“No patent shall . . .  be granted for any invention 
or discovery which is useful solely in the utiliza-
tion of special nuclear material or atomic energy 
in an atomic weapon (emphasis added).” 

The facts of the ultimate patenting of the 
genetically engineered oil eating bacteria would 
provide insights into certain legal steps involved 
in obtaining a patent [19]. The USPTO at first 
rejected the patent application for this oil eating 
bacteria stating that it did not fit into any of the 
four statutory categories. After the applicant 
legally challenged this rejection, the case worked



its way to the US Supreme Court, the final arbiter 
of all legal disputes including patent matters. In a 
close (5 - 4) decision, it overruled the USPTO and 
a lower court, with that now famous and often 
quoted line in patent law circles, “Anything under 
the sun that is made by man is patentable [20].” 
More details of this breakthrough case in the 
biotechnology area and the inventor can be 
found in this reference [21]. 
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57.2.7 Classification of Utility Patents 

Classification [22]: Utility patents are classi-
fied into the following categories: “Whoever 
invents or discovers any new and useful process, 
machine, manufacture, or  composition of matter, 
or any new and useful improvement thereof, may 
obtain a patent therefor, . . .  (emphasis added).” 

57.2.7.1 Patent Classification Explained 
Accordingly, the mouse trap being a machine, is 
eligible for a utitlity patent. 

57.2.8 Types of Patents 

Patents are broadly classified based on the subject 
matter of the invention, namely, utility, plants, 
and designs. 

57.2.8.1 Patent Classification and Types 
Explained 

Utility patents are the focus of this chapter and 
include the four (process, machine, manufacture 
and composition of matter) statutory categories 
mentioned in Sect. 57.2.7. Examples of each of 
these categories are a machine (e.g., the hypothet-
ical mouse trap discussed), a manufacture (e.g., 
oil eating bacteria), a composition of matter (e.g., 
a new drug) and a process (e.g., a method to treat 
pain, discussed in Sect. 57.2.11.1). 

57.2.9 Patent Eligibility Requirements 

57.2.9.1 Overview of Patent Eligibility 
Requirements 

In addition to being patent eligible (discussed 
in Sects. 57.2.6 and 57.2.9), the invention must 
also be new (referred to as the “novelty” require-
ment), be useful (referred to as the “utility 
requirement”) and be non-obvious (“the 
non-obviousness” requirement. The Specification 
section of a patent application must also include 
sufficient details to enable (referred to as the 
“enablement” requirement) a person having ordi-
nary skill in the art, a PHOSITA, (explained 
in Sects. 57.2.9.4 and 57.2.9.5) to make and use 
the invention (“practice the invention”). In the 
mouse trap example, Inventor A must provide 
enough details for a PHOSITA to make the 
mouse trap to meet the enablement requirement 

Meeting the non-obviousness requirements is 
the biggest obstacle to obtaining a patent. As 
stated, these commonly used words, such as 
non-obviousness and enablement have distinct 
legal definitions (legal constructs) and might 
therefore be confusing to individuals new to pat-
ent law. Each of these requirements are discussed 
next in detail. 

57.2.9.2 Novelty/Anticipation Defined 
This requirement states (in pertinent part): 

A person shall be entitled to a patent unless the 
claimed invention was patented, described in 
a printed publication, or public use, on sale, or 
otherwise . . .  available to the public before the 
effective filing date the claimed invention; 
. . .  [23]. 

57.2.9.3 Novelty/Anticipation Explained 
Note that all the exceptions stated recognize the 
concept of priority, i.e., being the first to invent, 
which is crucial in obtaining a patent. The 
USPTO has further clarified the meaning of nov-
elty and anticipation:
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A claimed invention [i.e., an application for a 
patent] may be rejected [by the USPTO] . . .  when 
the invention is anticipated (or is “not novel”) 
over a disclosure that is available as prior art 
(emphasis added). An invention (claim) to be 
rejected on the basis that it was anticipated, 
requires that “. . .  a disclosure must teach 
[describe] every element required by the claim 
. . .  [24]. The words, a disclosure, in the previous 
quote (reference 24) refers to a single reference, 
as was explained in the following court case: “A 
claim is anticipated only if each and every ele-
ment as set forth in the claim is either found, 
either expressly or inherently described in a single 
prior art reference [25]. 

57.2.9.4 Non-obviousness Defined 
From a conceptual perspective, non-obviousness 
may be distinguished from novelty (anticipation) 
in that this requirement takes a broader consider-
ation of prior art (i.e., more than a single prior art 
disclosure, such as pertinent publications, patents, 
and disclosures can be combined to reject an 
invention (claim [26])): 

1. A patent for a claimed invention may not be 
obtained, 

2. notwithstanding that the claim is not iden-
tically disclosed as set forth in the [novelty 
section], 

3. if the differences between the claimed inven-
tion and the prior art are such that the claimed 
invention as a whole, 

4. would have been obvious before the effective 
filing date of the claimed invention 

5. to a person having ordinary skill in the art 
[PHOSITA], 

6. to which said claimed invention pertains. 

57.2.9.5 Prior Art and PHOSITA 
Explained 

A central question then is: How are novelty and 
non-obviousness determined in patent law? Two 
steps are involved in this process. The first step is 
to conduct a “prior art search” to identify all 
existing information relevant to a given invention. 
In fact, a patent examiner conducts such a search 
to evaluate the patentability of the invention 

described in a patent application. This is like a 
literature search conducted by scientists prior to 
starting a research project to determine critical 
issues relating to the proposed project, such as 
its originality, significance, experimental design, 
materials, and methods. In the second step, the 
determination of non-obviousness and novelty is 
done from the perspectives of a “person having 
ordinary skill in the art” (often referred to as a 
PHOSITA) after having evaluated the informa-
tion gathered from the prior art search. The 
USPTO defines a PHOSITA as follows [27]: 

The person of ordinary skill in the art is a 
hypothetical person who is presumed to have 
known the relevant art at the time of the invention. 
Factors that may be considered in determining the 
level of ordinary skill in the art may include: 
(a) “type of problems encountered in the art;” 
(b) “prior art solutions to those problems;” 
(c) “the rapidity with which innovations are 
made;” (d) “sophistication of the technology; 
and” (e) “educational level of active workers in 
the field. . .  . In many cases, a PHOSITA will be 
able to fit the teachings [information] of multiple 
patents [and/or publications] together like pieces 
of a puzzle (emphasis added).” 

Understandably, a PHOSITA is someone 
knowledgeable of the subject matter, like a 
reviewer of a scientific manuscript, who 
comments on its publication merits. In the mouse-
trap example, another mousetrap maker or those 
with formal training (such as a degree or appren-
ticeship) in mousetrap making would be a 
PHOSITA. In the biotechnology area, a 
PHOSITA is often someone with a Ph.D. degree 
in a related field, like molecular biology or 
biochemistry. 

57.2.10 Enablement Defined 

Enablement [28]: The patent application (specifi-
cation section) should provide sufficient informa-
tion for a PHOSITA to be able to make and use 
(“practice”) the invention described in the patent 
application: “The specification shall contain a 
written description of the invention, and of the 
manner and process of making and using it, in



such full, clear, concise, and exact terms as to 
enable any person skilled in the art to which it 
pertains, or with which it is most nearly 
connected, to make and use the same and shall 
set forth the best mode contemplated by the 
inventor of carrying out his invention. [29]. 
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57.2.10.1 Comments on Enablement 
The evolving nature of patent law in the US can 
be noted from the fact that on November 3, 2022, 
the US Supreme Court agreed to hear arguments 
to “fine tune” the proper standard to be used for 
enablement. (https://www.natlawreview.com/arti 
cle/supreme-court-to-consider-enablement-
requirement visited November 26, 2022). 

57.2.11 Overview and Significance 
of Patent Claims 

Claim(s) in a patent must clearly define the inven-
tion and are therefore an important, if not the most 
important, part of a patent application [30]. Fur-
ther, the “specification shall conclude with one or 
more claims particularly pointing out and dis-
tinctly claiming the subject matter which the 
inventor . . .  regards as the invention [31]. Claims 
define the boundaries of an invention (claim), 
formally referred to as its “metes and bounds”. 
This is analogous to a real estate property (like a 
home) where the owner erects a fence to clearly 
mark its boundaries. Patent infringement occurs 
when somebody encroaches on the “metes and 
bounds” of an invention (patent claim). To con-
tinue the analogy, infringement of a patent is 
conceptually like trespassing on somebody’s 
property. 

57.2.11.1 Explanation of Claims 
Selected claims from a patent relating to a phar-
maceutical product to treat pain are shown next 
[32]. Consider each claim as a separate invention; 
note that the claims are related. 

What is claimed is [numbers refer to individual 
claims]: 

[Claim] 1. A method of effectively treating pain 
in humans comprising orally administering to 

a human on a once a-day basis an oral 
sustained release dosage form containing an 
opioid analgesic or salt thereof which upon 
administration provides a time to reach maxi-
mum plasma concentration (Tmax) of said opi-
oid in about 2 to about 10 h and a maximum 
plasma concentration (Cmax) which is more 
than twice the plasma level of said opioid at 
about 24 h after administration of the dosage 
form, and which dosage form provides effec-
tive treatment of pain for about 24 h or more 
after administration to the patient (emphasis 
added). 

Claim 1 is called an independent claim 
because it is not dependent on any other claim. 
It is also a “broad” claim in that it does not state 
the specific opioid and includes all opioids used 
to treat pain. The patent title describes the inven-
tion as a whole: a method to treat pain over a 
period of 24 h in humans by administering a 
sustained release dosage form (could be a tablet, 
capsule, etc.) containing an opioid (specific opi-
oid not mentioned) once a day. The claims also 
list other metes and bounds of the invention: 

1. the time of maximum concentration (Tmax) 
occurs between 2 and 10 h after administra-
tion, and 

2. the maximum plasma concentration (Cmax) 
observed following oral administration is 
more than twofold the concentration observed 
24 h after dosing. 

A competitor who markets a product that overlaps 
the details in Claim 1 above should expect an 
infringement lawsuit from the owner of this 
patent. 

[Claim] 2. The method of Claim 1, wherein Tmax 

occurs in about 2 to about 8 h after oral admin-
istration of said dosage form.” 

Claim 2 is a dependent claim because it 
depends on Claim 1. It claims everything in 
Claim 1, except that the Tmax time range is 
narrower, occurring between 2–8 h, versus the 
2–10 h in claim 1. It is a “defensive” strategy in 
claim drafting. If Claim 1 is rejected by the exam-
iner for some reason (e.g., not supported by the

https://www.natlawreview.com/article/supreme-court-to-consider-enablement-requirement
https://www.natlawreview.com/article/supreme-court-to-consider-enablement-requirement
https://www.natlawreview.com/article/supreme-court-to-consider-enablement-requirement


information presented in the Specification), the 
narrower range is more likely to be allowed by 
the patent examiner, and the inventor obtains a 
patent on the narrower range Tmax range. Note 
that these ranges (“boundaries”) are based on a 
clinical understanding of treating pain with 
opioids on the part of the inventor. 
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[Claim] 3. The method of Claim 1 wherein Tmax 

occurs in about 6–8 h after oral administration 
of said dosage form. 

[Claim] 3 further shortens the Tmax interval. 

1. The method of Claim 1 wherein that said opi-
oid analgesic is morphine sulfate. 

As explained, Claim 1 includes (claims) all 
opioid analgesics. However, claim 4 is narrower 
than Claim 1 in that it is directed at (claims) 
morphine sulfate, and has a greater chance be 
being allowed by the patent. (Remember, when 
one files a patent examiner application, the appli-
cant is not sure which claims will be allowed by 
the patent examiner, like when an author submits 
a manuscript to a peer-reviewed journal). There-
fore, the patent applicant makes all claims vital to 
the invention supported by the Specification. 

57.2.12 Process for Obtaining a Patent 
(Patent Prosecution) 

The first step usually is to file a non-provisional 
patent application with the USPTO disclosing the 
invention in great detail, as required by the 
agency. Drafting this application requires an 
in-depth knowledge of both, the scientific aspects 
of the invention, and the legal format and submis-
sion requirements. Understandably, it is a joint 
and challenging task for the inventor(s) and pat-
ent professionals, such as patent attorneys or 
agents. A detailed discussion of patent prosecu-
tion is beyond the scope of this introductory 
chapter on patent law. Instead, a short and 
modified outline of this process focused on scien-
tific details is discussed below to generally intro-
duce the reader to the application process; 
procedural formalities and legal requirements, 
such as the filing of specific forms and inventor 

oath or declaration, have been omitted to avoid 
confusion for a starting reader. Detailed 
instructions can be found in standard texts, such 
as that by Sheldon [33]. 

The non-provisional application should contain 
Specification and Drawings (if needed) sections 
[34]. The Specification section (abbreviated here 
to avoid confusion) should have the following 
technical and procedural details in the order 
shown below [35]: 

(1) Title of the invention. . .  (2) Cross-reference to 
related applications, [This can have implications 
for the effective filing date of the patent applica-
tion] . . ., (7) Background of the invention, 
(8) Brief summary of the invention, (9) Brief 
description of the several views of the drawing, 
[if drawings are included], (10) Detailed 
description of the inventions, (11) A claim or 
claims. . ., and (13) Sequence Listing [for 
nucleotides and/or amino acid sequences, filed 
separately from the specifications]. 

Biomedical scientists would immediately rec-
ognize the similarity between the Specifications 
and Drawings sections of a patent application and 
a scientific manuscript prepared for publication in 
a peer-reviewed journal. As in a manuscript, the 
specification section includes experimental details, 
such as materials and methods used, results 
obtained, and conclusions relating to the invention. 
The Specification section ends with the claims. 

57.2.12.1 Patent Application Review 
The application is reviewed by USPTO experts 
(i.e., patent examiners) in the subject matter of the 
invention. This part is analogous to a peer review 
of a scientific manuscript or grant application. 
During the patent prosecution process, the inven-
tor (or his agent, usually the patent attorney or 
agent) has limited opportunities, including a face 
to face to interview with the examiner, to respond 
to (“rebut”) a patent examiner’s in-writing (“office 
actions”) criticisms (“rejections” and/or 
“objections”) relating to the patent application. 
The difference between a rejection and an objec-
tion is explained below:



The refusal to grant claims because the subject
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“ 

matter is unpatentable is called a rejection; The 
term “rejected” is used by a patent examiner 
when the substance of the patent claims sought 
are deemed unallowable under U.S.C. 
101, 102, 103 and/or 112. If the form of the 
claim (as distinguished from its substance is 
improper), an “objection” is made. An exam-
ple of a matter of form as to which an objection 
is made is dependency of a claim on a previ-
ously rejected claim [36]. 

All rejections and objections by the examiner 
must be resolved prior to the granting (“allow-
ance”) of a patent. Final rejections by the USPTO 
can be challenged in the courts, as noted with the 
oil eating bacteria case [20]. 

57.2.13 Provisional Patent Application 
(PPA) 

Briefly, a PPA is primarily for placeholder 
purposes, i.e., to establish a priority date for the 
invention [37]. It is like a non-provisional patent 
application, but a major difference is that a PPA 
application does not need to state any claims. It is 
important, however, that the Specification should 
support (provide data) the claims to be listed in a 
future non-provisional application, which must be 
filed within 12 months from the filing date of the 
PPA to benefit from its filing date priority. It 
automatically expires 12 months from the filing 
date, is not examined and cannot be extended. 

57.3 Part II: Drug Patent Litigation 
(Applications of Patent Law 
Fundamentals) 

57.3.1 Overview of Patent Litigation 

In this part, litigation (“drug war” [38]) between 
generic and brand name (innovator) companies, 
where the patent owner (brand name company) 
lost, is used to provide a glimpse of how patent 
law concepts described in Part I are applied in the 

court. These cases mostly involve blockbuster 
drugs (annual sales of $1 billion or more) because 
they also generate considerable business and pub-
lic interest. Brief summaries of each case are 
presented to explain the pertinent patent law prin-
ciple involved in each of these cases. Legal 
citations are provided to allow the reader to pur-
sue an in-depth reading of these cases, though it 
is not required to understand the information 
presented in this chapter. The legal basis for 
these cases is the Hatch-Waxman Act which is 
briefly described next. 

57.3.2 The Hatch-Waxman Act [39] 

This Act was passed in 1984 to primarily provide 
a pathway to market generic versions of patented 
drugs in the US. It has two major objectives 
aimed at balancing the interests of the 
stakeholders, namely, the brand name and generic 
drug companies, and the consumer (patient): 
(1) To encourage innovation by providing better 
patent protection to brand name drug companies, 
i.e., the development of new drugs, and (2) to 
foster competition in the pharmaceutical industry 
by providing a legal and regulatory pathway to 
market (hopefully, less expensive) generic 
versions of brand name drugs. 

57.3.2.1 Hatch-Waxman Procedural 
Details 

Under this Act, a new drug application (NDA) 
submitted to the FDA by an innovator (brand 
name) drug company for approval of its new 
drug must also include patent numbers and expi-
ration dates of all patents that claims, either the 
drug (active ingredient and/or composition or for-
mulation) or the method of use (i.e., indication). 
The FDA is required to list these patents in the 
FDA’s “Orange” book, a commonly used abbre-
viation for its lengthy formal title, Approved 
Drug Products with Therapeutic Equivalence 
Evaluations. The Orange book can be easily 
found online at the FDA website (www. FDA. 
gov). This information serves as a public notifica-
tion of any patent protection afforded a drug in 
the US.

http://fda.gov
http://fda.gov
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When an amended new drug application 
(ANDA) is submitted to the FDA by a generic 
company for approval of a generic version of a 
patented drug, it must certify to one of the 
following: 

1. the drug has not been patented, 
2. patent on the drug has expired, 
3. the generic version of the drug will not 

be marketed prior to the expiration of the 
patent(s) on the drug, or 

4. the generic version of the drug will not 
infringe the patent(s) covering the drug or the 
patent(s) are invalid (i.e., patents listed in the 
Orange Book) This is commonly called a Par-
agraph IV certification based on the Roman 
numeral nomenclature used in the Hatch-
Waxman Act. 

The generic company must also notify the 
patent holder about its ANDA and explain why 
the generic version will not infringe the patent 
(s) listed in the Orange Book or why these patent 
(s) is/are invalid. This sets the stage for litigation. 

FDA’s role in patent matters with respect NDA 
and ANDA applications is ministerial, i.e., the 
agency must list the patents included in an NDA 
application. In addition, FDA approvals of NDA 
and ANDA applications are independent of patent 
issues. Patent issues between brand name and 
generic companies are settled in Federal courts. 

57.3.3 Patent Litigation: Specific Cases 

57.3.3.1 The Prilosec Case [40]: A Generic 
Company “designed around” 
a Dosage Form to Avoid Patent 
Infringement 

Legal Background: For Kremers Urban Develop-
ment Co. (KUDCo) to infringe Claim 1 of the 
‘505 patent, its product must have all the 
components (“elements’) cited in Claim 1 of the 
‘505 patent listed below. 

Case Details: Omeprazole is the active ingre-
dient of the proprietary drug Prilosec® marketed 
by Astra Aktiebolag (Astra) and patent protected 
by US Patent No. 4,786,505 (the ‘505 patent) and 
US Patent No. 4853, 230 (the ‘230 patent). At the 

time of litigation (decided in 2002), it had an 
annual worldwide sale of $6 billion; US sales 
accounted for $4 billion. KUDCo., a small 
generic company, submitted its ANDA 
application to the FDA for approval of generic 
omeprazole with a Paragraph IV certification that 
its product would not infringe Astra’s patents. 
Astra disagreed and filed a patent infringement 
lawsuit. 

Claim 1 of the ‘505 patent became the decid-
ing issue for Astra’s infringement allegation, 
which reads as follows (in pertinent part): 

An oral pharmaceutical preparation comprising, 
a core region comprising an effective amount 
of a material selected from the group 
consisting of omeprazole plus an alkaline 
reacting compound, an alkaline omeprazole 
salt plus an alkaline reacting compound and 
an omeprazole salt alone; (emphasis added). 

As a procedural matter in general, Paragraph IV 
certification by a generic company and the 
counter arguments by the patent holder are 
decided in court by an evaluation of the perti-
nent patent claims. 

The KUDCo. microtablet has three components: 
a core, a sub-coat and an enteric coat. It was found 
that the sub-coat and the enteric coat of this 
microtablet did not differ from that claimed in 
the ‘505 patent. But it does not have an alkaline 
reacting compound in its core like Astra’s tablet. 
Therefore, the two tablets are different. Thus, the 
court ruled that KUDCo did not infringe Astra’s 
patents and it could legally market generic 
versions of omeprazole, a big win for this small 
generic company at that time. 

For those readers who are drug formulators, 
omeprazole is acid labile, and the addition of the 
alkaline reacting compound was likely to protect 
it during the tablet manufacturing process. 
KUDCo using newer technology designed 
around Prilosec® . The ‘505 patent was issued in 
1988, more than a decade before this litigation. 
Though speculative, if the pharmaceutical 
scientists and patent attorneys at Astra had 
worked closely, they might have better seen this 
major weakness of the ‘505 patent and might



A method for treating anxiety in a human sub-have reformulated their tablet without the alkaline 
reacting agent. Readers may recall from Part I that 
excluding others is the major right of a patentee. 
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For completeness’s sake, three other generic 
companies, namely Andrx Pharmaceuticals, 
Cheminor Drugs and Genpharm, Inc. also tried 
to market their generic versions of Prilosec® . 
They failed to do so because their tablets were 
found to infringe Astra’s patents. 

57.3.3.2 The Prozac® Case (Double 
Patenting Invalidity) [41] 

Legal Background: In lay terms, the law of dou-
ble patenting prohibits issuing two patents for the 
same invention. Even common sense would sup-
port this prohibition because it would unfairly 
extend the life of a patent on a given invention. 
Legally, this is stated as: 

“[T]he extension of exclusive rights [patent 
protection] through claims in a later patent 
that are not patently distinct from claims in 
an earlier patent” (41). The italicized segment 
relates to the criteria for novelty and 
non-obviousness requirements discussed 
earlier. 

Case Details: Fluoxetine is the active ingredient 
of Prozac® , Eli Lilly’s proprietary blockbuster 
drug. It is used to treat depression and anxiety. 
Barr Laboratories submitted an ANDA in 
December 1995 for generic fluoxetine with Para-
graph IV certification challenging the validity of 
Lilly’s patents. In response, Lilly brought legal 
action alleging that Barr’s ANDA application 
infringed its patents. Eli Lilly had two patents to 
protect Prozac® ; US Patent No. 4,626,549 (the 
‘549 patent, which issued on December 
12, 1986) and the US Patent No 4, 590, 
213 (the’213 patent, which issued on May 
20, 1986). The court compared the following 
two critical claims listed below to determine if 
they were “patentably distinct”: 

“A method of blocking the uptake of serotonin by 
brain neurons in animals comprising the 
administering to said animal of fluoxetine 
[claim 7, the ‘549 patent, the later patent’],” and 

“ 

ject in need of such treatment which comprises 
the administration to such human an effective 
amount of fluoxetine or norfluoxetine or 
pharmaceutically acceptable salts thereof 
[claim 1, the ‘213 patent, the earlier patent”] 

These two claims are the same because the 
mechanism of action of fluoxetine is by blocking 
serotonin uptake in the brain [41] They are, there-
fore, not patentably distinct. Barr Laboratories 
won the case, giving it legal authority to market 
its generic version of Prozac® . 

57.3.3.3 The Prometheus Case 
(Patentable Subject Matter, 
a “101” Issue) [42] 

Legal Background: “[L]aws of nature, natural 
phenomena, and abstract ideas are not patentable” 
(e.g., E = mC2 ) (42). 

Case Details: Mayo Clinic (herein after Mayo) 
used diagnostic tests sold by Prometheus 
Laboratories (hereinafter Prometheus) based on 
the latter’s two patents: U.S. No. 6,355,623 (the 
‘623 patent), and 6,680,302 (the ‘302 patent) 
Mayo stated in 2004 that it planned to market its 
own version of a similar diagnostic test. Prome-
theus filed an infringement suit against Mayo. 

Claim 1 of the ‘623 patent (vital to the case) 
states: 

A method of optimizing therapeutic efficacy 
for treatment of an immune-mediated gastro-
intestinal disorder, comprising: 
(a) administering a drug providing 
6-thioguanine (6-TG) to a subject having said 
immune-mediated gastrointestinal disorder; 
and (b) determining the level of 
6-thioguanine in said subject having said 
immune-mediated gastrointestinal disorder, 
wherein the level of 6-thioguanine less than 
about 230 pmol per 8 × 10 red blood cells 
indicates a need to increase the amount of 
said drug subsequently administered to said 
subject and wherein the level of 
6-thioguanine greater than about 400 pmol
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per 8 × 10 red blood cells indicates a need to 
decrease the amount of said drug subsequently 
administered to said subject (emphasis added). 

In pertinent part, the trial court concluded that 
claim 1 of the ‘623 patent, which identifies the 
therapeutic range for 6-TG, covered natural laws, 
and thus, the subject matter of the ‘623 patent was 
not patentable (invalid), and ruled in favor of 
Mayo. However, the appeals court reversed the 
trial on the issue of patentability and ruled that the 
‘623 patent is valid, but Mayo’s method infringed 
the patented method claim of Prometheus. On 
appeal by Mayo, the Supreme Court agreed to 
listen to arguments on the patentability of Claim 
1 of the ‘623 patent. This Court, concurred with 
the lower (trial) court, and ruled the Prometheus 
patent invalid, stating [42]: 

Anyone who wants to make use of these laws 
must first administer a thiopurine drug and 
measure the resulting metabolite 
concentrations, and so the combination 
amounts to nothing significantly more than 
an instruction to doctors to apply the applica-
ble laws when treating their patients. 

In other words, the stated invention (claim) is a 
fundamental law and, therefore, cannot be pat-
ented (a “101” issue). This decision shook up 
the diagnostic industry, with one author saying, 
“The new patent eligibility analysis provided in 
Mayo has narrowed the breadth of patent eligibil-
ity for diagnostic methods] [43]. 

57.3.3.4 The Bayer Case (Obvious to Try) 
[44] 

Legal Background: When an invention is a result 
of solving a problem using methods that would 
have been obvious to a PHOSITA based on infor-
mation in the prior art (“teachings”), then that 
invention fails to overcome the non-obviousness 
barrier and becomes patent ineligible. The 
Supreme Court had laid down the following stan-
dard for such situations in the KSR case [45]: 

“When there is a design need or market pres-
sure to solve a problem, and there are a finite 
number of identified, predictable solutions, a 

person of ordinary skill has a good reason to 
pursue the known options within his or her tech-
nical grasp. If this leads to the anticipated success, 
it is the product not of innovation but of ordinary 
skill and common sense. In that instance, the fact 
that a combination was obvious to try might show 
that it was obvious under §103 (emphasis 
added).” 

Often patent decisions made in cases involving 
one technical/scientific discipline (subject matter) 
are applied to cases involving a different subject 
matter. Patent(s) in the KSR case dealt with 
automobiles (specifically, accelerator pedals) 
and this standard was applied to the Bayer 
drug case. 

Case History: Bayer markets a patent protected 
drug Yasmin® [46], a female contraception drug. 
Barr, planning to market a generic version of this 
drug, filed its ANDA application along with a Par-
agraph IV certification that the claim central to the 
patent directed at Yasmin® is invalid. Bayer files 
suit alleging infringement. The outcome of the 
case depended on the validity of the Claim 
1 (the invention in the ‘531 patent), which reads: 

“A pharmaceutical composition comprising 
from about 2 mg to 4 mg of micronized 
drospirenone particles, about 0.01 mg to 
about 0.05 of 17α-ethynlestradiol, and one or 
more pharmaceutically acceptable carriers, the 
composition being in an oral dosage form 
exposed to the gastric environment upon dis-
solution and the composition being effective 
for oral contraception in a human female 
[marketed as Yasmin® ] (emphasis added.)” 

Bayer had solved a particular drug formulation 
problem relating to the drug drospirenone by 
using methods suggested in the prior art. Specifi-
cally, since the drug is poorly water soluble, 
Bayer scientists used micronized particles of the 
drug particles (see Claim 1 of the ‘531 patent) to 
improve the dissolution properties of Yasmin® 

(and hence its bioavailability or gastrointestinal 
absorption). The patent examiner, as might be 
expected, rejected this claim as obvious during 
patent prosecution based on prior art. In response 
to the rejection, Bayer countered by citing another



prior art publication that did not support (“teaches 
away” from) micronization, because the increased 
surface area resulting from micronization, could 
promote greater destruction. The examiner then 
allowed the claim and allowed the patent to issue. 
After a detailed examination of the science 
involved, the court sided with Barr, invalidating 
the ‘531 patent. The legal victory allowed Barr to 
market its generic version of Yasmin® . 
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57.4 Concluding Remarks 

Legal complexities and nuances have been omit-
ted in this chapter to promote an understanding of 
patent law fundamentals among the anticipated 
readership consisting of biomedical scientists. It 
is hoped that such understanding would encour-
age them to include the patentability of their 
research as one of the indices of innovative 
research. It is also hoped that the information 
provided here will promote more effective com-
munication between biomedical scientists and 
patent attorneys and agents. 
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Abstract 

The legitimacy of research in any field is 
boosted by three crucial elements: research 
ethics, responsible behavior and integrity. 
These are the very aspects that make up the 
three faces of a prism lens through which a 
researcher investigates analyze/solve any 
research problems. None of these three faces 
is separable, each one of them is dependent on 
one another. In general, it is historically 
assumed in human behavior that “good ethi-
cal” thinking will lead to the “responsible con-
duct or behavior” that will enhance the 
“integrity” of a person’s character. This notion 
is intricately applicable to any research 
endeavor: good research ethics will reflect in 
the responsible conduct of research (RCR), 
which in turn establishes research integrity 
(RI). Therefore, the purpose of this chapter is 
to review the influence of research ethics and 
the RCR on RI. The author also thinks this 
overview will provide a basic knowledge on 
the global efforts for the development and 
establishment of universal codes or unified 
norms for research ethics, and RCR for RI 
worldwide. By emphasizing the efforts on 

RCR in different regions and countries, the 
chapter will guide a beginning researcher 
such as a graduate student, and an established 
researcher from deviating from any ethical 
boundaries. 
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58.1 Introduction 

Historically, morality, ethics and integrity are 
regarded as the three characteristics of an individ-
ual in the society. While morality and ethics are 
often used intermittently, the definitions of moral-
ity and ethics differ significantly [1]. Morals con-
stitute the personal beliefs of an individual while 
ethics refer to a set of principles or standards or 
rules for the professional conduct. Morals are 
often based on culture and religion while ethics 
are based on logic and reason. Nonetheless, 
morals and ethics are used to distinguish “right 
from wrong” conduct of an individual, and a 
group or organization, respectively. 

There are well-established ethical rules for 
research involving animals and human subjects, 
children, embryonic stem cells, and for the pro-
tection of data and privacy matters [2]. However,
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research integrity (RI) mainly deals with reliabil-
ity, honesty, respect and accountability in 
research [3]. The reliability of the research is 
dependent on the use of sound methodology, 
experimental design, data analysis and the 
resources [4]. The honesty deals with reviewing 
and reporting research data in an unbiased and 
transparent way. The respect involves 
acknowledging the abilities, qualities, and 
achievements of colleagues, motivation and 
hopes of subjects and the needs of society. 
Respect also involves appreciation of cultures 
and the environment encompassing such cultures. 
Last but not the least is accountability, which 
includes every level in research from formulating 
the idea, conducting research, data analyses, 
supervision, mentoring and publishing [5]. Both 
ethical rules and RI are designed to provide 
researchers with a set of guidelines for RCR. 
However, for some research communities, 
research ethics are considered one aspect of integ-
rity and for others, RI is an ethical part of the 
research [6]. This is because the definitions of 
research ethics and RI are overlapping and often 
confusing. So, it is imperative to understand what 
constitutes research ethics and research integrity. 
As we go into details, the definitions for research 
ethics and research integrity are dependent on 
each other, and both constitute the fundamental 
norms for the RCR. However, the perceptions on 
accomplishing RI vary among different cultures 
and ethnicity in the entire world. These variations 
need to be normalized, requiring the development 
for International guidelines for RI across the 
globe. The key objective (s) of this chapter will 
be to highlight the regional and cultural variations 
on RCR across the globe. For the sake of brevity 
and convenience we will review the perceptions 
in Europe, Asia and the United States of America 
as representative countries/regions and compare 
them with the ongoing global efforts. 
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58.2 Perceptions on RI in Europe 

Historically, European policymakers have 
attempted to unify and harmonize ethical 
standards across Europe. These standards have 

been highlighted in the European Code of Con-
duct for RI. The European Federation of 
Academies of Sciences and Humanities 
constituted “All Europe Academies (ALLEA), 
which includes more than 50 Academies from 
countries from all over the Europe [7]. ALLEA 
consists of multilateral stakeholders’ 
organizations that are permanent member 
Academies such as European Science Foundation 
(ESF), and many others (please see ALLEA 
updated report 2017 for a complete list of perma-
nent member Academies) [7–9]. 

The member Academies of ALLEA consist of 
research performing organizations that operate as 
learned societies and think tanks. These 
organizations are self-governing communities of 
natural, and social sciences and the humanities. 
The overall purpose of ALLEA is to provide 
resource of intellectual excellence and expertise 
to improve the conditions of science and scholar-
ship across Europe. 

In a survey conducted by the ESF they found 
that there are a wide range of RI standards among 
European countries that need to be harmonized 
[7]. These survey results are the basis for ALLEA 
to release its first report on RI Standards in 2011 
as “The European Code of Conduct for Research 
Integrity” [8]. In this document ALLEA lists 
“Reliability, Honesty, Respect and Accountabil-
ity” as four principles of Research Integrity and 
considered this document to be a “living docu-
ment” and to be reviewed every 3–5 years and 
revised, if necessary. Indeed in 2017 ALLEA 
released a revised version of the “European 
Code of Conduct” after participating in a stake-
holder meeting of its permanent member 
organizations held in Brussels in November 
2016 [10]. In the revised version, in addition to 
the four standard principles of RI, ALLEA added 
several aspects such as Research Environment, 
Training, Supervision and Mentoring, Research 
Procedures, Safeguards, Data Practices and Man-
agement, Collaborative Working, Publication and 
Dissemination and Reviewing, Evaluating and 
Editing. These guidelines appear to be parallel 
to those developed in 2016 by the International 
Council for harmonization (ICH) of technical



requirements for pharmaceuticals for human use 
(ICH-E6) across the globe [11]. 
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In the revised report in 2017 ALLEA focused 
on the definition of fabrication, falsification and 
plagiarism (the so-called FFP categorization) as 
the three traditional research misconducts and 
several other aspects of research misconduct as 
well [10]. ALLEA kept the original definitions of 
Fabrication for making up results, Falsification 
for manipulating research data or materials, and 
Plagiarism for taking someone else’s ideas with-
out giving due credit to the original creator. In its 
revised report, ALLEA added several “unaccept-
able research practices” into the list including, 
manipulating authorship, republishing, or 
withholding research results, falsely accusing 
other researcher of misconduct and exaggerating 
the importance of findings (for a complete list 
please see the revised report 2017) [10]. In this 
report ALLEA’s inclusion of “establishing or 
supporting journals (‘predatory journals’) that 
undermine the quality control of research” as 
one of the new unacceptable practices is worth 
mentioning, given the escalation of a number of 
predatory journals in the recent years from few 
European and Asian countries. The revised report 
also includes a section on guidelines to deal with 
research misconduct with integrity and fairness as 
well [10]. 

Although ALLEA and other European 
agencies have tried to come up with a harmonized 
Codes for ethical conduct of research that can be 
used across Europe, it is that almost every 
European country follows code of conduct for 
RCR and RI [12]. However, by developing their 
own standards, these countries may be taking a 
risk with collaborating institutions abroad 
[13, 14]. As Bendiscioli and Garfinkel in their 
EMBO report put it “there are general trends of 
common principles of integrity and definitions of 
misconduct, yet differences remain [13]”. Overall 
there are different approaches taken by different 
countries in Europe for implementing RCR and 
research misconduct: few countries emphasizing 
on broad values of RI while others focus on 
negative behaviors [15–17]. 

58.3 Perceptions on RI in Asia 

In Asia, it is entirely a different story. Unlike in 
Europe, my search did not yield any published 
documentation for the establishment of a univer-
sal and harmonized Codes for ethical conduct of 
research across Asia. The lack of such a 
harmonized documentation may be due to various 
barriers, including language, culture and societal 
beliefs. Nonetheless, it appears that each Asian 
country may have its own code of conduct devel-
oped within the individual Institutions or 
organizations. There is a vast divergence in ethi-
cal standards established by each country in 
Europe. In the interest of space, I will mainly 
focus on the development of Codes for Research 
integrity in two major Asian countries, China and 
India, where the research has been progressing in 
a very rapid rate in the past decade. 

58.3.1 Perception on RI in China 

China is one of the oldest civilizations not only in 
Asia but also in the world with a history of scien-
tific and technological inventions. However, the 
inventions were hindered by the cultural revolu-
tion in the 1960–1970s. Chinese science progres-
sion resumed slowly after the cultural revolution. 
Today, China is placed second in scientific 
publications and citations, and leads the world 
mainly in nanotechnology and several other sci-
entific discoveries [18]. This progression in sci-
ence and technology also lead to several social 
and ethical issues in China. To address these 
challenges, Chinese Society of Medical Ethics 
(CSME) has been established in late 1980s. 
Since then China has established various medical 
ethics committees at hospitals and universities to 
review research with human subjects. In the late 
1990s China established the Chinese Association 
for Science and Technology (CAST) to develop 
code of conducts to combat the growing issues of 
plagiarism and other types of misconducts among 
research community. In the meantime, Chinese 
government also started its own initiatives to 
address the widespread scientific misconduct



that lead to the establishment of National “Natural 
Science Foundation of China” (NSFC), which is 
under the control of State Council of China 
[18]. Additionally, many different government 
and non-government organizations, including 
the Ministry of Science and Technology 
(MOST), and the Ministry of Education (MOE), 
the Chinese Academy of Engineering (CAE), and 
the Chinese Academy of Sciences (CAS) were 
established to address the ongoing ethical issues 
in the country from 2002 to 2006 [19, 20]. In 
2007, MOST adopted misconduct rules for 
investigating research misconduct as well as a 
definition of misconduct in government-funded 
research [21–23]. According to MOST, the defi-
nition of research misconduct was beyond FFP 
and included submitting false resumes and 
violating rules pertaining to research with 
human or animal subjects. 
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58.3.2 Perceptions on RI in India 

In India on the other hand, the perception on 
research ethics is complex. The various sorts of 
misconduct, discriminatory practices and colonial 
attitudes in hierarchical institutions can be chro-
nologically categorized as: pre-independence era, 
post-independence era, crisis of 1970s and the 
present crisis on predatory publications [24]. 

Under British rule during the pre-independence 
era, there has been an importation of European 
social, cultural and authoritarian principles to 
Indian scientific communities. Along with these 
the Indian scientific communities also experienced 
an inter-regional contentions and politicization. 
There was an influx of scientists from Europe to 
India to pursue their research using the local 
resources including native Indian scientist 
workers. The European scientists often failed to 
acknowledge the contribution of Indian scientists 
in their scientific discoveries. Eventually when 
the British government established its colonial 
rule in 1858, also got the control over Indian 
education and scientific endeavor. This created a 
system of distrust between the management and 
Indian scientific community causing facilitated 
misconduct both at the management and scientific 

community. Despite these rifts a great deal of 
contribution by the Indian scientific community 
to global scientific discovery occurred between 
1900–1940s. 

In 1947 when India was granted indepen-
dence, Indian scientific community was suffering 
from social, gender, religious and regional 
divisions [25, 26]. These events greatly 
influenced Indian scientific community in post-
independence era, while government priority was 
focused on mainly nation-building. By late 
1960s, there was a growing issue on research 
misconduct and discrimination among scientists 
in the hierarchal Indian institutions. Although 
Indian science in the 1970s was deeply troubled 
in political turmoil, the country’s political leader-
ship had accepted science as a central feature of 
their vision. In 1980s increase in unscientific 
behavior and practices raised concerns among 
the Indian scientific community and lead to the 
establishment of the “Society for Scientific 
Values” (SSV) [27]. The SSV was charged to 
investigate cases of scientific misconduct brought 
to its notice by whistle-blowers and to publicly 
punish those found guilty. However, SSV has no 
formal regulatory power and its investigations 
have often been neglected by the scientific com-
munity. Nonetheless, the SSV has played a key 
role involving scientific misconduct, publication 
and science management misconduct. 

Besides SSV, there are other agencies in India 
such as Center for Scientific and Industrial 
Research (CSIR), Indian Council for Medical 
Research (ICMR), and University Grants Com-
mission (UGC) [28–30]. These agencies have put 
out their own guidelines for publication of scien-
tific/technical/biomedical data and results, 
making them available in the public domain and 
in the administration of scientific establishments 
at all levels. Beyond academic and publication 
guidelines, these agencies also emphasized on 
honesty and scientific validity of the work being 
published. These agencies also provided 
guidelines to pursue new ideas to credit original 
inventors, mutual respect, conflict of interest, 
education and mentorship, and social responsibil-
ity [30, 31].
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Despite the establishments of all these 
guidelines by various agencies, the current crisis 
in India seem to be “pop-up” of “predatory 
journals [24].” It appears that more than 
two-thirds of such publications coming from 
India are mainly from institutions that lack finan-
cial resources. Furthermore, the pressure from the 
management to speed up the production of 
research output is playing a role in this behavior 
among scientific community. It is alarming that 
the publication in predatory journals is spreading 
to scientific communities in many other develop-
ing countries. 

To overcome these short-comings, India must 
establish strict policies and regulations and ensure 
prompt implementations to avoid further damage 
to RCR and RI. It is therefore imperative to intro-
duce ethical policies in the educational system 
very early in any field of research (for details on 
this subject, see Chap. 59). 

58.4 Perceptions on RI in America 

Unlike Asian and European countries, the 
research ethics in the United States of America 
are being consistently developed from 1945 to 
present. For convenience, this section is divided 
into two subsections: Sect. 58.4.1 will focus on 
human subject research and Sect. 58.4.2 will 
focus on laboratory research practices or ethics 
in bench work. 

58.4.1 Human Subject Research 

The Nuremberg Code was developed in 1948 
after an American Tribunal discovered that Ger-
man officials conducted medical experiments on 
thousands of concentration camp prisoners with-
out their consent, causing numerous prisoners’ 
death and many were permanently disabled. 
According to the Nuremberg Code “the voluntary 
consent of the human subject is absolutely essen-
tial,” and the “benefits of research must over-
weigh the risks.” 

Another milestone in US history occurred 
when the US Public Health Services (PHS) 

conducted a study on Syphilis in Tuskegee from 
1932 to 1972. In this study, a group of 
low-income African-American males, 57% of 
whom were infected with syphilis, were moni-
tored for 40 years. Free medical examinations 
were given to them; however, subjects were not 
told about their disease. The participants were 
denied treatment even though a proven cure (pen-
icillin) became available in the 1950s and the 
study continued until 1972. Many subjects died 
of syphilis during the study and few others per-
manently disabled. The study was forced to stop 
in 1973 by the US Public Health Services. 
Because of the bad publicity from the Tuskegee 
Syphilis Study, the US Congress passed the 
National Research Act in 1974 and created the 
National Commission for the Protection of 
Human Subjects of Biomedical and Behavioral 
Research. The commission was charged to iden-
tify the basic ethical principles for the conduct of 
biomedical and behavioral research involving 
human subjects. 

Although Nuremberg Code established the 
basic rules to help protect human subjects 
involved in research, but these rules were found 
to be inadequate to cover complex situations. To 
avoid the limitations of Nuremberg codes, the 
Belmont Report was introduced in 1976 by the 
National Commission for the Protection of 
Human Subjects of Biomedical and Behavioral 
Research [32]. The Belmont report describes 
basic ethical principles for conducting research 
that involve human subjects. It also sets forth 
guidelines to assure these principles are followed 
throughout the research process. The Belmont 
Report consists of three ethical principles: 
(a) Respect for persons; (b) Beneficence and 
(c) Justice. The first ethical principle in the 
Belmont Report talks about respect for persons 
and consists of two parts: the first is the recogni-
tion that people are autonomous and entitled to 
their own opinions and choices, unless detrimen-
tal to others. The second part is the recognition 
that due to various reasons, not all people are 
capable of self-determination and instead require 
protection. Thus, the Report promotes the idea 
that in most cases, individual subjects enter 
research voluntarily and with adequate
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information. The Report’s second ethical princi-
ple is beneficence, which means that people are 
treated in an ethical manner not only by respect-
ing their decisions and protecting them from 
harm. This principle identifies two general and 
complementary rules: (a) Do not harm; and 
(b) Maximize possible benefits and minimize pos-
sible harms. It is imperative to achieve both in any 
study involving human subjects. 
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According to this principle it is the obligation 
of scientific investigators and members of their 
institutions to think about both maximizing 
benefits and reducing risks in their research. 
Also, it is the obligation of the society to recog-
nize longer term benefits and risks that may result 
from the improvement of knowledge and devel-
opment of novel medical, psychotherapeutic, and 
social procedures, including cancer treatments. 

The last part of the Belmont Report is justice, 
which talks about who should receive the benefits 
of research and who should bear its burdens 
[32]. The Belmont Report considers the need to 
scrutinize people’s economic status, race, ethnic-
ity etc., as factors before selecting for any study. 
Thus, eliminating the possibility of becoming 
research subjects due to their socioeconomic 
position rather than their connection to the prob-
lem. The justice part of Belmont report demands 
therapeutic devices and procedures developed 
from public funds must not provide advantages 
only to those who can afford them. 

Belmont report is the basis for the Department 
of Health and Human Services (DHHS) and the 
Food and Drug Administration (FDA) to issue 
regulations on the use of human subjects in 
research in 1981. The DHHS issued the Code of 
Federal Regulations (CFR) Title 45 (public wel-
fare), and Part 46 (protection of human subjects). 
The FDA also issued a similar Code of Federal 
Regulations with slight modification to fit into its 
mission {(CFR Title 21 (food and drugs), Parts 
50 (protection of human subjects), and 56 (Institu-
tional Review Boards)}. In 1991, the DHHS 
regulations (45 CFR Part 46, Subpart A) were 
formally adopted by many other departments 
and agencies that conduct or fund research 
involving human subjects. This Federal Policy 
for the Protection of Human Subjects is often 

termed as “Common Rule” or the “Federal 
Policy”. 

The main elements of this federal policy 
include: (a) requirements for assuring compliance 
by research institutions; (b) requirements for 
researchers obtaining and conducting informed 
consent; (c) requirements for Institutional review 
board (IRB) membership, function, operations, 
review of research and record keeping; and 
(d) additional protections for certain vulnerable 
research subjects including pregnant women, 
prisoners, and children. 

Additionally, certain federally and privately 
sponsored research is subject to the regulations 
of the FDA at 21 CFR Parts 50 and 56. FDA 
regulations provide protection on human subjects 
when a drug, device, biologic, food additive, 
color additive, electronic product, or other test 
article subject to FDA regulation is involved. 
FDA regulations and the provisions of the “Com-
mon Rule” are largely overlapping, although 
some significant differences exist, despite both 
being aimed to provide protections to human 
subjects (also, see Chap. 23). 

58.4.2 Laboratory Research Practices 

Bad research practices became a public issue in 
the early 1980s in the United States. Research 
misconduct cases in several institutions prompted 
Congress to pass the Health Research Extension 
Act in 1985. This Act added Sect. 493 to the PHS 
Act, requiring applicant institutions to establish 
an administrative process to review reports of 
scientific fraud. In 1989, the PHS office created 
the Office of Scientific Integrity (OSI) in the 
office of the Director of National Institutes of 
Health (NIH), Office of Scientific Review 
(OSIR), and Office of the Assistant Secretary of 
Health (OASH) to deal with research misconduct. 
In 1992 all these three offices were consolidated 
into the Office of Research Integrity (ORI) which 
is headed by the Assistant Secretary of Health 
[33–37]. The ORI underwent several structural 
reforms and became the sole organization within 
NIH to prevent research misconduct and promote 
RI through oversight, education, and review of
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institutional findings. In the early 2000s, the ORI 
began its research on RI to develop a research 
community focused on the RCR. In 2004, ORI 
published “The Introduction to RCR” and 
introduced RCR program in graduate and, post-
doctoral training and then expanded to other sci-
entific community within the NIH [35–37]. The 
ORI then collaborated with major research-
intensive Universities to expand the RCR aware-
ness among the next generation scientific 
community. 
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While the NIH was using the above mentioned 
“top-down” approach via ORI, other entities, 
such as National Science Foundation (NSF) and 
National Academy of Science in the research 
community simultaneously made efforts to fight 
research misconduct and to foster RI within sci-
entific community. Among them the National 
Academy of Science, Engineering and the Insti-
tute of Medicine created the Committee on Sci-
ence, Engineering, and Public Policy 
(COSEPUP) [38–40]. The panel completed its 
report and released it as Responsible Science: 
Ensuring the Integrity of the Research Process. 
The panel recommended steps for reinforcing 
responsible research practices (NASNAE-IOM, 
1992). The report distinguishes three categories 
of behaviors that can compromise the integrity of 
the research process. Responsible Science for-
mally places the primary responsibility for 
strengthening the RCR on individual researchers 
and research institutions. The panel also believes 
that the integrity of research depends on creating 
and maintaining a system and environment for 
research in which institutional educational 
programs, and incentive structures support 
responsible conduct of an individual researcher. 
The report defined misconduct as “fabrication, 
falsification, or plagiarism in proposing, 
performing, or reporting research. The committee 
added another category “Questionable research 
practices” to include “actions that violate tradi-
tional values of the research enterprise” and con-
sidered counterproductive to the research process. 
These definitions of COSEPUP were adopted by 
a unified Federal policy in 2000. 

Several years later, the COSEPUP was 
commissioned to develop new standards while 

reaffirming the recommendation from Responsi-
ble Research Report. In its second report 
published in 2017 as a book entitled “Fostering 
Integrity in Research,” the panel made eleven 
recommendations with a special effort on better 
refinements and harmonization of the definitions 
of research misconduct and its use [41]. The 
major change was that the panel replaced “ques-
tionable Research practices” with “detrimental 
Research practice,” to include abusive actions 
taken by research institutions and journals in 
addition to the actions of individual researchers. 

This report is divided into three parts and 
consists of nine chapters (see the report for details 
[41]). The first part focuses on integrity in 
research. The second part covers research mis-
conduct and detrimental research practices. The 
third part considers how the research enterprise 
can better foster integrity in research. 

Another latest development in the US that is 
worth-mentioning is the creation of an “Open 
Researcher and Contributor Identification Initia-
tive (ORCID). ORCID is a nonproprietary alpha-
numeric, 16-digits code to uniquely identify 
authors and contributors of scholarly communica-
tion [42]. ORCID’s website and services provide 
resources to look up authors and their biblio-
graphic output. ORCID was first announced in 
2009 as a collaborative effort by publishers of 
scholarly research “to resolve the author name 
ambiguity problem in scholarly 
communications.” ORCID, Inc. is an independent 
nonprofit organization founded in the United 
States of America, with an international board of 
directors. ORCID was created as an initiative to 
fortify the validity and integrity of academic pub-
lishing through author name disambiguation 
[42, 43]. The aim of ORCID was to provide a 
unique code for humans to address the issues 
involving multiple persons with the same name. 
Furthermore, ORCID can solve problems of 
name change (such as with marriage), name 
ordering conventions, name suffixes, and middle 
initials, to name a few. It is hoping that imple-
mentation of ORCID system worldwide will 
solve this issue globally. 

Overall, in the last three decades a consistent 
effort has been made by the US government,



NIH, NSF, and other entities that are integral 
components of the US “research enterprise” to 
foster integrity in research [44–46]. The creation 
of unified and harmonized policies and 
regulations on research ethics helped to foster 
research integrity in biomedical, behavioral, and 
medical research. Additionally, efforts were also 
made to disseminate these policies in research 
institutions and Academic institutions across all 
fifty-one states in the US [47]. These guidelines 
not only protected the research subjects but also 
provided awareness in the minds of researchers in 
academic institutions on RCR and research 
misconduct. 
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58.5 Perceptions on Fostering 
Global RI 

Although RCR to foster RI is a global issue, the 
current policies and regulations developed are 
specific for a region or a country as reviewed in 
previous sections in this chapter. There is a need 
for developing a unified and harmonized policy 
and regulation(s) on research ethics, and RCR for 
fostering integrity in global research [48]. The 
creation of such a global RI will increase trans-
parency in Research collaborations across 
national boundaries to the advancement of sci-
ence worldwide [48]. International collaborations 
are now arguably the new norm as expected by 
many funding agencies. Additionally, a genera-
tion of new researchers who grew up with the 
power of the internet and big data is entering the 
research workforce. As a result, the way we influ-
ence or foster research cultures towards RCR and 
RI is also changing. We should also develop 
software systems with Artificial intelligence 
(AI), validated algorithms, and automated agents 
to assist the detection and prevention of research 
misconduct [49]. The development of such a soft-
ware program may help reduce the rate of occur-
rence of research misconduct. These changes 
present special challenges for RCR because they 
may involve substantial differences in regulatory 
and legal systems, organizational and funding 
structures, research cultures, and approaches to 
training [50, 51]. It is therefore important that 

researchers be aware of such differences, as well 
as issues related to integrity that might arise in 
International research collaborations. 

In a step towards establishing international 
awareness on fostering RI, the ORI from the US 
and ESF from Europe joined together to organize 
the first World Conference on Research Integ-
rity (WCRI) which was held in Portugal in 
2007. Subsequently, more conferences were 
held on a regular basis in 2010, 2013, 2015, 
2017, 2019, and 2022 each one had a different 
theme and was held in various places in the 
world. Each meeting was attended by an increas-
ing number of delegates and countries, suggesting 
a growing interest on fostering global RI. The last 
WCRI meeting was held in Cape Town, 
South Africa in 2022, one year later due to the 
COVID-19 Pandemic issues in 2021. The 2022 
conference was on ‘Fostering Research Integrity 
in an Unequal World’ and attended by 
RI stakeholders across all disciplinary fields 
from the basic and applied natural and biomedical 
sciences to the humanities and social sciences. 
Among other attendees, there were RI 
stakeholders including researchers, institutional 
leaders, national and international policymakers, 
funders and journal editors as well. The confer-
ence also included subthemes, such as RI as a 
driver of research excellence and public trust, 
Ethical best practice in authorship, publication 
and the use of research metrics and other topics. 

Since this conference took place in an African 
country for the first time, some additional 
subthemes particularly relevant to many African 
and Low and Middle Income Countries (LMICs) 
were also included. Among them, Colonial legacies 
and research integrity: moving forward by building 
equity into research, Counteracting plagiarism 
in multicultural and multilingual contexts and 
Institutionalizing RCR education and training, 
curriculum development and implementation of 
these in low resource settings are noteworthy. 

58.6 Concluding Remarks 

It is tremendously intimidating for researchers to 
realize that there are currently so many guidelines
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and regulations to follow in order to conduct 
research properly and maintain RI. Although fol-
lowing the local and institutional guidelines are 
good enough to conduct research in situ, addi-
tional guidelines need to be followed in collabo-
rative research, especially if the collaborating 
institution is in another country and bounded by 
its own norms and guidelines for RCR. The tradi-
tional norms that were once considered the gold 
standards for establishing collaborations between 
institutions are not enough anymore. There 
should be further discussions necessary on the 
policies and guidelines of each Institution or 
country on the RCR and developing a unified 
working policy is needed before starting any 
interinstitutional collaborations within the coun-
try. These steps need to be further escalated when 
collaboration involves more countries with differ-
ent ethical policies for fostering RI and research 
misconduct. In this regard, the implementation of 
World Conferences on RI is the right step towards 
developing a unified global policy for RCR to 
foster integrity in global research. Another step 
is the creation and implementation of ORCID 
system as an initiative to strengthen the validity 
and integrity of academic publishing. The latter 
becomes one of the big issues when publishing a 
collaborative research work performed by a team 
of international investigators with different nam-
ing systems. A valid ORCID account for each 
researcher will solve this issue. Although 
obtaining an ORCID account is free and yet 
optional for any researcher, it is becoming a man-
datory requirement for submission of manuscripts 
for ORCID journals such as Springer Nature and 
others. At present, there are inconsistencies across 
the world in implementing these ORCIDs despite 
the number of current account holders having 
increased to several millions, if not billions, 
since 2012. A third step is the involvement of 
World Health Organization (WHO), which 
recently released its Code of conducts for global 
RI in 2017 [52]. Such a move from WHO as an 
intergovernmental organization (IGO) is encour-
aging to motivate international researchers to con-
duct research in collaboration with the 
international community using the WHO devel-
oped codes for responsible research conduct. 

Taken together these recent developments have 
the potential to set a common ground for global 
collaborative research where everyone will be 
protected by universal codes of RI and research 
misconduct. 
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Abstract 

Research is an outcome of innate human 
inquisitiveness and self-driven efforts to 
know the unknown. The new knowledge and 
technology generated through research are 
essential for societal development and prog-
ress. To achieve sustainable development, 
research and communication of its output 
must be rooted in integrity and appropriate 
ethical conduct on part of all the stakeholders. 
Research communication involves authors, 
peer-reviewers, editors, publishers, and 
readers. This chapter considers the various 
ethical norms developed by the research com-
munity itself for all those involved in research 
communication and the reasons for the mis-
conduct commonly encountered in the dissem-
ination of research output. To minimize 
misconduct, it is necessary that research com-
munication does not remain a ‘for-profit’ com-
mercial activity, and the assessment of 
researchers and their institutions is based, 
instead of on where the research output is 
published, on what is published. Good quality 
and useful research that promotes societal wel-
fare needs passion rather than fashion or 
compulsion. 
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59.1 Introduction 

The innate curiosity of humans and the self-
driven efforts to know the unknown are at the 
root of research. In its current form, research 
involves systematic and creative investigations 
in any domain of knowledge, which can be 
related to philosophical or materialistic issues, or 
anything in this universe that can be perceived by 
one or more of our sensory systems. The new 
knowledge generated through research has 
owner/s, who discover something novel, and 
recipients who learn about the discovery through 
communication made by the owner/s. Currently, 
research publications are the major mode of com-
munication between the owner/s and recipients. 
Such communications, while providing personal 
satisfaction/pleasure to the discoverer, also serve 
the important social responsibility of spreading 
new knowledge, based on which the next levels 
of questions about the unknown are pursued. 

The dawn of organized research correlates 
with the establishment of universities and other 
academic institutions, which have witnessed 
global growth in the past few centuries. 
Organized research has generally been supported
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by society in one form or the other. The need for 
societal support for financing research by govern-
mental agencies, philanthropic individuals and 
organizations has substantially increased because 
of the enhanced cost of research, especially in 
science, technology, health, and agriculture 
domains. Consequently, the classical self-
satisfying curiosity-driven research efforts are 
now often ‘market-driven’, regulated formally 
and informally by state and/or commercial 
institutions [1]. This has provided a formal frame-
work and financial support needed to undertake 
challenging research and has thus catalyzed 
unprecedented rapid technological advances. 
However, a flip side of the vastly expanded 
research efforts is the visible adverse effects on 
research integrity and ethical conduct, especially 
since the resources available for conducting 
research have not kept pace with the increase in 
the number of researchers and the cost of under-
taking research. The resulting unhealthy competi-
tion, combined with the lure of quick material 
gains, has in many cases led to erosion in ethical 
values since human nature also follows the laws 
of thermodynamics and therefore, tends to 
indulge in selfish activities. These enhance the 
‘Social Entropy’. 

908 S. C. Lakhotia

In earlier times the curiosity-driven research 
output by individuals was published as 
monographs/books or as transactions/ 
proceedings of meetings of academic societies. 
With the increasing volume of research output, 
well-organized research journals have become the 
major conduit for disseminating research output. 
Originally the research journals were managed 
and published by academic institutions, but dur-
ing the past several decades, the share of commer-
cial publishing houses in research publications 
has increased exponentially. The digital revolu-
tion, beginning in the late 1990s, metamorphosed 
the research publication ecosystem. While the 
digital mode has made the task of publication 
easier and swifter, it has also ushered in more 
challenging ethical issues [2–8]. The increasing 
interdependence between science, industry, and 
business, and the consequent conflict between the 
somewhat divergent ‘values’ in science and busi-
ness [9], too have contributed to unwarranted 

practices in research and communication of its 
output. 

To maintain research integrity, essential for 
sustainable development, the research community 
evolved its own set of conduct rules to safeguard 
against unwarranted behavior of researchers since 
this has a cascading negative impact on the pro-
fession and society [1–7, 10–17]. 

This chapter examines issues about integrity 
and ethics relating to the dissemination of infor-
mation about new knowledge obtained by owner/ 
s of research to the recipients through different 
modes of research publications. Issues of integrity 
and ethics in the conduct of research have been 
discussed elsewhere in this book (see Chap. 58). 

59.2 Types of Research Publications 

The modes of research publications have evolved 
over the centuries. Contemporarily, the 
non-commercial original research output is gen-
erally available as articles in serially published 
research journals. There are several categories of 
research publications. Different research journals 
publish some but not the other categories (see 
Chaps. 41 and 47). Research articles can commu-
nicate the results of original research or may 
review the present state of the available informa-
tion in a given domain. The original research 
articles can be full-length papers or brief commu-
nication (see Chaps. 42 and 43). Similarly, the 
review articles can be a full or a mini-review, or 
state-of-the-art review. Several journals also pub-
lish articles in categories like Letter to Editor, 
Perspective/Commentary/Opinion, Conference/ 
Meeting Report, Book Review, Personal Notes 
(e.g., obituary), hypothesis article, methods, etc. 
The Letter to Editor category generally includes a 
comment by a reader on an article published in 
that journal; however, in some journals (e.g., 
Nature, Current Science) a Letter to Editor is 
also used to rapidly communicate new and signif-
icant research findings. In some cases, focused 
short reviews by subject experts are also 
published as Letter to the Editor. Perspective/ 
Commentary/Opinion articles can be of historical 
nature or a general discussion on an issue of



contemporary interest. Conference/Meeting 
reports cover some well-known major scholarly 
meetings and describe what the different speakers 
presented about their research. Book reviews are 
generally written following an invitation from the 
editor to a person who has profound knowledge in 
the area covered in the book. 
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All standard journals have well-defined edito-
rial policies regarding the types of articles that are 
published and the style of presentation in the 
given journal. Therefore, a prospective author 
must be familiar with the ‘guidelines for authors’ 
provided by the journal and prepare the manu-
script accordingly. Most established journals now 
require the manuscripts to be submitted only in 
online soft copy format. 

With reference to the state of the manuscript 
when it becomes available to readers, a classifica-
tion of the published works into the following 
versions has been suggested [18]: (a) Preprint, a 
research paper prior to peer review and publica-
tion in a journal; (b) Postprint or peer reviewed 
accepted manuscript (Author Accepted Manu-
script or AAM), prior to any type-setting or 
copy-editing by the publisher; (c) Version of 
Record (VOR), the final published version of a 
scholarly research paper following formatting and 
any other additions by the publisher; and 
(d) e-Print: a research paper posted on a public 
server in any of the above three versions. 

The most common current mode of scholarly 
communication involves peer review before pub-
lication in a journal or book. Accordingly, the 
editor shares the submitted manuscript with a 
few experts (peers) in the field to seek their 
informed opinion, and based on the final recom-
mendation emerging from the peer review, the 
manuscript gets accepted or rejected. Publication 
of preprints before the peer review is becoming 
increasingly popular in recent years as an alterna-
tive mode. Unfortunately, during the past two 
decades, a third mode of publication in ‘preda-
tory’ or bogus journals has also mushroomed. 
This is highly undesirable because it severely 
vitiates the scholarly publication ecosystem. 

59.3 Trustworthiness of Research 
Requires Integrity, 
Transparency Objectivity, 
and Following of Ethical Norms 
in the Conduct of Research As 
Well as Communication of its 
Output 

Ethics define social norms for desirable and unde-
sirable behavior. It should be noted that ethics and 
law or ethical and legal behavioral requirements 
are not synonymous or inter-changeable since in 
some cases what may be ethical may not be legal 
and vice-versa [9]. Behavioral integrity, one of 
the most essential components for the sustenance 
of human social organization and order, lies at the 
root of ethics and ensures the trustworthiness of 
the individual. An inherent, although often 
unstated, assumption underlying the huge number 
of published research articles is that the informa-
tion is trustworthy [19]. Trustworthiness demands 
integrity of the researcher’s actions in the conduct 
of research, and responsible and transparent com-
munication of its output in open mode [14, 19, 
20]. Integrity is essential to fulfilling a 
researcher’s obligation to society to honor the 
trust placed by others and to be accountable for 
the public money used. Integrity also ensures the 
researcher’s accountability to oneself to not vio-
late scientific values and ethics and to act in ways 
that serve humanity. 

Research and academic integrity have been 
variously defined and attributed [14, 15, 21]. In 
simple terms, research integrity generally implies 
that the conduct of research and dissemination of 
its output employs holistic and transparent 
practices based on appropriate ethical values. Pro-
motion of research integrity and the consequent 
trustworthiness of the research output requires 
that (a) all contributions to scholarly activity are 
recognized without any bias for research topics 
and fields, (b) wholesome training is imparted to 
researchers in the relevant methods, and 
(c) appropriate experimental design and statistics 
are used. The other determinants of the trustwor-
thiness of published research are: (a) rigorous 
oversight to ensure scientific integrity, (b) a



transparent peer review system, and (c) an objec-
tive assessment system that relies on the quality 
of the research output rather than the currently 
common practice of using quantitative 
bibliometric parameters. 
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Inappropriate research integrity leads not only 
to widely known misconducts like falsification 
and/or fabrication of data, plagiarism but also to 
other less commonly discussed detrimental 
research practices like inappropriate authorship, 
inadequate data management, inadequate/ 
improper citations, or incomplete sharing of 
research findings. While individual researcher/ 
s are usually targeted for research misconduct, 
research supervisors, funding agencies, the 
administrative system at academic institutions, 
peer reviewers, journal editors, and publishers 
also have significant roles in promoting integrity 
and transparency or the lack of these [14, 19, 20, 
22–24]. Some of these are considered below. 

59.4 Authorship 

Unlike in the past when single author 
monographs were the major mode of research 
communication, contemporary research output is 
often multi-authored because of the need for 
diverse expertise. While the multi-authorship in 
a research paper promotes the much desired inter-
disciplinary approach, unfortunately, it also 
provides greater scope for certain unethical 
practices that are often not focused. 

In order to ensure ethical practices, the Com-
mittee on Publication Ethics (COPE, https:// 
publicationethics.org/) has mandated that to be an 
author in a research publication, one must con-
tribute to one or more of the following tasks 
associated with the research: (a) conception 
and/or design of the work, (b) acquisition, analy-
sis, and/or interpretation of data generated/col-
lected during the work, and (c) drafting/editing 
the work or revising it critically and thus 
contributing intellectually to the content. Every 
researcher should be familiar with the COPE 
guidelines to avoid unethical authorship 
practices. 

In current practice, one or more authors is/are 
identified as first author/s, one or more authors as 
corresponding author/s, and others, if any, as 
co-authors. Those who carried out the bulk of 
the primary work that forms the basis of the 
article are defined as the first author/s. The 
corresponding author is primarily responsible for 
communication with the journal during manu-
script submission, peer review, and publication 
process, and also ensures the journal’s adminis-
trative requirements like providing authorship 
details, ethics committee approval, documenta-
tion related to clinical trials, collecting informa-
tion on conflict of interest issues, etc. The 
corresponding author continues to be the primary 
contact for any issue related to the published 
paper. The order of authorship should be a joint 
decision of co-authors and accordingly, the name 
(s) of the corresponding author(s) may come any-
where in the authors’ list. The corresponding 
author must ensure that all other authors have 
seen the final manuscript and approved it for 
submission to the identified journal. To avoid 
inappropriate authorship (see below), the 
contributions of each author in a multi-author 
article should be clearly defined. Authorship in 
research communication should be decided in 
good time to avoid disputes at a later stage. 
Adding name/s as author/s of a manuscript during 
revision is permitted if suitably justified but 
removing one or more author names after submis-
sion is generally not permitted. As a part of their 
collective responsibility, all authors should be 
aware of the contributions of each co-author. 

Non-adherence to the COPE guidelines has 
resulted in a variety of unethical authorships, 
some of which are noted here. Guest or Honorary 
or Gift authorship, a not uncommon practice, is 
provided to someone who made no useful contri-
bution to the study but is included to improve 
chances of the work getting accepted for publica-
tion, or on a feeble/indirect affiliation with the 
study (e. g., head of the department/institution). 
This unethical practice also involves the inclusion 
of names of colleagues as co-authors, on the 
understanding that they will also reciprocate, 
with the sole objective of boosting each other’s 
publication lists. A related unethical practice

https://publicationethics.org/
https://publicationethics.org/


concerns the publication of research work embod-
ied in a student’s thesis for the award of an aca-
demic degree. In many cases, the research papers 
emanating from the work included entirely in one 
thesis are published with additional names, 
besides those of the examinee and supervisor/ 
co-supervisor, as co-authors. The thesis document 
itself, however, does not record the specific 
contributions of others who are named as 
co-authors. If the other authors had indeed 
contributed to the published work, their specific 
contributions must be clearly defined in the thesis. 
In the absence of a such clear statement in the 
thesis, it becomes an unethical practice that only 
helps others to increase the number of research 
publications in their profiles without any specific 
contribution. 
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Ghost authorship includes unethical instances 
when the person/s, who actually participated in 
the research, data analysis, and/or writing of a 
manuscript, is/are excluded as author/s in a man-
uscript or while filing a patent application (see 
Chap. 57). Accordingly, the thesis supervisor 
must not publish the work embodied in the thesis 
without the concerned student’s name, although 
under certain conditions the student may be spe-
cifically permitted by the supervisor to publish 
the work without the supervisor/co-supervisor 
being co-author/s. 

A more serious unethical practice is Surrogate 
authorship when manuscripts are written or got 
written by someone else without any original data 
of one’s own; such plagiarized or ‘fabricated’ 
papers are typically published in ‘predatory’/ 
bogus journals. 

A different class of Ghost authorship, which is 
not unethical, is when a person contributing to 
writing a paper, as a professional writer (on a 
payment or honorary basis), or as a helping col-
league, is not on the author list. Such help should, 
however, be acknowledged. 

Since authorship has to be transparent and 
requires accountability, publishing research 
articles anonymously or under different names is 
improper. 

59.5 Ethical Conventions 
of Publications 

Authors need to follow ethical practices both 
during the submission of a research article for 
publication and after its publication. A manu-
script can be submitted to only one journal at a 
given time. Submission to another journal can be 
made only when either the submitted article is 
rejected by the editor or withdrawn by the 
authors. The same set of data/results cannot be 
published multiple times, except when necessary 
to include in subsequent work or review, in which 
case appropriate reference to the original source is 
essential. ‘Salami’ or segmented publications, 
usually characterized by similarity of hypothesis, 
methodology, and results but not similarity of 
text, are unethical since they merely enhance the 
number of published articles without any intellec-
tual advancement [25]. 

Since all advances in knowledge build upon 
pre-existing knowledge, due attribution is 
required to acknowledge the authority, based on 
which some statement is made or the findings of 
the study are interpreted. This is done through 
citations in the text at appropriate locations and 
by providing the relevant details in the reference 
list. The journal’s  defined format for citations in 
text and the listing of references must be strictly 
followed. Citations of earlier published works in 
an original research article or a review article 
need great care since it is implied that the authors 
have read the work and find it appropriate to cite. 
Great care is needed to avoid mis-citations, espe-
cially when using a software to manage citations 
and the reference list (see Chap. 39). The conve-
nience of finding citations online while writing 
the text can lead to the unethical practice of citing 
a work without reading. It is generally preferred 
that the original work be cited instead of a broad 
review so that due attribution is provided to the 
original research. A cap on the number of 
references in an article by the journal policy 
demands greater care and vigilance in selecting 
a mix of older and recent original and review 
articles of relevance. References to unethical 
publications and irrelevant self-citations must be



avoided. A correct reference list is essential for 
reliable citation meta-analyses. The reference list 
also reflects the quality of the work and its pre-
sentation [26, 27]. 
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Table 59.1 Types of plagiarism and their general features [13, 28–30, 33] 

Broad category General features 

Direct or verbatim or complete plagiarism 
(‘stealing’) 

Full copying of whole or parts of a text and/or data of a publication 
and passing on the same as one’s own novel findings 

Mosaic or patchwork plagiarism Copying and pasting some sentences from another author’s 
publication without using quotation marks; citing the original 
source without using the quotation marks for the verbatim copied 
text can also be counted as plagiarism 

Source plagiarism Misleading citation of the source of the published information 
Secondary: copying from a secondary source but attributing to a 
primary source cited within the secondary, leading to the 
secondary source missing the due attribution while generating a 
false impression of the depth of the literature survey 
Invalid source: citing an incorrect or even a non-existent source to 
increase the number of references cited and to unjustifiably 
generate an impression of an in-depth study 

Translational plagiarism Publishing a translated version of whole or substantive parts of an 
earlier publication of one’s own or of others without attribution to 
the original source 

Paraphrasing Modifying the copied idea/statement from a published work by 
rephrasing the sentence/s and using synonyms, without attribution 
to the source 

Replication plagiarism Submission of the same manuscript to more than one journal and 
getting them published 

Idea plagiarism Using another person’s ideas (published or unpublished) for one’s 
own study/interpretation without giving appropriate credit to the 
source 

Self-plagiarism (duplicate, dual, overlapping, 
repetitive or redundant or text recycling) 

Re-publishing substantive parts of one’s own earlier publications 
without attribution to the earlier publications or reuse of data 
and/or text from one’s own published work without appropriate 
attribution, with intention of misleading others about one’s 
‘productivity’ 

Fragmented or piecemeal or/and ‘salami’ 
publication 

A similarity of hypothesis, methodology, and results, but without 
text-plagiarism, in multiple publications to merely enhance the 
number of published articles 

Serious types of misconduct in research 
communications include the widely discussed 
issues of plagiarism (text, images, ideas, etc.), 
data and/or image manipulations, or suppression 
of some data that are not in conformity with the 
preferred hypothesis [13, 27–32]. 

Although the specific definition of plagiarism 
varies in different contexts, the use of language, 
ideas, results, explanations, or text of another 
author without due attribution to the original 
source, and thus giving an impression of these 
being one’s own, is generally considered as an act 
of plagiarism. Plagiarism is a violation of the 

intellectual property rights of others and is, there-
fore, a serious breach of academic integrity. Some 
acts of unintentional plagiarism happen either due 
to ignorance and/or to less than the required level 
of care while preparing the manuscript. Inten-
tional plagiarism is an act of design with the 
sole purpose of taking credit, which is actually 
due to some other author/s, and, therefore, is 
serious misconduct and is often also termed as 
‘stealing’. Table 59.1 summarizes some general 
features of different acts of plagiarism. 

Researchers must honour the intellectual prop-
erty of others. Any creative output of a person’s 
mind is that person’s intellectual property, and, 
therefore, needs appropriate acknowledgment, 
typically in the form of citation in research 
publications. Research misconducts like text,



data, or idea plagiarism essentially imply using 
someone else’s intellectual property without 
appropriate attribution and thus violate the intel-
lectual property rights of others. While industrial 
patents have a limited lifespan, intellectual prop-
erty rights remain eternally with the person whose 
creative activity generated it in the first place. 
Rules and conventions for citation and reuse of 
intellectual property have been codified as ‘Crea-
t i v e  C ommo n s  L i c e n s e s ’ ( h t t p s : / /  
creativecommons.org/licenses/), which 
researchers and authors should be familiar with 
while publishing the research output or making 
other communication. 
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When deliberate misconduct like inappropriate 
authorship, plagiarism, data/image manipulation 
or suppression of data, etc. on the part of one or 
more authors is detected and established, the 
involved authors attract punitive actions by the 
journal, funding agencies, and/or their employers. 
The punitive actions can range from the expres-
sion of concern or retraction of the paper by the 
journal, stoppage of research grants by funding 
agencies, to disciplinary action by the host insti-
tution. However, more damaging is the stigma 
that such persons suffer. 

Instances of misconduct in research and com-
munication of its output appear more common in 
bio-medical sciences because of the inherent 
diversity of biological systems which makes the 
interpretations more subjective than objective. 
Additionally, the digitalization of data and images 
and the various software available for image 
processing make it relatively easy and attractive 
to unethically tweak the original data. The enor-
mous volume and diversity of information in big 
data ‘omics’ sciences also provide scope for 
unethical conduct in reporting or interpreting. 
Because of the alarmingly increased instances of 
such misconduct, it is not uncommon for authors 
to be asked to provide the original sets of raw data 
and images for verification. 

Inadvertent errors may persist in published 
articles. These may be pointed out by readers or 
may be discovered by authors themselves. It is 
primarily the corresponding author’s responsibil-
ity to publish erratum/corrigendum in the same 
journal where the original article was published. 

Another less commonly understood ethical 
convention relates to sharing of new material/ 
s described in a published paper. Once published, 
the authors are generally obliged to share the 
described new physical or chemical, or biological 
material with desiring fellow researchers so that 
they can use the same to further advance the 
knowledge. Not sharing the material because of 
fear of competition or otherwise is unethical. The 
journals where the concerned article is published 
can publish an expression of concern at this 
unethical practice or may even retract the paper. 

59.6 Integrity in Peer Review 
and Editorial Handling 
of Submitted Manuscripts 

Realizing the need for quality control of 
published material in scientific journals, some 
editors started the peer review system in the 
1800s but it became more common around the 
1960s [9]. It is now an integral part of research 
publication so that some experts or peers in the 
given research area are invited by the editor to 
scrutinize the submitted manuscript’s usefulness, 
quality, the rigour of experimental design and 
methods used, interpretations and conclusions 
arrived at, and its overall worthiness for publica-
tion [34–37]. A general impression is that the 
more stringent the peer review system, the better 
the standing of the research journal in the field 
because the critical comments and suggestions 
help authors in improving the quality and reliabil-
ity of the research output. Good peer review is 
expected to filter out manuscripts with poor/unre-
liable data and/or interpretations. Several modes 
of peer review systems are currently in practice 
[38, 39]. The most common form is the single-
blind system where either only the author or only 
the reviewer knows the identity of the reviewer or 
author/s, respectively; the more common form of 
the single-blind review is where the author does 
not know the reviewers’ identity. In the double-
blind system, neither author nor reviewers know 
each other’s identity. A more recent review sys-
tem is the open format in which the reviewer’s 
comments and author responses can be available

https://creativecommons.org/licenses/
https://creativecommons.org/licenses/


during the review process itself or when the arti-
cle is published; if agreed upon, the reviewer’s 
identity can also be disclosed [34, 37, 39]. For 
a detailed discussion on this subject refer to 
Chap. 47. 
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A major advantage of peer review, for which it 
is accorded so much importance, is the experts’ 
feedback to authors. In recent years, the open peer 
review system has gained greater popularity 
since, in this mode, the reviewers’ comments 
tend to be less harsh and more constructive 
[8, 37]. A wider practice of an open review sys-
tem will also curb the growth of predatory and 
sub-standard journals [23, 24]. More recently a 
post-publication peer review, which involves 
review after the publication of the article as an 
un-peer reviewed preprint, is being widely 
discussed as a better alternative to the conven-
tional pre-publication peer review [35, 38–40]; 
also see https://www.leidenmadtrics.nl/articles/ 
the-growth-of-open-peer-review; ht tp: / /  
f1000research.com/. 

The conventional peer review system’s effi-
ciency and/or utility have been questioned 
because of some inherent and some unwarranted 
unethical factors [8, 35–37]. A major concern is a 
delay in publication beyond a reasonable time. 
Other factors that seriously affect the basic pur-
pose of the review process is reviewers’ bias, 
which can stem from one or more of the follow-
ing: (a) competitive conflict when a reviewer 
works on a similar research question, 
(b) geographical/racial/gender/language bias, or 
(c) new interpretation in the manuscript being at 
variance with the reviewer’s views. These biases 
lead to unjustified rejections and/or to idea-
plagiarism or even to unjustified acceptance. 
Peer-reviewer’s approach to the assigned task 
also affects its utility and usefulness. Indifferent 
reviews are of little use to the editor or author 
while unduly harsh, sometimes even derogatory, 
reviews can be very damaging, especially to 
young researchers [37]. In experimental studies, 
it is a common experience that reviewers ask for 
additional studies to buttress the observations and 
claims made in the study. While this can improve 
the quality of the final published paper, asking for 
an ‘endless’ series of additional studies or for 

confirming the results using ‘the latest’ tools/ 
methods can be unjustifiable and may delay the 
publication or lead to its rejection on less than 
reasonable grounds. It is also not uncommon that 
the multiple reviewers examining the same man-
uscript come out with varying or even clearly 
opposing reasons and recommendations, which 
add to the frustration of the author/s. Failure of 
the pre-publication peer review system is glar-
ingly noticeable in the increased incidences of 
misconduct of one or the other kind on part of 
authors and, therefore, retractions of published 
articles by editors. Retractions appear to be 
more frequent in cases of journals that have a 
high reputation in the field. Given such 
limitations of the pre-publication peer review sys-
tem, preprint archives and the post-publication 
peer review process are gaining favor. 

To be effective, the peer review system must 
follow norms of ethical conduct. The reviewers 
are expected to have good knowledge (theoreti-
cal, methodological, and practical) in the given 
domain and should be able to apply their under-
standing in a critical but constructive manner 
while assessing a manuscript [34, 37]. Peer 
reviewers must not indulge in ‘idea-plagiarism’ 
to unauthorized exploitation of the confidential 
unpublished information in the manuscript being 
reviewed [33, 41]. The peer reviewers should 
respond immediately to the editor’s invitation to 
either accept or decline the assignment, and if 
accepted, the comments should be provided to 
the editor in time to complete the peer review 
process swiftly. A reviewer should provide a 
detailed report in a critical but constructive man-
ner so that authors can benefit and improve the 
quality and wholesomeness of their work. If the 
reviewer disagrees with a new interpretation 
being put forth by the author/s, the reviewer’s 
personal bias should not take the upper hand. 
The review process should not become a battle-
ground. Essentially, the reviewer should act like a 
friend, philosopher, and guide [42]. 

Reviewing a manuscript is an art. A simple 
way to learn this art is for the reviewers to remem-
ber that they are also or have been in the author’s 
shoes. Formal training in the peer review process 
is helpful, especially for younger researchers.

https://www.leidenmadtrics.nl/articles/the-growth-of-open-peer-review
https://www.leidenmadtrics.nl/articles/the-growth-of-open-peer-review
http://f1000research.com/
http://f1000research.com/


While senior researchers can generally provide a 
more holistic review because of their experience 
and knowledge, sometimes being out of touch 
with current developments or their own bias can 
become negative factors. Mid-career researchers 
are expected to be more conversant with contem-
porary literature and open to new ideas. Editors, 
therefore, should exercise due caution in 
identifying the potential reviewers for a given 
manuscript. When authors are required to suggest 
potential reviewers for their submitted manu-
script, as some journals do, the suggested names 
should be beyond any conflict of interest and the 
suggested reviewers should be knowledgeable in 
the given field. 
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The journal editor’s task is more arduous 
because of the great responsibility of ensuring 
adherence to ethics at all steps of processing of the 
submitted manuscript. The first step involves 
checking for any apparent misconduct, especially 
text or image plagiarism/manipulation, which is 
usually done through appropriate software. If 
there are multiple editors in the team, the chief 
editor assigns the manuscript to one of the editors 
having the closest expertise in the subject matter 
of the manuscript. The next step in the editorial 
process involves identifying the potential 
reviewers, the most important, but sometimes 
painful task. The identified reviewers should not 
only be experts in the given domain but should 
not have any ‘conflict of interest’ with the authors 
or their affiliation or with the subject matter of the 
manuscript. This task sometimes becomes painful 
because one or more of the identified reviewers 
may not respond or decline or after agreeing, do 
not send the report in time or the provided report 
is indifferent. Finally, based on the reviewers’ 
reports, the editor has to take a call for rejection, 
revision (major or minor), or acceptance of the 
submission for publication. The decision to con-
vey rejection or to ask for a revision of a submit-
ted manuscript involves the editor’s greater 
intellectual involvement with the manuscript as 
well as the reviewers’ reports since the decision 
needs to be conveyed to authors with adequate 
justification. The editor should not act only as a 
post office between the reviewers and authors but 
should act as an adjudicator. The latter role is 

often missing in contemporary editorial practices, 
which can leave the authors in a state of frustra-
tion. Neither the editor nor reviewers should 
reject a submission just because the authors’ 
interpretation is at variance with the contemporar-
ily popular views in the given field. In my per-
sonal experience, there have been occasions when 
our manuscript was rejected by a reviewer/editor 
simply because our interpretations of the 
observed results were contrary to the prevailing 
views, although in subsequent periods our 
interpretations indeed turned out to be not incor-
rect. Editor and reviewer should understand that 
responsibility for the novel views/interpretations 
advanced in the manuscript lies with the authors; 
editor and reviewer need only to satisfy them-
selves that the interpretation advanced by authors 
is logical and buttressed with appropriate experi-
mental support and/or reasoning, without any 
obvious misconduct. If subsequent research does 
not support the authors’ proposed views, editors 
and reviewers are not held responsible. Editors 
and reviewers also need to be conscious of the 
fact that knowledge is never static; today’s solidly 
supported/believed theory may be turned over in 
the future as we get a deeper understanding 
through continuing prodding. A glaring example 
is the about turn in molecular biology during the 
past two decades which led to the strongly held 
view that ‘selfish’ or ‘junk’ DNA in our genomes 
is useless being replaced with the current belief 
that such DNA sequences are actually critical for 
the biological complexities of diverse organisms 
[43]. Just as authors need to be unbiased about 
their hypotheses, reviewers and editors also need 
to be more liberal with authors’ novel 
interpretations. 

59.7 Publishers’ Ethics 
and Predatory Journals 

Originally, research journals were maintained and 
published by academic institutions or learned 
societies as a societal responsibility 
[9, 44]. With the increasing numbers of 
researchers and the consequent increase in 
demand for the publication of research results,



commercial publishers entered the arena, and 
over the years have taken near complete control 
of research journals and other publications. The 
business economy moved research publications 
from being a ‘not-for-profit’ societal responsibil-
ity to a ‘for profit’ mode with levy of a variety of 
charges (article processing charges (APC), open 
access charges (OAC), etc.) that are paid by 
authors or authors’ institutions/funders to publish 
their research output. The shrewd sense of busi-
ness on part of the commercial publishers also 
hoodwinked authors to mistakenly believe that 
sharing reprints (hard or soft copy) of their 
published work with fellow academics may not 
be permitted by the copyright transferred to the 
publisher in lieu of their publishing the article; 
this has led to a collection of hefty open access 
charges by commercial publishers from authors 
or readers [45]. One of the seriously damaging 
unethical outcomes of commercial profit-making 
interests in research publications has been the 
birth and uncontrolled proliferation of 
sub-standard and predatory journals. In the race 
for increasing profit margins, journals and 
publishers have contributed to the misplaced 
belief that the journal impact factor is the most 
important bibliometric marker to indicate the 
quality of the research output. Numerous studies 
have indicated limitations and adverse 
consequences of using the impact factor as the 
major indicator of the quality of research by an 
individual or an institution [23, 24, 46–51]. Along 
with the predatory journals, many spurious sites 
that provide an ‘impact factor’ have also 
mushroomed [52] because of the undue impor-
tance given to the impact factor as a bibliometric 
index of quality (see Chap. 40). 
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The Declaration on Research Assessment 
(DORA, https://sfdora.org/read/) was issued in 
2012 during the annual meeting of the American 
Society of Cell Biology in San Francisco (USA) 
and since then has been widely signed across the 
globe. This declaration suggested a set of 
guidelines for publishers which included reduc-
ing the emphasis on impact factor as a promo-
tional tool, developing individual article-level 
metrics, promoting responsible authorship, 
removing or reducing the constraints on the 

number of references in research articles, and, 
where appropriate, mandate the citation of pri-
mary literature rather than reviews to give due 
credit to the group(s) who first reported a finding. 
Unfortunately, most of these well-meaning ethi-
cal guidelines have not been followed by journal 
publishers since most journals continue to high-
light their yearly impact factors to boost their 
commercial interests and thus continue to vitiate 
the system. 

J. Beall coined the term ‘predatory journals’ 
around 2008 for journals (the Predator) which 
have little or no peer review system and are pri-
marily focused on making money from the gull-
ible authors (the Prey). He collated a list of such 
journals and their publishers (see https://www. 
immunofrontiers.com/list-of-predatory-journals-
and-trusted-resources-2022) to alert authors and 
the scholarly publishing community against such 
grossly unethical practices [53, 54]. The serious 
damages inflicted on the scholarly publishing 
ecosystem by such blatantly unethical practices 
by authors as well as publishers/editors and the 
underlying causes have been widely discussed, 
and many corrective steps have been suggested 
[23, 24, 55–65]. As discussed in the recent IAP 
report [23], it is not possible to have ‘black’ and 
‘white’ lists of journals since there is a continuum 
of journals ranging from typical ‘predatory’ to 
bad to poor to ‘good’ journals. A seriously dam-
aging unethical practice adopted by some unscru-
pulous publishers is to ‘hijack’ or ‘clone’ an 
established journal’s website so that unsuspecting 
authors submit their manuscripts to such 
sub-standard/bogus publishers [23]. To mislead 
authors, many bogus journals are deliberately 
named to closely resemble those of established 
journals. Therefore, authors need to carefully 
ascertain the nature and quality of the journal 
while submitting their manuscripts for 
publication. 

As long as the assessment policies for aca-
demic jobs, promotions, and awards/rewards con-
tinue to rely primarily on quantitative parameters 
like the number of published articles, the impact 
factor of the journal, and the citation index, it will 
be very difficult to curb the scourge of predatory 
and money-making publication ecosystem.

https://sfdora.org/read/
https://www.immunofrontiers.com/list-of-predatory-journals-and-trusted-resources-2022
https://www.immunofrontiers.com/list-of-predatory-journals-and-trusted-resources-2022
https://www.immunofrontiers.com/list-of-predatory-journals-and-trusted-resources-2022
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59.8 Preprints 

Preprints are research output manuscripts shared 
by researchers, privately or publicly, without peer 
review for rapid dissemination to and/or seeking 
feedback from fellow workers. Perhaps the first 
informal communication system (in some ways 
analogous to the more recent preprint system) was 
the publication of the annual Drosophila Informa-
tion Service (DIS) in March 1934, for sharing 
information about research material and reagents 
available in different laboratories across the world 
and new unpublished research findings; this prac-
tice has been continued since then without inter-
ruption. The usefulness of free sharing of new 
information amongst researchers was clearly 
stated in the Preface in the first issue of DIS: 
“An appreciable share of credit for the fine 
accomplishments in Drosophila genetics is due 
to the broadmindedness of the original Drosoph-
ila workers who established the policy of a free 
exchange of material and information among all 
actively interested in Drosophila research. This 
policy has proved to be a great stimulus for the 
use of Drosophila material in genetic research and 
is directly responsible for many important 
contributions. In over twenty years of its use, no 
conspicuous abuse has been experienced” 
(https://www.ou.edu/journals/dis/). As a 
researcher in Drosophila genetics, I am not 
aware of any instance of misuse resulting from 
the free sharing of new findings and information 
about new resources during the nearly 90 years of 
DIS publication. 

Information Exchange Groups initiated by the 
National Institutes of Health (USA) in 1961 for 
circulating biological preprints were shut down in 
1967 because established journals, including 
Nature, Science, and others, felt threatened and 
refused to publish material already shared as 
preprints [66]. The arXiv preprints repository is 
popular in Physics, Mathematics, Computer Sci-
ence, etc. since 1991 [67]. The Social Sciences 
Research Network, and Research Papers in Eco-
nomics were launched in 1994 and 1997, respec-
tively, for the informal sharing of preprints and 
other research publications amongst the member 
community. The Academia.edu and 

ResearchGate network platforms, which allow 
sharing of research output at any stage, started 
in 2008 [18]. During the past decade, many pre-
print servers have been launched, with their pop-
ularity increasing exponentially across the globe 
[18, 66–68]. Interestingly, unlike the hostility 
shown by established journals to the Information 
Exchange Groups and other similar efforts in the 
1960s, most publishers now permit the submis-
sion of articles posted at preprint servers for pub-
lication in their journals and many funding 
agencies also consider preprints for assessment 
[66]; also see https://asapbio.org/funder-policies 
and Chaps. 51–54 in Grantsmanship of this book. 

The currently followed practices at preprint 
servers offer many advantages to authors and 
readers. These include rapid dissemination 
(often within a day) of information free of cost 
to authors as well as readers for eternity, claim for 
priority, facilities for searching and citing 
(through DOI numbers), possibility to revise the 
earlier version, post-publication onsite peer-
review, and promotion of the spirit of sharing. 

Since instances of misconduct leading to the 
retraction of papers published even in the 
so-called ‘high-impact and prestigious’ journals 
are not uncommon, the veracity and usefulness of 
the pre-publication peer review system are also 
being increasingly debated. It may be noted that 
since preprints cannot be withdrawn after publi-
cation, the chances of misconduct in preprints 
published on authenticated preprint servers are 
less. In fact, while the Covid-19 pandemic saw a 
huge jump in preprints at bioRxiv and medRxiv 
preprint servers, no major public health hazard 
resulted because of misleading publication, 
unlike the several cases of serious health hazards 
due to misconduct in conventional refereed jour-
nal publications [67]. The various advantages 
provided by preprints have, therefore, strength-
ened arguments for publication as preprints that 
undergo post-publication peer review. Conse-
quently, the various preprint servers, Pub-Peer 
(https://pubpeer.com/), Retraction Watch 
(https://retractionwatch.com/), etc. have also 
become popular. 

Given the increasing popularity and recogni-
tion of preprint publications, unscrupulous

https://www.ou.edu/journals/dis/
https://asapbio.org/funder-policies
https://pubpeer.com/
https://retractionwatch.com/


publishers have created ‘predatory’ preprint 
servers [69] that charge money and may soon 
disappear in thin air. As in the case of predatory 
journals, authors must carefully examine and 
assess the veracity of sites claiming to be preprint 
servers. 
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59.9 Concluding Remarks 

Research is a creative activity carried out primar-
ily for self-satisfaction. Communication of the 
research output not only adds to the self-
satisfaction of the researcher but is also an altru-
istic act necessary for the welfare and progress of 
society. A variety of factors promote unethical 
practices in this otherwise honest and greatly 
self-satisfying intellectual activity. Besides the 
general erosion of ethical and moral values in 
the contemporary materialistic society, several 
other factors, having their origins within the 
research and academic ecosystem, also promote 
misconduct in research and its communication. 
The pressure to publish to qualify for a job, pro-
motion, or recognition, the undue emphasis on the 
impact factor, and the lure of monetary gains or of 
gaining ‘prestige’ are some of the major factors 
that incentivize unethical conduct in research 
communication [70, 71]. The absence of well-
defined and stringent national policies in most 
countries and wide variations among those 
existing in different countries also make it diffi-
cult to curb academic misconduct [72]. The really 
important consideration in promoting good 
research should be what is published rather than 
where it is published [47, 51]. Good quality and 
useful research that promotes societal welfare 
needs passion rather than fashion or compulsion. 
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