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Abstract. To solve the existing problems in spectrum sensingmethods adopted in
cognitive radio systems, such as poor sensing performance and easily being influ-
enced dramatically by noise in low signal-to-noise ratio (SNR) environments, we
propose a spectrum sensing algorithm based on deep neural network in this paper.
First, we preprocess the received primary user (PU) signal with energy normal-
ization, and then the normalized received signal is fed into the proposed Noisy
Activation CNN-GRU-Network (NA-CGNet), which includes a one-dimensional
convolutional neural network (1D CNN) and a gated recurrent unit (GRU) net-
work with noisy activation function. NA-CGNet is able to extract spatially and
temporally correlated features of the signal received by the time series. The deep
neural network with noisy activation function can improve the anti-noise perfor-
mance of the network, thus enhancing the spectrum sensing performance at low
signal-to-noise ratio (SNR) level. Simulation results show that the proposed NA-
CGNet model achieves a spectrum sensing accuracy of 0.7557 at SNR = -13dB,
which is 0.0567 better than the existing DetectNet model, achieving a lower false
alarm probability of Pf =7.06%.

Keywords: Cognitive radio · Deep neural network · Spectrum sensing · Noisy
activation function

1 Introduction

Cognitive Radio (CR) has received much attention from academia and industry as a
potential solution to the problem of wireless spectrum resource strain [1].The concept of
CR is spectrum sharing and spectrum sensing is an important prerequisite for CR, where
the user authorized to use the band is thePrimaryUser (PU) and the unlicensedSecondary
User (SU) is allowed to opportunistically occupy the free licensed spectrum resources
of the PU to improve spectrum utilization [2]. With the advantages of low complexity
and no a prior knowledge of PU signals, traditional energy detection method are easy
to implement, but it is greatly affected by noise interference in a low SNR environment,
which leads to a significant decrease in the accuracy of spectrum sensing [3]. Traditional
methods are model-driven and it is difficult to obtain prior knowledge about signal or
noise power, especially for non-cooperative communication [4]. Therefore, traditional
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methods do not always meet the requirements for fast and accurate spectrum sensing in
real communication environments.

Deep learning (DL) is able to explore the most appropriate functions and models in a
data-driven mining manner that can improve signal detection performance [5, 6]. Deep
learning based spectrum sensing have attracted increasingly research work, i.e., Zheng
et al. [7] proposed a deep learning classification technique that uses the power spectrum
of the received signal as an input to train a CNNmodel and normalizes the input signal to
solve the problem of noise uncertainty. Xie et al. [8] utilized their historical knowledge of
PU activity and used a CNN-based deep learning algorithm to learn PU activity patterns
to achieve spectrum sensing (APASS). However, CNN-based deep neural networks are
not sufficient to process PU signals because wireless spectrum data are time-series data
with fixed time correlation, and long-term memory (LSTM) network is introduced into
the DL network to extract total time correlation [9]. Gao et al. [10] combined LSTM
and CNN to form DetectNet to extract total time correlation from received signal time
series data to learn total dependencies and local features, which enables better spectrum
sensing than LSTM and CNN structures separately.

The spectrum sensing method based on Deep Learning may focus on extracting
various aspects of the input. However, existing CNNs are not suitable for temporal
modeling and time series data analysis [11], and 1D CNNs are good at extracting local
features from serial data to obtain sufficient locally relevant features [15]; LSTM and
GRU are capable of temporal correlation extraction. However, GRU [12] has a simpler
network structure thanLSTMand is easier to train,which can largely improve the training
efficiency of the network while achieving similar results with LSTM. To the best of the
authors’ knowledge, the temporal dependence of spectral data has not been modeled in
the literature using GRU networks with noisy activation function (NAF) [13], to solve
the problem that the existing methods are not robust to noise in a low signal-to-noise
environment, the NAF is used in deep neural networks, and Noisy Activation CNN-
GRU-Network (NA-CGNet) is proposed to deal with the non-cooperative spectrum
sensing problem. Simulation results verify that the proposed algorithm outperforms the
existing spectrum sensing methods in terms of spectrum sensing accuracy at low SNR
and achieves low false alarm probability at the same time.

2 Related Work

2.1 System Model

According to the idle or busy state of the PU, spectrum sensing can be viewed as a binary
classification issue, i.e., the presence or absence of PU. Therefore, the signal detection
of the SU scenario can be modeled as the following binary hypothesis testing issue [14].

X (n) =
{

H0 : U (n)
H1 : h ∗ S(n) + U (n)

(2.1)

where X (n) is the n-th received signal of the SU, U (n) is additive noise following the
zero mean circularly symmetric complex Gaussian (CSCG) distribution with variance
σ 2
w. S(n) denotes the noise-free modulated signal transmitted by the PU, and h represents
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the channel gain between the PU and the SU, where it is assumed that this channel is
constant and follows Gaussian distribution mode. H0 is used to assume that the PU is
not present, and H1 is used to assume that the PU is present.

Typically, two performance metrics for spectrum sensing are considered, namely the
detection probability Pd and the false alarm probability Pf . If a deep learning-based
approach is used to sense spectrum, the output of the activation layer is the probability
of each classification. For this binary classification issue, determining i = argmax(Pi)

is equivalent to comparing the output probability under hypothesis H1 with a threshold
value γD. Thus, the performance metric can be defined as

{
Pd = Pr

(
z1 > γD|H1

)
Pf = Pr

(
z1 > γD|H0

) (2.2)

where z1 denotes the probability of output neurons labeled “1” in the presence of PU.

2.2 Noisy Activation Function

The activation function enhances the nonlinear fitting ability andnonlinear representation
of the neural network. Due to the saturation phenomenon of the generally used nonlinear
activation function itself, it can lead to gradient vanishing problems. Caglar et al. [13]
proposed to use Noisy Activation Function (NAF) learn the scale of the noise to make
the gradient more significant.

Gate-structured RNN are proposed to solve the long-term dependence of time series,
it includes LSTM and GRU, which both use soft saturated nonlinear functions such as
sigmoid and tanh to imitate the hard decisions in digital logic circuits. However, the
saturation characteristics cause the gradient to vanish when crossing the gate, and they
are only softly saturated, which leads to the problem that the gates cannot be fully opened
or closed, so hard decisions cannot be realized.

The hard decision problemcanbe solved byusing a hard saturated nonlinear function,
taking the sigmoid and tanh function as an example, the first-order Taylor expansion near
the 0 point which is constructed as a hard saturation function, it is as follows,

{
sigmoid(x) ≈ us(x) = 0.25x + 0.5

tanh(x) ≈ ut(x) = x
(2.3)

Clipping the linear approximations result to,

{
hard_sigmoid(x) = max(min(us(x), 1), 0)
hard_tanh(x) = max(min

(
ut(x), 1

)
,−1)

(2.4)

The use of a hard saturated nonlinear function aggravates the problem of vanishing
gradient because the gradient is set to exactly zero at saturation rather than converging
to zero. However, further stochastic exploration of the gradient can be facilitated by
introducing noise into the activation function that varies with the degree of saturation.
Let us consider a noisy activation function.

φ(x, ξ) = αh(x) + (1 − α)u(x) + d(x)σ (x)ε (2.5)
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where αh(x) is the nonlinear part, α is a constant hyperparameter that determines the
noise and the direction of the slope, h(x) represents the initial activation functions such
as hard_sigmoid and hard_tanh, (1 − α)u(x) is the linear part, d(x)σ (x)ε is the random
part of the noise, d(x) = −sgn(x)sgn(1− α) changes the direction of the noise, σ(x) =
c(g(p�) − 0.5)2, and ε is the noise that generates the random variable.

3 Spectrum Sensing Based on Noisy Activation Deep Neural
Network

In this paper,weprovide a spectrumsensingmethodbasedonnoisy activationdeepneural
network (NA-CGNet) for a SU in CR, where the SU does not need a prior knowledge
about the PU or noise power but uses the raw received signal data to achieve spectrum
sensing. The proposed algorithm flow is shown in Fig. 1, including offline training and
online sensing. First, the received I/Q signals of the primary user are sampled and pre-
processed with energy normalization, and then the normalized dataset is input to the
NA-CGNet model proposed in this paper for network model training and validation to
obtain a well-trained model. In online sensing detection, the SU received signal testset
is input to the well-trained NA-CGNet model to obtain the corresponding probabilities
under H1 and H0 to make a spectrum sensing decision.

Fig. 1. Flow of the spectrum sensing algorithm proposed in this paper

Figure 2 shows the proposed NA-CGNet network structure, we treat the received
signal as a 2 × 128 × 1 image and process it first with a CNN-based model, 1D CNN
is first used to extract spatially relevant features of the input time-series received signal,
so as to obtain sufficient local features. Among them, the 1D CNN consists of two
convolutional blocks, each of which includes a Conv1D layer, a regularized Dropout
layer that prevents overfitting of the network and enhances the network generalization
ability, and amodified line unit (ReLU) activation function that increases the nonlinearity
between the layers of the network. Since functional information can be lost during
network transmission, a cascade layer (CONCAT) is used to combine the input of the
first convolutional block and the output of the second convolutional block in order to
compensate for the loss of features.

1D CNN performs well in local feature extraction, but it lacks the ability to connect
the long-term dependencies of the input time series. GRU is introduced for processing
time series data to fully extract the temporal global correlation features. Compared with
LSTM, GRU has a simpler network structure and is easier to train, which can largely



246 X. Zhu et al.

improve the training efficiency, and most importantly, GRU can achieve comparable
results to LSTM. By adding normal noise to the zero-gradient part of the activation
function the NA-GRU block, the added noise can grow according to the degree of
saturation of the activation function, so that more noise points in the saturated state can
be randomly explored toward the unsaturated state to make more attempts in the training
convergence process, thus the network is noise-resistant at low SNR to achieve good
sensing performance.

Fig. 2. Network structure of NA-CGNet

The signal processed by the NA-GRU block is fed to the final classification network,
which consists of two FC layers and each FC layer maps the input features to a low-
dimensional vector. As for the activation function, the first FC layer uses Relu and the
last FC layer uses SoftMax to obtain the classification results. We map the output to a
binary classification vector normalized by the SoftMax function, which represents the
probability of the presence and absence of PU. The network parameters are optimized
using the Adam optimizer, the classification cross-entropy is the loss function used, the
initial learning rate is set to 0.0003, and the Dropout ratio is kept at 0.2 to obtain the best
hyperparameters. The above network is called “NA-CGNet” and the hyperparameters
confirmed by extensive cross-validation are detailed in Table 1.

Table 1. Hyperparameters of the proposed NA-CGNet

Hyperparameter NA-CGNet

Filters per Conv layer 60

Filter size 10

Cells per GRU layer 128

Neurons per FC layer 128 & Sample length & 2

Initial learning rate 0.0003

Batch size 200



Research on Spectrum Sensing Algorithm 247

4 Experimental Analysis

4.1 Dataset Generation and Pre-processing

Based on the baseline dataset RadioML2016.10a [16], which is widely used in mod-
ulation identification tasks, eight digital modulation signals are generated as positive
samples, and they consist of baseband I/Q signal vectors and common radio commu-
nication practical channel effects are took into account. According to the signal energy
and the required signal-to-noise ratio level, the corresponding AWGN conforming to the
CSCG distribution is generated as negative samples. The (SNR) varies from -20 dB to
5 dB in 1 dB increments. For eachmodulated signal type, 1000modulated signal positive
samples and 1000 noise samples are generated at each SNR. Thewhole dataset is divided
into three different sets with a common split ratio of 3:1:1. The dataset parameters are
detailed in Table 2 below.

Table 2. Dataset parameters

Parameter Value

Modulation scheme BPSK, QPSK, 8PSK, PAM4, QAM16, QAM64, GFSK, CPFSK

SNR range −20 dB~5 dB in 1 dB increments

Sample length 64,128,256,512

Training samples 30000

Validation samples 10000

Testing samples 10000

Considering that the energy interference of the signal has minimal impact and the
modulation structure of the signal can be better exposed, the received time-domain
complex signal Xin = [Xreal;Ximag] data is pre-processed with energy normalization
before the network training. It works as follows.

X norm
i = Xi∑

(abs(Xi)
2)

(4.1)

whereXi denotes the i-th sequence of the sampled signal and abs(Xi) denotes the absolute
value of Xi.

4.2 Experimental Configuration and Network Training

The experiment uses Tensorflow as the framework and the Python language for program-
ming. The operating system is Ubuntu 18.04. GNU Radio is a free open source software
development kit that provides signal processing modules to implement software radio
and wireless communication research.

Considering the necessity of setting a constant false alarm probability Pf , a two-
stage training strategy is used. In the first stage, convergence is achieved by training the
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model with early stopping, so that both validation loss and accuracy are kept stable. A
stopping interval of Pf is first set in the second stage, and stops when Pf falls into this
interval. Applying a two-stage training strategy can control the detection performance
to some extent by adjusting the preset stop intervals.

4.3 Simulation Results

In this section, extensive simulation results are provided to demonstrate the performance
of the proposedmodel. For GFSKmodulated signals with sample length 128, the sensing
accuracy of dif-ferent neural network models CNN, LSTM, DetectNet and the proposed
model NA-CGNet with different SNRs were compared as shown in Fig. 3, it can be seen
that the NA-CGNet model proposed in this paper provides better sensing accuracy than
other networks, especially the accuracy improvement of NA-CGNet is more obvious
at low SNR level. The NA-CGNet model achieves a sensing accuracy Pd=0.5239 at
SNR = −15 dB which is 0.042 better than the DetectNet model while ensuring a lower
Pf =7.06%, and has the highest sensing accuracyPd at SNR=−20 dB than othermodels.
This is due to the proposed NA-CGNet model adding noisy activation function to the
GRU block, which enables further stochastic exploration of the network in a saturated
state, more robust to noise in a low SNR environment, and a corresponding improvement
in sensing performance.

Fig. 3. Comparison of the sensing performance of different models

The generalization of the proposed NA-CGNet model is demonstrated by varying
the modulation characteristics of the PU signal. Figure 4 shows the comparison of the
sensing performance of NA-CGNet on eight different digital modulation schemes with
sample length of 128 and SNRs ranging from−20 dB to 5 dB. It can be observed that the
difference in sensing performance between the various modulated signals is negligible,
which implies that the NA-CGNet model performance is insensitive to the modulation
order. In addition, it is observed that the difference in sensing performance between the
same type of modulation such as BPSK, 8PSK and QPSK is very small, which indicates
the robustness of the proposed NA-CGNet model for different modulation schemes of
radio signals.
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Fig. 4. Sensing performance of NA-CGNet model with different modulation schemes

5 Conclusion

In this paper, a deep neural network model for spectrum sensing in a low SNR environ-
ment is proposed. The 1D CNN and the GRU network with NAF respectively capture
sufficient local features and global correlations of the input SU received signal, while
the cascade layer helps to compensate for feature loss. Adding noise activation helps to
improve the anti-noise performance of the network, which enables the network model
to maintain good sensing performance at low SNR level. Simulation results show that
the proposed model performs significantly better than CNN, LSTM, and DetectNet.
in addition, the proposed NA-CGNet model is applicable to various modulation signal
schemes, such as GFSK, BPSK, QPSK, QAM16, etc., and has good robustness to dif-
ferent modulation scheme signals. Finally, the proposed NA-CGNet model can achieve
better spectrum sensing performance in lowSNR environment which is shown to achieve
high Pd and low Pf simultaneously.
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