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Synthetic Aperture Radar Image Ship
Detection Based on YOLO-SARshipNet

Bing Chen1, Yuting Zhu2, Chen Wang1, and Xiaoqing Wang2(B)

1 Transport Planning and Research Institute Ministry of Transport, Beijing, China
2 Electronics and Communication Engineering, Sun Yat-sen University,

Guangzhou, China
xqwang@mail.sysu.edu.cn

Abstract. Automatic ship detection from synthetic aperture radar
(SAR) imagery plays a significant role in many urban applications.
Recently, owing to the impressive performance of deep learning, various
SAR ship detection methods based on the convolution neural network
(CNN) have been proposed for optical SAR images. However, existing
CNN-based methods and spatial-domain-based methods exhibit certain
limitations. Some algorithms do not consider the detection speed and
model scale when improving the detection accuracy, which limits the
real-time application and deployment of SAR. To solve this problem, a
lightweight, high-speed and high-accurate SAR ship detection method
based on yolov3 has been proposed. First, the backbone part of the
model is improved, the pure integer quantization network is applied as
the core to reduce a small amount of accuracy while reducing the model
scale by more than half; Second, modify the feature pyramid network
to improve the detection performance of small-scale ships by enhancing
feature receptive fields; third, introduce the IoU loss branch to further
improve the detection and positioning accuracy; finally, the feature dis-
tillation is applied to handle the problem of accuracy decrease caused by
model integer quantization. The experimental results on the two public
SAR ship datasets show that this algorithm has certain practical signif-
icance in the real-time SAR application, and its lightweight parameters
are helpful for future FPGA or DSP hardware transplantation.

Keywords: Ship detection · Synthetic aperture radar · Pure integer
quantization · Feature pyramid network · Feature distillation

1 Introduction

Synthetic aperture radar (SAR) has important applications in various fields,
such as military, agriculture, and oceanography, owing to its high resolution
and all-weather features among other advantage. [1] Ship target detection is an

Bing Chen and Yuting Zhu contributed to the work equally and should be regarded as
co-first authors.
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important link in the implementation of marine surveillance, and has important
applications in military reconnaissance, marine transportation management, and
maritime crime combat. In this way, SAR images become an effective remote
sensing data source for ship targets, and SAR ship target detection has been
widely studied. [2]

The traditional ship detection methods are mainly based on the statistical
distribution of sea clutter, such as the constant false alarm rate (CFAR) method,
and the method based on machine learning to extract features [3]. However, these
traditional methods are highly dependent on the pre-defined distribution of ship
geometric features or semantic features, which degrades the ship detection per-
formance in SAR images. Therefore, it is difficult for these methods to perform
ship detection accurately and robustly. In addition, some super-pixel-based ship
detection methods have been proposed, which are also difficult to accurately
detect ships in nearshore and offshore scenes [4]. Following the advancement of
deep learning technology, many methods have been designed to use deep learning
to solve the problem of SAR ship detection. The target detection algorithm based
on deep learning is not limited by the scene, does not need sea-land-separation,
and can learn the characteristics of ships spontaneously, which improves the
shortcomings of traditional methods to a certain extent [5].

Supervised deep learning methods often require many training samples as
support. In the field of SAR image ship detection, the Naval Engineering Uni-
versity released the first public SAR Ship Detection Dataset (SSDD) in China
[6]. Since then, there are mainly high-resolution SAR ship target datasets (SAR-
Ship-Dataset) constructed by the team of the Institute of Aeronautical and
Astronautical Information, Chinese Academy of Sciences [7]. On this basis, SAR
ship detection methods based on deep learning have developed rapidly. On the
SSDD dataset, [8] uses the optimized Faster R-CNN model, with feature fusion
and transfer training to achieve a detection accuracy of 78.8%. [9] uses the
improved YOLOv3 [10] algorithm, combined with the feature pyramid struc-
ture, to improve the detection performance of small-sized ships, the accuracy is
improved but the detection speed is reduced to a certain extent. [11] proposed
a detection method SARShipNet-20 based on the depth separation convolu-
tional neural network, and adopted the attention mechanism, which achieved
good results in detection accuracy and detection speed. [7] introduces the SAR-
Ship-Dataset dataset in detail and uses different object detection algorithms to
conduct experiments on this dataset. [12] uses Retinal-Net as the basis, with
the pyramid network and class imbalance loss function to improve the accuracy,
reaching 96% accuracy. The above methods have achieved good results in SAR
ship detection, but they all have the characteristics of large number of param-
eters, which improves the accuracy but reduces the detection speed. Therefore,
there are certain defects in the hardware transplantation of the model and the
application of SAR ship detection with high real-time requirements.

To solve the above shortcomings, this paper proposes a lightweight high-
speed high-precision SAR ship detection method YOLO-SARshipNet based on
the improved YOLOv3 framework. First, a pure integer quantization network is
applied as the backbone network. The network structure is compact and efficient,
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including depth separation convolution, and the size of the model parameters
is 1/6 of the original YOLOv3 framework; second, the spatial pyramid pooling
module is introduced into the feature pyramid, which improves the detection
ability of the model for small-sized ships by enhancing feature receptive field;
third, introduce the IoU loss branch to further improve the accuracy of detec-
tion and positioning; finally, feature distillation is applied to solve the problem
of accuracy decrease caused by model integer quantization. The experimental
results demonstrate that our method can achieve an excellent SAR image ship
detection effect. The contributions of this study are as follows:

– We propose a YOLO-SARshipNet detection model that successfully reduces
the model size by one-sixth without sacrificing accuracy. The detection model
can effectively detect ships in the SAR images;

– We introduce feature distillation to successfully solve the problem of model
accuracy degradation;

– The experimental results on SSDD and SAR-Ship-Dataset show that YOLO-
SARshipNet has achieved relatively good results in terms of accuracy, speed,
and model size, and its lightweight parameters are helpful for FPGA or DSP
hardware porting.

The rest of this paper is organized as follows. In Sect. 2, the principles
and implementation of the proposed algorithm is introduced. Section 3 presents
experimental results and discussion. Finally, a summary is provided in Sect. 4.

Fig. 1. Schematic of YOLO-SARshipNet algorithm flow.
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2 Model Structure and Improvement Methods

Synthetic aperture radar (SAR) has important applications in various fields,
such as military, agriculture, and oceanography, owing to its high resolution
and all-weather features among other advantage. Ship target detection is an
important link in the implementation of marine surveillance, and has important
applications in military reconnaissance, marine transportation management, and
maritime crime combat. In this way, SAR images become an effective remote
sensing data source for ship targets, and SAR ship target detection has been
widely studied.

Target detection models based on deep learning have achieved great suc-
cess in natural image target detection tasks, but most of those models are not
suitable for SAR image ship detection. On the one hand, there is a big differ-
ence between SAR images and ordinary optical images; on the other hand, most
detectors are designed for multi-target detection. If they are directly applied to
SAR detection, there must be a certain degree of redundancy. Therefore, differ-
ent from the existing optical image target detection models, this paper designs
a YOLO-SARshipNet network that is more suitable for SAR ship detection and
deployment based on the YOLOv3 network [10].

The overall network structure of the designed YOLO-SARshipNet is shown
in Fig. 1. First, a deep convolutional backbone network is used to extract features
of ship targets in SAR images; second, a feature pyramid network is constructed
using the extracted feature layers to fuse features of different scales; finally,
on the fused feature map, the position information of the target, the confidence
information of the category and the intersection ratio information of the position
are applied for regression prediction.

2.1 Backbone

The traditional YOLOv3 [10] uses Darknet-53 as the feature extraction skeleton
network, which consists of a series of 1 and 3 convolutional layers (each con-
volutional layer is followed by a normalization layer and a pooling layer), the
network contains a total of 53 convolutional layers, and a residual structure is
introduced [13], so it is called Darknet-53. However, the YOLOv3 is aimed at
optical images containing multi-scale and multi-target, while the SAR image
ship target is small, the size is relatively single, and the gradient between the
target area and the background area is not obvious. In addition, the size of the
YOLOv3 model using Darknet-53 as the backbone network that reaches 139.25
MB, which is not suitable for hardware transplantation of FPGA or DSP. To
handle these problems, this paper constructs a pure integer quantization network
as a backbone network.

The pure integer quantization network is based on the Efficient-Net network
proposed in [14]. Applying EfficientNet-B4 as the skeleton network of the model
can reduce the number of parameters of the model by half without reducing the
detection accuracy. However, there are still two problems in the deployment of
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this model on embedded devices. First, many ship detection devices have lim-
ited floating-point operation support; second, each hardware supports different
operation acceleration operations, and several operations in the network cannot
be supported by hardware. In response to the above problems, the tools pro-
vided by Google [15] are used to quantize the model, that is, the floating-point
operation of the model is converted into an integer operation. This operation
not only helps the device-side operation, but also successfully reduces the size of
the model. Second, the attention mechanism in Efficient-Net is removed, which
facilitates device deployment and reduces the ship detection time of the model.
The constructed pure integer quantization network is based on EfficientNet-B4,
which contains 19 network layers and 5 down-sampling layers.

2.2 Feature Pyramid Networks

The structure of Feature Pyramid Networks (FPN) [16] is shown in Fig. 1.
When the image passes through the backbone network, feature blocks with larger
receptive fields and richer semantic information are finally obtained through
continuous convolution and down-sampling operations. However, larger down-
sampling will lose part of the semantic information, which cause missed detection
of small-sized objects. In order to solve this problem, this paper uses FPN to
perform convolution and up-sampling operations on the feature blocks obtained
by the backbone network and adopts a feature fusion strategy to fuse the shallow
semantic information and deep semantic information, thereby improving the
detection ability of small-sized ships.

In addition, this paper introduces the Spatial Pyramid Pooling Layer (SPP)
[18] in FPN. The SPP module applied in this paper concatenates the output
of max pooling with kernel sizek = 1, 5, 9, 13, the stride is 1, and the insertion
position is the “red star” position in the Fig. 1. Introducing the SPP module
to the feature blocks containing rich semantic information has the following
advantages:

– The SPP module is multi-scale, which improves the receptive field of the
feature blocks;

– The SPP module does not lead additional parameters, effectively ensuring
the model;

– The detection accuracy of the model is effectively improved after the intro-
duction of the SPP module.

2.3 Loss Function

After passing through the FPN, three feature layers are selected for two convolu-
tions to obtain the following feature parameters of the SAR image: (1) The center
coordinates (x, y) of the detection anchor; (2) The width and height coordinates
(w, h) of the detection anchor; (3) Ship confidence C of detection anchor. We
utilize these feature parameters to construct a new well-designed loss function:
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loss = lossbox + lossobj + lossIoU (1)

where lossbox is the coordinate loss of the detection anchor, defined as:

lossbox = λcoord

S2∑

i=0

B∑

j=0

Iobjij (2 − wi × hi)

[
(xi − x̂i)

2 + (yi − ŷi)
2 + (wi − ŵi)

2 +
(
hi − ĥi

)2
] (2)

where xj
i , y

j
i , wi and hi are the real coordinates of the j-th frame of the i-th grid,

and x̂j
i , ŷ

j
i , ŵi and ĥi are the corresponding predicted coordinates; Iobjij = 1 when

the grid contains a ship or part of a ship, otherwise Iobjij = 0. And λcoord is the
weight coefficient of coordinate loss, B is the number of detection frames, and
S is the number of divided grids. loss obj is the confidence loss function, which
is defined as:

lossobj = λnoobj

S2∑

i=0

B∑

j=0

Inoobjij (ci − ĉi)
2 + λobj

S2∑

i=0

B∑

j=0

Iobjij (ci − ĉi)
2 (3)

where λnoobj and λobj are the weight coefficients of the j-th box of the i-th grid
with and without the target, respectively, and the value is 0.5.

lossIoU is the intersection ratio loss function, defined as:

lossIoU = − ln IoU (4)

where IoU is the intersection ratio of the predicted anchor and the label anchor.

IoU =
area (BG ∩ BP )
area (BG ∪ BP )

(5)

where BP is the predicted box, BG is the label box, that is, IoU is the area ratio
of the intersection and union of the predicted frame and the real frame area.

2.4 Feature Distillation

In this paper, the integer quantization technology is applied to reduce the number
of parameters and calculation of the model, but it has a bad impact on the
detection accuracy of the model. To solve this issue, we use a feature distillation-
based approach.

The main idea of feature distillation is to train a small network model to
learn a large pre-train network model, the large network is called the “teacher
network”, and the small network is the “student network”. Feature distillation
expects the student network to achieve accuracy like or even better than the
teacher network with fewer parameters and a smaller scale. The FSP matrix is
used to characterize the data association between different layers of the “teacher
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Fig. 2. The proposed YOLO-SARshipNet with feature distillation flow.

network” and the “student network”, and then the L2 loss is used to fit the
FSP matrix of the corresponding layer of the small model and the FSP matrix
of the corresponding layer of the large model, as shown in Fig. 2. The com-
plete Efficient-Net is applied as the teacher model and YOLO-SARshipNet as
the student model to construct the FSP matrix of the corresponding layers. The
advantage of this algorithm is that it allows the small model to learn the interme-
diate process and obtain more prior knowledge. We verified the effectiveness of
this method through experiments, and the specific analysis is shown in Sect. 3.2.

3 Experimental Results and Discussion

In this section, we verify the effect of YOLO-SARshipNet on SSDD and SAR-
Ship-Datase. All experiments were done using a single graphics card (NVIDIA
GeForce GTX TITAN XP).

3.1 Dataset and Experiment Setup

In the experiment, we tested the effectiveness of the proposed algorithm using
SSDD and SAR-Ship-Dataset. The SSDD dataset contains 1160 SAR images
with a total of 2358 ships, and the smallest ships marked are 7 × 7 pixels and
the largest are 211 × 298 pixels. The SAR-Ship-Dataset contains 43, 819SAR
image slices of size 256 × 256, whose data sources are the Gaofen-3 satellite and
the European Sentinel-1 satellite. The SAR images in the two datasets have
multiple polarization modes, multiple scenes, and multiple resolutions, which
can effectively verify the effect of the ship detection algorithm.



8 B. Chen et al.

The two datasets are randomly divided into training set, validation set, and
test set according to the ratio of 7 : 2 : 1. The SGD optimizer is used to iteratively
update the network parameters. The initial learning rate is set to 0.0013 and the
decay coefficient is 0.1. A total of 10000 iterations are performed, and the decay
is once at the 8000st and 9000st times. The momentum parameter of SGD is set
to 0.9. Batch-size for each training is set to 8.

The evaluation index is an important method for effectively measuring the
detection effect of the algorithm. Generally, the detection quality of an image is
comprehensively evaluated based on the following five aspects: precision, recall,
inference time, model size, and mean Average Precision (mAP). We used the
following three objective indicators to evaluate the effectiveness of the proposed
algorithm:

Precision =
TP

TP + FP
(6)

Recall =
TP

TP + FN
(7)

OA =
TP + FP

TP + FP + TF + TN
(8)

where TP, FP, TN,and FN represent the number of true positives, false posi-
tives, true negatives and false negatives, respectively.

Fig. 3. Visualization of detection results on SSDD dataset.

3.2 Experiment Results

Table 1 shows the ship detection performance of different deep learning-based
target detection methods on the SSDD dataset, and compares each method from
Recall, Precision, and mAP. In order to ensure fairness, the compared methods
all use the uniformly divided data in the experiments in this paper, and the
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Table 1. Comparison of detection performance of different methods on SSDD dataset.

Method Recall (%) Precision (%) mAP (%)

Faster-RCNN [10] 75.16 81.15 78.86

RetinaNet [12] 86.70 83.11 85.68

YOLOv3 [10] 93.62 88.54 90.33

YOLOv4 [17] 93.51 87.55 92.38

YOLO-SARshipNet 93.23 90.51 92.44

parameter settings, training methods and training environments are the same as
those of YOLO-SARshipNet. It can be found that YOLO-SARshipNet achieves
good results compared to other advanced models.

3.3 Ablation Experiment

YOLO-SARshipNet based on YOLOv3. The experiments in this section are to
verify the effectiveness of the proposed improved module. This experiment used
the SAR-Ship-Dataset dataset, the results are shown in Table 2, and “�” means
that this module is used.

As can be seen from Table 2, YOLO-SARshipNet is about 1/6 of the YOLOv3
model, but the inference time and accuracy are better than YOLOv3. Although
the accuracy of the model is reduced by integer quantization, the prediction time
is shortened again, and such a lightweight integer network is more convenient
for FPGA or DSP porting. And the model overcome the above problems after
feature distillation.

Figures 3 and 4 shows the ship detection results of some samples of YOLO-
SARshipNet on the SAR-Ship-Dataset dataset, where the red box is the real
ship, and the green box is the detected ship. It shows that YOLO-SARshipNet
has a good detection effect whether it is a ship target in a blurred background,
a near-shore ship, or a small target ship.

Table 2. Ablation experiments on the SAR-Ship-Dataset dataset.

Method Backbone FCN IoU-Loss Integer
quantization

Feature
distillation

mAP Scale (MB) Reference (ms)

YOLOv3 93.32 139.25 28.32

� 95.54 62.44 16.13

� � 96.23 62.44 17.78

� � � 97.19 62.44 17.78

� � � � 96.13 21.38 13.23

YOLO-SARshipNet � � � � � 97.34 21.38 13.23
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Fig. 4. Visualization of detection results on SAR-Ship-Dataset dataset.

4 Conclusion

This paper proposes a high-speed and high-precision SAR ship detection algo-
rithm based on the YOLOv3 algorithm, namely YOLO-SARshipNet. Through
the improvement of the backbone network, the accuracy is improved while reduc-
ing the size of the model; the proposed feature pyramid network effectively
improves the small target detection ability of the model, and the loss function
is modified for the detection of a single target SAR ship target, it also brings a
certain improvement to the detection accuracy; finally, the integer quantization
operation of the model allows the model to have a smaller number of parameters
and calculations, and the feature distillation method has been used to solve the
problem of integer quantization. The experimental results on SSDD and SAR-
Ship-Dataset show the correctness and effectiveness of the method proposed in
this paper, and it has certain practical significance in the real-time SAR appli-
cation field. It can be transplanted to the hardware of FPGA or DSP later.

References

1. Hui, M., Xiaoqing, W., Jinsong, C., Xiangfei, W., Weiya, K.: Doppler spectrum-
based NRCS estimation method for low-scattering areas in ocean SAR images.
Remote Sensing (2017)

2. Chen, G., Li, G., Liu, Y., Zhang, X.P., Zhang, L.: Sar image despeckling based on
combination of fractional-order total variation and nonlocal low rank regulariza-
tion. IEEE Trans. Geosci. Remote Sens. 58(3), 2056–2070 (2021)

3. Gui, G.: A parzen-window-kernel-based CFAR algorithm for ship detection in SAR
images. 8(3), 557–561 (2011)

4. Jiang, S., Chao, W., Bo, Z., Hong, Z.: Ship detection based on feature confidence
for high resolution SAR images. In: Geoscience and Remote Sensing Symposium
(IGARSS), 2012 IEEE International (2012)



Synthetic Aperture Radar Image Ship Detection 11

5. Wang, C., Bi, F., Liang, C., Jing, C.: A novel threshold template algorithm for ship
detection in high-resolution SAR images. In: IGARSS 2016 - 2016 IEEE Interna-
tional Geoscience and Remote Sensing Symposium (2016)

6. Li, J., Qu, C., Shao, J.: Ship detection in SAR images based on an improved faster
R-CNN. In: Sar in Big Data Era: Models, Methods & Applications (2017)

7. Wang, Y., Wang, C., Zhang, H., Dong, Y., Wei, S.: A SAR dataset of ship detection
for deep learning under complex backgrounds. Remote Sensing, 11(7) (2020)

8. Li Jianwei, Q., Changwen, P.S., Bing, D.: Ship target detection in SAR images
based on convolutional neural network. Syst. Eng. Electron. Technol. 40(9), 7
(2018)

9. Changhua, H., Chen, C., Chuan, H., Hong, P., Jianxun, Z.: Small target detection
of ships. In: SAR images based on deep convolutional neural networks (3) (2022)

10. Redmon, J., Farhadi, A.: YOLOv3: an incremental improvement. arXiv e-prints
(2018)

11. Xiaoling, Z., Tianwen, Z., Jun, S., Shunjun, W.: High-speed and high-precision
SAR ship detection based on deep separation convolutional neural network. J.
Radar 8(6), 11 (2019)

12. Wang, Y., Wang, C., Zhang, H., Dong, Y., Wei, S.: Automatic ship detection based
on retinanet using multi-resolution gaofen-3 imagery. Remote Sens., 11(5) (2019)

13. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
IEEE (2016)

14. Tan, M., Le, Q.V.: Efficientnet: rethinking model scaling for convolutional neural
networks (2019)

15. Abadi, M., Barham, P., Chen, J., Chen, Z., Zhang, X.: A system for large-scale
machine learning. USENIX Association, Tensorflow (2016)

16. Lin, T.Y., Dollar, P., Girshick, R., He, K., Hariharan, B., Belongie, S.: Feature
pyramid networks for object detection. IEEE Computer Society (2017)

17. Bochkovskiy, A., Wang, C.Y., Liao, H.: YOLOv4: optimal speed and accuracy of
object detection (2020)



Target Recognition and Tracking Based
on Point Cloud Fusion of Automotive
Millimeter-Wave Radar and Camera

Chi Zhang(B), Siwei Li, Xu Si, and Jing Liang

University of Electronic Science and Technology of China, No. 2006, Xiyuan Ave,
Chengdu 611731, China

13708039695@163.com

Abstract. In this paper, we propose a point-cloud-based millimeter-
wave radar and camera fusion system, which aims to improve the recog-
nition rate and tracking accuracy of the fusion system. For point cloud
clustering, our method adds the velocity difference parameter to the
density based spatial clustering of applications with noise (DBSCAN)
algorithm and selects different parameter values according to three dif-
ferent kinds of targets. Aiming at the problem of inaccurate estimation
of monocular ranging when the angle between the target and the sensor
is formed, a distance-pixel-based algorithm is proposed to significantly
reduce the above error. Experimental results show that the fusion system
can improve the detection rate and tracking efficiency compared with the
single camera scheme under the requirement of real-time.

Keywords: Target Recognition · Target Tacking · Multimodal Sensor
Fusion · Density Based Spatial Clustering · Monocular Depth
Estimation

1 Introduction

With the improvement of the national economy and technology, cars have entered
thousands of households and become an important means of transportation in
people’s daily life. However, the increase of vehicle ownership has caused many
social problems. To improve the traffic efficiency, autonomous driving technology
has come into being. The scene involved in autonomous driving is complicated.
How to obtain a higher target recognition rate and a better tracking accuracy
under the requirement of real-time is the problem that autonomous driving needs
to solve. This depends on using many different sensors and fusing them.

Sensor fusion technology is widely used in intelligent medical treatment [1],
image processing [2], etc. Common sensors for autonomous driving include cam-
eras, millimeter-wave radar, and lidar. For the fusion of camera and lidar, Cheng
et al. proposed a fusion algorithm based on two-dimensional projection [3], which
presents lidar data on two-dimensional images and uses end-to-end convolutional
neural network (CNN) to predict target confidence degree and bounding box.

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): CSPS 2022, LNEE 873, pp. 12–19, 2023.
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However, this method needs to project 3D dense point cloud data, resulting in the
loss of information in dimension. PointNet uses point-based fusion to solve the
problem of information loss [4]. The network uses multilayer perceptron (MLP)
to learn high-dimensional local features and then connects the global features
with the local features of each point for following label prediction. However, the
number of parameters in the fusion of lidar and camera is large, which leads to
a long processing time. For the fusion of millimeter-wave radar and camera, Ren
et al. proposed a fusion system [5,6]. The system uses the mapping relationship
between radar and image to generate the region of interest (ROI), and then
calculates the intersection ratio with the detection boxes of the image to locate
and recognize the target. The system meets the real-time requirements, but the
recognition rate and positioning accuracy are reduced.

In this paper, we design an automotive millimeter-wave radar and camera
fusion system, which can effectively meet the needs of road targets’ (including
pedestrians, bicycles, and cars) recognition and tracking.

Our major contributions are as follows:

1. Aiming at the problem of large redundant computation of point cloud data
in millimeter wave radar, we proposed an improved DBSCAN point cloud
clustering algorithm with speed difference (V) as a new parameter, and the
parameters of three types of targets are designed respectively to improve the
accuracy of point cloud clustering.

2. Aiming at the problem of poor image depth calculation by traditional meth-
ods, distance-pixel-based monocular depth estimation is proposed to reduce
the range estimation error when there is an angle between the target and the
camera.

The rest of this article is arranged as follows. Section 2 introduces the point
cloud clustering algorithm, monocular depth estimation algorithm, target recog-
nition, and tracking algorithm used in this paper. In Sect. 3, we discuss the
accuracy of monocular depth estimation for different types of targets in real
measurements and compare the recognition accuracy before and after fusion.
Section 4 is the conclusion.

2 Methodology

2.1 Point Cloud Clustering Algorithm Based on Automotive
Millimeter Wave Radar

After channel correction, range and doppler fast Fourier transform (FFT) trans-
form, digital beamforming, constant false-alarm rate detection (CFAR), and
other processing, radar echoes are transformed into point cloud data with
Angle, range, and velocity information. Usually, because the range resolution
of millimeter-wave radar is smaller than the size of common targets, multiple
point clouds can be resolved from the same target. If these point cloud data are
not clustered, it will lead to data redundancy and greatly increase the amount
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of computation. For the irregular shape of data and the unknown number of
targets, DBSCAN [7]can cluster radar point clouds well.

DBSCAN algorithm has two parameters, one is that the radius (Eps) repre-
sents the minimum distance between two classes, and the other is the minimum
number of points (MinPts) represents the least number of points in a class.
Setting an appropriate MinPts can not only reduce the number of anomalistic
points but also avoid the error of merging small clusters with large clusters.

We collect data for pedestrians, bicycles, and cars. The range-Doppler feature
maps of the pedestrians and cars are shown in the Fig. 1.

Fig. 1. Range doppler feature maps of various targets.(a) Pedestrian (b) Car

It can be seen that point clouds generated by pedestrians are narrow in dis-
tance dimension and have wide expansion in velocity dimension. On the contrary,
for large targets such as cars, point clouds are wider in range dimension but nar-
rower in velocity dimension. Based on this property, we add a variable named
speed difference V as the third parameter of clustering based on the original
DBSCAN algorithm, that is, the speed difference between any two data points
in the same class must be less than V. The specific steps of the algorithm are in
the Algorithm 1.

After multiple experiments, the DBSCAN parameter selection table for dif-
ferent targets is obtained, as shown in Table 1. We believe that the car category
has a larger size and a larger minimum number of points. The speed difference
between these points is more stringent and therefore smaller, while pedestrians
are the opposite.

Table 1. DBSCAN parameter selection for different categories of targets

Category Eps (m) Minpts V (m/s)

Pedestrian 0.6 1 2

Bicycle 1.6 2 1.5

Car 4 3 1
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Algorithm 1 . Improved DBSCAN Algorithm for point cloud processing of
automotive millimeter wave radar
Input

Point cloud set DB, Eps, Minpts, V
1: for each point P in database DB do
2: if P is marked then
3: goto Step 1.
4: else
5: if the number of points in Eps(P ) is less than Minpts then
6: Mark P as boundary point or noise point
7: else

Mark P as the core point, establish a new cluster C, and add points in the
neighborhood of P that satisfy the intra-class velocity difference less than
V to C

8: end if
9: for each unmarked point Q within the neighborhood of P do

10: if the number of points in Eps(Q) is less than Minpts then
11: goto Step 9.
12: else

Add unmarked points in the Eps(Q) neighborhood that satisfy the
intra-class velocity difference less than V to C

13: end if
14: end for
15: end if
16: end for

2.2 Monocular Depth Estimation Algorithm Based
on Distance-Pixel

Unlike radar, which calculates the range of the target by echo, monocular depth
estimation uses the image to estimate the range of the target. The common
method of monocular depth estimation is to use target detection bounding boxes
combined with the keyhole imaging model. [8] So the depth can be calculated
by the following formula.

Z =
H

y
× f (1)

H represents the actual height of the target to be measured, y represents the
height of the detection bounding box, f represents the focal length of the camera,
and Z represents the distance between the target and the camera. In practical
scenes, there is an angle between the target and the optical axis of the camera
(the transverse distance is not 0), which leads to a large result compared with
the true value when directly using the above formula. Our improved calculation
method is shown in the following formula.
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{
dx = (x−x0)

dy
× β

dy = F×Hi

h

(2)

The coordinates of the center point of the target detection bounding box are
[x, y, w, h], Hi is the true height of the target of class i (1.7 m for pedestrians,
1.5 m for vehicles, and 0.9 m for bicycles), and the coefficient β represents the
product value of the vertical distance and the number of pixels corresponding
to each meter in the horizontal direction which will change with the target class
and need to obtain through experiments. x0 represents the x-coordinate of the
camera’s optical center, while F represents the distance between the camera’s
optical center and the imaging plane.

2.3 Target Recognition and Tracking Algorithm

We designed a target recognition and tracking architecture based on the fusion
of automotive millimeter-wave radar and camera. For the recognition part, the
radar obtains the target type by calculating the radar cross section (RCS) value,
while the camera uses the YOLOV3 network. For the tracking part, the camera
adopts the distance-pixel-based monocular depth estimation algorithm, and the
radar adopts the traditional CFAR detection and the improved DBSCAN algo-
rithm. The position measurement results of the two methods are fused by the
extended Kalman filtering method. The overall tracking algorithm flow is shown
in the Fig. 2. The entire processing and fusion framework is shown in Fig. 3.

Fig. 2. Target Tracking Flowchart
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Fig. 3. Target recognition and tracking framework for millimeter-wave radar and cam-
era fusion

3 Experiment and Analysis

3.1 Experiment on the Range-Pixel-Based Monocular Depth
Estimation Algorithm

In order to obtain the value of coefficient β in the range-pixel-based monocular
depth estimation algorithm, we conducted extensive experiments on targets with
different longitudinal and lateral distances. Analyzing these data, it can be seen
that the number of pixels corresponding to 1m laterally is inversely proportional
to the longitudinal distance. That is, the longer the longitudinal distance, the
larger the lateral offset corresponding to one-pixel width. In this algorithm, the
coefficient β is 1800 for pedestrian and bicycle targets and 1500 for car targets.
In addition, the experiment also compares the accuracy of monocular depth
estimation for different categories, and the results are shown in the following
table (Tables 2, 3 and 4).

Table 2. Rangig accuracy of monocular depth estimation for different classes of targets

Category Longitudinal
ranging (m)

Longitudinal
ranging error (%)

Lateral
ranging (m)

Lateral ranging
error (%)

Pedestrian 5–20 3.74 0–3 8.95

Pedestrian 25–35 4.82 0–3 11.26

Bicycle 5–20 4.21 0–3 10.69

Bicycle 20–40 5.06 0–3 12.40

Car 5–40 4.83 0–3 14.73

Car 40–60 6.18 0–3 16.87
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As shown in the table above, long-range measuring has a slightly larger error
than short-range measuring due to the location prediction error of the target
detection network. The calculation of the lateral distance depends on the acqui-
sition of the longitudinal measuring, so it will also produce a certain amount of
error accumulation, resulting in the lateral ranging error being larger than that
of the longitudinal ranging.

3.2 Experiment on the Target Recognition and Tracking Algorithm

The fusion system designed by us will calculate the RCS of each target through
millimeter-wave radar echoes, and then combine it with the classification results
of image branches during fusion. Therefore, the recognition accuracy of the sys-
tem is 4% higher than that of the image-based recognition. This is shown in the
following table. Especially for small targets at a distance, the improvement is
more obvious.

Table 3. Comparison of recognition accuracy before and after fusion

Category Image-based accuracy (%) Fusion-based accuracy (%)

Pedestrian 67.27 70.83

Bicycle 78.88 80.38

Car 62.53 66.63

The following table shows the performance of our fusion system and that of
the existing fusion algorithm, although our system performance is a bit weak on
the average accuracy. However, it takes less time to process a single frame, which
is better than most fusion algorithms based on lidar and camera. It can better
meet the real-time requirements of autonomous driving and achieve a balance
between accuracy and speed.

Table 4. Comparison of performance indicators of different fusion algorithms

Fusion algorithm Average accuracy (%) Single frame processing time (ms)

Our system 76.36 70

3D-FCN 79.30 1000

MV3D 81.10 357

LaserNet 74.77 30

We also experimentally tested the average number of tracking frames for
pedestrians, bicycles, and cars when walking laterally. Pedestrians, bicycles, and
cars can track 74%, 68%, and 55% of the total frames, respectively. Our tracking
algorithm can also track when the targets are briefly occluded from each other.
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4 Conclusion

In this paper, we design a millimeter-wave radar and camera fusion system.
In the visual part of the system, an improved distance-pixel-based monocu-
lar depth estimation algorithm is proposed to solve the problem that the tar-
get and the camera form a certain angle, which leads to the decrease of the
accuracy of monocular ranging. The millimeter wave radar part uses the point
cloud RD features of pedestrians, bicycles, and cars to propose an improved
DBSCAN point cloud clustering algorithm, which reduces the amount of calcu-
lation and improves the clustering accuracy. Finally, the two results are fused
by the extended-Kalman filter to realize target recognition and tracking. We
tested it in a real environment, compared with the target recognition method
only using vision, the recognition accuracy is improved by 4%, and both real-
time and accuracy are taken into account, which better meets the needs of the
autonomous driving scene. In the future, we will conduct further research on
how to retain more sensor information for pre-fusion and how to add more het-
erogeneous sensors to fuse together.
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Abstract. With the rapid growth of the number of UAV, the research
of UAV detection and target recognition is a hot spot at present. When
detecting UAVs, in addition to the movement of the UAV’s body, the
micro-Doppler features of the rotor blades of the UAV are the unique
characteristics of detecting UAV. Through the extracted micro-Doppler
features, the rotor speed and blade length of the UAV can be calculated,
which can be used to recognize the UAV. In this work, the echo models of
multiple UAVs are established. In order to extract the micro-Doppler fea-
tures, the synchrosqueezed transform is used to do time-frequency analy-
sis. There are many components in the micro-Doppler features of multi-
UAV. In order to recognize the parameter of each UAV, a ridge path
extraction method based on synchrosqueezed transformation is used to
separate the components in time-frequency domain. Experimental results
show that the proposed method achieves high accuracy in extracting
component micro-Doppler features and recognizing UAV information.

Keywords: Micro-doppler extraction · UAV · Synchrosqueezed
transform · Signal separation

1 Introduction

With the widespread use of unmanned aerial vehicles (UAV), UAV’s number is
increasing rapidly, which not only brings convenience to people life, but also
brings great security to citizens’ privacy and public security. Therefore, the
detection, recognition and classification of UAV targets have been focused on
by researchers [1–3].

For UAV, its micro-Doppler feature is its typical characteristic. Specifically,
UAV ’s rotor rotation have sinusoidal modulation on the frequency of radar echo,
and V.C.Chen called this modulation phenomenon micro-Doppler effect [4]. From
the micro-Doppler feature of echo signal, UAV rotor blade size, rotation speed
and other information can be obtained, which plays an important role in UAV
target automatic recognition. The common method to extract micro-Doppler
features is time-frequency analysis, such as short-time Fourier transform [5],
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wavelet transform [6] and so on. Since UAV rotor have at least two blades, the
microwaving characteristics of UAV rotor also contain multiple components. In
order to analyze each component of the microwaving characteristic, it is nec-
essary to separate the echo signal of UAV in the time-frequency domain. The
commonly-use signal separation methods include empirical mode decomposition
[7] and intrinsic chirp component decomposition [8]. Moreover, since the multi-
ple components of the UAV’s microwaving characteristics are often overlapped in
the time-frequency domain, S. Chen et al. proposed the ridge path regrouping [9]
to separate the overlapped non-stationary signals. We applied this signal separa-
tion method to extract the micro-Doppler features of multiple UAVs and extract
the parameter information of each UAV. In order to improve the accuracy, we
integrate the synchrosqueezed transform into the ridge path regrouping.

In this work, echo model of multiple UAVs is established, and the micro-
Doppler features of UAVs are extracted based on RPRG to recognize their
blade information. When extracting instantaneous frequency, we use the syn-
chrosqueezed transformation(SST) to improve the accuracy. Through simulation
experiments, the micro-Doppler features is extracted and the blade information
is recognized. The rest of the paper is arranged as follows. In Sect. 2, UAV rotor
blade echo model is established, and in Sect. 3, the steps of RPRG algorithm
based on SST are given. In Sect. 4, the simulation experiment is carried out and
the experiment results are analyzed. Finally, the conclusion and future work are
given.

2 UAV Blade Echo Signal Model

In this section, the geometric diagram of UAV and radar is given, then the model
employs the physical optics model to calculate the RCS of the blade. Finally the
mathematical representation of the echo signal is obtained.

2.1 Geometric Model

Considering two UAVs A and B, one of whose rotor has two blades, the geometry
of the radar and rotor blades is shown in Fig. 1. (XA

0 ,Y A
0 ,ZA

0 ), (XB
0 ,Y B

0 ,ZB
0 ),

(X1, Y1, Z1) represents the location of the rotor center of A, the rotor center of
B and the location of the radar respectively. LA, WA respectively represents the
length of A’s blades, the width of A’s blades. LB , WB respectively represents
the length of B’s blades, the width of B’s blades. The rotation rates of two UAVs
are ΩA and ΩB respectively, the azimuth angle is φ, and the aspect angle is θ.

2.2 Echo Signal Model

The blade is simplified as a rigid, homogeneous, linear rectangular flat plate.
Adopt the physical optics method to predict the RCS of the rotor blades, the
RCS of the rectangular flat plate is

σ =
πL2 W 2

λ2
(cosθ

sinxk

xk

sinyk
yk

)2 (1)
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Fig. 1. The geometry of the radar and rotor blades

where (xk, yk) is the location of the blades in time tk. The echo signal in the
radar receiver is

s(t) =
np∑

k=1

NB∑

n=1

√
σ(t)rect{t − kΔT − 2Rn,m(t)

c
}exp{−j2πfc

2Rn,m(t)
c

} (2)

where NB is the total numbers of the blades,np is the pulse number during the
radar observation time interval, Rn,m(t) is the distance between radar and the
nth blade, c is the velocity of light, fc is the radar transmitted frequency.

3 Micro-doppler Feature Extraction Method

The time frequency analysis of UAV rotor blade echo is carried out and its micro-
Doppler feature is extracted from the time frequency representation(TFR). In
order to improve the resolution of time-frequency representation, we use syn-
chrosqueezed transform to extract micro-Doppler features. Because of UAV blade
echo signal contains at least two blades echo information, the time-frequency rep-
resentation can have multiple overlapping signal component. In order to better
analyze each component, we separate each component and then extract them.

3.1 Synchrosqueezed Transform

Synchrosqueezed transform (SST) is based on wavelet transform, using syn-
chronous squeezing operator to improve the resolution of the time-frequency
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ridge in the spectrum. Sharpen the time-frequency representation by reallocat-
ing values on the plane to different time-frequency points. By concentrating the
energy of the spectrum, the instantaneous frequency is extracted and recon-
structed [10].

Φ(b) denote the wavelet basis function, the continuous wavelet transform of
signal s(t) is

W (a, b) =
∫

s(t)a− 1
2 Φ∗(

t − b

a
)dt (3)

where a is a scale factor, usually chosen as 32. b is a shift factor. In the wavelet
domain, the instantaneous frequency information of position is

ωs(a, b) =
−j

W (a, b)
∂

∂b
W (a, b) (4)

For ωs(a, b), it is integrated along the scale a direction and classified to the
position of ω = ωs(a, b) in the frequency domain. So the synchrosqueezed trans-
form is

sst(ω, b) =
∫

A(b)

W (a, b)a− 3
2 δ[W (a, b) − ω]da (5)

A(b) = [a,W (a, b) �= 0] (6)

3.2 Extraction Algorithm

The micro-Doppler feature of UAV rotor blades contain multiple overlapping
components, especially in the case of multiple UAVs. In order to analyze
each component, it is necessary to separate each component from their time-
frequency representation. Rigde path regrouping based on intrinsic chirp com-
ponent decomposition is a method proposed by Shiqian Chen to separate over-
lapping components in the time-frequency domain. On this basis, we consider
to integrate the synchrosqueezed transform into the algorithm. The complete
algorithm is as follows.

Step 1. The echo signals s(t) of multiple UAVs are obtained according to
the echo model in Sect. 2.
Step 2. Detect the instantaneous frequency(IF) ridges from the time fre-
quency representation.
i. The TFR of s(t) is obtained by SST, and then find the time tmax and fre-

quency fmax corresponding to the maximum value in the TFR. Traverse
the entire timeline from tmax, along left and right respectively, find the
frequency unit corresponding to the maximum value at each time. The
resulting frequency sequence [f1 f2 . . . ] is the ridge IFi of TFR.

ii. Smooth the extracted ridges IFi by Fourier series fitting. After that,
remove it from the original TFR. Extract the corresponding signal of the
frequency sequence from s(t) by Fourier model fitting.
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iii. Remove the extracted signal sext(t) from the origin signal s(t), return
i and Repeat the preceding step I several times and all the ridges have
been extracted.

Step 3. Break the extracted ridges and regroup them according to the slope
rate of the intersections.
i. Take any two curves, find their intersection. Merge the intersection inter-

vals whose distance is less than threshold thf .
ii. Break the ridges in the intersection intervals and then reconnect them

according to their slopes. Finally, can obtain all the regrouped frequency
sequences.

Step 4. Obtain each component corresponding to the regrouped ridge by
Fourier model fitting.

4 Experiment and Analysis on UAV Blade Micro-doppler

4.1 Parameter Setting for the Simulation Experiment

The echo model of two UAVs A and B is simulated, and the micro-Doppler
features are extracted by the algorithm in Sect. 3. A and B are hovering. The
parameters of A and B are as follows: the rotation speed of A and B is ΩA =
30r/s, ΩB = 40r/s respectively. The length and width of rotor blade of A are
LA = 0.2 m, WA = 0.02 m. The length and width of each rotor blade of B are
LB = 0.13 m, WB = 0.02 m. Their echo signal in time domain is shown in figure.

4.2 Experiment Result and Analysis

Using the echo model in Sect. 2, the echo signal of the UAV A and B shows in
Fig. 2.

From the Fig. 2, it can be clearly seen that the frequency of echo is sinu-
soidal modulated from the micro-Doppler feature, which is composed of multi-
ple components. In order to further analyze each component and obtain all the
information carried by each component, use the extraction algorithm in Sect. 3
to separate each component and extract them.

Figure 3 shows the intermediate results using the extraction algorithm. (a)
is the extracted ridge. It can be seen that this step can only extract the ridge
from the time-frequency representation, which is confusing. (b) is the result of
regroup the ridges in (a) by using RPRG algorithm. This step can get the ridges
of the components, but it’s rough. (c) is the result of separating each component
from the original signal by Fourier model fitting based on the regrouped ridge
in (b). (c) shows that all the components are completely separated out.
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Fig. 2. Echo signal of UAV A and B : (a)Signal in time domain (b)The time-frequency
representation

Fig. 3. Intermediate results using the extraction algorithm: (a)The extracted ridge
(b)The regrouped ridge (c)The final separation result

The extracted signals of each component in time domain is shown in Figs. 4
and 5 represents the time frequency representation of the each component, which
is clear. From the extracted components, the blade speed and blade size of UAV
can be calculated.

From the extracted components, it can be obtained that the rotation period
of A’s rotor is TA = 0.0248 s, the rotational speed is Ω∗

A = 1/TA = 40.32 r/s, the
maximum Doppler frequency shift caused by the blade tip is ΔfA = 565.15 Hz,
the velocity of the blade tip is vA = ΔfA × λ = 33.91 m/s, and the blade length
is L∗

A = vA/(2πΩ∗
A) = 0.1318 m. Similarly, it can be obtained that the rotation

period of the B rotor is TB = 0.035 s, the rotational speed is Ω∗
B = 28.58 r/s, the

maximum Doppler frequency shift caused by the blade tip is vB = 38.86 m/s,
the velocity of the blade tip is, and the blade length is L∗

A = 0.2165 m. It can
be calculated that the error of A speed is 0.8%, and the error of blade length is
1.38%. The error of B speed is 4.77%, and the error of blade length is 8.25%.
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Fig. 4. The obtained individual components in time domain: (a)-(d) represent four
blades TFR of two UAVs

Fig. 5. The obtained individual components in time-frequency domian : (a)-(d) repre-
sent four blades TFR of two UAVs

5 Conclusion

In this work, we realized the extraction of UAV micro-Doppler features and
rotor blade information recognition. Firstly, the rotor blade echo of two UAVs
is modeled. Then a ridge path regrouping method based on synchrosqueezed
transform is used to extract the micro-Doppler features of UAV. Finally, the
micro-Doppler feature extraction experiment of two UAVs is simulated, which
proved that the method has high accuracy in micro-Doppler features extraction
and separation of multiple UAVs, so as to accurately recognize the parameters
of multiple UAVs. The recognition error is as follows: the error of two UAVs’
rotation speed are 0.8% and 4.77%, respectively. And the error of two UAVs’
blade length are 1.38% and 8.25%, respectively. In future work, we will improve
our method so as to extract the micro-Doppler features of each component in
the more complex scenarios.
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Abstract. For directional modulation (DM) based on antenna arrays,
the associated weight coefficients are normally calculated by some tradi-
tional optimisation methods. In this paper, a radial basis function (RBF)
based neural network is proposed for fast directional modulation design,
which is trained by data corresponding to sets of transmission direction
and interference direction angles with the corresponding weight coeffi-
cients. The proposed method takes advantage of the strong nonlinear func-
tion approximation capability of the RBF neural network, and simulation
results are provided to show the effectiveness of the proposed design.

Keywords: Directional modulation · Uniform linear antenna array ·
Radial basis function (RBF) · Neural networks

1 Introduction

Directional modulation (DM) as a physical layer security technology can transmit
the digitally modulated signal to desired directions and distort the constellation
diagram of the signal in other directions with the aid of optimised weight coeffi-
cients of the carrier signal for each array element [1,2]. In [3], a directional modula-
tion technique based on phased arrays was proposed, where the desired amplitude
and phase of each symbol can be generated in a given direction in digital modu-
lation by varying the phase shift value of each array element. In [4,5], a practi-
cal secure communication system for DM was built and the bit error rate of the
received signal was analysed. A two array element based directional modulation
method was mentioned in [6] by adding a two-bit phase shifter to each antenna,
so that different beams were sent according to the corresponding phase shift val-
ues. In [7], the directional modulation system was redesigned based on the sparse
array theory using the compressive sensing method to select fewer antenna array
elements from the reserved antenna grid compared to the uniform antenna array.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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Fig. 1. A narrowband transmit beamforming structure.

However, the above designs for weigh coefficients optimisation are normally
based on some traditional optimisation methods and it takes a long time to
obtain a satisfactory design result. To solve the problem, in this paper, we intro-
duce radial basis function (RBF) based neural network [8,9] to approximate
the value of weight coefficients. RBF neural network is a single hidden layer
feed forward network with good performance, featuring fast convergence, simple
structure and small operation.

The remaining part of this paper is structured as follows. A review of DM
technique based on a traditional optimisation method is given in Sect. 2. RBF
neural network based DM design is presented in Sect. 3. Design examples are
provided in Sect. 4, followed by conclusions in Sect. 5.

2 Review of Directional Modulation Based on a
Traditional Optimisation Method

2.1 Principle of Narrowband Beamforming

A narrowband linear array for transmit beamforming is shown in Fig. 1, con-
sisting of N omni-directional antennas with the array element spacing dn for
n = 1, 2, . . . , N − 1. Then the corresponding weight vector is given by

w = [w1, w2, · · · , wN ]T . (1)

The steering vector of the array is a function of angular frequency ω and trans-
mission angle θ, given by

s(ω, θ) = [1, ejωd1 cos θ/c, . . . , ejωdN−1 cos θ/c]T , (2)

where {·}T is the transpose operation, c is the speed of propagation and the
transmission angle θ ∈ [0◦, 180◦]. Based on the given weight vector and steering
vector, the beam response of the array can be represented by

p(θ) = wHs(ω, θ), (3)

where {·}H represents the Hermitian transpose.
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2.2 DM Design Based on a Traditional Optimisation Method
for a Given Array Geometry

For M -ary signaling, such as multiple phase shift keying (MPSK), there are
M sets of desired array responses pm(θ), with a corresponding weight vector
wm = [wm,1, wm,2, · · · , wm,N ]T , m = 1, 2, · · · ,M . According to the value of
θ, each desired response pm(θ) can be classified into either mainlobe responses
pm,ML or sidelobe responses pm,SL. Here, we sample r points in the mainlobe
directions and R − r points in the sidelobe region. Then, we have

pm,ML = [pm(θ1), pm(θ2), · · · , pm(θr)] ,
pm,SL = [pm(θr+1), pm(θr+2), · · · , pm(θR)] .

(4)

Similarly, steering vectors in the mainlobe and sidelobe directions can be rep-
resented by SML with a size of N × r and SSL with a size of N × (R − r),
respectively. Then, for the m-th constellation point, its corresponding weight
coefficients can be found by

min
∥
∥pm,SL − wH

mSSL

∥
∥
2

subject to wH
mSML = pm,ML,

(5)

where ‖·‖2 denotes the l2 norm. The objective function and constraints in (5)
ensure the minimum difference between the desired and designed responses in the
sidelobe directions, and the same value for desired and designed in the mainlobe
directions.

3 Directional Modulation Design Based on RBF Neural
Network

3.1 The RBF Neural Network Model

As shown in formulation (5), the optimisation of weight vector for DM is a
nonlinear function with respect to the desired transmission directions. Therefore,
we propose a RBF neural network based DM design. The RBF neural network
structure is shown in Fig. 2, which is a three-layer feedforward network consisting
of an input layer, a hidden layer and an output layer [10]. The activation function
of the hidden layer uses a Gaussian function, given by

ϕi(x) = e
− ‖x−ci‖2

2σ2
i , 1 ≤ i ≤ I, (6)

where x = [x1, x2, · · · , xK ] is the input vector of the network, ci =
[ci1, ci2, · · · , ciK ] is the center of the Gaussian function of the i-th node of the
hidden layer (i = 1, 2, . . . , I), and σi represents the variance of the Gaussian
function of the i-th neuron node [11], given by

σi =
dmax√

2i
. (7)

Here dmax is the maximum Euclidean distance between the selected central
vectors and i is the number of hidden layer neurons.
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Fig. 2. RBF learning process in DM case.

3.2 Orthogonal Least Squares Training Algorithm for RBF
Networks

The orthogonal least squares method has already been shown in applications to
be stable, computationally low, and able to save a lot of storage space [12]. In
order to eliminate the influence of magnitudes between indexes, data standard-
ization is needed to deal with the comparability issue between data indexes. The
sample normalization formula is given by

x̂k =
xk − min(xk)

max(xk) − min(xk)
(8)

where x̂k is the normalization result, max(xk) and min(xk) are the maximum
and minimum values of the parameters in the k-th index. Cluster the input
samples and then select the centroid ci for the i-th neuron of the hidden layer
by k-means clustering algorithm [13].

According to Eq. (7), the Gaussian function variance σi can be calculated.
The hidden layer output ϕi can be calculated by Eq. (6). We use orthogonal
linear least squares to determine the weights of the linear layer neurons. The
implementation of RBF network mapping with a regression model is given by

zj =
I∑

i=1

ϕi(x)w̃ji + ej (9)

where w̃ji (i = 1, 2, · · · , I, j = 1, 2, · · · , J) is the weight from i-th node of the
hidden layer to the j-th node of the output layer, zj and ej are the expected
output and the error between the expected output and the model output. Then,
Eq. (9) is transformed to the following matrix form

z = Φw̃ + e (10)
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where z = [z1, z2, · · · , zJ ], Φ = [ϕ1(x), ϕ2(x), · · · , ϕI(x)],

w̃ =

⎡

⎢
⎢
⎢
⎣

w11 w12 · · · wJ1

w12 w22 · · · wJ2

...
...

. . .
...

w1I w2I · · · wJI

⎤

⎥
⎥
⎥
⎦

and e = [e1, e2, · · · , eJ ]. The problem of least squares

can be defined as finding the parameter w̃ that minimizes ‖z − Φw̃‖.
The matrix Φ is decomposed by Gram-Schmidt orthogonalization method as

Φ = QR =
[
q1,q2, · · · ,qI

]

⎡

⎢
⎢
⎢
⎣

1 a12 a13 · · · a1I

0 1 a23 · · · a2I

... 0
...

. . .
...

0 0 0 · · · 1

⎤

⎥
⎥
⎥
⎦

, (11)

where Q is an orthogonal matrix with mutually orthogonal columns, R is the
upper triangular matrix with the main diagonal being 1. Here, Q satisfies

QTQ = H, (12)

where H is diagonal matrix. Substitute Eq. (11) into Eq. (10) and let Rw̃ = g,
and then we have

z = Qg + e, (13)

where the output vector z is expected to be expressed as a linear combination
of mutually orthogonal columns of a matrix Q. Then, the least squares problem
can be solved by

min
g

ψ(g) = ‖z − Qg‖22 (14)

we have
ψ(g) = eTe

= (z − Qg)T (z − Qg)

= zT z − 2gTQT z + gTQTQg

(15)

The gradient of Eq. (15) is

Table 1. Algorithm time comparison

Experiment Algorithm

DM-cvx DM-rbf

Experiment 1 27.17 mins 0.03 mins

Experiment 2 29.21 mins 0.05 mins

Experiment 3 32.32 mins 0.02 mins

∂ψ

∂g
= 2QTQg − 2QT z (16)
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Fig. 3. Relationship between the number of hidden layer neurons and MSE.

With ∂ψ
∂g = 0, the least squares solution of the coordinate vector is

ĝ = (QTQ)−1QT z = H−1QT z (17)

Through the above process, we know that the orthogonal least squares can reduce
the nonlinear model solving problem to an expression finding the maximum
value problem. The orthogonalization process is the characteristic of the method,
which can reduce the computational effort, enhance the stability and make the
whole model more generalizable.

4 Simulation Results

In the design example, we use the orthogonal least squares (OLS) based radial
basis network to find the optimised weights of the output layer. Here, we assume
the number of antenna array elements is 8 and there is a desired direction θs

and an interference direction θI ranging from 0◦ to 180◦ as the input of the RBF
neural network at the same time. The array element spacing is 0.5λ (λ is the
signal wavelength).

Since the performance of the OLS-based RBF neural network and the running
time are affected by the number of neurons in the hidden layer, we did the
following experiments to solve this tradeoff problem. As shown in Fig. 3, we can
see the RMSE value under a given number of neurons in the validation set. Here,
we seek the appropriate number of neurons by setting the RMSE threshold to
0.12. By comparison, we select 1200 neurons in the design, where the RMSE
drops below 0.12. Moreover, the sum of the running times of the four phases
on the two different methods are compared, as shown in Table 1. We compare
the time required by the two algorithms through three experiments, where the
running time for 1656 samples in validation set using the traditional method are
all more than 27 mins, while the running time for the RBF-based DM design is
around 0.03 mins, much lower than the the running time for the counterpart,
which demonstrates a better real-time performance.
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Fig. 4. The relationship between expectation angle, interference angle and error.

Fig. 5. Beam patterns and phase patterns based on RBF neural network in the broad-
side design:(a)beam patterns,(b)phase patterns

A three-dimensional error plot for symbol 00 is shown in Fig. 4, where the
x, y, z axes are the desired transmission direction, interference direction and the
root mean square error (RMSE) between the actual weights and the predicted
weights, respectively. Here, we can see that the prediction results show a small
error and a good fitting effect for the RBF neural network. The error plot for
symbols 01, 11 and 10 are not given as the corresponding plots are similar to
that of symbol 00.

Moreover, with the optimised RBF network, the magnitude and phase
responses based on one sample are drawn. Here, we assume the desired transmis-
sion direction is 90◦ and the interference direction is 104◦. As shown in Figs. 5(a)
and 5(b), we can see that the mainbeams for all symbols point to the desired
direction 90◦ with a very low magnitude at 104◦. The phase at the desired direc-
tion follows the standard QPSK modulation, while phases are scrambled in other
directions.

5 Conclusions

In this paper, a radial basis function (RBF) neural network based directional
modulation design is proposed, which realizes the mapping of any angle of the
transmission direction to the weight vector of the given antenna array, according
to the feature of nonlinear mapping from the input space to the output space of
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the RBF network. Simulation results show that the method can quickly approx-
imate the weight vector required for any transmission direction, and has the
advantages of good approximation performance and fast assignment compared
with the traditional method.
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Abstract. Existing researches for Beamspace massive MIMO system mainly
concentrate on simple precoders, which severely limits the system performance.
Inspired by the relationship between received minimum mean square error
(MMSE) and spectural efficiency (SE) for single-antenna user, we formulate the
problem tomaximize system SE as a minimization problem about sum of received
mean square error, whose objective function is concave with respect to each vari-
ablewhen all other variables arefixed.Basedon this property,wepropose a precod-
ing algorithm based on weighted MMSE, which can find a satisfactory solution
by blocked coordinate descent method with acceptable complexity. Simulation
results demonstrate the performance of proposed precoding algorithm.

Keywords: Precoding · Beamspace MIMO · MMSE

1 Introduction

Hybrid analog/digital beamforming technology for mmWave massive Multiple Input
Multiple Output (MIMO) allows trade-off between the number of RF chains and system
performance in 5G network [1]. To simplify the structure of analog beamformer, the
concept of Beamspace MIMO based on discrete lens array (DLA) is proposed. Typical
DLA includes an electromagnetic lens and a matching antenna array, whose elements
are located in the focal region of the lens [2]. Beamspace MIMO can be regarded as
a special hybrid architecture composed of baseband precoding and analog beam selec-
tion. Beam selection is achieved by switching network, such as Maximization of the
SINR selection (MSS), maximization of the capacity selection (MCS) [3], etc. How-
ever, current researches mainly concentrate on simple precoder, such as zero force (ZF),
minimum mean square error (MMSE), wiener filter (WF), matched filter (MF) and
other mechanism [4–6], which brings severe limitation to the perfomance of spectural
efficiency.
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The rest of this paper is organized as follows: Sect. 2 represent the systemmodel and
problem formulation. The proposed precoding alogrithm based on weigthed MMSE is
described in Sect. 3. Sections 4 and 5 show the simulation results and conculsion of this
paper.

2 System Model and Problem Formulation

2.1 Beamspace MU-MIMO System Model

As shown in Fig. 1, we consider a mmWave Beamspace MU-MIMO system where the
base station (BS) employs N -dimension DLA and Nb beam to serve K single-antenna
users.

Fig. 1. Beamspace MU-MIMO system with DLA

Then, the received signal vector y in the downlink is

y = HH
b CĜbs + n (1)

where s ∈ C
K×1 = [s1, s2, . . . , sK ], y ∈ C

K×1 = [
y1, y2, . . . , yK

]
are transmitted

and receivied signal vectors respectively, and s satisfies E(ssH ) = IK . n ∈ C
K×1 ∼

CN (0, σ 2IK ) is the additive White Gaussian noise vector, where σ 2 is the noise power.
HH

b ∈ C
K×N is the channel matrix, C ∈ R

N×Nb is the beam selection matrix, Ĝb ∈
C
Nb×K = [

ĝb,1, ĝb,2, . . . , ĝb,K
]
is the precoding matrix in beamspace, ĝb,k ∈ C

NRF×1 is
precoding vector for the k-th user. By employing DLA, the channel matrixHb ∈ C

N×K

in beamspace can be obtained by of physical domian channel.

Hb = [
hb,1,hb,2, . . . ,hb,K

] = UH [h1,h2, . . . ,hK ] (2)

where U denotes the analog beamforming matrix achieved by DLA, U is a N × N
unitary Discrete Fourier transformation (DFT) matrix for carefully designed DLA [2].
To grip channel characteristic in mmWave propagation environments, we adopt the
Saleh-Valenzuela (SV) channel model [3]-[6], channel vector hk in physical domain is
the same as that in [6].
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2.2 Problem Formulation

In Beamspace MU-MIMO system described in Fig. 1, the k-th user’s received siganl
is yk = hHb,kCĜbIksk + ∑K

i �=k h
H
b,kCĜbIisi, where nk is the gaussian noise, Ik denotes

the k-th column vector of unit matirx IK . . The spectrual efficiency (SE) of MU-MIMO
system can be defined as R = ∑K

k=1 Rk , the SE of the k-th user is

Rk = log(1 + SINRk)= log

⎛

⎜⎜⎜⎜
⎝
1 +

∣
∣∣hHb,kCĜbIk

∣
∣∣
2

K∑

i �=k

∣∣∣hHb,kCĜbIi
∣∣∣
2 + σ 2

⎞

⎟⎟⎟⎟
⎠

(3)

In this paper, we assume that the beam selection matrix C is obtained in advance.
When the transmitt power of BS is P, the SE maximization problem can be math-
ematically formulated as

P1 : max
Ĝb

K∑

k=1
Rk

s.t. tr
(
ĜbĜH

b

)
= P

(4)

3 Proposed Precoding Algorithm Based on Weighted MMSE

3.1 The Relationship Between Received MMSE and SE

The estimated signal of k-th user is ŝk = ukyk , where uk ∈ C is the receivers of K users.
The mean square error (MSE) between transmitted signal sk and ŝk is

ek = E

(∣∣ŝk − sk
∣∣2

)
= |uk |2Qk −

(
ITk Ĝ

H
b C

Thb,ku∗
k + ukhHb,kCĜbIk

)
+ 1 (5)

where Qk = ∑K
i=1

∣∣∣hHb,kCĜbIi
∣∣∣
2 + σ 2. When receiver uk satisfies

uoptk = Q−1
k ITk Ĝ

H
b C

Thb,k (6)

The k-th user’s minimum mean square error (MMSE) eMMSE
k is

eMMSE
k = 1 − Q−1

k

∣∣∣hHb,kCĜbIk
∣∣∣
2

(7)

Based on (3) and (7), we get the relationship between Rk and eMMSE
k as follows

log

((
eMMSE
k

)−1
)

= log

((
1 − Q−1

k

∣∣
∣hHb,kCĜbIk

∣∣
∣
2
)−1

)

= log(1 + SINRk) = Rk

(8)
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3.2 Problem Reformulation

Noting that problem P1 is unconvex, we introduce two groups of auxiliary variables,
and obtain problem P2 of weighted MSE.

P2 : min
Ĝb,{uk },{wk }

K∑

k=1
wkek − log(wk)

s.t. tr
(
ĜbĜH

b

)
= P

(9)

where {wk ∈ R|wk > 0, k = 1, 2, . . . ,K } is the groupofweighted factors for eachuser’s
MSE ek . Then, we can get the folloing theorem.

Theorem 1: Problem P2 of weightedMSE is equivalent to problem P1, which indicates
that the global optimal solution of Ĝb for the two problems are identical.

Proof: Firstly optimze variables {uk} and {wk} with fixed variable Ĝb, problem P2 can
be simplified as

P3 : min{uk },{wk }
K∑

k=1
wkek − log(wk) (10)

We can see that problem P3 is unconstrained, and {uk} and {wk} are decoupled. As
descirbed before, when fixing Ĝb and {wk}, the optimal solution of {uk} is

{
uoptk

}
in (6),

which is the well-kown MMSE receiver, the MMSE of k-th user is eMMSE
k in (7). Then

fixing Ĝb and
{
uoptk

}
in (10), whose objective function is concave with respect to {wk},

the optimal solution of wk is

wopt
k = (ln 2)−1

(
eMMSE
k

)−1
(11)

Substituting
{
uoptk

}
and

{
wopt
k

}
into objective function of problem P2, , based on

relationship in (8), problem P2 can be tanrsformed into

P4 : min
Ĝb

K∑

k=1
−Rk

s.t. tr
(
ĜbĜH

b

)
= P

(12)

We find that the global optimal solutions of precoding matrix Ĝb for problem P3 and
P2 are identical, which proves the correctness of Theorem 1.
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3.3 Proposed Precoding Alogrithm

When fixing the variables {uk} and {wk}, problem P2 would be simplifed as a quadratic
programming problem in (13), which is concave with respect to Ĝb.

P5 : min
Ĝb

K∑

k=1
wkek

s.t. tr
(
ĜbĜH

b

)
= P

(13)

Typical Lagrange Multiplier Method can be employed to settle problem P5. By
introducing a Lagrange Multiplier λ > 0 and calculating the derivative of Lagrange
Multiplier function with respect to Ĝb, the closed-form solution is

Ĝb = (
A + λINb

)−1 × B (14)

where A = ∑K
k=1 wk |uk |2CThb,khHb,kC ∈ C

Nb×Nb , B = ∑K
k=1 wku∗

kC
Thb,khTb,k ∈

C
Nb×K . To satisfy the transmitt power constrain, precoding matrix Ĝb satisfies

tr
(
ĜbĜH

b

)
− P = tr

((
� + λINb

)−2DHBBHD
)

− P

=
Nb∑

m=1

�(m,m)

(�(m,m) + λ)2
− P = 0

(15)

where D�DH is the eigende composition form of A, � ∈ R
Nb×Nb is diagonal matrix of

eigenvalues for A. We can find that tr
(
ĜbĜH

b

)
is monotonically increasing in terms of

λ, the optimal solution λopt can be obtained by bisection method.
Based on the analysis above, we find that the objective function of problem P3 is

concave with respect to each variable respectively when fixing all other variables, and
the optimal solutions in cosed-form for {uk}, {wk} and Ĝb are represented in (6), (11)
and (14). Inspired by this property, blocked coordinate descent (BCD) method is used
to solve problem P2. In the t-th iteration of the proposed precoding algorithm, firstly fix
Ĝb,t ,

{
wk,t

}
, and update

{
uk,t

}
according to (6). Next step, fix Ĝb,t ,

{
uk,t

}
, and update

{
wk,t

}
, Rt = ∑K

k=1 Rk,t on the basis of (11), (8). Then, fix variables
{
uk,t

}
,
{
wk,t

}
,

calculate λt+1 by bisection method, and update Ĝb,t+1 by (14). Repeat the iteration until
the maximum number of iterations is reached or Rt −Rt−1 ≤ η, η is a threshold assigned
to avoid unneccessary iteration.

In summary, the proposed precoding algorithm based on weighted MMSE is
described in Table 1. we design typical zero-force (ZF) precoder as the initial con-

figuration Ĝb,1 = α̂CTHb
(
HH

b CC
THb

)−1
, where α̂ is the power normalization factor,

C is the beam selection matrix obtained in advance.
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Table 1. Precedure of proposed precoding algorithm based on weighted MMSE

4 Simulation Results and Analysis

In this section, we present the simuation results to demonstrate the performance of
proposed algorithm. It is assumed that BS employs ideal DLA with demension N = 64
and serves K = 8 or K = 40 users equipped with single antenna. The channel vector hk
is set the same as that in [2], and all the following simulation results are averaged over
100 channel realizations.

Figure 2 illustrates the system SE of different precoding algorithms against Nb,
when SNR = 5dB. In Fig. 2, “WMMSE-MCS”, “MMSE-MCS” and “ZF-MCS” repre-
sent the hybrid beamformers consist ofMCS algorithm and proposed algorithm,MMSE,
ZF precoder, respectively. “WMMSE-Full”, “MMSE-Full” and “ZF-Full” respectively
indicate the corresponding fully digital. It can be seen that, fully digital proposed algo-
rithm always performs better than typical MMSE and ZF precoders. Moreover, when
number of beams Nb = 20, three kinds of hybrid beamformers achieve almost the
same performance as fully digital precoders, which demonstrates that beam selection
can significantly reduce hardware complexity without obvious system perfomance loss.
When Nb ≥ 11 and Nb ≥ 12, WMMSE-MCS respectively achieves higher system SE
than ZF-Full and MMSE-Full, which further verifies the good performance of proposed
algorithm.

Figure 3 shows the system SE of different precoding algorithms agaist SNR, when
K = 40, Nb = 42. It can be observed that, the SE of WMMSE-MCS is almost the
same as that of WMMSE-Full. Moreover, the number of beams for proposed precoding
algorithm Nb = 42 is the half of the latter two fully digital precoder with Nb = N = 64,
which proves that WMMSE-MCS achieves much better performance than ZF-Full and
MMSE-Full. That is because, proposed precoding algorithm is designed to find the global
optimal solution of the minimization problem of weighted MMSE. Through iterations,
it can keep approaching the global optimal solution of the best precoder matrix which
can achieve the highest system SE, which guareetes the good perfomance of proposed
algorithm.
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Fig. 2. System SE of different precoding algorithms against Nb

Fig. 3. System SE of different precoding algorithms against SNR

5 Conclusion

In this paper, inspired by the relationship between receivedMMSEand spectral efficiency
for single-antenna user, we reformulate the problem of maximization for system SE as
the problem of minimization for weighted MMSE. The proposed precoding algorithm
based on weighted MMSE is verified to have a good property of convergency, and it can
achievemonotonically increasing systemSE in terms of iteration time. Simulation results
prove that proposed precoding algorithmperformsmuch better than typical ZF orMMSE
precoder. Moreover, we are going to study efficient joint optimization of precoding and
beam selelction matrixs in wideband Beamspace MIMO system in future.
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Abstract. As a physical layer security technique, directional modula-
tion (DM) is normally realized using a fully digital structure due to its
easy and flexible hardware design. However, for a large antenna array,
such as the case of massive MIMO, to reduce the cost and power con-
sumption, a hybrid digital and analog beamforming structure is widely
adopted. In this paper, the DM design problem is studied based on such
a hybrid implementation for the first time. As a representative exam-
ple, the interleaved subarrays are used for the proposed design. Design
examples are provided to show the effectiveness of the proposed design.

Keywords: Directional modulation · Hybrid beamforming ·
Interleaved subarrays

1 Introduction

Traditional wireless communication transmitters implement digital modulation
at baseband, where the constellation pattern of signals received in different
azimuth angles are only different in their overall amplitudes. As a physical layer
security technique, direction modulation (DM) can keep the constellation pattern
in the desired direction but scramble it in other directions, further improving the
security of a communication system [1–4]. In [5], a phased array was proposed
that scrambles the amplitude and phase of the signal in undesired directions
and maintains the modulation pattern in the desired direction by phase-shifting
each element. A four-symbol modulation was proposed in [6], and the phase
shift was chosen to maximize the bit error rate in the eavesdropping direction.
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In [7], a four-dimensional (4-D) modulation scheme was proposed on two polar-
ization diversity channels using the polarization information of the signal, and
the number of antennas was reduced based on the compressive sensing tech-
nique. A dual-beam directional modulation technique was proposed in [8], which
utilizes in-phase and quadrature (IQ) baseband signals to interfere with phase
in undesired directions.

The above DM designs are normally applied on either a fully analogue or
digital structure. The advantage of analogue implementation is low cost, but
its performance is sub-optimal compared with the digital one due to practical
constraints on the analogue coefficients. The advantage of digital structure is its
easy and flexible hardware design, where the amplitude and phase of the signal
can be adjusted with very high precision. However, in a fully digital implementa-
tion each antenna needs to be equipped with an independent digital to analogue
converter (DAC), which incurs high energy and hardware costs when a large
number of antennas are needed, in particular in the case of massive MIMO for
future communication systems [9]. To solve the problem, various hybrid digital
and analog beamforming structures and designs have been studied extensively for
massive MIMO, which greatly reduce the number of required DACs [10–12]. One
representative structure for hybrid beamforming is the sub-aperture or subarray
based, such as the side by side or localised implementation and the interleaved
one [13–15], while the interleaved structure can provide a much narrower beam
but with a higher sidelobe level.

In this work, the directional modulation design problem is studied for the first
time employing the sub-aperture based hybrid beamforming structure. Although
the proposed design can be applied to both the localised and the interleaved
structures, without loss of generality, we adopt the interleaved subarray structure
as a representative example.

The remaining part of this paper is structured as follows. The hybrid DM
design problem based on interleaved subarrays is formulated in Sect. 2. Design
examples are provided in Sect. 3, followed by conclusions in Sect. 4.

2 DM Design Based on Interleaved Subarrays

As shown in Fig. 1, the uniform linear array (ULA) Tx is divided into N inter-
leaved subarrays, each subarray consists of M array elements, and the distance
between the zeroth and the m-th antenna is dm (m = 1, . . . ,MN −1). Then, the
spacing between adjacent antennas in each subarray is dM = Nd1. Each subar-
ray is connected to a DAC for digital precoding to form an interleaved subarray
structure. The steering vector of the n-th subarray can be represented by

sn(ω, θ) = [ejωdn cos θ/c, . . . , ejωdn+(M−2)N cos θ/c, ejωdn+(M−1)N cos θ/c]T ,

for n = 0, . . . , N − 1; with d0 = 0
(1)

where {·}T is the transpose operation, ω is the angular frequency, θ ∈ [0◦, 180◦] is
the transmission angle, and c is the speed of propagation. The digital beamformer
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Fig. 1. Interleaved subarrays based hybrid DM structure.

coefficient vector and the analog weighting factors can be represented by

wD = [wD,0, wD,1, . . . , wD,N−1],
wA,n = [wA,n,0, wA,n,1, . . . , wA,n,M−1],

(2)

where wD,n (n = 0, . . . , N − 1) corresponds to the weight corresponding to the
n-th subarray, which is a complex number. Suppose r points are sampled in the
mainlobe region and R − r points are sampled in the sidelobe region. Then, we
have the corresponding steering matrices where Sh,n and Sl,n corresponding to
the n-th subarray are represented by

Sh,n = [sn(ω, θ0), sn(ω, θ1), . . . , sn(ω, θr−1)],
Sl,n = [sn(ω, θr), sn(ω, θr+1), . . . , sn(ω, θR−1)].

(3)

In DM design, for B-ary signaling, the beam responses of the two regions are
pb,H and pb,L, respectively, where b = 0, . . . , B − 1. Then, the digital beam-
former coefficient vector wb,D and the analog weighting factors wb,A,n for the
b-th symbol can be written as

wb,D = [wb,D,0, wb,D,1, . . . , wb,D,N−1],

Wb,A =

⎡
⎢⎢⎣

wb,A,0

wb,A,1

. . .
wb,A,N−1

⎤
⎥⎥⎦

with wb,A,n = [wb,A,n,0, wb,A,n,1, . . . , wb,A,n,M−1].

(4)
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Accordingly, the designed responses for each symbol at the R sampling points
can be expressed as

pb,h = [pb(ω, θ0), . . . , pb(ω, θr−1)],
pb,l = [pb(ω, θr), . . . , pb(ω, θR−1)].

(5)

Then, to maintain the desired response in the mainlobe region, and disturb the
phase of the received signal with a low magnitude level in the sidelobe region,
optimisation of the set of digital coefficients and analog coefficients for DM design
for the b-th symbol can be formulated as

min
wb,D,Wb,A

||pb,l −
N−1∑
n=0

wb,D(n)Wb,A(n, :)Sl,n||2

subject to
N−1∑
n=0

wb,D(n)Wb,A(n, :)Sh,n = pb,h,

(6)

where b = 0, 1, . . . , B − 1 and || · ||2 represents the l2 norm. The analog matrix
Wb,A is implemented by phase shifters and satisfies the constant modulus con-
straint, i.e., |Wb,A| = IN×M , where IN×M represents an all-ones matrix of size
N×M . To solve the non-convex constant modulus constraint problem, we assume
a new constraint

||vec(|Wb,A|)||∞ ≤ 1, (7)

where vec(·) and ||·||∞ represent matrix vectorization and l∞ norm, respectively.
Adding constraint (7) to (6), we have

min
wb,D,Wb,A

||pb,l −
N−1∑
n=0

wb,D(n)Wb,A(n, :)Sl,n||2

subject to
N−1∑
n=0

wb,D(n)Wb,A(n, :)Sh,n = pb,h

||vec(|Wb,A|)||∞ ≤ 1.

(8)

Then, in order to guarantee the constraint that the constant modulus is one,
wb,D and Wb,A are optimized alternately by the following method:

1. Initialize Wb,A = ejπIN×M .
2. Optimize wb,D by (8) based on Wb,A.
3. Taking wb,D as a given value, Wb,A is optimized using (8).
4. Let Wb,A = ej∠Wb,AIN×M , i.e., the amplitudes of analog coefficient factors

are all corrected to one; then use (8) to re-optimize wb,D.
5. Go back to step 3 until the cost function no longer changes and the iteration

ends.

The above optimization problem can be solved with the cvx toolbox in MATLAB
and a minimum cost function can be found [16].
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3 Design Examples

In this section, design examples are provided for the proposed method. The
number of antennas for the ULA transmitter Tx is 32 with d1 = λ/3, and each

Fig. 2. (a) Resultant beam responses and (b) phase responses for DM design.
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Fig. 3. Cost function vs Iterations in (8).

subarray consists of eight antennas, i.e., M = 8. The mainlobe direction is
θh = 90◦ and the sidelobe region is θl ∈ [0◦, 85◦] ∪ [95◦, 180◦], sampled every 1◦.
The desired response received in the direction of the mainlobe is a value of one
in magnitude (the gain is 0 dB) with 90◦ phase shift, i.e. symbols ‘00’, ‘01’, ‘11’,
‘10’ correspond to 45◦, 135◦, −135◦ and −45◦, respectively, and a value of 0.1
(magnitude) with randomly generated phase shifts in the sidelobe region.

The resultant magnitude and phase responses for all sampling angles are
shown in Figs. 2a and 2b. The beam response level for all sampling angles
θl ∈ [0◦, 85◦] ∪ [95◦, 180◦] in the sidelobe region is lower than 0dB which is
the magnitude response for the mainlobe direction, and the phases of signal at
these sampling angles θl are random. The change of the cost function value with
the number of iterations is shown in Fig. 3, which shows that the cost function
values corresponding to all symbols converge.

4 Conclusions

In this paper, the interleaved subarrays based hybrid DM design is investigated
and a new method is proposed. As shown in the resultant magnitude and phase
responses, signals with a given modulation pattern can only be received in the
desired direction, but scrambled in other directions. The proposed optimization
process is effective, as demonstrated by the convergence of the cost function
values for different symbols.

Acknowledgement. The work was supported by the National Natural Science Foun-
dation of China (62101383).
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Abstract. In the Internet of Vehicles, the binocular stereo vision ranging method
has the advantages of high efficiency, simple system structure and low cost, and
its ranging function is an indispensable part of the intelligent network vehicle
terminal, but how to use it to determine the ranging range is rarely studied. To solve
the problem that the binocular stereo vision plane-space algorithm cannot evaluate
the distance range on the limited surface, this paper proposes a surface constraint-
range sweep algorithm, which is applied to evaluate the distance range between
pedestrians and vehicles in Internet of Vehicles environment. First, according to
the image sensor information of the ranging model, the model parameters of the
plane-space algorithm are calculated. Next, whether the projection of the target
point is on the image sensor is calculated according to the principle of geometric
optical imaging. For the point projected on the image sensor, the error margin of
the algorithm point can be set according to the working environment. If the error
margin ismet, themeasurement point is considered to bewithin the limited surface
value range. Finally, according to the actual object, the point cloud of the target
surface is obtained by using the geometric optics theory, and the range of the plane-
space algorithm on the limited surface is calculated, so as to construct the ranging
evaluationmodel of the plane-space algorithm. The experimental results show that
the efficiency of the algorithm can reach 99. 8% by adjusting the parameters of
the surface constraint-range sweep algorithm. The surface constraint-range sweep
algorithm can more accurately evaluate the range of the plane-space algorithm on
the limited surface.

Keywords: Internet of Vehicles · Plane-space algorithm · Surface
constraint-range sweep algorithm · Target surface point cloud

1 Introduction

Based on the Intranet, Internet, andMobile Internet of the vehicle, the Internet ofVehicles
wirelessly connects the vehicle centric system in accordancewith the agreed communica-
tion protocol and data exchange standard [1], and the vehicle terminal interconnection is
one of the main ways to realize the function of the Internet of Vehicles. Traditional intel-
ligent network connected vehicle terminals include T-Box, Tracker, OBD, ETC OBU,
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etc. The tracker can realize positioning management and obtain real-time vehicle loca-
tion information. Binocular stereo vision is the process of obtaining depth information
from a pair of left and right camera images [2]. It does not require the priori conditions of
the target object, and the distance measurement can be completed through the parallax
of the left and right image sensors, which is widely used in vehicle positioning.

As an important branch of computer vision, binocular stereo vision is mainly based
on the parallax principle, which uses two image acquisition devices located in different
positions to obtain two images of the measured object, and then calculates the three-
dimensional information of the object by calculating the coordinate difference of a point
in the reference image and the corresponding point in the target image. There are many
examples for the realization of binocular stereo vision ranging and positioning functions
[3–8], but there is little research on using it to determine the ranging range. In the 1980s,
Marr [9] proposed a visual computing theory and applied it to binocular matching.
By calculating the disparity of two plane images, a stereo image with depth can be
further generated, thus laying the theoretical foundation for the development of binocular
stereo vision. Reference [10] focuses on the image matching method based on Canny
edge detection and Harris corner detection, and calculates the distance according to the
principle of parallax. Its experiments show that binocular stereo vision ranging is related
to the focal length and resolution of the camera, and the ranging error can bemaintained at
about 6%. Reference [3] proposes an algorithm that combines MATLAB calibration and
OpenCV matching to achieve binocular stereo vision ranging. Simulation experiments
show thatwhen the ranging range is less than 2m, themeasurement error of the algorithm
does not exceed 5%, and the measurement accuracy is affected by the texture of the
measured object. The description of the ranging range of the algorithm is not exhaustive.
In [11], Ye Qingzhou et al. proposed a flame localization and ranging algorithm based on
binocular stereo vision. The accuracy of the algorithm’s flame location is higher than 95%
within the measurement range of 0.5 m to 5 m, and the ranging error is less than 5%. The
experiment mainly measures the distance of target objects within a fixed range, and does
not explain how to evaluate the range of the algorithm. Zhang Jiaxu [12] et al. proposed
a target distance measurement algorithm based on deep learning and binocular stereo
vision, which realized obstacle target recognition and localization. Through the ranging
experiment at a fixed distance, the error analysis between the measured value and the
actual value is used to evaluate the accuracy of the algorithm, andwhen the distance is 4.5
m, the algorithmhas the highest accuracy, and the corresponding error is 0.9%.Reference
[13] mainly studies the distance measurement of vehicles, and proposes an automatic
driving distance measurement system based on image processing. The system selects
camera bases with different heights to perform ranging experiments at a fixed distance.
When the selected base is 0.6 m, the error is the smallest. Reference [14] proposes a
distance estimation system based on pedestrian detection results to obtain the distance
between pedestrians and cameras. The experiment uses NVIDIA’s graphics processor
to accelerate pedestrian detection and distance estimation. When the ranging range is
less than 5 m, the relative error of the ranging system is less than 8%. Reference [15],
Zhang Enshuo proposed a new binocular stereo vision ranging algorithm, which uses
the plane coordinates measured by the image sensor to calculate the three-dimensional
coordinates of the target point, and reflects the space information of the target object by
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selecting the appropriate target boundary points. Experimental data show that the error
rate of the algorithm is less than 2% within 1 m.

The algorithms or systems proposed in different ranging studies mainly carry out
ranging experiments at a fixed distance, and the determination of ranging range is not
explained in some studies. Based on the plane space algorithm proposed by Zhang
Enshuo, this paper studies the ranging range of the plane-space algorithm on a limited
surface according to geometric optics theory, and proposes a surface constraint-range
sweep algorithm, which effectively solves the problem of obtaining the distance range
of vehicles or pedestrians in the environment of Internet of vehicles.

2 Plane-Space Algorithm

Firstly, the plane-space algorithm proposed by Zhang Enshuo is introduced. According
to literature [15], the plane - space algorithm model is shown in Fig. 1:

Fig.1. Mathematical model of plane-space algorithm

The rectangle A1_1A1_2A1_3A1_4 and A2_1A2_2A2_3A2_4 are the positions and sizes
of the left and right image sensors of the binocular ranging system. The midpoint of
A1_1A1_4 is on the origin of the standard coordinate system, its normal vector is par-
allel to the y axis of the standard coordinate system, and the x and y axes of image
sensors A1_1A1_2A1_3A1_4 and A2_1A2_2A2_3A2_4 are parallel to the x and z axes of
the standard coordinate system respectively. The point E is the measured target, and
points E1 and E2 are the projections of point E on image sensors A1_1A1_2A1_3A1_4
and A2_1A2_2A2_3A2_4. xo1 and xo2 are the rear focus corresponding to image sensors
A1_1A1_2A1_3A1_4 and A2_1A2_2A2_3A2_4, and xo1 and xo2 are on the x-axis. O1 and
O2 are the projection coordinates of the optical axis corresponding to image sensors
A1_1A1_2A1_3A1_4 and A2_1A2_2A2_3A2_4 respectively. The distance between the left
and right image sensors and xo1, xo2 is y1. Let E1(x1, y1, z1),E2(x2, y1, z2), xo1(xo1, 0, 0)
and xo2(xo2, 0, 0) be known. If the target is calculated according to points E1(x1, y1, z1)
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and E2(x2, y1, z2), the coordinates of the target point are E(x, y, z):
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

x = x1xo2−x2xo1
(xo2−xo1)+(x1−x2)

y = (xo2−xo1)y1
(xo2−xo1)+(x1−x2)

z = (xo2−xo1)z2
(xo2−xo1)+(x1−x2)

(2.1)

3 Surface Constraints - Range Sweep Algorithm

In actual working environment, it is usually necessary to have a detailed knowledge of
the target, such as the outline of a pedestrian, the shape of a vehicle, and so on. Therefore,
the performance of the algorithm can be estimated from one or more sets of normative
values for that type of contour or shape. The surface constraint-value range scanning
algorithm is amethod related to the plane-space algorithm for calculating the value range
on limited surface. Therefore, the surface constraint-range sweep algorithm is derived
using the relevant parameters of the plane-space algorithm and the principle of optical
imaging. The parameters related to the model in the plane-space algorithm are xo1, xo2,
y1, where xo1, xo2 determines the distance of the left and right sensors, and y1 determines
the focal length of the left and right image sensors. Let the length and width of the left
and right image sensors are w and h, the distance between the two sensors is d , and the
focal length is f , then

⎧
⎨

⎩

xo1 = w
2

xo2 = 3
2w + d

y1 = f
(3.1)

The input parameters of the model are x1, x2, z2. If the target point can be detected at
this time, it must meet the requirements of the existence of the projection of these three
points on the corresponding sensor, that is

⎧
⎨

⎩

x1 ∈ (0,w)
x2 ∈ (w + d , 2w + d)

z2 ∈ (− 1
2h,

1
2h)

(3.2)

Bring the model input parameters x1, x2, z2 into formula (2.1), let the coordinates of
the target point be Etext(xtext, ytext, ztext), the standard coordinates of the target point are
Estd (xstd , ystd , zstd ), and set the error sequence

(
errorx, errory, errorz

)
according to the

actual situation. If met
⎧
⎨

⎩

|xtext − xstd | ≤ errorx
|ytext − ystd | ≤ errory
|ztext − zstd | ≤ errorz

(3.3)

If any point on the target point cloud Estd (xstd , ystd , zstd ) corresponds to
Etext(xtext, ytext, ztext)) and x1, x2, z2 meet both formula (3.2) and formula (3.3), the
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point is considered to be within the algorithm value range. Let the number of valid
points of the estimated model be Cnte, and the total number of points is Cnts, then the
effective rate is

r = Cnte
Cnts

(3.4)

4 Experimental Analysis

4.1 Experimental Principle and Steps

According to the principle of geometrical optics, after calculating the projection of all
points on the surface with known average shape on the image sensor, the corresponding
algorithm value is calculated according to the projection value. If the difference between
the algorithm value and the standard value is within the set range, the point is considered
to be within the algorithm value domain. The experimental steps are as follows:

1. Obtain the point cloudof themeasured target surface according to the actual situation;
2. For any point, calculate the projection of the point on the image sensor;
3. Calculate the algorithm value of the target point according to the projection

coordinates obtained in step 2;
4. Compare the algorithm value with the real value of the target point. If the difference

between the coordinates of the algorithm value and the real value is less than the
error redundancy, and the target point is projected within the imaging range of the
image sensor, that is, if formula (3.2) and (3.3) are satisfied at the same time, the
point is considered to be within the algorithm value range;

5. Draw the simulation results by marking the marked target point cloud as blue, the
points in the value range as red, the points that do not conform to the algorithm
value as black, and the invisible points as green. Then calculate the efficiency of the
algorithm for the target according to formula (3.4).

4.2 Experimental Data and Analysis

w, h, d , f , p and disVec are respectively the width and height of image sensors, distance
between the left and right image sensors, focal length, pixel size and target displacement
of image sensors. The unit of width and height of the image sensor is pixel, the unit
of distance between left and right image sensors is millimeter, the unit of focal length
is millimeter, the unit of pixel size is micrometer, and the unit of target displacement
is meter. This project mainly conducts simulation experiments on the outline of people
and the shape of vehicles.

4.2.1 Human Silhouette Simulation

The standard posture of a person is taken as an example for simulation, inwhich thewidth
of the image sensor is 1920p, the height of the image sensor is 1080p, the resolution
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of the input image at this time is 1920 × 1080, the distance between the left and right
image sensors is 500 mm, the focal length of the image sensors is 5 mm, the pixel size
is 6 µm, the error margin sequence

(
errorx, errory, errorz

)
is uniformly set as 1e−5,

and the target displacement is [−120.5m, 105m, 0]. The simulation results are shown
in Fig. 2, and the effective rate is r = 89.83%.

Fig.2. Range evaluation image of human standard contour

By adjusting the simulation parameters, the target displacement is adjusted to
[−120.7m, 105.5m, 0], the simulation result is shown in Fig. 3, and the effective rate
is r = 98.97%.

Fig.3. Value range evaluation image of standard posture after adjusting parameters

4.2.2 Vehicle Shape Simulation

Taking the shape of the vehicle as an example for simulation, in which the width of
the image sensor is 1920p, the height of the image sensor be 1080p, the resolution of
the input image is 1920 × 1080, the distance between the left and right image sensors
is 500 mm, the focal length of the image sensors is 5mm, the pixel size is 6µm, the
error margin sequence

(
errorx, errory, errorz

)
is uniformly set as 1e−5, and the target
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displacement is [−117.7m, 107.4m, 0]. The simulation results are shown in Fig. 4, and
the effective rate is r = 99.80%.

Fig.4. Value range evaluation image of vehicle shape

5 Conclusion

In the context of the Internet of Vehicles, this paper studies how to evaluate the plane-
space algorithm to determine the ranging range on a limited surface, and proposes a
surface constraint-range sweep algorithm.The experimental results show that the ranging
range of the surface constraint-range sweep algorithm can be adjusted by changing the
target displacement and other parameters, and in the simulation of the vehicle shape, the
efficiency can reach 99.8%when the target displacement is [−117.7m, 107.4m, 0].When
similar model parameters are brought into the plane-space algorithm, the results of the
above simulations donot appear. Therefore, the surface constraint-range sweep algorithm
performswell in evaluating the distance range of the target object, and effectively obtains
the distance range of the target object in the environment of the network of vehicle.
However, due to the complexity of themodel data, the algorithmhas certain requirements
for the computing power of the device, and the real-time performance is not good enough.
This problem can be solved by adding the number of cores of the device processor or
optimizing the calculation amount of the algorithm.
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Abstract. In the paper, a zoom-plane-space algorithm based on binocular stereo
vision is presented to expand the range of the plane-space algorithm. On the
basis of the plane-space algorithm, a mathematical model of the zoom-plane-
space algorithm is established by introducing the zoom function. According to
the optical imaging principle, the imaging model of the zoom image sensor is
established and the input point coordinates of the left image sensor without zoom
are calculated with this model. Finally, the position coordinates of the target point
can be obtained by bringing the converted input point coordinates into the plane-
space algorithm. The algorithm is simulated by using the Matplotlib library based
on Python3.6. The simulation data show that the error of the algorithm is about
0.04 m when the horizontal coordinates of the target point are moved in steps of
0.1 for 100 steps.

Keywords: Binocular stereo vision · Optical zoom · Zoom-plane-space
algorithm

1 Introduction

In the future development of automobile and transportation technology, Internet of vehi-
cles (IoV) technology is regarded as themain technical means to solve the existing traffic
problems. In the IoVapplication scenarios, amulti-sensor fusionnetwork is used to detect
information about the surrounding environment, in which the visual sensors are mainly
responsible for obstacle detection and distance measurement. Binocular stereo vision
(BSV) technology can effectively obtain the distance information in three-dimensional
spatial scene. The advantages like high efficiency, suitable accuracy and simple system
structure make it very appliable in such fields as unmanned driving and target tracking
[1–4].

The main task of BSV algorithm is to obtain the coordinate information of the
target object by calculating the position deviation between the corresponding points
of images, according to which target matching is an important step in BSV ranging
algorithms, therefore many scholars have improved the performance of BSV algorithms
by enhancing the accuracy of target matching in binocular ranging algorithms [5–7]. The
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BSV ranging algorithm determines the mapping relationship between the target point in
the world coordinate system and the pixel coordinate system through the camera stereo
calibration. Hence, some researchers also improve the solution accuracy of 3D world
coordinate by improving the accuracy of binocular vision calibration [8–10]. Similarly,
based on the parallax principle and the structural characteristics of the elements of
image sensor, Enshuo Zhang et al. of our research group established the similarity
transformation model, and proposed the plane-space algorithm, which can calculate
the three-dimensional coordinates of the target point according to the binocular imaging
position, and this calculation is high in precision and simple in algorithm structure
[11]. However, most current stereo vision systems, including the plane-space algorithm,
are mainly fixed focus stereo vision systems. Considering the scene range, in the IoV
application environment, the field of view and image resolution of the fixed focus camera
are very limited.Comparedwith the traditional fixed focus stereo vision system, the zoom
stereo vision system has obvious advantages, i.e., it can obtain more and farther traffic
scene information. The detection, recognition and tracking of the target objects with
different depths in the traffic scene can be achieved in different scenes by adjusting the
focal length of the camera.

In the environment of IoV, the maximum range of object detection of driverless
vehicles limits the maximum speed of the vehicle. Therefore, based on the plane- space
algorithm proposed by our project team, the paper aims to solve the problem that the
traditional fixed focus stereo vision system cannot warn the collision of high-speed
vehicles due to the short measurement distance, and proposes a zoom-plane-space algo-
rithm based on BSV, which can effectively expand the range of the algorithm and play
a positive role in vehicle collision warning and improving road traffic safety, etc.

2 Zoom-Plane-Space Algorithm

2.1 Algorithm Model

Figure 1 is the zoom-plane-space algorithmmodel, where rectangles A1_1A1_2A1_3A1_4,
A2_1A2_2A2_3A2_4 are the positions and sizes of the photosensitive elementwhen the focal
lengths of the left and right image sensors of the binocular ranging system are the same,
and rectangleA3_1A3_2A3_3A3_4 are the positions and sizes of the photosensitive element
of the left image sensor after zooming. The plane-space algorithm model is composed
of A1_1A1_2A1_3A1_4 and A2_1A2_2A2_3A2_4, while in the zoom-plane-space algorithm
model, an additional A3_1A3_2A3_3A3_4 overlaps with A1_1A1_2A1_3A1_4, therefore the
two rectangles are drawn as shown in Fig. 1 for convenience of observation. Point E is
the measured target, and points E1, E2 and E3 are the projections of point E on image
sensors A1_1A1_2A1_3A1_4, A2_1A2_2A2_3A2_4 and A3_1A3_2A3_3A3_4. Xo1, Xo2 and Xo3
are the rear focus corresponding to image sensors A1_1A1_2A1_3A1_4, A2_1A2_2A2_3A2_4
and A3_1A3_2A3_3A3_4. Xo1 and Xo2 are on the x-axis, and Xo3 is always on the opti-
cal axis of the left image sensor. O1, O2 and O3 are the projection coordinates of the
optical axis corresponding to image sensors A1_1A1_2A1_3A1_4, A2_1A2_2A2_3A2_4 and
A3_1A3_2A3_3A3_4.

The distance between the left (right) image sensor and the point Xo1 (Xo2) is y1,
let the coordinates of points E1(x1, y1, z1), E2(x2, y1, z2), E3(x3, y1, z3), O1(xo1, y1, 0),
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Fig. 1. Zoom-plane-space algorithm model

O2(xo2, y1, 0), O3(xo3, y1, 0), xo1(xo1, 0, 0), xo2(xo2, 0, 0), xo3(xo1,−df , 0) be known.
If the target is calculated according to pointsE1(x1, y1, z1) andE2(x2, y1, z2), the coordi-
nates E(x, y, z) of the target point can be obtained according to the plane space algorithm:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

x = x1xo2 − x2xo1
(xo2 − xo1) + (x1 − x2)

y = (xo2 − xo1)y1
(xo2 − xo1) + (x1 − x2)

z = (xo2 − xo1)z2
(xo2 − xo1) + (x1 − x2)

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(2.1)

When the system zooms, the coordinates E(x, y, z) of the target point must be
calculated by points E2(x2, y1, z2) and E3(x3, y1, z3). Bring:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

x1 = x3 − xo1
k

+ xo1

z1 = z3
k

k = y1 + df

y1

(2.2)

into formula (2.1), and the coordinates of the target point E(x, y, z) is obtained.

2.2 Algorithmic Proof

When the system is not zoomed, the algorithm model is the same as the plane-space
algorithm in literature [11], so the formula (2.1) can be verified.
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For formula (2.2), the model (top view) of the zoom image sensor (left image sensor)
is shown in Fig. 2, where xo1O1 and xo3O3 are the optical axes of the left image sensor.

Fig. 2. Imaging model of zoom image sensor (top view)

When the camera zooms to see a targets farther away, it can be derived from the
principle of optical imaging:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

O1E1

OE1E
= xo1E1

xo1E
= E1A1_ 2

EEr1

OE1E = OE3E

O3E3

OE3E
= xo3E3

xo3E
= E3A3_ 2

EEr3

(2.3)

According to the formula (2.3), it can be deduced that:

O1E1/O3E3

OE1E/OE3E
= E1A1_ 2/E3A3_ 2

EEr1/EEr3
(2.4)

O1E1/O3E3

OE1E/OE3E
= xo1E1/xo3E3

xo1E/xo3E
(2.5)

And there are:

⎧
⎪⎪⎨

⎪⎪⎩

xo1E1

xo1E
= xo1O1

xo1OE1

xo3E3

xo3E
= xo3O3

xo3OE3

⎫
⎪⎪⎬

⎪⎪⎭

(2.6)
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According to the formula (2.6), the following can be obtained:

xo1E1/xo3E3

xo1E/xo3E
= xo1O1/xo3O3

xo1OE1/xo3OE3
(2.7)

According to the formulas (2.5), (2.7), the following can be deduced:

O1E1/O3E3

OE1E/OE3E
= xo1E1/xo3E3

xo1E/xo3E
= xo1O1/xo3O3

xo1OE1/xo3OE3
(2.8)

That is:

O1E1/O3E3

OE1E/OE3E
= xo1O1/xo3O3

xo1OE1/xo3OE3
(2.9)

From Fig. 2:

OE1E

OE3E
= 1 (2.10)

xo1OE1 − xo3OE3 = xo1O1 − xo3O3 (2.11)

From the formula (2.11), it is deduced that:

xo1OE1

xo3OE3
= xo3OE3 + xo1O1 − xo3O3

xo3OE3
(2.12)

Usually the focal length of the image sensor is in millimeters, while the distance of
the target measured is in meters, so it can be obtained:

xo1O1 − xo3O3

xo3OE3
≈ 0 (2.13)

According to the formulas (2.12), (2.13), the following can be calculated:

xo1OE1

xo3OE3
≈ 1 (2.14)

By substituting formulas (2.10), (2.14) into formulas (2.9), it can be deduced that:

O1E1

O3E3
= xo1O1

xo3O3
(2.15)

Therefore, the following results can be derived:

y1 + df

y1
= x3 − xo1

x1 − xo1
(2.16)

The left view of the imaging model of the zoom image sensor, as shown in Fig. 3.
From Fig. 3, a formula (2.15) can also be obtained, and the following results can be
derived:

y1 + df

y1
= z3

z1
(2.17)

Therefore, according to the formulas (2.16), (2.17), the formula (2.2) can be proved.
To sum up, the algorithm is validated.
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Fig. 3. Imaging model of zoom image sensor (left view)

3 Simulation and Analysis

Based on Matplotlib library of Python3.6, this paper completes all simulation analysis.
First, the target point is set and the projected coordinates of the target on the image sensor
are calculated according to the principle of optical imaging. Then the input values of
the algorithm are determined according to the projected coordinates, and the algorithm
values of the target coordinates are calculated by substituting the input values into the
algorithm. Finally, the algorithm accuracy is evaluated by comparing the target algorithm
values with the set standard values.

3.1 Parameters and Methods of Simulation

The parameters needed for simulation include the pixel width of the image sensor: w,
the pixel height of the image sensor: h, the focal length of the left image sensor before or
after zooming: f1 or f2, the spacing between left and right image sensors: d, the pixel size:
sizePixel, the location of the target point: ObjPont(x, y, z) and the number of simulation
experiments: Cnt.

The method of calculating model parameters by simulation parameters is as follows:
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

xo1 = w

2

xo2 = 3

2
w + d

y1 = 1000 × f1
sizePixel

(3.1)

First, the parameters xo1, xo2 and y1 of the simulation model are calculated according
to the formula (3.1). Then a target ObjPont(x, y, z) is set and named the standard value,
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and the input values of the plane-space algorithm and the zoom-plane-space algorithm
are calculated according to the principle of optical imaging. Next, the target values of
the plane-space algorithm and the zoom-plane-space algorithm are calculated according
to the parameters obtained, and the values are named as the algorithm values. Finally,
the coordinate performance curve is drawn with the algorithm value as the transverse
coordinate and the standard value as the vertical coordinate, and the performance of
the algorithm is evaluated with the coordinate performance curve. The ideal coordinate
performance curve is a straight line with a slope of 1 and an intercept of 0.

3.2 Result Analysis

The initial values of simulation parameters are: w = 1920p,h = 1080p,f1 = 5mm,
f2 = 10mm, d = 300mm, sizePixel = 6µm, ObjPont(50m, 250m, 8m),Cnt = 100.

When the abscissa of the target point moves laterally by 100 steps in steps of 0.1,
the simulation results are shown in Fig. 4. In the figure, the coordinate performance
curve of the plane-space algorithm is marked with “singleFocal”, while the coordinate
performance curve of the zoom-plane-space algorithm is marked with “multiFocal”.

Fig. 4 Simulation image of the target moving along the X-axis

According to Fig. 4, when the measured point moves along the x-axis, the slope
of the coordinate performance curve of the x-coordinate is 1, which indicates that the
algorithm performs well. When measuring the x-coordinate value of the target point, the
zoom-plane-space algorithm and the plane-space algorithm have the same performance.
But for y or z values, the error of the algorithm value measured with the plane-space
algorithm is between 0–1 m or 0–4 m, while the error of the algorithm value measured
with the zoom-plane-space algorithm is about 0.01m or 0.04m.

Therefore, the performance of the zoom-plane-space algorithm is better than that
of the plane-space algorithm. In addition, comparing with the plane-space algorithm,
when the zoom-plane-space algorithm is used, the measurement range of equipment is
relatively larger by adding zoom function, so the comprehensive performance of the
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device carrying this algorithm is better than that of the device carrying the plane-space
algorithm.

4 Conclusion

Based on the plane-space algorithm, this paper presents a zoom-plane-space algorithm.
Using the principle of optical imaging, the algorithm converts the coordinates of the
zoomed target point and uses the converted coordinates as input values to the plane-
space algorithm. The calculated results are the measured values of the algorithm. The
system with the zoom-plane-space algorithm has a larger measurement range than the
system with the plane-space algorithm, so the range of the zoom-plane-space algorithm
is farther than that of the plane-space algorithm. The simulation data show that the
performance of the zoom-plane-space algorithm is better than that of the plane-space
algorithm, and the range is larger than that of the plane-space algorithm.
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Abstract. Tablet crack detection is an important part to ensure drug quality in the
process of drug production. In view of the problems of target detection algorithm
in the actual tablet crack detection, such as few training samples and the embed-
ded device based on ARM architecture is difficult to accommodate the algorithm
when the system is implemented, this paper proposes a tablet crack detection algo-
rithm based on improved YOLOv5. The collected data set is processed by data
enhancement, and YOLOv5 algorithm is improved by using fusion involution and
varifocal loss to detect tablet cracks. The improved tablet crack detection algo-
rithm improves the accuracy and speed of model detection. In the detection system
designed with Raspberry Pi as the core, the crack detection mAP50 is 99.5%, and
the reasoning speed is reduced from 797 ms to 299 ms. After the model is con-
verted and simplified, the reasoning speed is reduced to 86 ms, which meets the
design requirements of the crack detection system based on ARM architecture.

Keywords: Tablet crack detection · YOLOv5 · involution · varifocal loss ·
Raspberry Pi

1 Introduction

In the production process, the quality of drug products is always affected by the appear-
ance of tablet cracks. Because of the dynamic changes and the high complexity in the
production process, as well as the lack of effective testing technology and equipment,
the situation of cracks can’t be detected directly by machines. In manual detection of
cracks, there are such problems as high labor intensity, high cost, low accuracy and
low efficiency. In recent years, with the continuous development of machine vision and
in-depth learning, traditional manual detection and mechanical detection can no longer
meet the requirement ofmodern industrial production, while visual detection technology
gradually realizes the new requirements of industrial abnormal defect detection [1]. In
the field of drug defect detection, considering the fuzziness and diversity of the defect
images of capsules [2], Wang H et al. used Back Propagation (BP) network to identify
the defect of abnormal matter in capsules. Jiang Yueqiu et al. designed an automatic
detection software for image processing and recognition technology, which uses Sup-
port Vector Machine (SVM) algorithm tod. KS P et al. designed a detection system
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that uses Canny edge detection algorithm for image processing. Defects are identified
as speckles by convoluting the image matrix [4]. Xiangyu Ma et al. designed an X-ray
computed tomography (XRCT) analysis combined with a deep learning Convolutional
Neural Networks (CNN) algorithm for the detection of internal cracks in tablets, which
can significantly improve the accuracy of in-slice crack analysis [5]. Yang J et al. intro-
duced a background weakening method based on image filtering for the surface defects
of medicinal capsules under complex background, and proposed a YOLO-OL target
detection method based on image contour extraction [6].

In the application of deep learning technology in the actual industrial scene, there is
the problem that the number of crack samples for drug detection training is small; For
the larger object detection model, there will be the problems of slow reasoning speed and
high delay in the CPU of embedded device based on ARM architecture. Joseph Redmon
et al. proposed the YOLO algorithm [7] in 2016, which realizes the classification and
positioning of target detection with neural network, and has been widely used in the field
of target detection. After the development of YOLO algorithm from v1 to v4 [7–10],
the YOLOv5 network structure launched in 2020 has the advantages of small volume,
fast speed and high precision, and is easy to be implemented in Pytorch compilation
software with mature development ecology. The YOLOv5 network structure is simple in
deployment with strong hardware adaptability. Therefore, this paper intends to improve
the YOLOv5 algorithm for drug crack detection and to propose an improved YOLOv5
drug crack detection algorithm, with which the detection accuracy and speed can be
improved to meet the design requirements of the crack detection system based on ARM
architecture.

2 Related Work

2.1 YOLOv5 Algorithm Structure

Fig. 1. Structure diagram of YOLOv5 model

The specific model structure of YOLOv5 is shown in Fig. 1. YOLOv5 algorithm
model is mainly composed of four parts: input, backbone, neck and detection. The input
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layer fills or scales the input image so that its size becomes 3*640*640. I t normal-
izes the image data and converts it into a floating-point number between 0 and 1. The
backbone network realizes the extraction of target features. The neck network collects
target features, which is composed of FPN + PAN structure to further extract and fuse
the image feature information output from the backbone network. The detection layer
classifies and locates the feature information output from the neck network, so as to
output the classification probability, confidence, bounding box and other information of
the detection target.

2.2 Involution

In order to solve the problems that Spatial-agnostic [11] weakens the ability of convo-
lution kernels to adapt to different visual patterns in different spatial locations, and the
redundancy between channels in Channel-specific [12] limits the flexibility of convolu-
tion kernels for different channels, DuoLi et al. proposed involution [13]. Comparedwith
standard convolution, the involution has symmetric reverse characteristics and shares the
involution kernel in the channel dimension to reduce the redundancy of the kernel.

Fig. 2. Schematic illustration of involution

The involution is shown in Fig. 2. Its coreH ∈ RH×W×K×K×G is for the pixel Xij ∈
RC located in the corresponding coordinate (i, j), and G is the number of groups sharing
the same involution operator core for each group. The input data can be multiplicatively
added by involution to map its output characteristics. The definition of involution is as
follows.

Yi,j,k =
∑

(u,v)∈K
Hi,j,u+[K/2],v+[K/2],[kG/C]Xi+u,j+v,k (2.1)

To make the inner convolution operator as simple as possible, first provide a design
space for the kernel generation function φ, and then carry out some effective design
examples for practical use. Therefore, select a single pixel Xi,j to cross all inner convo-
lution operator kernels Hi,j, and each pixel � i,j has a kernel generation function φ, the
formula is as follows.

Hi,j = ϕ(Xi,j) = W1σ(W0Xi,j) (2.2)
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In the formulaW0 andW1 represent two linear transformations, which together con-
stitute the bottleneck structure. The dimension of the intermediate channel is controlled
by the reduced order ratio r, and σ represents the nonlinear activation function of the
two linear transformations after normalization.

2.3 Varifocal Loss

Inspired by focal loss [14], Haoyang Zhang et al. designed a varifocal loss [15] for
training dense detectors, which can predict the IOU aware classification score (IACS).
Varifocal loss solves the problem of class imbalance when returning to continuous IACS
in the process of intensive detector training by using the weighting idea of focal loss for
reference. Varifocal loss is based on binary cross entropy loss, and its definition is as
follows.

VFL(p, q) =
{

−q(q log(p) + (1 − q) log(1 − p)) q > 0

−αpγ log(1 − p) q = 0
(2.3)

Here p is the predicted IACS and q is the target score. For a front scenic spot, the q value
of the ground truth category is set as the IOU (gt_IOU) of the prediction frame and the
ground truth. For a background point, the target q is 0 for all categories. Varifocal loss
scales the loss by a coefficient of pγ , which will only reduce the loss contribution of
negative samples (q= 0), but not reduce that of positive samples (q> 0). This is because
compared with negative samples, positive samples are extremely rare, so this learning
signal should be retained. At the same time, inspired by the Program for International
StudentAssessment, the training goal q is used toweight the positive samples.In addition,
in order to balance the loss of positive samples and negative samples, an adjustable
scaling factor α is added to the negative loss term.

3 Lightweight YOLOv5 Detection Algorithm

3.1 Data Enhancement

YOLOv5 adopts mosaic enhancement in data enhancement, which can expand the data
set and enhance the recognition ability of target objects. Mixup enhancement is to ran-
domly select two samples from all samples, read their sample label data, get a new
sample label data after fusion calculation, and then add the data to the samples for
training. Mixup has low computational overhead and can be implemented in a few.

lines of code, and can improve the image classification accuracy by 1%.

x̃ = λxi + (1 − λ)xj, where xi, xj are raw input vectors

ỹ = λyi + (1 − λ)yj, where yi, yj are one − hot label encodings
(3.1)

where λε[0, 1]. (xi, yi) and (xj, yj) are two samples randomly selected from the training
sample data in Formula 3.1. In order to maximize GPU training and enrich data features,
this paper uses mosaic and mixup algorithm to enhance data.
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3.2 Fusing Involution

In this paper, the involution module is integrated into the backbone network area of the
network model. The structure comparison is shown in Fig. 3.

Fig. 3. Structure comparison before and after fusion

The fusion of involution can reduce the amount of parameters and calculations. The
kernel of the involution is a method similar to the attention mechanism SE, 1× 1 convo-
lution for channel compression = (C/r). Channel expansion to group number. G × K ×
K. The parameter quantity of convolution isK ×K ×C ×C, then the parameter quantity
is reduced. Although the parameters of the fused network are reduced through channel
sharing, the more characteristic channels sharing a convolution kernel, the lower the
performance. However, the performance does not degrade after the number of charac-
teristic channels sharing a convolution kernel increases from 4 to 16. For comprehensive
performance, space and computational efficiency, every 16 feature channels are divided
into a group, and a convolution kernel is shared within the group. While the kernel is
generated, using multiple linear transformation matrices to compress the channel can
reduce the number of parameters, but it will reduce the performance. In this paper, two
linear transformations are used to compress the channel first and then restore it, where
the compression ratio is r = 4.

3.3 Improving Loss Function

YOLOv5network uses theCrossEntropyLoss function as the loss function of confidence
and category. When the Cross Entropy Loss function is used for gradient descent, it only
pays attention to the accuracy of correct label prediction, but does not pay attention to
the differences of other incorrect labels. Therefore, this paper will use varifocal loss to
improve the loss function ofYOLOv5 tomonitor and optimize the detection performance
of the network. The formula is as follows.

Loss = 1

Npos

∑

i

∑

c

VFL(pc,i, qc,i)

+ λ0

Npos

∑

i

qc∗,iLbbox(bbox
′
i, bbox

∗
i )

+ λ1

Npos

∑

i

qc∗,iLbbox(bboxi, bbox
∗
i )

(3.2)
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where pc,i and qc,i are the predicted IACS and target IACS of the position on the char-

acteristic map of each level of FPN respectively. Lbbox is the GIoU loss, and bbox
′
i,

bboxi, and bbox∗
i respectively represent the initial, refined, and ground truth bounding

box. Taking training target qc∗,i as the weight Lbbox, λ0 and λ1 are the super parameters
used to balance the two sub losses, which are set to 1.5 and 2.0 respectively. Npos is the
expected number of points used to normalize the total loss.

4 Experimental Analysis

4.1 Experimental Data Set

Since there is no public data set for tablet cracks and there are few samples, a total of 700
lobes with different color backgrounds, different types and different numbers are taken
as the data set of this experiment. The collected data sets are labeled with Labelimg, and
xml files recording category information and location information are generated. Then
the training set and test set are divided according to the ratio of 9:1, of which 630 images
are the training set and 70 images are the test set.

4.2 Experimental Parameters

Operating parameters of the PC of the experiment: Windows10 operating system, Intel
Core i5-9300 h CPU processor with main frequency of 2.4 GHz, GTX1650 GPU pro-
cessor, and 8G DDR4memory; Pytorch machine learning framework; The whole model
is trained through 200 epochs, the batch is 32, and the image training size is 640*640,
and the initial learning rate is 0.01. Operating parameters of Raspberry Pi: Raspberry PI
OS (64 bit) operating system, ARM cortex-a72 CPU processor with main frequency of
1.5 GHz, and 4 GB LPDDR4 memory.

4.3 Experimental Result

The YOLOv5s and YOLOv5n models before and after improvement were trained and
the crack detection results were output. The comparison of the experimental results is
shown in Table 1.

Table 1. Index comparison table of cracks detection dataset

Model m AP50 Training time PC inference time Raspberry Pi 4B
inference time

YOLOv5s 99.5% 13h 13 ms 1.945s

Lightweight
YOLOv5s

99.5% 10h 8 ms 0.552s

YOLOv5n 99.5% 11h 8 ms 0.797s

Lightweight
YOLOv5n

99.5% 9h 7 ms 0.299s
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Compared with the YOLOv5 algorithm model, the training time and reasoning time
of the PC end of the lightweight YOLOv5 algorithm are reduced when the detection
accuracy remains the same, and the reasoning time of applying the lightweight YOLOv5
algorithm to the Raspberry Pi is also reduced. It is shown that the performance of this
algorithm is greatly improved.

(a) Original drawing  (b) YOLOv5 test results       (c) Improved YOLOv5 test results

Fig. 4. Comparison chart of cracks detection effect

The comparison of tablet crack detection results is shown in Fig. 4. It can be con-
cluded that although the confidence of the improved algorithm is slightly lower than that
of the original algorithm, there are no false detection and missed detection. Its accuracy
is high and the detection speed is fast, so the detection effect is still good.

Table 2. Detection model inference time comparison table in Raspberry Pi

Model Raspberry Pi 4B inference time

320(image training size).pt 0.199 s

320.onnx 0.15 s

320-sim.onnx 0.086 s

In order to continue to improve the reasoning speed of the Raspberry Pi crack detec-
tion, this experiment reduces the image training size of the lightweight YOLOv5n algo-
rithm model to 320*320 retrain, then convert the pt model to onnx model, simplify the
onnx model using Python’s onnxsim package, and test the models in the above steps
on the Raspberry Pi. The comparison of experimental results is shown in Table 2. After
conversion and simplification, the reasoning time of Raspberry Pi crack detection model
is reduced to 86 ms, which can meet the needs of crack detection in drug tablet pressing
production.

5 Conclusion

In this paper, aiming at the shortage of the current real-time crack detection algorithm
for tablets, an improved crack detection algorithm for tablets is proposed by using
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data enhancement, involution and varifocal loss to improve YOLOv5.The experimental
results show that the improved algorithm improves the detection speedwhilemaintaining
high detection accuracy. Throughmodel transformation and simplification, the detection
speed is improved in the detection system designed with Raspberry Pi as the core, which
can meet the needs of crack detection in tablet pressing production.
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Inner Mongolia University (11200–121024).
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Abstract. In order to help ophthalmology clinical staff make correct judgments
on patients’ visual function abnormalities in a shorter period of time, and to allevi-
ate to a certain extent the pressure of consultation due to the mismatch of medical
resources, this paper presents a study on the design of a classification model based
on machine learning to assist in diagnosing visual function abnormalities. Using
visual function data from major optometric medical centers, a predictive classifi-
cation model was developed using six algorithms (K-nearest neighbor algorithm,
decision tree, random forest, support vector machine, plain Bayes, and XGBoost),
and the accuracy, precision, recall, and F1 parameters were calculated to compare
the training effect of themodel under each algorithm, and the data setwas validated
using cross-validation. The results showed that the models trained with random
forest could classify the “set” and “adjustment” labels with clinical applicability.

Keywords: Visual Function Abnormalities ·Machine Learning · Random
Forest · SMOTE · Boosting

1 Introduction

According to statistics, the number of myopia in China has exceeded 500 million in
2020, and the overall myopia rate among children and adolescents is 52.7%, including
14.3% among 6-year-old children, 35.6% among elementary school students, 71.1%
among junior high school students, and 80.5% among high school students [1].The low
age of myopia is becoming more and more serious and has become a major problem
that plagues families, schools and even national development. However, there are only
about 40,000 ophthalmologists in China and the number of consultations is rising, and
professional medical resources are very scarce to match the extensive social demand.

In recent years, AI technology has rapidly developed, and it achieves a similar
response to the judgment of things as human intelligence by simulating the way of
human thinking and recognition. The application of artificial intelligence technology
in the field of ophthalmology is relatively common, but less research has been done in
ophthalmic optometry. Abnormalities in binocular visual function are one of the impor-
tant factors that accelerate the growth of myopia and affect visual quality, and most
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of the visual function tests rely on human judgment due to its theoretical complexity
and the lack of popular inspection equipment, and require a high professional level of
clinical staff. There are still many difficulties in the diagnosis of visual function abnor-
malities.In this paper, we use machine learning technology to study the classification
problem of visual function abnormalities in assembly and regulation, and establish a
classification model to assist in the diagnosis of visual disorders. This paper aims to
establish a classification model to assist in the diagnosis of visual disorders [2].

2 Algorithm Processing Process

Theprocessing process of themachine learning-basedvisual function abnormality classi-
fication algorithmcan be divided into six steps. In the first step, a database of patientswith
abnormal visual function is collected and established, and the characteristic attributes
of patients are observed and compared; in the second step, the single-factor influence of
characteristic attributes is understood, non-essential attributes are removed, and appro-
priate characteristic values are screened; in the third step, different machine learning
models are used for classification prediction, and the classification effect of each algo-
rithm is observed by confusion matrix; in the fourth step, cross-validation is used to
evaluate the comparative model In the fifth step, the SOMTE algorithm is selected to
oversample the data set, and the best performing algorithm is used as the base evaluator,
and then the sample data is trained by multiple sampling based on the Boosting prin-
ciple to further optimize the model. In the sixth step, the system interface is visualized
using the Pyside2 graphical design tool.The flow chart of the specific data processing
algorithm is shown in Fig. 1.

Fig 1. Flow chart of data processing algorithm

3 Data and Methods

3.1 General Information

Common binocular visual function abnormalities include: under-regulation, over-
regulation; under-assembly, over-assembly; under-dispersion, over-dispersion; and
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abnormal eye movements [3]. Internationally, binocular visual function abnormalities
are already an important part of optometry, and the ophthalmologist or optometrist will
make an analysis based on the specific conditions of the patient’s eyes and treat the
symptoms to achieve a more comfortable visual condition.

This paper focuses on the classification of abnormalities in regulation and assem-
bly of visual function. The data set used was obtained from the consultation data of
optometric outpatients in major ophthalmology hospitals, totaling 6,368 cases, and all
patients’ sensitive information was removed before analyzing the data. All patients met
the diagnostic criteria for abnormal visual function behavior. The data sample labels
were categorized according to the following Table 1.

Table 1. Sample label statistics and classification of raw data

Sample Category Exception Category Number of set
samples

Adjusting the
number of samples

0 Normal 2699 4322

1 Not enough 3295 1847

2 Excessive 391 217

The original datasets has 43 feature attributes and 2 labels, among which, two labels
are “set” and “regulation”, both of which are divided into three categories of abnormal
categories, and are represented by numbers, with 0 indicating “normal The abnormality
categories of both are divided into three categories and are represented by numbers, with
0 indicating “normal”, 1 indicating “insufficient”, and 2 indicating “excessive”. Since
the original data had many features and attributes and all of themwere specialized terms,
before pre-processing the data, through communication with professional ophthalmolo-
gists, it was determined that there were actually only 9 attributes related to “collection”
and “adjustment” abnormalities. Therefore, the non-essential features were removed,
and some of the data were selected and presented as shown in Fig. 2 below.

Fig 2. Original partial sample data

3.2 Data Pre-processing

After the initial screening of the characteristic attributes, the data are pre-processed. To
detect the existence of the same data in the sample information, duplicate information
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is deleted; some abnormal values in the data sample are referred to the professional
physician to evaluate whether to use; for noisy data, the method of direct deletion or
replacement using the average is chosen; for some data with its possibility and meaning,
it is chosen to retain.

The typeofmissingdata is divided into twocategories, a 0value and anull value. If the
data itself is a 0 value, it is a valid value, and if it is a null value, it needs further processing.
In this paper, we use the function of pandas library for line-by-line detection, and for
missing samples, we need to combine the characteristics of the features themselves
to deal with the situation. For the two attributes of “near horizontal skew” and “far
horizontal skew”, since the parameter is divided into positive and negative values, it is
not good to fill with the average or median directly, and the actual missing values are
small, so the method of direct deletion is used; for “NRA” and “PRA” are filled with the
mean value, and the mean value of the “NRA” column is 1.90 and the mean value of the
“PRA” column is −1. The mean value of “NRA” column is 1.90 and the mean value of
“PRA” column is−1.23, which are replaced to the missing values of the corresponding
columns respectively; the characteristic attribute of “BCC” column is similar to BI/BO,
and the missing samples are also deleted; “AC/A”. The mean values of “AC/A” and
“Worth-4-dot (far)” are 2.6 and 4.0, respectively, so they are filled to the corresponding
missing items. After the initial screening of the data is completed, the data types need
to be converted and normalized. The data type conversion ensures the uniformity of the
value types, and the normalization process eliminates the influence of dimensionality
among the attributes. After the key features were selected empirically by the professional
physicians in the first stage, the data were then processed for feature extraction based on
the relationship between each feature and the labeled samples. A decision tree algorithm
was used to evaluate the contribution of each feature, as shown in Fig. 3 and Fig. 4.

Fig. 3. Importance of each feature under the
"Set" tab

Fig. 4. Importance of each feature under the
"adjustment" tab

After the above pre-processing of the data, the samples of the data set were reduced
to 3983, and the distribution of each data sample is shown in Table 2. From the above
statistics, it can be seen that the data samples of pooling and conditioning have very
little distribution in the “excessive” category, and the data set has a serious imbalance
problem.
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3.3 Model Training

The data set was divided into training and test sets in the ratio of 7:3, and 70% of the
random data in each classification was used for model training, and the remaining 30%
of the data was used as the test set. In this study, the following six machine learning
algorithms were used to build the visual function abnormality detection models: K-
nearest neighbor algorithm, decision tree, random forest, support vector machine, plain
Bayes and XGBoost, respectively, to understand the classification effect of each class
of labels by drawing confusion matrix, and the accuracy of the models was evaluated by
using cross-validation to compare the classification performance of different machine
learning on the test set.

3.4 Model Optimization

3.4.1 Data Oversampling Processing Based on SMOTE Algorithm

From Table 2, we can see that the number of “excessive” samples in the datasets is
too small, and the model learns the labeled features poorly during the training process,
which affects the overall learning effect of the model. Due to the imbalance of samples
in the data itself, the generalization ability of the model will be reduced. Therefore, this
paper proposes to use the SMOTE algorithm to over-sample the data set and combine
the three sample categories of the training set into new samples in the ratio of 1:1:1, so
that the number of samples of each type of label is equal.

SMOTEalgorithm is not simply a copy andpaste of the original data, but by analyzing
the characteristics of the lesser class of samples, randomly selecting a sample from the
neighboring data, and then randomly selecting a point in the middle of the concatenation
of the two samples as a new lesser sample, and constantly having put back in the few
samples to randomly repeat the extraction of new samples to constitute a new data
set until the number of sample labels reaches a balance. The processing by SMOTE
algorithm can reduce the probability of model over-fitting to a great extent.

3.4.2 Multiple Sampling Method Based on Boosting Algorithm

After solving the problem of data imbalance, this paper proposes a new optimization
algorithm in which the machine learning algorithm with the best performance is used as
the base evaluator, and then trains the data three times using the Boosting-based principle

Fig 5. Flow chart of Boosting algorithm



Research on Classification Model of Visual Function Abnormality 81

to sample the data, integrates the three trained models, and arrives at the final result by
voting.The specific algorithm flow is shown in Fig. 5.

Since random forest performs best on both “set” and “adjustment” labels, random
forest is used as the base learner for all three training sessions. First, the first modeling
is performed using the data from training set 1. Secondly, 50% of the correct samples
and 50% of the incorrect samples are taken from the first learning to form a new data
sample, i.e., training set 2, and then modeled again, and this is repeated twice. Finally,
the models from the three training sessions are integrated. This method allows difficult
samples to receive more attention in classification, accumulate learning experience, and
thus improve the accuracy of the model.

3.5 Model Evaluation

In this study, a Pandas database based on Python programming software was used for
statistical analysis of the data, combined with the matplotlib plotting library for graph
plotting. A 10-fold cross-validation was used to evaluate the prediction performance of
the model; after the modeling was completed, the confusion matrix of the test set was
automatically generated and used to visually evaluate the classification effect of each
sample label; the performance of the model was evaluated by calculating the accuracy,
precision, recall and F1 score.

4 Results and Presentation

4.1 Performance Comparison of Six Machine Learning Algorithms

The performance of the classification model based on the test set was evaluated by
calculating the accuracy, precision, recall and F1 score of themodel under each algorithm
from the prediction results of the confusion matrix. The metrics obtained frommodeling
the six machine learning algorithms are shown in Table 3 and Table 4.

From the data in the above table, we can see that the models built by Random For-
est and XGBoost algorithms perform better in terms of accuracy and precision in the
“pooled” model. Combined with the performance of the labels on the model, the “nor-
mal” and “insufficient” samples perform better, but the performance of the “excessive”
samples has a recall rate of only 50%, which leads to a decrease in the overall recall
rate. However, for the XGBoost algorithm, the classification of the “excessive” samples
is worse than that of the random forest, and the performance of the recall rate is slightly
worse. Combining the statistics in the table, the best performing model is the random
forest. Looking at Table 4, we can see that in the “conditioning”model, again the random
forest performs best in all metrics.

4.2 Results and Analysis of Model Optimization

Using the new datasets sampled by the SMOTE algorithm and trained with the random
forest algorithm that performs best on the original data, the parameters of each indicator
on the model for the “aggregation” and “conditioning” labels are shown in Table 5.
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Table 2. Classification of data samples

Sample Category Exception Category Number of set
samples

Adjustment the
number of samples

0 Normal 1884 2986

1 Not enough 1851 955

2 Excessive 251 135

Table 3. Metrics for each algorithm model (“Set” tab)

Algorithm category Accuracy Accuracy rate Recall Rate F1 Score

KNN 0.765 0.578 0.544 0.557

Decision Trees 0.860 0.651 0.647 0.648

Random Forest 0.865 0.887 0.656 0.778

XGBoost 0.865 0.825 0.681 0.746

Support vector machines 0.820 0.602 0.601 0.602

Plain Bayesian 0.789 0.626 0.547 0.584

Table 4. Model metrics for each algorithm (“adjustment” tab)

Algorithm category Accuracy Accuracy rate Recall Rate F1 Score

KNN 0.792 0.740 0.707 0.724

Decision Trees 0.801 0.728 0.744 0.736

Random Forest 0.830 0.803 0.758 0.780

XGBoost 0.822 0.806 0.757 0.782

Support vector machines 0.816 0.784 0.688 0.733

Plain Bayesian 0.786 0.738 0.729 0.734

Table 5. Parameters of each indicator of random forest model

Label Name Accuracy Accuracy rate Recall Rate F1 Score

Assemblies 0.841 0.734 0.837 0.782

Adjustment 0.871 0.723 0.801 0.760

As shown in Table 4, comparing the parameters of themodel before and after the data
processing, we can see that the “set” label and the “adjustment” label have improved
the model in terms of accuracy and recall rate, but the performance of the accuracy
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rate and F1 score is more general. Therefore, the model was further optimized by using
the Boosting principle based on multiple sampling of data as mentioned above. The
indicators of the “pooling” and “conditioning” labeling model after optimization are
shown in Table 6.

Table 6. Parameters of each index of the integrated model

Label Name Accuracy Accuracy rate Recall Rate F1 Score

Assemblies 0.876 0.868 0.823 0.845

Adjustment 0.911 0.889 0.886 0.887

Comparing Table 5 and Table 6, it can be seen that the integrated model with ran-
dom forest as the base evaluator, which was sampled three times and trained three times,
showed a significant improvement in accuracy. The accuracy of the test set obtained by
cross-validation is slightly higher than that of the training set, and the models do not pro-
duce any over-fitting phenomenon. The integrated model achieves better classification
results on both the "set" and "adjustment" labels.

4.3 Operation Effect Demonstration

Since the ultimate goal of this study is to make the model practical, after the model
was built, the pyside2 [4] graphical design tool was used to develop an interface for
model use, which facilitates the optometrist to enter patient information and view the
classification results predicted by the model.

The interface design of the model, which is mainly divided into two parts. The left
interface is the information entry area,where the doctor enters the patient’s characteristics
according to the rules of the system and clicks the "Detect" button to start the detection.
The right interface is the feedback area of the classification results, where the system
makes AI calculations on the entered information and displays the judgment results in
the result area within a short time.

5 Conclusion

This paper proposes and designs a classification model to assist ophthalmology clinical
staff in diagnosing visual function abnormalities, with an accuracy of 0.876 and 0.911 for
the classification of abnormalities in the “Set” label and “adjustment” label, respectively.
The classification of visual function abnormalities can help optometrists to diagnose and
treat abnormalities quickly, with convenient feature input, fast computation speed, and
high accuracy, which can be used in clinical applications. At present, it has been tried in
a small range of treatment institutions and has achieved good trial feedback.However,
since the number of cases in the “excessive” and “scattered” categories of the two
abnormality labels is relatively small, there is a need to collect more sufficient data
samples in the future and continue to update and optimize the machine learning model
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to further improve the accuracy of the prediction function. The accuracy of the prediction
function should be further improved.

In summary, there are rules for the classification and detection of visual function
abnormalities, which can be identified and predicted based on the obvious manifesta-
tions of characteristic abnormalities, and the improved and optimized model achieves
better performance in terms of accuracy and system performance. This study provides a
good datasets for the classification of visual function abnormalities using a mechanistic
approach, and is expected to provide a decision basis for ophthalmology clinical staff to
assist in the diagnosis of visual function abnormalities.
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Abstract. Recently, urban rail transportation is constantly developing
to intelligent urban rail based on the Internet of Things, artificial intelli-
gence, and high-speed communication. Long Term Evolution for Urban
Rail Transportation System (LTE-URTS) is a communication system
for urban transportation service, which carries the essential services by
urban rail with 4G LTE. However, with the continuous increase of new
demands, LTE also faces the shortcomings of insufficient bandwidth and
high construction costs. As an advanced solution, networking through 5G
can bring better performance to satisfy multiple demands of the mod-
ern Urban Rail Transportation System (URTS) than LTE-URTS. This
article provides an overview of the characteristics of 5G and LTE-URTS.
In addition, we propose a new network architecture solution based on
5G for the URTS with field test results, which have better performance
compared to LTE-URTS.

Keywords: 5G · Urban Rail Transportation System (URTS) · Long
Term Evolution (LTE) · Multi-access Edge Computing (MEC) ·
Network Slice (NS)

1 Introduction

Urban rail transportation plays a significant role in modern society as one of the
fundamental choices for people to travel and goods to transport. More and more
countries would like to develop more intelligent rail transportation to satisfy mul-
tiple needs nowadays. Communication-Based Train Control (CBTC) is the most
widely used train control system, but it has many problems [1]. It is necessary
not only to solve the existing problems but also to empower some new directions
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of rail transportation technologies like the train autonomous circumambulate
system (TACS). As a novel generation of mobile communication technology, 5G
has provided several outstanding enhancements. With these high-performance
enhancements, 5G has lower transmission delay, higher average network through-
put rate, and more application scenarios [2,3]. 3GPP has defined three typical
application scenarios of 5G:

• eMBB (enhanced Mobile BroadBand): 5G will provide users with better Inter-
net services with its high rate and other characteristics. The mobile network
will have a better rate and a more stable transmission capacity. It is suitable
for real-time video surveillance systems and mobile live streaming platforms
[4].

• mMTC (massive Machine Type of Communication): With the continuous
increase of devices on the network, people are no longer satisfied with human-
to-human or human-to-machine communication. The Internet of Things(IoT)
is an information carrier based on generalized networks, which provides a
method for all independently addressed devices to communicate. Low Power
Wide Area Networks(LPWAN) is a transmission network for IoT applica-
tions with wide coverage and low-power Dissipation. As a representative of
LPWAN, Narrow Band Internet of Things(NB-IoT) is a low-power solution
in this scenario [5]. 5G enables many IoT devices to access the network with
a very low-power dissipation [6,7].

• uRLLC (ultra-Reliable Low-Latency Communications): Nowadays, many sce-
narios such as driverless driving, industrial robots, and telemedicine require
extremely low latency and high reliability. 5G uses network slice, edge com-
puting, and other modes to ensure the rate and quality of communication
[8–11].

eMBB can provide low latency and HD video services, such as real-time video
surveillance and onboard equipment live broadcast for the URT. mMTC enables
rail transportation to perform better by deploying more Rail IoT (RIoT) along
the train line. uRLLC allows trains to realize services like autonomous driving.
In addition, in order to better support eMBB and uRLLC, 5G introduces New
Radio (NR) air interface. It drastically increases the wireless network capacity
of 5G and brings new opportunities to URTS [12].

In this paper, we briefly describe some key technologies in 5G in Sect. 2.
Then, We highlight wireless communication solution with 4G LTE and list its
advantages and disadvantages, we also propose a solution with 5G in Sect. 3.

2 The Key Characteristics of 5G

In this section, we briefly list some critical technologies of 5G

2.1 Massive MIMO

Multiple-Input-Multiple-Output (MIMO) is a multi-antenna technology in which
both the transmitter and receiver have an antenna group composed of mul-
tiple antenna elements. A communication system can use MIMO to achieve
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space diversity and space multiplexing. Space diversity uses multiple antennas
to transmit or receive a data stream to enhance communication quality. Space
multiplexing is the simultaneous transfer of multiple data streams to the ter-
minal to improve data rate. It is beneficial for a system to increase the whole
network throughput, quality, and capacity. Many wireless communication tech-
nologies apply MIMO, and MIMO was also evolving to form what is now called
massive MIMO [13]. Combining with beamforming, massive MIMO can enhance
the overall performance of 5G systems [14].

2.2 Network Slice

5G Network Slice (NS) [15] is an idea for catering to three significant scenarios
in 5G: eMBB, mMTC, and uRLLC with just building one 5G network in an
area. NS divides a physical 5G network into several end-to-end logic networks.
A 5G network NS is a collection of service networks with their resources and
functions. 5G NS enables operators to configure the relevant information of the
service by slicing, which realizes the effective utilization and management of 5G
network resources and isolates critical services to reduce data delay and jitter.

3 5G and Transportation

As a typical public URTS, subways and trains have a lower price and larger
transportation volume. However, due to construction costs, road planning, and
other factors, the coverage of the railway station is not sufficient in some districts
in most cases. Many commuters must take a relatively long walk to reach the
station they want and even need to transfer by other traffic tools to arrive at
the final destination from the station [16]. In this section, we will introduce an
innovative small volumes URTS with 5G.

3.1 Small Volumes URTS

The system uses guideway rubber-tired trams that are suitable for building the
extension of metropolitan subways, trunk lines for small-medium cities, travel
lines, and airport express. The system has excellent environmental adaptabil-
ity, a small footprint, a small turning radius, and is suitable for collaborative
construction with buildings (Fig. 1). The advantages are as follows:

• As the capillaries of the city: connect to main stations and get through to the
last mile.

• A relatively low construction costs with a small transportation volume.
• High security, high intelligence, low energy consumption.
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Fig. 1. The applicaiton scenario of small volumes URTS.

3.1.1 LTE-URTS
LTE-URTS is a system, especially for general operations of urban rail transporta-
tion, which undertakes many missions, such as CBTC, Passenger Information
System (PIS), Video Surveillance System, and Cluster scheduling [17]. Figure 2
illustrates the LTE-URTS demand standards for rail transportation.

3.1.2 Network Solution for LTE-URTS
The original solution is to use LTE to build a private network to carry network
services. However, resources in the conventional licensed spectrum are increas-
ingly scarce, which is hard to apply for industry-specific spectrum in 1.4 and 1.8
GHz. In addition, the cost of constructing multiple private networks is high, and
the maintenance of wireless networks is complex due to the different systems in
different countries. It is necessary to put some data streams into the unlicensed
spectrum. Operators can deploy LTE under both licensed and unlicensed spec-
trum using LTE-U and do not need to change any network structure, enhancing
the network capacity and bringing a better experience to users [18]. The solu-
tion uses LTE-U to support operations like CBTC, PIS, and Video Surveillance
System:

• Service Carrying (two separate networks A and B): Net A is responsible for
communicating, and net B undertakes the missions like communication, PIS,
Video Surveillance System, and cluster administrating.

• Redundant Coverage: The two-layer network covers the same district simul-
taneously.

• Redundant Device: Provide core services with board-level redundancy and
end-to-end master-slave configuration.
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Fig. 2. The standard of traffic demand for LTE-URTS.

• Unlicensed: Free to apply.
• Wide spectrum: Rich spectrum resources.
• High Landscape Integration: Compared with WLAN, the number of trackside

device is reduced by 2/3.

Nevertheless, due to deployment in the unlicensed spectrum, LTE-U will
likely interfere with other unlicensed spectrum technologies, such as Wi-Fi. It
still needs to use some solutions to avoid the landscape.

3.2 5G Solution

Nowadays, passengers have higher requirements for the train ride experience.
PIS is no longer just showing passengers simple information like the arrival time
of the vehicle but also provides more information with high real-time demand,
such as live broadcasts of events, train status, and even alarm information under
emergency conditions. In modern society, surfing the Internet is the primary
demand for people, and the train needs to provide a high-speed Internet envi-
ronment for passengers [19]. In addition, it is necessary to monitor the vehicle’s
state through the real-time video monitoring system to ensure the safety of pas-
sengers. These requirements require ample bandwidth, low latency, and stability,
which is difficult to achieve under the LTE scheme, while 5G is a better solu-
tion. Figure 3 illustrates the requirements analysis of Rail Transportation in the
wireless application scenario with 5G.
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Fig. 3. The requirement analysis of URTS in the wireless application scenario with 5G

3.2.1 Overall Architecture
The system achieves full coverage through 5G, with a 5G base station every
1.2 km along the track. In addition, there is going to deploy 5G room sub-
equipment to satisfy the demand for 5G of the station. All the base stations are
in charge of transmitting data to the carrier transmission network and bring-
ing public data onto the Internet. MEC nodes in the operator center use User
Plane Function (UPF) to offload the data and connect PIS, Video Surveillance
System, and cluster data to the private cloud to ensure data security. There are
three major parts to the operator transmission network: access, transmission,
and MEC. The access network is responsible for establishing the wireless link.
The network transmission completes the wired connection part of the access
network to the core network and the cloud rail data center. MEC realizes data
offload to ensure the security of operation-related data of tracks.

3.2.2 Network Architecture
Customer premises equipment (CPE) and the base station mainly constitute the
Communication System Between Train And Ground. All data pass through the
vehicular network and access the CPE, CPE will establish a link with the base
station to satisfy the wireless communication between train and ground. The
vehicular network is built using a vehicular ring network, which deploys a CPE
active and standby redundancy in the front and rear of the vehicle. It makes a
strategy on the vehicle server to ensure that the backup CPE can communicate
with the ground when the communication of the primary CPE is abnormal. The
vehicular AP, camera and PIS are connected to the CPE through the vehicular



A Hybrid Architecture of 5G Private Network Solution for URTS 91

ring network to complete communication with the ground. Due to the occlusion
of the platform area, it is necessary to add an additional 5G room sub-equipment
to complete the platform’s coverage, and the platform’s passengers can access
the Internet through the 5G network.

3.2.3 System Functions

• 5G back transmission for PIS: With the help of 5G and the system’s specific
network architecture, the train can provide users with 4K video services and
real-time train information to improve their travel experience further.

• Real-time Video Surveillance System: It is necessary to build a real-time
Video Surveillance System to monitor the state of trains, which can drasti-
cally enhance the quality of train management and the safety of the train
and passengers. The traditional practice of onboard Video Surveillance Sys-
tem systems uses Wi-Fi for wireless transmission or a hard disk for data copy
while the train arrives at the station. This method does not have real-time
performance, which leaves security risks for the operation of the train. How-
ever, using 5G makes it easy for a monitoring system to transmit real-time
video with low latency because of the characteristic of large bandwidth.

• 5G for onboard networking: Because of the development of mobile phones,
passengers now have more demands while traveling onboard, such as watch-
ing high-quality videos online and playing games. However, the traditional
Communication System Between Train And Ground can not provide a wire-
less network to meet the needs of passengers for a high-speed network limited
by bandwidth performance. Passengers can use 5G for high-speed networking
through the network architecture in this new system.

• 5G public network cluster: It is common to use the wireless cluster for train
scheduling. However, the traditional narrowband group needs an independent
network with a small bandwidth and can not fully meet the scenario for
train scheduling and personal communication. Using 5G can provide a new
clustering idea for rail transportation.

Figure 4 is the schematic of the overall architecture (HQVSS: HD Video Surveil-
lance System, 5G NSS: 5G Network Scheduling System, 5G HSSS: 5G High-
Speed Storage System). Figure 5 illustrates the 5G network slice solution for
URTS.

4 Field Test Results

In order to test the performance of the transportation system, we use 5G mobile
phones to do 5G SA upload with the system deployed by a dual-operator net-
working in different frequencies. The band of 5G is 3.5 GHz, and the center
frequency point is 3509.76 MHz, which is different from other public networks
in the testing district. Table 1 and Table 2 illustrates the statistic of the test.

The field test result proves that the proposed 5G network solutions of the
transportation line can reduce interference while guaranteeing a smooth han-
dover sequence and a stable service rate.
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Table 1. The statistics of the uplink performance

Index Max Min Average

RSRP (dBm) −44.00 −103.69 −72.91

SINR (dB) 37.25 −8.31 16.65

RSRQ (dB) −9.19 −20.63 −10.72

UL Throughput (Mbps) 291.58 5.9 153.35

Table 2. The statistics of the field networking results

Index Value

Total Distance (km) 4.86

Total Duration (s) 1643.25

NR Access Delay (ms) 152.859

NR Switching Success Rate (%) 100.00

NR Handoff Control Layer Delay (ms) 19.448

Failure Probability (%) 0.00

Total Uploaded Data (MB) 30298.36

Total Uploaded Time Cost (s) 1635.50

Fig. 4. The overall architecture of the small volumes URTS.
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Fig. 5. The diagram of the 5G network slice solution for URTS.

5 Conclusion

It is necessary to develop intelligent URTS which can significantly improve the
passenger travel experience. In the early stages of commercial applications of
5G, scenarios like uRLLC and mMTC are not mature, and 5G complements
LTE-URTS as an additional technology, such as eMBB. It is believed that with
the constant maturity of 5G in commercial scenarios, 5G can bring more vitality
to the URTS in the future.
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Abstract. Transformers play an important role in power systems. Dissolved
gases analysis (DGA) has been widely used in the transformer fault diagnosis. A
novel fault diagnosis method using support vector machine (SVM) with particle
swarm optimization (PSO) algorithm is developed for transformer in this paper. To
enhance the ability and performance of SVM, the particle swarm algorithm is used
to optimize the parameters of SVM in this study. The proposed model is named
PSO-SVM. Then, the optimized model was applied to identify and classify the
faults. The diagnostic accuracy of the proposed PSO-SVM model reached 82%.
Results demonstrate that the superior performance of the PSO-SVM, compared
with the ordinary support vector machine classifier.

Keywords: Transformer · fault diagnosis · particle swarm optimization · support
vector machine

1 Introduction

Transformers are one of the most important hubs in the transmission and conversion of
electrical energy in the power grid, so it is important to ensure their safe operation. To
reduce the operation and maintenance costs of transformer stations, various new fault
diagnosis technologies are constantly applied to transformer. The structure of power
transformer is complex and the safety hazards are many and not easy to find. To find out
the potential pitfalls of transformers quickly and accurately, the most used diagnostic
method is Dissolved Gases Analysis (DGA) [1–3]. The idea behind of DGA is based
on the concentration of dissolved gases in transformer oil to make a diagnosis and
prediction.

Recently, since artificial neural networks (ANNs) can provide effective feature rep-
resentations from data, thus it has received much attentions in the field of fault diagnosis
[4].Mohamed et al. presented an artificial neural network (ANN)-based scheme to detect
and locate the fault for power transformers. [5]. In the study of Sun et al. [6], to reduce
the training time and seek global minima, an efficient back propagation with adaptive
learning rate and momentum coefficient algorithm was proposed. However, there are
some limitations for deep learning-based power transformer fault diagnosis methods,
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such as high computation cost, sensitivity to noise, effect of different environmental
conditions [7, 8].

Unlike ANNs, support vector machine (SVM) which was developed by Vapnik [9]
based on statistical learning theory, is a popular and widely used machine learning
method. SVM can successfully deal with the overfitting problems, low convergence rate
and local optimal solutions in ANN. Therefore, SVM has been successfully applied to
transformer fault diagnosis [10, 11, 15].However, the classification performance of SVM
will degrade with the inappropriate selections of penalty factor and kernel function. In
view of the limitations of the current DGA based transformer fault diagnosis algorithm,
the particle swarm optimization (PSO) algorithm and SVM classification algorithm are
combined to offer optimal SVM model for fault diagnosis in this work.

2 Brief Review of SVM and PSO

2.1 SVM

The Support vector machine (SVM) is commonly used as a generalized classifier for
the classification of data. The principle is to divide the training data set to construct a
hyperplane so that the data collected from different categories are as far away from the
hyperplane as possible [9]. As shown in Fig. 1, The 2-dimensional dimensional training
sample set is {(xn, yn), n = 1, 2 · · · , e}, and the circles and triangles in Fig. 1 represent
different classes of sample points with a total of e.

Fig. 1. Optimal classification hyperplane in SVM.

As shown in Fig. 1, two classes of sample points are separated by the optimal classi-
fication hyperplane ω · x1 + b = 0.x1 is the point on the hyperplane, ω is the hyperplane
normal vector, b is a constant term, and L1 and L2 are the sample planes with the shortest
linear distance and parallel to the optimal classification hyperplane, respectively. For
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the linear indistinguishable problem, a nonnegative relaxation factor is introduced to
improve the learning ability of the support vector machine with a minimum objective
function of,

mφ(ω) = ‖ω‖2/2 + C ·
∑e

n=1
ξn (1)

where C is the error penalty factor to determine the acceptable level of the classification
error of the sample data. The popular Gaussian radial basis kernel function is employed
as the kernel function of the support vector machine, and the decision function of the
support vector machine model is,

f (x) = sgn
[∑e

n=1
ynλnK(x, xn) + b

]
(2)

K(x, xn) = exp

(
−‖x − xn‖2

2σ 2

)
(3)

g = 1

2σ 2 (4)

where K(x, xn) is denoted to represent the inner product of the test sample and the n th
training sample after mapping to the feature space. λn is the Lagrangian factor and d is
the kernel function bandwidth.

2.2 PSO

ThePSO[12–14] is a popular heuristic optimization algorithm, since it has fewer parame-
ters and fast convergence speed. In PSO, the number of particles, initial speed, and fitness
are defined in a specific search space. The best position in the set space is iteratively
searched through individual and global mechanisms to update the position. The PSO
algorithm is briefly elaborated as follows.

In a N -dimensional search space, a population X = (X1,X2, . . .Xm) is composed
of m particles. And Xi = (xi1, xi2, . . . xim) denotes the position of the ith particle in the
population in space. Denote pi = (pi1, pi2, . . . pim) as the best position passed by the ith
particle. By denoting the corresponding flight speed by V = (vi1, vi2, . . . , vim), and the
best position through the whole group passes by pg = (

pg1, pg2, . . . , pgm
)
, then

vid (t + 1) = vid (t) + c1r1(pid (t) − xid (t)) + c2r2
(
pgd (t) − xid (t)

)
(5)

xid (t + 1) = xid (t) + vid (t + 1) (6)

where d = 1, 2, 3 . . . n is the population dimension, i = 1, 2, 3 . . .m is the population
size, t is the current iteration number, c1 and c2 are the learning factors, r1, r2 are the
random values which obey uniformly distribution between (0,1). vid ∈ [−vmax, vmax],
maximum speed vmax = k · xmax (0.1 ≤ k ≤ 1).
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3 Transformer Fault Diagnosis Method Based on PSO-SVM

The data set of the collected dissolved gas data is first pre-processed and divided into
the two parts including training set and test set. The DGA data is normalized as,

xin = xi − xmin
xminmax

(7)

where xi is the ith sample data of each indicator, and xmax and xmin are the maximum and
minimum values of each indicator, respectively. The six states of transformer are coded.
Then, the conventional SVM and the PSO-SVM are trained using the training data set,
respectively. Finally, the effectiveness of the SVM and PSO-SVM models is evaluated
using the test data set.

Two parameters of SVM including the penalty factor C and the variance of the
kernel function g, are to be determined for data classification. Since the dissolved gas
data are nonlinear indistinguishable, a Gaussian kernel is introduced to map the training
data to a high-dimensional space. The parameters C and g play an important role in the
classification accuracy of the SVM. In the proposed PSO-SVM, the optimal C and g
are derived using PSO. The procedure of the proposed PSO-SVM is described in Fig. 2.
The details of the algorithm are as follows,

Fig. 2. The flowchart of PSO-SVM algorithm.
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Step 1.Determine the fitness function for PSO, and use the accuracy of fault diagnosis
of the training dataset as the fitness function.

Step 2. Calculate the fitness value of each particle as the individual extremum of the
current particle and the largest individual extremum as the global extremum.

Step 3. Update the velocity and position of the selected particles and determine
whether the current state meets the end condition. If it satisfies, end. If not, continue to
update the particle position and velocity.

Step 4. Update the individual poles and global poles until the end of the search, and
output the current search result penalty factor C and the kernel function parameter g to
form the two-dimensional parameter search space of the particle.

4 Case Study

To assess the ability and effectiveness of the proposed PSO-SVM, 188 dissolved gas
content samples were collected under for 6 fault scenarios for experiments. The data
set contains 5 types of dissolved gas content, some of which are shown in Table 1. For
the convenience of experiments, the fault types are coded for labelling, as shown in
Table 2. The data set is divided into training and test sets for model training and testing
the performance of the proposed model, respectively. The test set and the training set
account for 50% of the samples.

Experiments were conducted usingMatlab. In the model, two learning factor param-
eters are set as C1 = 1.7 and C2 = 1.7 in the PSO algorithm, respectively. The number
of iterations of the PSO-SVM algorithm is set as 50, with the number of particles pop =
20. Figure 3 displays the iterative optimization search process of PSO-SVM. From the
data in Fig. 3, accompanying with the increase in the number of iterations, the adaptation
degree also becomes larger continuously and reach the maximum at the 42nd time. The
fault diagnosis accuracy reaches 86.17%.

Table 1. Description of transformer fault data.

No. Sample Dissolved gas content Fault
TypeH2 CH4 C2H6 C2H4 C2H2

1 568 26.5 6.9 2.1 0 Partial discharge

2 3433 180 34.4 3.6 0.4 Partial discharge

3 2083 85.6 18.4 2.6 0 Partial discharge

4 568 26.5 6.9 2.1 0.1 Partial discharge

5 361 29.56 2.74 25.69 197.01 Low energy discharge

… … … … … … …

93 32 41.6 10 120 2.6 High Temperature Overheating

94 43 50.9 11.6 127 2.9 High Temperature Overheating
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Table 2. Codes for transformer fault type.

Fault type Partial
discharge

Low energy
discharge

High
energy
discharge

Normal
state

Medium to
low
temperature
overheating

High
temperature
overheating

Fault code 0 1 2 3 4 5

Fig. 3. The iterative optimization search process of PSO-SVM.

To show the advantages of the PSO-SVM model, the comparison study with SVM
classifier is carried out. The test samples are normalized and fed to the two classifiers.
The classification results are shown in Fig. 4(a) and Fig. 4(b), where the symbols “ + “
are the predefined label values and the symbols “o” are the actual classification results.
From Fig. 4, it can be observed that the classification results of the proposed PSO-SVM
model are more promising and reliable, as can be seen from Fig. 4. Table 3 lists the
diagnostic accuracy of the comparable methods.

As plotted in Fig. 4 and Table 3, the accuracy of the PSO-SVM model algorithm is
81.72%, which is a significant improvement compared to the accuracy of 75.26% of the
traditional SVM.
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Fig. 4. Comparison results of different transformer fault diagnosis.

Table 3. Comparison results of different transformer fault diagnosis.

Method Training accuracy(%) Test accuracy(%)

PSO-SVM 94.68 81.72

SVM 90.42 75.26

5 Conclusion

A new transformer fault diagnosis method based on the combination of PSO and SVM
is proposed in this work. The issues of low accuracy, weak learning ability of the tra-
ditional SVM algorithm are addressed by introducing PSO. Simulation experiments are
conducted using actual DGA data from a real transformer, and the experimental results
illustrate that the proposed PSO-SVM model has a comprehensive correct diagnosis
result of 81.72%, which verifies the accuracy and practicality of the model.
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Abstract. For lithium ion battery discharge performance of different problems in
different ambient temperature,with a company of a newwide temperature resistant
ternary lithium ion battery as test object, established a new method of testing, set
up to−40 °C,−25 °C, 25 °C and 55 °C four different temperature conditions, with
high and low temperature testing system for the ternary lithium battery charging
and discharging 1 c to charge and discharge test, Recorded and processed data.
The results show that the energy density of the battery reaches 244.12Wh/kg at
room temperature of 25 °C. At −25 °C and −40 °C, the average energy density
decreases to 77.47% and 50.24% of that at room temperature, respectively. The
energy density decreases to 97.35% of the normal temperature condition after the
high temperature charge retention and capacity recovery at 55 °C.

Keywords: Wide temperature resistant battery · Lithium ion battery · Energy
density · The depth of discharge

1 Introduction

As a comprehensive battery system at present, lithium ion battery has the advantages
of small volume, high specific energy, no memory effect, light weight, no pollution and
high cycle life, and has been widely used in hybrid vehicles, information technology,
aerospace and other aspects, with great demand. However, lithium-ion batteries are
greatly affected by ambient temperature, and their optimal operating temperature range
is generally 15–35 °C.When the temperature is below 0 °C, the performance of batteries
will be greatly reduced [1–3]. Gao Chen et al. conducted discharge tests on lithium-ion
batteries at low temperature and compared them with normal temperature. The results
showed that the discharge performance of lithium-ion batteries decreased significantly at
−15°C, and the capacity at 1C discharge was only 34.1% of that at normal temperature
[4]. However, when the battery is in a high temperature environment, the side reaction
rate in the battery will increase along with the decomposition of the electrolyte, affecting
the service life of the battery [5].

In order to study the discharge characteristics of a new type of lithium-ionbatterywith
wide temperature resistance at different temperatures, various comparative tests of the
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discharge depth and energy density of the lithium-ion battery were carried out at 55 °C,
25 °C, −25 °C and −40 °C, respectively, to investigate the influence of temperature on
the discharge performance of the battery with wide temperature resistance.

2 Experimental Methods

This part introduces the test device and data acquisition platform, battery to be tested
and test process respectively.

2.1 Test Device and Data Acquisition Platform

The structure of the high and low temperature charge and discharge test system is shown
in Fig. 1. The battery charge and discharge test equipment in the figure is the energy
recovery battery test system Chroma 17020, which can simultaneously test voltage,
current, energy, capacity and temperature, etc., the highest voltage is 20 V, the maximum
current is 400 A, the test accuracy is 0.001; The ultra-low temperature environment
simulation test chamber is SDJ710FA high and low temperature humid heat chamber,
the highest temperature is 150 °C, the lowest temperature is −70 °C, the accuracy is
±1 °C.

Fig. 1. Schematic diagram of high and low temperature test system

2.2 Test Data Collection Object

The experimental object is a new type of ternary lithium battery with width and
temperature resistance, and its main technical parameters are shown in Table 1.

2.3 Test Process and Data Collection Content

The battery is connected to the test interface and sampling interface of the battery charge
and discharge test equipment through the special battery fixture and sensor, and different
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Table 1. Technical parameters

Project Parameter

Nominal capacity 10.8 Ah

Nominal voltage 3.7 V

Mass 170 g ± 1 g

Charging cut-off voltage 4.4 V

Charging cut-off current 0.5 A

Maximum charge rate 1C

Discharge cut-off voltage 2.5 V

rates of discharge experiments are carried out in the high and low temperature humid heat
chamber. The discharge voltage, charge and discharge current and battery temperature
can be detected during the test.

Three identical batteries were selected for three tests of low temperature (−25 °C
low temperature, −40 °C ultra-low temperature) and high temperature (55°C high
temperature). The test process and data collection content are shown in Table 2 and
Table 3.

Table 2. Test process and data collection content (low temperature)

Steps Temperature Experiment content Data acquisition

1 25 °C 1C Discharge to 2.5 V, then stand
for 1h —

2 1C Charge to 4.4 V, then charge at
constant voltage to 0.05C and stand
for 1 h

Voltage, current, temperature

3 1C Discharge to 2.5 V, then stand
for 1 h

Voltage, current, temperature

4 1C Charge to 4.4 V, then charge at
constant voltage to 0.05C and stand
for 1 h

Voltage, current, temperature

5 −25 °C/−40 °C Stand for 12 h temperature

6 1C Discharge to 2.5 V, then stand
for 1 h

Voltage, current, temperature

7 1C Charge to 4.4V, then charge at
constant voltage to 0.05C and stand
for 1h

Voltage, current, temperature

8 1C Discharge to 2.5 V Voltage, current, temperature
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Table 3. Test process and data collection content (high temperature)

Steps Temperature Experiment content Data acquisition

1 25°C 1C Discharge to 2.5 V, then stand for
1 h —

2 1C Charge to 4.4 V, then charge at
constant voltage to 0.05C and stand
for 1 h

Voltage, current, temperature

3 1C Discharge to 2.5 V, then stand for
1 h

Voltage, current, temperature

4 1C Charge to 4.4 V, then charge at
constant voltage to 0.05C and stand
for 1 h

Voltage, current, temperature

5 55°C Charge retention at high temperature
for 7d

temperature

6 25°C stand for 1 h temperature

7 1C Discharge to 2.5 V, then stand for
1 h

Voltage, current, temperature

8 1C Charge to 4.4 V, then charge at
constant voltage to 0.05C and stand
for 1 h

Voltage, current, temperature

9 1C Discharge to 2.5 V Voltage, current, temperature

3 Data Processing and Analysis

In order to study the effect of charging and discharging temperature for the depth of dis-
charge, the experiment system, we use Fig. 1 respectively according to low temperature
and ultra-low temperature and high temperature testing conditions for battery charging
and discharging test, and in the process of test data collection and analysis, the condi-
tion of different charge and discharge and temperature was obtained to devolve power
voltage and discharge depth, the relationship between the low temperature set by shown
in Fig. 2.

3.1 Discharge Performance Data Processing and Analysis of Batteries at Low
Temperature

According to the charge and discharge curve at room temperature, when the battery
is discharged at room temperature, the discharge voltage will experience three stages:
rapid decline at first, steady decline at last, and rapid decline at last. However, under
the conditions of low charge and ultra-low charge, there is a phenomenon of voltage
rise and then decrease between the two stages of rapid decline and gradual decline of
discharge voltage, while the phenomenon of low temperature charge and discharge is
small. Among them, the discharge voltage of normal temperature charge and ultra low
temperature discharge has the largest rebound range, up to 0.36 V.
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Fig. 2. Relationship between discharge depth and discharge voltage at different low temperature
and charging and discharging conditions

The reason for this phenomenon is mainly related to the utilization rate of active
substances inside the battery [6–8]. Due to the low temperature discharge of the battery,
the internal active substances can not be fully used, the electrode polarization is serious,
the battery internal resistance is large, so the initial discharge voltage of the battery drops
rapidly. With the discharge, due to the large internal resistance of the battery, a lot of
heat is generated inside the battery, so that the battery temperature rises rapidly, so that
the active substance of the battery is activated, so the battery discharge voltage begins to
rise. As the temperature of the battery rises, the internal resistance of the battery starts
to fall, and the heat generated decreases, and the rate of temperature rise decreases,
resulting in a decrease in the discharge voltage of the battery. As the charge at normal
temperature is greater than that at (ultra) low temperature, the initial value of discharge
voltage, voltage drop range and voltage rebound range of normal temperature charge
and (ultra) low temperature discharge are all greater than that of (ultra) low temperature
charge and discharge.

3.2 Discharge Performance Data Processing and Analysis of Battery Under High
Temperature Conditions

Since the treatment method of high temperature condition is different from that of low
temperature condition in the test, it is discussed separately, and the battery charge and
discharge test is still carried outwith the experimental system in Fig. 1 and data collection
is carried out. The relationship between battery energy density before and after high
temperature treatment is obtained, as shown in Fig. 3.
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Fig. 3. Relationship between discharge voltage and discharge depth before and after high
temperature treatment

The experimental results show that the charge retention rate and capacity recovery
rate of the battery are 87.20% and 97.78%, respectively. The reason for the difference
between the values of charge retention curve and capacity recovery curve is that during
the storage at 55 °C for 7 days, the battery not only suffers from permanent loss due to
high temperature, but also has self-discharge phenomenon, which leads to the reduction
of electric quantity and the reduction of initial discharge voltage and discharge depth
during subsequent discharge at room temperature. The difference between the capacity
recovery curve and the original state is the permanent loss of battery capacity caused by
high temperature of 55 °C [9–11].

3.3 Processing and Analysis of Energy Density Data

In order to study the influence of different temperatures and charging and discharging
conditions on battery energy density, the experimental system in Fig. 1 was used to test
the energy density under the above different conditions, and the energy density under
different temperatures and charging and discharging conditions was obtained, as shown
in Fig. 4.

The experimental results shown that both high temperature and low temperature
reduce the energy density. When the low temperature test was conducted, the lower the
temperature, the lower the energy density was, and the energy density of normal tem-
perature charge and (ultra) low discharge was higher than that of (ultra) low temperature
charge and discharge. The energy density of normal temperature charge and low tem-
perature discharge was reduced by 19.04%, 26.02%, 33.74% and 65.78%, respectively,
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Fig. 4. Energy density under different temperature and charging and discharging conditions

compared with that of normal temperature charge and low temperature discharge. Dur-
ing the high temperature test, the energy density after charging and discharging at high
temperature is reduced by 14.46% compared with that at normal temperature, and the
energy density after capacity recovery is reduced by 2.65%.

4 Conclusion

Based on the above analysis of the battery discharge data, it can be seen that: At low
temperature, the discharge depth and energy density decrease with the decrease of tem-
perature, and the decrease is relatively gentle, only in the ultra-low temperature charge
and discharge test, the discharge depth and energy density will decrease significantly
compared with the conventional lithium ion battery at −15 °C, the low temperature tol-
erance of this battery is improved significantly. After 7 days of high temperature charge
retention and capacity recovery, the charge retention rate and capacity recovery rate of
the battery are 87.20% and 97.78%, and the loss is less. Overall good tolerance to wide
temperature conditions.
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Abstract. Alongwith the development of new energy technology, more andmore
power equipment such as inverters are used in power grids. The power injected into
the grid by inverters contains a large number of harmonics, which seriously affects
the quality of power emitted from public outlets. At present, inside the substation,
voltage harmonics of high-voltage transmission lines can only be measured indi-
rectly with the help of CVT/PT cabinets; outside the substation, the measurement
of voltage harmonics of high-voltage lines is not possible due to the absence of
CVT/PT cabinets installed. Therefore, a harmonic measuring instrument based on
the field strength method is designed to detect the voltage harmonic content of
the power grid more conveniently and accurately.The voltage harmonic signal is
obtained directly through the field strength method principle, and the FFT tech-
nology is used to perform harmonic analysis on the collected grid voltage signal,
and the isolation technology is used to make the measured voltage level between
10 kV and 220 kV. After the actual test, the measurement accuracy meets the
B-level measurement accuracy stipulated by GB/T19862-2016 standard, which
solves the problems of traditional measurement and improves the utilization of
electric power transportation more.

Keyword: Eelectric field coupling · Harmonic detection · Wireless radio
frequency · Field strength method

1 Field Strength Method for Obtaining Harmonic Signals

The electric field of the transmission line is a low-frequency alternating electric field,
the wavelength is much larger than the geometry of the measuring instrument, so the
calculation of its electric field can be done with the help of electromagnetic field theory,
using the mirror method equivalent charge [1]. The electric field strength is expressed
as a function [2].

E = Ex sin(ωt + ϕx)x0 + Ey sin(ωt + ϕy)y0 (1)
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Style (1): there are ϕx �= ϕy, that is, the electric field intensity synthesized at any point
is a rotating elliptical field. In practice, when considering a single-phase conductor and
neglecting the effect of the charge generated on the other two phases of the conductor,
the field strength is determined by the line’s own charge only, i.e. Ei ≈ Qi

2πεRi
.

The error in the calculation is usually no more than 0.5%. Therefore, a point in space
P(xi, y) is chosen to be at a point with the same horizontal coordinate as that wire x− i,
see Fig. 1.

Fig. 1. Vertical distribution of the field strength of the conductors

Epx = Q

2πε
[ x2

x2 + (h − y)2
− x2

x2 + (h + y)2
] (2)

Epy = Q

2πε
[ h − y

x2 + (h − y)2
− h + y

x2 + (h + y)2
] (3)

When x = 0, there are Epx = 0, Epy = Q
2πε

[ 1
(h−y) − 1

(h+y) ].
Suppose the voltage transient value of the high-voltage transmission line is ui =

u1 cos(ωt+ϕ)+u2 cos(3ωt), note that the vertical distance between the point P and the
wire is �h = h − y ≥ R, according to the principle of superposition can be obtained at
the point P(0, y) the field strength transient value is

⎧
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∣Ep
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√

1
ln 2h
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( 1
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2y+�h )
2(u1 cos(ωt + ϕ) + u2 cos(3ωt))

(4)

There are two points in the electric field, assuming that the vertical distance between
the two points and the wire is �h1, �h2, and the ground is zero potential, the potential
of P1 is expressed as

U1 =
h∫

h−�h1

Epd�h = 1

ln 2h
R

(u1 cos(ωt + ϕ) + u2 cos(3ωt)) ln
h

h − �h1
(5)
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P2 The electric potential of

U2 =
h∫

h−�h2

Epd�h = 1

ln 2h
R

(u1 cos(ωt + ϕ) + u2 cos(3ωt)) ln
h

h − �h2
(6)

P1 The voltage difference between P2 and

U = U1 − U2 = 1

ln 2h
R

(u1 cos(ωt + ϕ) + u2 cos(3ωt)) ln
h − �h1
h − �h2

(7)

Let Um = 1
ln 2h

R
ln h−�h1

h−�h2
,

then U = Um[u1 cos(ωt + ϕ) + u2 cos(3ωt)].
Equation (7) shows that in the space of two points and the wire distance to maintain a

constant situation, the two points between the voltage difference signal amplitude value
and the corresponding high-voltage line voltage signal is proportional to the relationship.
Therefore, the field strength method is used to obtain the voltage difference signal at two
points in the vertical direction near the high-voltage line, and then analyze the harmonic
content of the high-voltage line.

2 Design of Harmonic Detector

High voltage transmission line harmonic detector consists of: a harmonic measurement
sensor and a handheld receiver device, which transmits data via radio frequency between
the detection sensor and the handheld receiver device.

2.1 Design of Harmonic Measurement Sensor

The principle block diagram of the harmonic measurement sensor is shown in Fig. 2.

Fig. 2. Block diagram of the principle structure of the harmonic measurement sensor
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2.1.1 Anti-interference Module

The interference problem of high-voltage strongmagnetic field is solved by using shield-
ing and high-frequency modulation technology [3], and the communication distance
under high-voltage strong magnetic field conditions reaches more than 20 m. Using the
principle of equalizing voltage, a circular shield is used to solve the problem of harmonic
detection sensor tip discharge of portable high-voltage line harmonic detector.

2.1.2 Voltage Signal Acquisition Module

Bring the harmonicmeasurement sensor electrode close to the high-voltage transmission
line with a handheld insulated operating rod, and the voltage signal acquisition circuit
design is shown in Fig. 3.

Fig. 3. Voltage signal acquisition circuit

If the harmonic measurement sensor is put into the electric field, according to the
electric field theory, a certain amount of charge will be induced on the sensor electrode,
Causes stray capacitance between the electrode conductor of the harmonic measurement
sensor and the high-voltage transmission line.

The capacitors C1,C2 and C3 form a series circuit, according to the principle of
series impedance divider, thus the voltage signal consistent with the harmonic content
of the high-voltage transmission line can be coupled at both ends of the voltage divider
capacitor C1. When the electrode touches or approaches the wire, a voltage signal with
the same frequency and phase as the line signal will be induced at both ends of the
electrode, and then a voltage signal of moderate amplitude will be obtained through the
voltage divider capacitor for subsequent circuit acquisition and processing.

The equivalent circuit for acquiring the alternating voltage signal in Fig. 3 is shown
in Fig. 4. The capacitor C_G represents the equivalent capacitance generated by the
electrode, and the capacitor C_F represents the voltage divider capacitance of C1 ~ C3

in Fig. 3.
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Fig. 4. Equivalent circuit for alternating voltage signal acquisition

2.1.3 Anti-aliasing Filter Circuit

Considering the standard FFT transformation requires the number of sample points per
cycle to be 2n, the processing speed of the chip and the maximum time interval of the
conversion of the A/D module, ƒ s = 6400 Hz is selected. Identified as CFA-based 6th-
order Butterworth low-pass filter[4], two third-order filters are designed from Fig. 5, and
then two sections of the third-order low-pass filter are cascaded to obtain the 6th-order
Butterworth low-pass filter.

Fig. 5. Third-order low-pass filter improvement circuit improvement circuit

2.1.4 Wireless Communication Module

Using electric field coupled wireless RF transmission of harmonic information, the flow
block diagram is shown in Fig. 6. Electric field coupled no RF technology to alternating
electric field as a carrier of energy wireless transmission, first by the original side and
vice side of a variety of plate components, and then with a number of coupling capacitors
to increase the channel of energy transmission.

Fig. 6. Wireless RF flow block diagram



116 W. Han et al.

2.1.5 Prompt Module

Using two two-color light-emitting diodes and a buzzer,when the power is on an indicator
light green, when coupled to the electric field signal two indicators light green, when
the electric field signal is too strong two indicators light red, buzzer continuous sound.

2.2 Design of Handheld Receiver Device

The handheld receiver device mainly completes the functions of data reception, analysis
and calculation, display of results, storage and query. The structure is illustrated in Fig. 7.

Fig. 7. Block diagram of the principle structure of the handheld receiver

3 Software Implementation Methods for Systems

3.1 Analysis of Voltage Harmonics Algorithms

The article’s calculation of the harmonic components is the use of the Fourier algo-
rithm[5]. The basic principle of the FFT algorithm is to decompose the DFT of a
long sequence into the DFT of a shorter sequence one at a time.This system uses the
time-extracted FFT algorithm, i.e. the base 2- FFT transformation.

3.2 Components of a Harmonic Detection System

The system mainly consists of a voltage acquisition module, waveform change circuit,
A/D conversion circuit, microcontroller, etc. The structure diagram of the system is
shown in Fig. 8.
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Fig. 8. System architecture diagram

Theworking principle is that the voltage signal is collected by the voltage acquisition
module, then the signal is sent to theAD574 to complete theA/D conversion, the sampled
data is read by the microcontroller and the voltage data is saved. Once a cycle of 32
samples has been taken, the harmonic value is obtained by the FFT algorithm, and the
harmonic value is displayed according to the keypad.

3.3 Implementation of a Harmonic Detection System

The main function of the system is data acquisition and processing. The main control
flow diagram is shown in Fig. 9.

Fig. 9. Main control flow chart
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4 Comparison of Experimental Data

Multifunctional three-phase electrical measuring instrument calibration device, the
results of which are shown in Table 1.

Table 1. Odd harmonic measurement data

Data Harmonic content/% Measurement of harmonic content % Absolute error

3 15 15.11 0.11

5 10 9.89 -0.11

7 5 5.02 0.02

9 3 3.17 0.17

11 3 2.98 -0.02

13 2 2.07 0.07

15 1 1.25 0.25

Generally only odd harmonics are analysed in the study of harmonics in power
grids, because odd harmonics cause more harm than even harmonics.Therefore only the
individual odd harmonic components are covered in the analysis of the data in the table
above. When the data are analysed on this basis, there are large individual deviations,
but none of the absolute errors exceed 0.5%, the errors being caused by the lack of strict
synchronous acquisition. The accuracy was measured experimentally at 0.5 level, which
meets the requirements of the national standard.

5 Conclusion

Through a combination of theoretical analysis, hardware design and experimental mea-
surement, the field strength method and FFT are proposed to achieve the detection of
voltage harmonics of high-voltage transmission lines, and a harmonic measuring instru-
ment based on the field strength method is also designed, and the results show that the
harmonicmeasuring instrument canmeasure the harmonic content of high-voltage trans-
mission lines more accurately by comparing the measurement data of this instrument
with the actual measurement results. The harmonic detector overcomes the traditional
harmonic detection only for the station transmission line voltage harmonics detection,
measurement accuracy is low and other problems, easy to use, not only for the substa-
tion station harmonics, but also for the substation station outside the harmonic condition
can also be detected, has important significance for understanding the transmission line
harmonics, has a very good promotion and application value.
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Abstract. Asmart home environmentmonitoring systembased on cloud platform
and Android client is proposed to improve the convenience of people’s daily life.
The multi-sensor node information fusion method is used to analyze the output
characteristics of data in different indoor environments, which is on the basis
of the back propagation neural network. The intelligent gateway is constructed
by sensors, singlechip and wireless modules, which is connected with the cloud
platform by LoRa and WiFi, and then, the wireless communication and remote
control are realized. The environmental data and change curve are displayed by
App and the real-time air quality index is given. The test results show that the
accuracy of CO2 and PM2.5 concentrations is up to 98% and the changing value
can be displayed to users with curves, so that the environmental conditions can be
understood conveniently and timely.

Keywords: Sensor · Neural network · Cloud platform · Android

1 Introduction

With the rapid development of high-tech equipment and internet of things (IoT) technol-
ogy in recent years, the intelligence becomes a new technological revolution for people’s
living environment [1, 2]. The modern home has regarded the diverse information, safe,
comfort and convenience as an ideal goal, a smart system can meet the needs of basic
living conditions, which is combined with network communication, intelligent percep-
tion, embedded systems, cloud technology and other advanced technologies organically
[3]. It has been applied to food, clothing, housing and transportation, so that people
can enjoy the great improvement and wonderful experience of life, which is brought by
scientific and technological achievements [4–6].

The traditional monitoring system has some problems, which are difficult to obtain
the composite data and control the indoor environmental parameters [7]. Based on the
background, an embedded home environment monitoring system combined with multi-
sensor fusion technology and cloud platform is designed, and the wireless collection of
indoor dynamic environmental information and the remote control of household equip-
ment can be achieved. In order to improve the collection capacity of indoor environment
data, the multi-sensor node information fusion method is used to analyze the output
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characteristics of data in different indoor environments, which is based on the back prop-
agation neural network, and the software processing of fuser and fuzzy inference can be
realized by MATLAB. The detection results can be obtained by multi-level criteria, the
accuracy of CO2 and PM2.5 concentrations will be conspicuously improved.

2 Data Collection and Processing

According to the theory of information fusion, the multi-sensor node is used to acquire
the output characteristics of data in different indoor environments. The collected sensor
signals are preprocessed by using a single chip compute to complete the information
layer fusion of the system, and then the preprocessed signals are sent to the singlechip.
The design of neural network fusion device and fuzzy inference system is completed
based on MATLAB, and the feature fusion of the system is completed through the
processing of the underlying data by the upper computer.

2.1 Modeling Variables and Training Samples

The home environment is closely related to people’s life and directly affects the health
of their families, so it is necessary to monitor the home environment in real time [8].
For the analysis of environmental impact factors, the modeling variables are selected as
follows.

The general indoor temperature range is 18 °C–26 °C and the air humidity range is
49–51. If it exceeds this range, peoplewill have discomfort symptoms, so the temperature
and humidity is selected as themodel input. The light pollutionwill affect people’s vision
and body, which will cause pressure on psychology and physical health, so it is chosen
as the input too. When the CO2 concentration is too high, the ability of haemoglobin to
deliver oxygen will be weakened greatly and the human body will suffer from hypoxia,
so it is an important input of the model. PM2.5 is a fine particle with a diameter of less
than 2.5 microns in the air. Once the human body is inhaled, the deeper it enters the
respiratory tract, the more serious the impact on the ventilation function of the lung, and
then the people will be in a state of hypoxia. Therefore, the content of PM2.5 is selected
as the last input. In short, temperature, humidity, illumination, CO2 concentration and
PM2.5 content are five inputs of the system network model.

The inputs determine the number of neurons in the input layer, so there are five
input neurons. The output value is the indoor environment level value, so there is one
output neuron. The Gaussian function is used as the membership function, which is the
input the value of neuron variable. The number of input neurons is 5, meanwhile, each
Gaussian membership function has 2 parameters and the number of each membership
functions variable is 3, which is correspond to the limit interval value of each input
quantity. Thus, the number of precursor network parameters in the model is 5× 3× 2=
30. The subsequent network has a constant term, so the number of subsequent network
parameters is (5 + 1) × 30 = 180. Therefore, the total number of parameters in the
network is 30+ 180= 210. In order to achieve the best training effect, it is best to make
the training sample 3–5 times the network parameters, so 1000 training samples is taken.
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2.2 Data Processing Based on Neural Network

The neural network has strong nonlinear mapping ability, which can realize self-learning
and self-adaptive, so that when there are a large number of errors in the samples, the
results will not be impacted seriously. The learning and training are core part of neural
network computing, and the steepest descent method is used in this paper, the specific
steps are as follows.

1. The network is initialized to assign the weights and the thresholds of each unit in
the interval (−1,1), meanwhile, the error function e is selected and the calculation
accuracy value ε and the maximum learning time M are given.

2. A group of samples is selected randomly as inputs and outputs. Xk = [xk1, xk2, xk3] is
the input of group k and Yk = [

yk1, y
k
2, y

k
3

]
is the relative output.

3. The hidden layer is calculated. The input is

Ai =
∑3

i=1
(ωijxi − θj) (2.1)

The output is

bi = 1

1+ e−Ai
(2.2)

ωij is weight and θj is threshold.
4. The output layer is calculated. The input is

Lj =
∑10

j=1
(vjtbj − γt) (2.3)

The output is

ct = 1

1− e−Lj
(2.4)

vjt is weight and γt is threshold.
5. The unit error between the actual output and the target output is calculated.

dk
t = (ykt − ct)ct(1− ct) (2.5)

6. The unit error of middle layer is calculated.

ekj = (
∑3

t=1
dk
t vjt)bj(1− bj) (2.6)

7. The hidden layer is revised. The revised weight is

wij(N + 1) = wij(N ) + α[(1− η)ejx
k
i + ηejx

k−1
1 ] (2.7)

The revised threshold is

θj(N + 1) = θj(N ) + α[(1− η)ekj + ηek−1
j ] (2.8)

N is training time, η is learning rate and α is attenuation coefficient.
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8. The output layer is revised. The revised weight is

vjt(N + 1) = vjt(N ) + αdtbj (2.9)

The revised threshold is

γj(N + 1) = γj(N ) + αdt (2.10)

9. The weights and the thresholds are continuously updated in order to complete the
error learning until the algorithm ends, which meets the preset accuracy or the
maximum learning time. The calculation results are shown in Fig. 1.

Fig. 1. Results of neural network algorithm

3 Structure of Monitoring System

An intelligent gateway is constructed by STM32F103RCT6 chip and ESP8266 wireless
WiFi module. A monitoring network is established by LoRa technology and the infor-
mation channel with Baidu cloud platform is built to obtain home environment data, and
then the hardware control function can be realized. The MQTT protocol is used to sub-
scription, publishing topics and data transmission. The Android devices can be accessed
to cloud platform and a two-way link between mobile devices and cloud is built by the
device cloud App. The subscription and forwarding of messages can be completed.

3.1 Hardware Design

The environmental parameters are detected by multiple sensors, which can form a wire-
less star network with LoRa coordinator, so the collection and transmission of environ-
mental data can be realized. The error correction of processing data can be achieved
by coordinator through STM32. The intelligent gateway is constructed by WiFi module
and PC, and the data is uploaded to the cloud platform by router. The user can log in
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to the device cloud to realize remote monitoring through an Android App. Meanwhile,
the App also can be used to realize remote control of home appliances, which the con-
trol instructions are sent to the intelligent gateway by the cloud server, and then sent to
the terminal node through coordinator. Finally, the instructions are sent to. The overall
structure of the smart home environment monitoring system is shown in Fig. 2.

Fig. 2. System structure diagram

The hardware ofmonitoring system is composed of temperature and humidity sensor,
light intensity sensor, CO2 concentration sensor, PM2.5 content sensor and coordinator,
which is shown in Fig. 3. The four sensors and the coordinator form a star shaped LoRa
wireless sensor network, which constitutes the acquisition layer and transmission layer
of the system. The main devices used in the system include smart home environment
monitoring system, PC connected to LAN, wireless router and Android mobile phone
equipped with client App. The LoRa is used to configure and interconnect the sensors
and coordinator devices in the home internal network, and then the network is connected
with the embedded home gateway by serial port. The gateway is connectedwith the home
internal router through the network cable interface, and the mobile phone is connected
with the home router through WiFi.

3.2 IoT Cloud Platform and Mobile Terminal

The IoT core suite of the internet of things is used to create a cloud platform. Click
the instance name and enter the details page, and then the device list can be used to
create and manage devices. Check the connection information of IoT Core, Device key,
Device Secret, etc. and confirm whether the message sending and communication with
IoT core can be realized by the MQTT application client. The rule engine is used to flow
the device messages to the business server, and Baidu cloud platform will flow the data
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Fig. 3. System hardware composition

reported by the network to Baidu Kafka, and then the data in Kafka can be consumed
for business processing by business application server. The specific design process is
shown in Fig. 4.

Create IOT core 

instance

Create device 

files

Get connection 

information

Send and receive 

messages

Send 

information to 

the server

Fig. 4. Cloud platform design process

The developers ofAndroid platformhave submitted a large number ofUI components
to the internet, which include layout manager, TextView and its subclasses, ImageView
and its subclasses,AdapterViewand its subclasses, ProgressBar and its subclasses, dialog
boxes and others, which can be used to create the interface to achieve the needs. This
pattern can be used independently or nested with each other to meet a good spatial layout
effect.

The linear distribution means that the information display part in the interface is
arranged along the horizontal or vertical direction. If it is arranged along the horizontal
direction, only one component can be placed in each column. If it is arranged vertically,
each row can be installed with the same component. The android App designed in this
paper adopts LinearLayout, so the users can access the server from client and obtain the
latest environmental detection data from database.

3.3 Experimental Test and Analysis

In order to verify the practicability of the system, the acquisition node is placed indoors
and the App is installed on the smart phone. After opening the App, the specific values of
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indoor environmental factors can be observed clearly and the value of air quality index
can be calculated,which is shown in Fig. 5.When the value of the detected environmental
factors exceeds the standard value, the systemwill immediately push an alarmmessage to
the user’s phone, which could remind the user to start the corresponding air purification
program to purify the room. The test results have proved that the accuracy of CO2
concentrations and PM2.5 content measured by the system is up to 98%. Meanwhile,
the data changes can be displayed to users with curves, so that users can easily and timely
understand the indoor environmental conditions.

Fig. 5. Android client and test results

4 Conclusion

The smart home environment monitoring system combined with multi-sensor fusion
technology and cloud platform is designed, and then the wireless collection of indoor
dynamic environmental information and the remote control of household equipment can
be realized. The multi-sensor information fusion method based on the back propagation
neural network is used to analyze the output characteristics of data in different indoor
environments, which can improve the accuracy of the monitoring system effectively, so
as to provide the accurate environmental information to the users. The intelligent network
is built by coordinator and wireless module, meanwhile, the mobile communication and
remote control are realized by cloud platform and App. The detection results can be
obtained by multi-level criteria, the accuracy of CO2 and PM2.5 concentrations is up to
98%. This system has the advantages of convenient deployment, simple operation, low
cost and small error, which will have a broad market development prospect.



Study of Smart Home Environment Monitoring System 127

Acknowledgements. This work was supported by Tianjin Research Innovation Project for
Postgraduate Students under grant No. ZX21014.

References

1. Wang, X., Guo, Y., Ban, J., et al.: Driver emotion recognition of multiple-ECG feature fusion
based on BP network and D-S evidence. IET Intell. Transp. Syst. (2020). https://doi.org/10.
1049/iet-its.2019.0499

2. Duoont,M.F., Elbourne,A., Cozzolino,D., et al.: Chemometrics for environmentalmonitoring:
a review. Anal. Meth. (2020), https://doi.org/10.1039/D0AY01389G

3. Al-Dabbous, A.N., Kumar, P., Khan, A.R.: Prediction of airborne nanoparticles at roadside
location using a feed–forward artificial neural network. Atmos. Pollut. Res. (2017). https://doi.
org/10.1016/j.apr.2016.11.004

4. Kong, F., Zhou, Y., Chen, G.:Multimedia data fusionmethod based on wireless sensor network
in intelligent transportation system. Multimedia Tools Appl. 79(47–48), 35195–35207 (2019).
https://doi.org/10.1007/s11042-019-7614-4

5. Athira, V., Geetha, P., Vinayakumar, R., et al.: Deep air net: applying recurrent networks for air
quality prediction. Procedia Comput. Sci. (2018). https://doi.org/10.1016/j.procs.2018.05.068

6. Lin,W., Xibin, A.: Risk assessment of knowledge fusion in an innovation ecosystem based on a
GA-BPneural network. Cogn. Syst. Res. (2020). https://doi.org/10.1016/j.cogsys. 2020.12.006

7. Lingbao, K., Xing, P., Yao, C. et al.: Multi-sensor measurement and data fusion technology for
manufacturing process monitoring: a literature review. Int. J. Extreme Manuf. (2020). https://
doi.org/10.1088/2631-7990/ab7ae6

8. Wang, J., Yu, Q.: A Dynamic multi-sensor data fusion approach based on evidence theory and
WOWAoperator. Appl. Intell. 50(11), 3837–3851 (2020). https://doi.org/10.1007/s10489-020-
01739-8

https://doi.org/10.1049/iet-its.2019.0499
https://doi.org/10.1039/D0AY01389G
https://doi.org/10.1016/j.apr.2016.11.004
https://doi.org/10.1007/s11042-019-7614-4
https://doi.org/10.1016/j.procs.2018.05.068
https://doi.org/10.1016/j.cogsys
https://doi.org/10.1088/2631-7990/ab7ae6
https://doi.org/10.1007/s10489-020-01739-8


PFANet: A Network Improved by PSPNet
for Semantic Segmentation of Street Scenes

Jiangwei Ge1,2, Yan Li1,2(B), Mengfei Jiu1,2, Zichen Cheng1,2, and Jingwei Zhang1,2

1 Tianjin Key Laboratory of Wireless Mobile Communications and Power Transmission, Tianjin
Normal University, Tianjin 300387, China

wdxyliy@163.com
2 College of Electronic and Communication Engineering, Tianjin Normal University,

Tianjin 300387, China

Abstract. Streetscape scene understanding is an important task for semantic seg-
mentation. In this paper, we propose a PFANet improved based on PSPNet for
Street Semantic Segmentation. For further improving the feature fusion capability
of our model, we added a feature fusion module to PSPNet to incorporate features
of different dimensions. Meanwhile, we introduce an attention mechanism, using
a combination of spatial attention mechanism and channel attention mechanism
attention module to enhance the contextual dependencies of local features and the
spatial interdependencies of features. We experimented on the Cityscapes dataset,
and achieved a mIoU score of 80.38% on Cityscapes validation dataset which
improved 0.68% than PSPNet.

Keywords: Semantic segmentation · Feature Fusion · Attentional Mechanisms

1 Introduction

Semantic segmentation is aim to classify each pixel and give it a corresponding category
label in an image, which is one of the important fundamental tasks of computer vision. It
has potential applications in many fields such as autonomous driving, medical imaging,
robotics sensing, etc. And street semantic segmentation is a fundamental application of
semantic segmentation in the field of autonomous driving which is a challenging task.
In street scenes, the same category can be significantly different in different images due
to shooting angles, occlusions and other factors, which can lead to excessive differences
between the same category and lead to misclassification problems. Meanwhile, com-
plex categories are prone to background and other neighboring pixels when extracting
features.

To segment images, traditional semantic segmentation mainly applies thresholding
[1], edge detection [2], pixel clustering [3], etc. However, the segmentation effect of these
methods is not good enough and requires manual feature extraction, which is inefficient.
With the emergence and development of deep learning-based semantic segmentation
methods, image features can be learned and extracted by neural network, and no longer
need manual extraction, and the segmentation effect and efficiency have been greatly
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improved. Currently, semantic segmentation networks basically use encoder-decoder
architecture, where CNN is commonly used in the encoder part to extract features and
the decoder side produces predicted results. To address this problem, zhao et al. propose
a pyramid scene parsing network (PSPNet) [4] to exploit the global scene category cues,
and chen et al. [5–7] use atrous convolutions to increase the receptive field and obtain
multi-scale contextual information while maintaining resolution and reducing compu-
tational effort. The use of attention mechanisms has also brought great improvements
to semantic segmentation, and there are generally two types of channel attention and
spatial attention. Channel attention [8, 9] models the interdependence between channels
of its features by assigning different weights to different channels, while spatial attention
[10, 11] enhances spatial correlation by adding corresponding weights to different spa-
tial locations. And there is also a combination of channel attention and spatial attention
[12–15] to make up for each other’s deficiencies.

In this work, we improve PSPNet and use it for street view semantic segmenta-
tion. We add a feature fusion module that fuses low-dimensional features and high-
dimensional features to PSPNet to improve the feature fusion capability. We also intro-
duce an attention mechanism, that an attention module combining channel attention
and spatial attention added to the network to strengthen the channel dependency and
contextual dependencies between features.

2 Related Work

Semantic segmentation Full convolutional networks (FCNs) [15] is the pioneer of
semantic segmentation based on deep learning, which replaces fully connected layers
with convolutional layers and achieves pixel-to-pixel semantic segmentation in an end-
to-end manner, but still exists the problem of rough segmentation effect. UNet [16] is
modified fromFCN,which uses aU-shaped structure to stitch together low-level features
and deep-level features by channel to achieve contextual fusion, and has achieved better
results in medical images. In order to combine context information effectively, PSPNet
[4] designs a pyramid pooling module to combine multi-scale features. Deeplabv2 [5]
proposes an atrous spatial pyramidpooling (ASPP)module to enhance themodel’s ability
to recognize the same object of different sizes, which consist of atrous convolutions with
different dilated rates and spatial pyramid pooling. Deeplabv3 [6] arranges the ASPP
module in a parallel manner, which adds batch normalization, a global pooling layer and
a bilinear interpolation upsampling layer to the module. Deeplabv3 + [7] introduces an
encoder-decoder architecture which employs DeepLabv3 as an encoder to improve the
image segmentation effect.

Attention mechanism Attention mechanism first appeared in the field of NLP to
enhance attention to important information while ignoring unimportant information,
and now have a wide range of applications in visual tasks. Squeeze-and-Excitation Net-
works (SENet) [8] utilizes global information to explicitly model the interdependencies
between feature channels to enhance the representational ability of the network. ECANet
[9] improved on SENet [8] by using one-dimensional convolution to effectively cap-
ture cross-channel interactions while avoiding dimensionality degradation. NLNet [10]
designs a non-local block which uses non-local operations to capture long-range depen-
dencies and construct dense spatial feature maps. GCNet [11] combines NLNet [10]
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and SENet [8] to design a lightweight module to model global contextual dependencies.
BAM [12] and CBAM [13] both applies both spatial and channel attention to aggregate
contextual information. BAM [12] places the attention module in the bottleneck to save
network parameters and computational overhead, and CBAM [13] combines average
pooling and maximum pooling to aggregate information of feature map.

3 Method

The architecture of our network is given in Fig. 1. Our network improves on PSPNet
by adding a feature fusion module and an attention module. We use ResNet [14] as
the backbone to extract image features, and send all the extracted feature maps to the
feature fusion module for feature fusion, while the last feature map generated by resnet
is input into pyramid pooling module (PPM). And then fed the fused feature map into
the attention module to enhance the contextual relationships and local dependencies of
the features. Finally, it is concatenated with the multiscale features generated by PPM
and then a convolutional layer is passed to generate the segmentation map.

Fig. 1. Overview of the PFANet.

3.1 Feature Fuse Module

For taking full advantage of the low-dimensional features, we designed a feature fusion
module which similar to the UNet architecture. As illustrated in Fig. 2, feature maps
F1, F2, F3, F4 are generated by extracting features from backbone. F2 is generated by
F1 through a reslayer consisted from a certain number of bottlenecks, and F3, F4 are
obtained in the same way. The high-dimensional feature map uses 1 × 1 convolutional
layer to adjust the number of channels to be consistent with the low-dimensional feature
map, while maintaining the same scale as the low-dimensional feature map by a bilinear
upsampling layer. In contrast to UNet, we use element-wise summation to fuse the high-
dimensional features with the low-dimensional features, and finally output the fused
feature map after adjusting the channels by a 3 × 3 convolutional layer.
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Fig. 2. The architecture of Feature FuseModule. The left part of themodule is part of the backbone
resnet, and F1, F2, F3, F4 correspond to 4 feature maps of different channel dimensions extracted
by resnet. Bold arrows with different colors indicate different operations or the layers of the
network that feature maps go through.

3.2 Attention Module

As illustrated in Fig. 3, our attention module includes channel attention and spatial
attention, which is a combination of spatial attention of BAM [12] and channel attention
of CBAM [13]. In the channel attention branch, FC1 layer and FC2 layer both consist
of a 1 × 1 convolutional layer and activation functions ReLU, and the reduction rate r
is used to control the reduction multiplier of the channels. We apply the same average
pooling andmaximum pooling to obtain contextual information as CBAM.Denoting the
convolutional layer in FC1 as C1 and the convolutional layer in FC2 as C2, the channel
attention is computed as:

Fc = FC2
(
FC1

(
Favg

)) + FC2(FC1(Fmax))

= σ
(
C2

(
δ
(
C1

(
Favg

)))) + σ(C2(δ(C1(Fmax))))
(1)

where F denotes input feature, α and δ indicate the ReLU function, Favg and Fmax
respectively correspond to the feature maps after average pooling and max pooling.

In the spatial attention branch, we share the FC1 layer with the channel attention
branch to compress the number of channels. In contrast to BAM, we use 3 atrous con-
volutions with different dilation rates connected in parallel to enlarge the receptive field
while avoiding the gridding effect. And then obtaining a R1×H×W spatial attention map
Fs by a 1 × 1 convolution layer, which is computed as:

Fs = f (fa1(FC1(F)) + fa2(FC1(F)) + fa3(FC1(F))) (2)

where fa1, fa2, fa3 denote 3 atrous different convolutions, and f denotes 1× 1 convolution
operation. Finally, the channel attention map and the spatial attention map are multiplied
point by point with the input feature map respectively, and then adding the two feature
maps generated by this operation point by point to obtain the output feature.
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Fig. 3. The details of our Attention Module. It consists of two branches: channel attention and
spatial attention. FC1 compress feature map channels to C/r, where r is the reduction ratio. FC2
has the same composition as FC1, but is used to resume channels to C. Atrous conv1, atrous
conv2, atrous conv3 are 3 atrous convolutional layers with different dilation rates d1, d2, d3 that
connected in parallel. In the experiments, we set the reduction rate r to 16 and the dilation rates
[d1, d2, d3] to [1, 3, 5].

4 Experiment

4.1 Dataset

We mainly evaluate our model on the Cityscapes dataset [17]. Cityscapes is a high-
resolution urban scenes dataset for semantic segmentation, which has 19 categories of
densely annotated pixels. It contains 5000 finely annotated images of size 2048× 1024,
of which 2975 are used for training, 500 for validation, and 1525 for testing. Also 20,000
coarsely annotated images are provided for model training. We primarily test our model
on the validation set.

4.2 Implementation Details

We use the publicly available codebase mmsegmentation [18] and trained our model
with distributed training on a server with 2 RTX 3090. We apply data augmentation to
the images following the standard settings of mmsegmentation such as random resize
with ratio range in 0.5 to 2, random cropping the image to 512× 1024 and random flip.
For backbone, we apply ResNetV1c-101 [19] which employs a dilation network strategy
in stage 3 and stage 4. We set the batch size to 4 and the total iteration to 60K. We also
use the SGD optimizer, whose initial learning rate set to 0.02, momentum set to 0.9, and
weight decay set to 0.0005. Meanwhile, adopting a “poly” learning policy with power of
0.9. As with PSPNet, we also employ an auxiliary loss, which is a cross-entropy loss like
the main branch loss, and set the auxiliary loss weight to 0.4. And the mean Intersection
over Union (mIoU) is applied as the evaluation metric. We take PSPNet as the baseline
and compare the results of our method with it and other representative methods on the
Cityscapes validation set. The results are given in Table 1, where our method performs
better than several other methods.
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Table 1. Segmentation results on the Cityscapes validation set

Method Backbone mIoU

DeepLabV3 [6] Dilated-ResNet-101 78.5

DeepLabV3 + [7] Dilated-Xception-71 79.6

UNet + + [20] ResNet-101 75.5

HRNetV2 [21] HRNetV2-W40 80.2

PSPNet [4] Dilated-ResNet-101 79.7

Our method ResNetV1c-101 80.38

4.3 Ablation Studies

For demonstrating that our designed feature fusion module and attention module are
effective, we put these two modules into the same position in the network separately for
experiments. As shown in Table 2, both modules are helpful in enhancing the perfor-
mance of the network, with the feature fusion module improving by 0.03 and the atten-
tion module improving by 0.51 which is more compared to the feature fusion module.
Performance with different modules using in baseline.

Table 2. FFM denotes Feature Fusion Module, and AM denotes Attention Module.

FM AM mIoU

� � 79.73

� � 80.21

� � 80.38

5 Conclusion

We propose PFANet, a semantic segmentation partition network for street scenes, which
is modified from PSPNet. Tomake full use of low-dimensional features, we add a feature
fusionmodule to the network combining low-dimensional features and high-dimensional
features. We also introduce an attention module which fuses channel attention and spa-
tial attention to enhance the network’s ability to combine context dependencies. We
experiment on the Cityscapes validation set and our results improve 0.68 over baseline.
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Abstract. A flexible and efficient multi-band frequency conversion scheme is
proposed and demonstrated based on single optical frequency comb. The simula-
tion results indicate that the scheme can realize up and down cross-band frequency
conversion simultaneously. The received 10 GHz signal (X-band) can be down-
converted to S, C bands and up-converted to Ku, Ka, U and V band. In addition, it
is also verified that a 28 GHz (Ka-band) input signal can be down-converted and
up-converted to different satellite communication bands simultaneously. More-
over, the influence of the DC bias drift of MZM1 on the power of the frequency-
converted signal is also investigated. The research shows that the system can adapt
the DC drifting. The proposed scheme is proven to be reconfigurable, flexible and
easy to implement for high-throughput satellite applications.

Keywords: Microwave photonics · Optical frequency comb · Multi-band
frequency conversion

1 Introduction

With the increasing demands for high speed, large capacity andwide instantaneous band-
widths in high-throughput satellite communication, RF systems are driven to work at
higher frequency and larger bandwidths nowadays [1]. Thus, RF repeaters are driven to
convert signals among C, Ku, Ka and even V bands to mitigate the frequency spectrum
congestion and orbital resource depletion problems [2]. Therefore, satellite repeaters
with good performance play an important role in multi-band communication and have
been extensively studied in recent years. However, traditional multi-band RF system
faces with many electronic bottlenecks such as heavy weight, large size, low band-
width, high power consumption and severe electro-magnetic interference (EMI) [3].
Fortunately, microwave photonics with its inherent advantages of wide bandwidth, low
loss, small size and immunity to electromagnetic interference, can provide functions
in microwave systems that are very complex or even impossible to implement directly
in the radiofrequency (RF) domain [4]. Compared with conventional electronic mix-
ers, photonics-based mixers can achieve frequency mixing within multiple frequency
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bands and have the advantages of wide frequency coverage, broad instantaneous band-
widths, small frequency-dependent loss, and immunity to electromagnetic interference
[5]. As one of the important research contents of microwave photonics, the optical fre-
quency comb has received extensive attention since its invention. Most of the existing
frequency conversion schemes can only realize the conversion of one single frequency.
It is precisely because of the emergence of the optical frequency comb that multi-band
frequency conversion can be realized. In recent years, many methods based on the OFC
have been proposed to realize frequency conversion, which include single-OFC [6–9]
and dual-OFCs [10–12]. In [10], the frequency conversion scheme composed of two
OFCs with different center frequencies and WDM is proposed, which achieves fre-
quency conversion in different channels to avoid harmonic interference. However, it is
difficult to control the stability of two OFCs simultaneously and the use of WDM limits
the flexibility of the system. In [12], the scheme based on two OFCs can only realize
down frequency conversion. In contrast, the scheme based on a single OFC is more flex-
ible and easy to control. However, most of the existing schemes based on single OFC
cover less frequency bands. In [9], the scheme based on a single OFC can cover more
frequency bands. Nevertheless, the center frequency offset of the local oscillator OFC
needs to be large so that the obtained signal after frequency conversion covers more
frequency bands. In this scheme, higher frequency of the RF source is required, and the
system structure is more complicated. By contrast, since the scheme proposed in this
paper adopts the idea of spectrum expansion, the OFC with a wider spectrum can be
realized when the frequency of the RF source is relatively small.

On the basis of fully studying the advantages and disadvantages of the existing
schemes, we propose a novel multi-band frequency conversion scheme based on a single
OFC. The frequency conversion system is mainly composed of one DPMZM and two
MZMs. In this scheme, a 10 GHz input microwave signal can be converted to 4 GHz (S
band), 8 GHz (C band), 16 GHz (Ku band), 20 GHz (K band), 28, 32, 40 GHz (Ka band),
44 GHz (U band), and 52, 64 GHz (V band) simultaneously. By adjusting the spacing
of OFC, the 28 GHz received microwave signal of Ka band can be converted to 10 GHz
(X band), 14, 18 GHz (Ku band), 22, 26 GHz (K band), 30, 34, 38 GHz (Ka band),
42, 46 GHz (U band), and 56 GHz (V band) at the same time. The results show that
the system has low structural complexity, can be reconfigured, and can simultaneously
realize multi-band up-conversion and down-conversion with high efficiency.

2 Principle

The schematic diagram of the proposed multi-band frequency conversion system is
shown in Fig. 1. It mainly consists of a laser diode, a dual-parallel Mach-Zehnder
modulator (DPMZM), twoMach-Zehndermodulators (MZM) and a photodetector (PD).

A continuous light wave Ein(t) = Ecexp(jωct) emitted by LD is divided into two
branches by the optical power splitter. In the upper part, DPMZM cascade MZM2 to
form an optical frequency comb generator. Firstly, one light wave is employed as the
optical carrier of the input RF signal, and the RF signal is converted to the optical domain
through a DPMZM. The DPMZM is an integrated modulator, which consists of two sub-
MZMs and one main MZM. The MZM-x is driven by the RF1 signal to operate at the
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maximum transmission point (MATP) to suppress odd-order optical sidebands and the
MZM-y only transmits optical carrier without RF signal applied. By adjusting the value
of VDC, a 180° phase difference is introduced between the output light waves ofMZM-x
and MZM-y.

Fig. 1. Schematic diagram of multi-band frequency conversion scheme. LD: laser diode, MZM:
Mach-Zehnder modulator, DPMZM: dual-parallel Mach-Zehnder modulator, RF: radio frequency
signal, PD: photodiode.

The electrical field of input signal to the DPMZM is:

√
2

2
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in
(t) =

√
2

2
Ecexp(jωct) (1)

where Ec and ωc are the amplitude and angular frequency of the continuous light wave,
respectively.

Because of MZM-x is operate at the MATP, the output electrical field of MZM-
x can be expressed as [13]: Eout−x(t) = √

2/4 × Ein(t)cos[mcos(ωRF1t)], where
m = πVRF1/2Vπ−x is the modulation index of MZM-x, while VRF1 and ωRF1 are
the amplitude and angular frequency of the RF1 driving signal, Vπ -x is the half-wave
voltage of MZM-x. And the electrical field at the output of the MZM-y can be simply
expressed as Eout−y(t) = √

2/4 × Ein(t)cos
(
ϕy/2

)
, where ϕy = πVbias−y/V π−y is the

optical phase difference between the two branches of the MZM-y. Vπ -y and Vbias-y are
the half-wave voltage and the DC-bias voltage of MZM-y respectively.

By adjusting the bias voltage of VDC, the phase of the output of two sub MZMs is
opposite. At the output of the main MZM, the electrical field can be simply expressed
in the form of Bessel’s function:
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2/4 × Ecexp(jωct) ×

⎧
⎨

⎩
J0(m) + (−1)cos

(
ϕy/2

) + 2
n→∞∑

n=1

(−1)nJ2n(m)cos
[
2ncos(ωRF1t)

]
⎫
⎬

⎭
(2)



138 B. Wu et al.

By adjusting the value of Vbias-y, the condition that cos(ϕy/2) = J0(m) can be eas-
ily realized, the optical carriers transmitting in MZM-x and MZM-y will offset each
other entirely.

Eout(t) = √
2/4 × Ecexp(jωct) × 2

n→∞∑

n=1

(−1)nJ2n(m)cos[2ncos(ωRF1t)] (3)

When a moderately small modulation indexm is taken, high-order optical sidebands
can be ignored. The output electrical field of DPMZM can be simply expressed as:

Eout−DPMZM (t) = √
2/4 × Ecexp

[
j(ωct ± 2ωRF1t)

]
J2n(m) (4)

The spectrum expansion is realized by the idea of canceling the carrier wave, which
alleviates the limited bandwidth problem of the modulator in a certain extent. Then, the
± 2 order optical sideband outputs by the DPMZM are used as the input optical carrier
of the MZM2. MZM2 works in push-pull mode, and its output can be simply expressed
as:

Eout−MZM 2(t) =1
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(5)

where VRF2 andωRF2 are the amplitude and angular frequency of the RF2 signal, Vπ is
the half-wave voltage of MZM2, m2 = πVRF2 /Vπ is the modulation index of MZM2,
VDC2 is the DC-bias voltage of MZM2, θ = πVDC2/Vπ is phase change due to DC
bias voltage.

By setting reasonable parameters, when |E0| = |E±1| and 4ωRF1 = 3ωRF2 is
satisfied, we can get 6 comb lines with good flatness. In addition, when |E0| = |E±1| =
|E±2| and 4ωRF1= 5ωRF2 is satisfied, we can get 10 comb lines with good flatness. The
optical frequency comb generator has good reconfigurability, and the comb line spacing
can be flexibly tuned by changing the frequency of the RF signal. Then in the lower way
light wave passing through the MZM1, which is operate at minimum transmission point
to realize the CS-DSB, even-order sidebands are suppressed. When a moderately small
modulation depth is taken, high-order optical sidebands can be ignored and only the ±1
order optical sidebands is retained. Finally, two optical signals generated by upper and
lower way are combined by optical coupler (OC), the multi-band frequency conversion
signals are generated by frequency beating through a photodetector.
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3 Simulation Results and Analysis

To demonstrate the proposed multi-band frequency conversion scheme, a simulation
based on the structure of Fig. 1 is performed via commercial software OptiSystem15.0.
In this scheme, a light wave emitted by LD with a center frequency of 193.1 THz, the
linewidth of 10 MHz, and the power of 15 dBm is divided into two paths by a 3 dB
optical power splitter. The half-wave voltage of the modulators in this paper is 4V. In the
upper way, a DPMZM cascade a MZM to form an OFC generator. In the lower way, a
MZM operate at minimum transmission point, only the ±1 order optical sidebands are
output when a small modulation index is taken. By setting the parameters reasonably,
the OFC generator can generate 6-line and 10-line flat OFCs, as shown in Table 1.

Table 1. The values of the parameters in OFC generator

ωRF VRF1 (V) VRF2 (V) Vbias-x (V) Vbias-y (V) Vbias-2 (V)

6-Line OFC 4ωRF1 =
3ωRF2

1.834 0.637 0 2.54 3.4

10-Line OFC 4ωRF1 =
5ωRF2

1.834 2.344 0 2.54 1.274

Fig. 2. Schematic diagram of the relationship between OFC flatness and comb line spacing

In addition, the spacing of OFC can be flexibly tuned by adjusting the frequency
of the RF driving signal. We researched the flatness relationship of 6-line and 10-line
OFCs with the same comb line spacing, the result is shown in Fig. 2. It can be easily
seen that the flatness of the 10-line OFC is better than that of the 6-line OFC. And the
flatness of the 10-line OFC tends to 0.14 dB as the OFC spacing increases, which has
good flatness performance. Therefore, this paper will implement multi-band frequency
conversion based on 10-line OFC.

In the simulation, a X band RF signal with frequency of 10 GHz is used to drive
MZM1, and the RF voltage and DC bias of MZM1 are set to 1V and 4V respectively to
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(a)                                                 (b)

(c)                                                 (d)

(e)                                                 (f)

Fig. 3. The optical spectrum of 10-line OFC (a)(b) and combined signals (c)(d), and the electrical
spectrum of converted signals (e)(f)

produce ±1 order optical sidebands. The frequency of RF1 and RF2 are set to 15 GHz
and 12 GHz respectively to generate a 10-line OFC with frequency spacing of 12 GHz.
A received X band frequency of 10 GHz can realize up and down cross-band frequency
conversion simultaneously, which cover from S to V band. In Fig. 3(a), a 10-line OFC
with flatness of 0.21 dB and frequency spacing of 12 GHz is produced. In Fig. 3(c), the
power of 1 order sideband that is produced by RF3 signal is 26.3 dB higher than the
10-line OFC. In Fig. 3(e), the multi-band frequency conversion signals are achieved.
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When a Ka band RF signal with frequency of 28 GHz is used to drive MZM1 and the
frequency of RF1 and RF2 are set to 5 GHz and 4 GHz respectively, another multi-band
frequency conversion result is obtained, as shown in Fig. 3 (b)(d)(f).

Moreover, how the DC drifting of MZM1 affects the power of converted frequencies
is also investigated in this paper. We set the drift of DC biases of MZM1 between −5
and 5%. From Fig. 4, we can see that the power fluctuation of converted frequencies is
always kept within 0.4 dB, indicating that the system has a good ability to deal with DC
drift. In Fig. 4(a), the maximum power fluctuation of a converted 20 GHz signal is only
0.39 dB, which varies from −37.16 to −36.77 dB. The maximum power fluctuation of
other converted frequencies is always kept within 0.26 dB. In Fig. 4(b), the maximum
power fluctuation of a converted 56 GHz signal is only 0.39 dB, and the fluctuation range
is−37.29 to−36.90 dB. Themaximumpower fluctuation of other converted frequencies
is always kept within 0.30 dB. It can be seen that the system can well cope with the DC
drifting.

(a)                                                                (b)

Fig. 4. Power fluctuation of converted frequencies when the drift of DC biases varies from −5 to
5%

4 Conclusion

Aflexible and efficientOFC-basedmulti-band frequency conversion schemewithout any
optical filter is proposed in this paper. The proposed scheme proves to be reconfigurable,
flexible and easily implemented. It has the advantages of realizing up anddown frequency
conversion simultaneously and covering wide bands. Meanwhile, the system can cope
well with DC bias drift. The system has potential application value to high-throughput
satellite transponders in the future.
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Abstract. Leveraging UAVs for access and Altitude Platform Stations (HAPSs)
for data backhaul to construct the Air-Ground Integrated Network (AGIN) is a
feasible solution to achieve seamless network coverage for remote IoT devices
in future 6G era. However, the limited battery of IoT terminals and constrained
onboard energy storage of UAVs make system energy-efficiency becomes a new
concern. To cope with the challenge, we propose a C-NOMA AGIN model for
remote area. Then,we investigate theUAV trajectory plan problem formaximizing
system energy efficiency (EE). We provide the solution to obtain the near-optimal
UAV trajectory and flight speed. Results prove that the proposed approach is
superior to others in terms of EE.

Keywords: Trajectory plan · Air-ground integrated 6G network (AGIN 6G) ·
NOMA · Energy Efficiency (EE)

1 Introduction

Although the fifth generation (5G) mobile communication can meet the demand of
Internet of Things (IoT) applications in hot spots, there is still urgent need for more
economical and efficient network coverage in remote districts. Meanwhile, to build the
space-air-ground integrated network (SAGIN) is proposed in the vision of the sixth
generation (6G) mobile communication, which can achieve seamless network coverage
and ubiquitous terminal access [1].
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The SAGIN usually consists of the space-based segment, the air-based segment and
the ground segment [2]. Air-based unmanned aerial vehicle (UAV) network has more
advantages, such as lower constructive cost, higher line-of-sight (LoS) capability and
flexible deployment characteristics, which can supply access for IoT terminals in remote
districts, high altitude platform station (HAPS) ensures much wider coverage [3]. Paper
[4] proposed the UAV-assisted SAGIN model, which mainly analyzed the performance
of UAV-assisted network, and through network optimization, the throughput and spectral
efficiency of the system were improved. It can be seen that heterogeneous AGIN has
become an effective scheme to solve the network coverage problem and improve the
system performance, which provides an important reference for the study of this paper.

Related studies had been carried out on NOMA technology [5, 6]. Since traditional
orthogonal multiple access (OMA)-based technology is no longer adequate, non-OMA
(NOMA) that can recover information using successive interference cancellation (SIC)
at the receiving end and achieve better spectrum efficiency, has become the focus [7].
Paper [5] proposed a NOMA technology combined with orthogonal frequency division
multiplexing (OFDM) technology, which reduced the bit error rate and improved the
system performance based on cyclic stationary equalization technology. However, as
the increasing of users’ number, the complexity of SIC greatly increases. Therefore, by
dividing terminals into multiple clusters, clustered-NOMA (C-NOMA) is an effective
solution to both improve system throughput while balancing spectrum efficiency and
terminal complexity.

In heterogeneous networks, it is a significant concern to plan UAV trajectory to
enhance the system performance considering the constrained on-board energy storage
of UAV [8, 9, 10]. Paper [9] proposed an integrated air-ground network system support-
ing XAPS, which maximized the uplink reachable rate of the system through spectrum,
power and position optimization ofUAVs based onmatching theory. Paper [10] proposed
a UAV-assisted space-ground remote IoT network architecture, optimized the deploy-
ment of UAVs through successive convex approximation (SCA) method, and solved the
energy-saving communication problem between UAVs and ground terminals. The above

Fig. 1. C-NOMA-enabled AGIN 6G system model.
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work mostly only considered communication energy consumption, however less likely
to involve flight energy consumption, which have a greater effect on the capabilities
of the UAV communication. So considering the flight trajectory and speed control, the
propulsion energy consumption model of UAV is introduced to solve the optimization
problem of trajectory and velocity of UAV, and achieve high EE and wide coverage of
the system.

To cope with the above challenges for future remote IoT applications, we first put
forward a C-NOMA AGIN model in this paper, including three segments of UAVs for
massive access, HAPS for backhaul, and remote ground terminals. C-NOMA technology
has stronger processing power and can achieve a balance between spectrum efficiency
and complexity. Then, considering the finite battery of IoT terminals and limited energy
storage on UAVs [11-13], we investigate the trajectory plan problem for maximizing
system energy efficiency (EE). Solution is provided according to SCA and we obtain
the near-optimal UAV trajectory. Simulations demonstrate that our approach is superior
to others in terms of EE.

2 System Model

As shown in Fig. 1, we propose the C-NOMA-enabled AGIN 6G system model,
including U = {U1,U2, . . . ,UM } UAVs with flight altitude h

∧

m for access, which
share a channel with bandwidth of W , one HAPS with altitude HA for backhaul,
and D = {D1,D2, . . . ,DN } terminal devices sharing a channel with bandwidth of
W . The frequency resource is evenly divided into M blocks so that each UAV occu-
pies different resource block without interference, and each block is further divided
into K = {S1, S2, . . . , SK } subchannels. UAV serves its associated IoT devices using
C-NOMA technology by dividing terminals into clusters. The flight period involves
T = {T1,T2, . . . ,TL} time slots, each of which is ΔT, and UAV flies back to the
starting point when each cycle ends. Let qm(t) = (xm(t), ym(t)), vm(t) � q̇m(t), and
acm(t) � q̈m(t) respectively denote the location, speed and acceleration of them th UAV
in slot t. The position of the n th terminal is represented by Dn = (xn, yn, 0). Commu-
nication between terminal and UAV, UAV and HAPS is dominated by LoS links, and
channel fading follows Rice fading [4, 10].

2.1 Communication Model

The distance between UAV m and user n in slot t is.

dn,m(t) =
√

h
∧

m
2 + ‖qm(t) − Dn‖2,∀n ∈ D,m ∈ U , t ∈ T . (1)

Then, the channel power gain occupying the k th subchannel can be expressed as.

hn,m,k(t) = GmGnβ0

d2
n,m(t)

,∀n ∈ D,m ∈ U , k ∈ S, t ∈ T , (2)

where Gm and Gn are the directional antenna gains of UAV and user, respectively. β0
represents the channel power gain at the reference distance d0 = 1m. Since HAPS is far
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from UAVs, the distance can be replaced by HA. Therefore, the channel gain from UAV
m to HAPS is calculated by.

hm = GmG2β0

HA
2 ,∀m ∈ U , (3)

where G2 is the directional antenna gain of HAPS.
Suppose that in the t th slot, the transmission power from the n th user to the m

th UAV is Pn,m,k(t) ∈ PD→U, and the transmission power from the m th UAV to
the HAPS is Pm(t)∈ PU→H. UAV trajectory, velocity and acceleration are defined as
Q = {qm(t),∀m ∈ U , t ∈ T }, V = {vm(t),∀m ∈ U , t ∈ T }, AC = {acm(t),∀m ∈
U , t ∈ T }, respectively. The channel selection indicator between terminal and UAV is
A = {

an,m,k(t),∀n ∈ D,m ∈ U , k ∈ K, t ∈ T }
, i.e., if terminal n connects with UAVm

through the k th subchannel in the t th time slot, an,m,k(t) = 1; otherwise an,m,k(t)=0.
Then, the SINR between UAV m and terminal n occupying the k th subchannel can

be calculated by

γn,m,k(t) = Pn,m,k(t)hn,m,k(t)

In,m,k(t) + N0
, (4)

where N0 represents the noise power, In,m,k(t) = ∑N
j=n+1aj,m,k(t)Pj,m,k(t)hj,m,k(t) rep-

resents interference from other users in the same channel. SIC technology can be used
to decode signals from terminal devices occupying the same sub-channel.

Likewise, the SINR between UAV m and HAPS can be calculated by.

γm(t) = Pm(t)hm
N0

. (5)

In the t th time slot, the uplink rate of user n to HAPS can be denoted by.

Rn,m,k(t) = W

MK
log2

(

1 + γn,m,k(t)γm(t)

1 + γn,m,k(t) + γm(t)

)

. (6)

The system capacity can be expressed as.

R = W

MK

L∑

t=1

∑K

k=1

∑M

m=1

∑N

n=1
an,m,k(t)log2

(

1 + γn,m,k(t)γm(t)

1 + γn,m,k(t) + γm(t)

)

. (7)

2.2 Power Consumption Model

UAV power consumption includes two parts. One is the power associated with com-
munication, including radiation, signal processing, and power generated by other cir-
cuits. The other is propulsion power consumption to maintain flight and maneuverability
[14]. Fixed-wing UAVs used in this paper normally have no sudden deceleration and
do not require engine to generate reverse thrust for the forward movement. Therefore,
propulsion power consumption is a function of trajectory qm(t) denoted by

P =
∑L

t=1
(Pd (t) + Pk(t)), (8)
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where

Pd (t) = ∑M
m=1

⎛

⎝c1‖vm(t)‖3 + c2‖vm(t)‖

⎛

⎝1 + ‖acm(t)‖2− (acTm(t)vm(t))
2

‖vm(t)‖2
g2

⎞

⎠

⎞

⎠ represents

the power required for overcoming drag, g denotes gravity, Pk(t) = ∑M
m=1 �km/�T ,

and�km = 1
2mm

′(‖vm(L)‖2 − ‖vm(1)‖2) denotes the kinetic energy of flight in a cycle.
mm

′
is quality of UAV m, and c1, c2 are two parameters related to the weight of aircraft,

air density, etc.
Then, the system EE is denoted by

λ = R

P
(9)

3 Problem Formulation

The objective is to maximize the uplink system EE for remote IoT terminals in AGIN
by designing UAV trajectory plan and speed control, formulated as

P0 : max

Q,V
λ

C1 :
∑M

m=1

∑K

k=1
an,m,k(t)Rn,m,k(t) ≥ Rmin(t) (10)

C2 :
∑K

k=1

∑M

m=1

∑N

n=1
an,m,k(t)Rn,m,k(t) ≤ RH

max(t) (11)

C3 : Vmin ≤ ‖vm(t)‖ ≤ Vmax (12)

C4 : ‖acm(t)‖ ≤ acmax (13)

Constraint (10) guarantees the system QoS. (11) represents the capacity constraint
of the system with RH

max, which guarantees that the total data transmitted cannot exceed
the system capacity. (12), (13) denotes the speed and acceleration constraint of UAV,
respectively.

4 Algorithm Analysis

The UAV trajectory, velocity and acceleration are all continuous variables, making P0
difficult to be solved directly. Therefore, we propose the algorithm for solving it based
on SCA. The algorithm starts from line 3 with iteration index w. Line 4–5 achieves the
best trajectory (qwm(t))∗, speed (vwm(t))∗, and acceleration (acwm(t))∗ for the current loop.
It continues until the increase of the objective value is below a threshold ε. Details are
shown below.
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The denominator’s upper bound of the objective function λ obtained from (8), the
lower bound of system EE is

λ ≥ λlb = R
∑L

t=1
∑M

m=1

(
c1‖vm(t)‖3 + c2‖vm(t)‖

(
1 + ‖acm(t)‖2

g2

)
+ �km/�T

) . (14)

We can obtain the sub-optimal result based on first-order and second-order Taylor
expansion:

vm(t + 1) = vm(t) + acm(t)�T (15)

qm(t + 1) = qm(t) + vm(t)�T + 1

2
acm(t)�T 2. (16)

Notice that constraints (10)–(12) are non-convex. Both numerator and denominator
ofP0 are non-convexmaking the objective function non-convex. Therefore,we introduce
the relaxation variable {τm(t)} and restate P0 as

P1 : max
Q,V

R
∑L

t=1
∑M

m=1

(
c1‖vm(t)‖3 + c2

τm(t) + c2‖acm(t)‖2
g2τm(t)

+ �km/�T
)

s.t.C1 − C4

C5 : τm(t) ≥ Vmin (17)

C6 : ‖vm(t)‖2 ≥ τm(t)2. (18)

By this reformulation, the denominator of the objective function is convex for {vm(t),
acm(t), τm(t)}, but new non-convex constraint (18) is created. To solve this non-convex
constraint, we apply a locally convex approximation. With regard to any local point
vrm(t) obtained in the r th iteration, we have

‖vm(t)‖2 ≥ ‖vrm(t)‖2 + 2(vrm(t))T (vm(t) − vrm(t)) � ψlb(vm(t)). (19)

Thus, we define new constraints,

ψlb(vm(t)) ≥ τm
2(t). (20)

Then, for the sake of solving the non-concavity of the numerator, it is transformed
into

R = W

MK

∑L

t=1

∑K

k=1

∑M

m=1

∑N

n=1
an,m,k(t)

(
γ
∧

n,m,k(t) − γ
∧′
n,m,k(t)

)
(21)

γ
∧

n,m,k(t) = log2
(

n,m,k(t) + Pn,m,k(t)hn,m,k(t)Pm(t)hm + �m(t)

)
(22)
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γ
∧′
n,m,k(t) = log2

(

n,m,k(t) + �m(t)

)
(23)

where �m(t) = N 2
0 + N0Pm(t)hm


n,m,k (t) = N0
∑N

j=n+1
ρj,m,k (t)hn,m,k (t) + N0Pn,m,k (t)hn,m,k (t)

∑N

j=n+1
ρj,m,k (t)hj,m,k (t).

By using SCAmethod, the nonconvex problem is transformed into convex optimiza-
tion problem. Owing to the space limitation, the derivation details are not shown, and
similar derivation can be found in [6]. Finally, the numerator is concave, the denominator
is convex, and all constraints are convex, making P0 transformed into a standard convex
problem. Thus, using CVX can solve this problem.

Algorithm EE maximum SCA-based UAV Trajectory optimization algorithm
1: Input:
2: Output: ,

3: repeat
4:   settle problem by using CVX to obtain .

5:   update
6:   update iteration index w=w+1

7: until .

8: return , .

5 Simulation Results

In this section, we make a comparison between the proposed algorithm and random
trajectory method (Random) and OMA method using MATLAB. We consider 3 UAVs
and 20 terminals randomly distributed in an area of 200 m× 120 m, each NOMA cluster
contains two terminals.

Fig. 2. The system EE for different benchmark algorithms.

Figure 2 shows the system EE for different benchmark algorithms. It is shown that
as the number of users increases, so does energy efficiency. Moreover, compared with
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Fig. 3. Optimized trajectories for all UAVs.

OMA method and random trajectory method, our proposed method is always superior
in terms of EE.

Figure 3 shows the optimized flight trajectories for three UAVs. It is shown that
with the optimized trajectory, the UAV can get close to each terminal device as much as
possible, so as to achieve better system EE and provide superior QoS.

6 Conclusion

In this paper, a C-NOMA-based heterogeneous AGIN network is proposed and we
formulate the problem of maximizing the system EE by trajectory optimization. We
design an algorithm to achieve the maximum system EE. Both theoretical analysis and
results show that the proposed method is superior to others in terms of EE.
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Abstract. In the era of 5G Internet of everything, communications between dif-
ferent machines have strict requirements on latency and reliability. Due to the
large amount of computations of the decoding algorithm of the polar code, the
decoding time is too long, which cannot meet the low-latency system require-
ments. Deep learning has the ability of parallel computing, associative memory,
self-organization and self-adaptation. Therefore, it is of great theoretical signif-
icance to apply deep learning to the polar code decoding algorithm. This paper
reviews the development of the deep learning, and indicate that deep learning algo-
rithms have been widely used in various fields. The traditional decoding method
of the polar code is introduced, and the advantages and disadvantages of different
decoding methods are compared.

Keywords: Polar code · Deep learning · Channel decoding

1 Introduction

The decoding algorithm of the polar code has a large amount of computation, which
leads to a long decoding time. Deep learnings with the ability of parallel operation,
associative memory, self-organization and self-adaptation have advanced tremendously
and have been applied to many fields [1, 2]. Therefore, it is of practical significance to
study the decoding method of polar codes based on neural network. This paper firstly
introduces the development of deep learning, describes the traditional decodingmethods
of polar codes, discusses the advantages and disadvantages of each method. Secondly,
we describe the traditional decoding methods of polar codes. Finally, the future research
directions are analyzed.

2 The Development Process of Deep Learnings

Deep learning is a type of machine learning (ML) that can mimic how humans acquire
certain types of knowledge. Deep learning is an essential element of data science and
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can be considered a way to automate predictive analytics [3]. Deep learning makes this
process faster and easier. Traditional machine learning algorithms are linear. However,
deep learning algorithms are stacked in different hierarchies to simulate a mathematical
model of the central nervous system [4].

In 1943, McCulloch formed a manual network by mathematically extensively con-
necting processing units. This network is used to simulate a simple structure and function
that approximates the human brain nervous system [5]. This is the starting point for the
development of neural networks. This model has implemented simple logic for class
neurons. In 1969, the American mathematician Minsky proved that the perceptron is
essentially a linear model. Only linear classification problems can be handled, not xor
problems [6]. As a result, many scholars have given up on further research. This has also
led to a nearly 20-year stagnation in the study of neural networks.

In 1982, Professor Hopfield proposed the Hopfield networkmodel, which is a single-
layer feedback neural network, explaining the form of recurrent neural network [7]. The
emergence of the Hopfield network breaks the application limitations of the percep-
tron. The model is a recurrent neural network that can implement associative memory
functions. Hinton invented the belief propagation (BP) algorithm for multilayer per-
ceptron (MLP) in 1986. It effectively solves the problem of nonlinear classification
and learning [8]. BP neural network is a multi-layer feedforward network algorithm
trained by error back-propagation [9]. The emergence of the BP algorithm caused the
second upsurge of neural networks. BP neural network has been widely used because
of its strong operability, strong adaptability, and good effect of approximating nonlinear
systems [10].

Deep belief network (DBN)was first proposed byHinton [11]. A deep belief network
is a structure of multiple restricted Boltzmann machines (RBMs) stacked layer by layer.
The network is trained by layer-by-layer greedy algorithm to find the optimal weight
value, and the RBMs is equivalent to initializing the optimal weight [12–15].

With the development of computer networks, the algorithm of neural networks has
also made great breakthroughs. Artificial neural networks have been widely used in
various fields. Scientists use algorithms to simulate the structure of the human brain.
Predicting the unknown based on what is known makes this deep learning a huge advan-
tage in real life [16, 17]. This also brings renewed confidence in the application of deep
learning in the field of communications. Researchers began to study the application of
deep learning in communication systems.

3 Traditional Decoding Algorithm for Polar Codes

In 2008, E. Arikan et al. first proposed the concept of channel polarization [18]. Accord-
ing to the channel polarization theory, a corresponding coding method—polar code is
proposed. It is strictly proved from the mathematical formula that the polar code can
reach the Shannon limit in a specific channel. Since the birth of the polar code, many
scientific research institutions at home and abroad have invested huge R&D efforts for
further testing, evaluation and optimization thanks to its huge potential. in order to be
better applied to the actual system. In 2016, polar code was selected by the Third Gener-
ation Partnership (3GPP) of the International Organization for Mobile Communication
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Standardization as the channel coding method for the control channel in the 5G eMBB
scenario.

Currently, Arikan proposed the Successive Cancellation (SC) decoding algorithm
[19], which is a unique decoding algorithm for polar codes in terms of the decoding per-
formance of polar codes. The SC decoding algorithm has low computational complexity,
only O(N logN), where N is the code length. When the SC algorithm decodes each bit,
only the path with the largest transition probability is reserved, and the bit is judged
directly. However, as the code length increases, the complexity also increases, which in
turn leads to a larger decoding delay. In the SC decoding process, it advances bit by bit.
Therefore, the decoding end has high delay and low throughput in the process of hard-
ware implementation. And in practice, the code length cannot be “long enough”. The
polarization phenomenon is not complete enough, once a wrong bit decision occurs. It is
easy to cause errors to propagate. Therefore, for medium and short codes, SC decoding
still has certain deficiencies.

In this case, the Successive Cancellation List (SCL) decoding algorithm was pro-
posed [20]. SCL can effectively solve the problem of SC algorithm. The decoding is
improved on its basis. When a certain bit is judged, multiple decoding paths are allowed
to exist and the next bit is decoded. So instead of making a hard judgment on it right now.
SCL decoding is a breadth-first search algorithm. By first expanding and then pruning,
the leaf node is finally reached. In the decoding process, multiple decoding paths are
allowed to exist, which greatly increases the decoding performance and improves the
correctness of the decoding result. But as the number of paths increases, the complexity
of the algorithm will also increase [21, 22].

In order to reduce the complexity, a continuous cancellation list decoding scheme is
proposed [23, 24]. Cyclic redun-dancy check (CRC) auxiliary polarity codes are used in
the SCL decoding scheme. CRC-SCL reduces decoding latency by dividing the entire
bit message block into multiple message submodules, all of which are equal in length,
and then each message submodule is processed by a CRC encoder. In this way, the
waiting time can be reduced and the stored memory can be freed. However, the spatial
complexity of the SCL decoder remains the same. Because only the stored memory is
freed, the CRC-SCL decoding scheme can effectively reduce the spatial complexity and
time complexity.

After Arikan proposed the SC decoding algorithm in the literature, research scholars
have proposed some high-performance decoding algorithms based on the SC decoding
algorithm, such as SCL, CRC-SCL and other improved decoding algorithms. How-
ever, these decoding methods are serial decoding algorithms with high latency and low
throughput rate. The BP decoding algorithm is a new parallel decoding method, which
performs parallel decoding by multiplexing the received data [25, 26]. The BP decod-
ing has a low latency and low throughput rate. BP decoding is a two-way information
transmission decoding compared to SC algorithms. The SC decoding algorithm is a one-
way information transmission decoding algorithm. At the same time, the BP decoding
algorithm has a high computational complexity. In order to ensure high throughput and
improve bit error rate, different structures or different inputs can be executed in parallel
[27, 28].
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From the above analysis of the current research status of the mainstream decoding
algorithms of polar codes, it is clear that the decoding algorithms of polar codes still have
sequential decoding leading to large time delays, which cannot meet the requirements of
low latency tasks. In view of the characteristics of deep learning algorithm information
processing summarized in the first part of this paper. Researchers have introduced the
much-anticipated deep learning algorithm into polar codes to find a balance between
decoding performance and decoding latency.

4 Neural Network-Based Polar Code Decoding Method

In 2017, Gmber proved that neural networks can learn a form of decoding algorithm
and proposed the use of neural networks as polar decoders for the difficult task of polar
decoding and called them deep learning decoders [29, 30]. To investigate the problem of
deep learning in decoders with long code lengths, Xu et al. [31] proposed to divide long
codes into several sub-codes and train the decoder for each sub-code separately. Deep
learning applied to communication systems is a qualitative change, and its simplicity
and efficiency have accomplished again the value of research in this area.

Then, the paper [32] proposed an improved Convolutional Neural Network (CNN)
decoding algorithm for polar codes by modifying the loss function of CNN [33]. The
method simulates the decoding characteristics of polar codes by multiplying the value of
the loss function of the decoding result during the training process by the corresponding
weight determined by the bit error rate performance. This method can reduce the bit
error rate without increasing the computational complexity and achieve performance
improvement. Among them, CNN are usually applied in computer vision, image, and
language processing [34, 35]. Since the signals received in the communication field are
one-dimensional vectors. It is necessary to use one-dimensional convolution, which is
divided into three types: full convolution, same convolution, and vaild convolution.

CNN perform poorly in processing sequences of before-and-after correlations. So
recurrentNeuralNetwork (RNN)was proposed [36] to solve the problemof sequences of
anteroposterior correlations.RNNare also knownas recurrent neural networks.Ability to
send the output value back into itself or into other neurons. This structure can effectively
help it obtain information before and after [37]. The codewords of the polarized code are
related to each other, and polar code decoding can be achieved by using RNN. The input
data of the prior likelihood ratio and the received likelihood ratio as the input data of the
RNN is used as 1 in n out recurrent neural network. The introduction of weights in the
process of BP decoding and the use of different weights in the left and right iterations
can effectively improve the decoding performance [38].

5 Conclusions

This paper introduces the development of deep learning and the traditional decoding
methods of polar codes, which are the SC decoding, the SCL decoding, the CRC-SCL
decoding, and the BP decoding, and analyzes each decoding method as well as its
advantages and disadvantages. Furthermore, we study the deep learning based polar code
decoding methods including the CNN and the RNN. The current deep learning based
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polar code decoding scheme of polar code still needs improvement. Further research is
needed to use more complex neural networks for decoding.
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Abstract. The existence of shadows affects many computer vision tasks. Recov-
ering image information in shadowed regions by removing shadows has been
proven to improve the performance of various tasks. However, shadow removal
is a challenging task. The complex presence pattern makes it difficult for us to
com succinct pletely shadows. In this paper, we study the problem of shadow
removal, which aims to obtain traceless shadow removal results and preserve the
image information under the original shadow area. To more adapt to the shadow
removal task in complex backgrounds flexibly, we propose an Error Map mech-
anism to pre-estimate the feature error generated by the fusion network and use
it to guide the refinement work to obtain better shadow removal results. In addi-
tion, we redesigned the higher performance network structure. We evaluate the
performance of our method on multiple large-scale shadow removal datasets, our
method achieves better performance than the original scheme.

Keywords: Shadow removal · Exposure fusion · Error map

1 Introduction

Shadows are dark areas in natural scenes where light is completely or partially blocked,
which is very common in natural images and may bring challenges to existing com-
puter vision tasks [9–13], such as object detection, object tracking, object recognition
and semantic segmentation, etc. Recovering image information in shadowed regions by
removing shadows has been a long-existing research problem [14–17]. With the advent
of advanced deep networks and large-scale annotated datasets, data-driven approaches
using deep learning models have achieved remarkable performance in shadow removal
[18–23].

To address the challenges of the shadow removal task, in [22], the authors take into
account the often overlooked physical properties of shadows. Shadow casting degrades
image quality as color and lighting degrade, and overexposing shadow images is an
effective way to improve image quality. Using shadow lighting modeling and deep
learning, the authors use a simplified physical lighting model to define the mapping
between shadow and non-shadow pixels. Furthermore, Fu [1] et al. used a more flexible
auto-exposure fusion network for shadow removal from a single image. Multiple over-
exposed images are generated by compensating for shadow areas at different exposure
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levels, and through a shadow-aware fusion network, the multiple overexposed images
and the original shadow image are “intelligently” fused to remove shadows.

However, in the event of multiple shadows in complex backgrounds, the auto-
exposure fusion network does not propose a reasonable refinement scheme. The method
results in a large number of differences within the shadow areas, and the complex fusion
calculation also causes severe distortion in the non-shadow areas, as shown in Fig. 1. To
more adapt to the shadow removal task in complex backgrounds flexibly, we propose an
Error Map mechanism to pre-estimate the feature error generated by the fusion network
and use it to guide the refinement work to obtain better refinement results. In addition, we
redesigned the higher-performance network structure. We evaluate the performance of
our method on multiple large-scale shadow removal datasets, and our method achieves
state-of-the-art performance compared to the original scheme.

Fig. 1. The original scheme causes obvious distortion in the non-shadowed areas and obvious
traces of the shadow’s edge. Input shadow image (left) Auto-Exposure Fusion output(right).

2 Related Work

Exposure Fusion. The recent shadow removal work is mainly based on the physical
shadow model, through the method of exposure fusion to remove shadows. Inspired by
earlier work, Le et al. [22] propose a framework that outputs physics-inspired shadow
lightingmodels and shadowmatte images. The algorithm aims to compute a fusedweight
map for each image and fuse the inputs via a weighted sum operation sequence. Fu et al.
[1] employ a multi-exposure fusion approach to remove shadows. The method generates
multiple over-exposed shadow images to compensate for color and lighting degradation
in shadow areas and “smartly” fuses them to obtain shadow-free images. This paper
builds on the multiple exposure algorithm and redesigns a high-performance network
that is more suitable for the algorithm principle.

Error Map. ErrorMap is often used in failure detection to represent the gap between the
output and the true image. Xia et al. [5] used the prediction head of the predicted Error
Map to detect anomalous segmentation failures in semantic segmentation scenarios.
They used the feature distance metric to generate a binary pixel-level Error Map to
represent segmentation anomalies. Lin et al. [4] applied Error Map in the field of video
matting to provide error location information to the refinement network. In this paper,
we design a novel Error Map mechanism to pre-estimate the feature error of the fusion
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network, perform pixel-level classification of shadow images, and provide refinement
guidance to the refinement network.

3 Methods

Auto-exposure fusion uses paired training data for the shadow removal task. Thismethod
models the shadow removal problem with a new approach, namely the problem of auto-
exposure fusion of paired shadow and shadow-free images. However, in actual tests,
there are often problems such as obvious shadow boundaries and partial distortion of
non-shadow areas.

We believe that the aforementioned problems are caused by the multi-exposure
fusion algorithm introducing larger errors and lacking a reasonable refinement scheme.
Therefore, we solve this problem from two aspects.

First, we design a pixel-level Error Map to represent the error degree of the fusion
network and use it to guide the refinement work to improve the system robustness. At the
same time, we redesigned the network structure of the multi-exposure fusion algorithm
for better performance and reduced feature errors. Our overall network structure is shown
in Fig. 2.

Fig. 2. Overall network structure

3.1 Error Map

Since the shadow is a dark area that changes continuously, the interior and the edge tran-
sition zone of the shadow will show different lighting characteristics. Additionally, the
interior of the shadow will have internal inconsistencies due to the properties and reflec-
tivity of the object. Obtaining seamless shadow-free images from complex backgrounds
is still a major challenge.

In the fusion network, due to the complexity of computing the fusion kernel of
multiple exposure images, color distortion or artifacts are generated in non-shadow
areas. Therefore, methods to maintain the consistency of the lighting and color of the
shadow area and the non-shadow area while preserving the original information of the
image are needed.
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We design an alternative output for the fusion network and calculate a pixel-level
Error Map to represent the feature distance of the fusion network output. Our framework
can perform pixel-level classification of shadow images under different backgrounds
and use the information to guide subsequent refinement work to obtain higher-quality
shadow-free images and improve system robustness.

We use a simple yet effective feature distance metric to compute the Error Map,
whose supervised value E∗ is expressed as the difference between the ground-truth and
the predicted output of the fusion network: E∗ = I∗ − I. To more adapt to shadow
refinement operations in complex backgrounds flexibly, we compute the RGB version
and Mask version of the image at the same time, which are used to provide color, lumi-
nance distortion information, and pixel position information to the refinement network.
According to the directly predicted Error Map, the Mask is defined as:

Em =
⎧
⎨

⎩

1
0

−1

ERGB > error
|ERGB| <= error
ERGB < −error

(1)

In this formula, ERGB is the average of the Error Map directly output by the fusion
network in the channel dimension, and the threshold error is 0.02.

We use L2 distance to optimize E and supervision values E∗:

Lpix
(
E,E∗) = ‖E∗ − E‖2 (2)

3.2 Network Design

ParamNet. Our goal is to train a DNN to adaptively estimate exposure parameters.
To obtain better performance indicators, we chose Rep-VGG Plus [2], which has per-
formed well in recent years, as our parameter prediction network, and made appropriate
modifications to suit our algorithm. Since Rep-VGG Plus adopts the idea of parameter
reconstruction, training and testing Rep-VGG Plus use different equivalent models and
we can obtain excellent exposure image parameters at a small time cost.

FusionNet. Our purpose is to design an efficient fusion network to accurately estimate
the fusion kernel, allowing the network to assign lower weights to non-shadow areas and
higher weights to shadow areas. Our fusion network is a fully convolutional encoder-
decoder network that adopts the U-Net [25] structure to extract effective features and
perform feature fusion. Due to the image inpainting work has pixel sensitivity and the
behavior of fusion networks has segmentation properties.We referred to the DeepLabV3
[3] and DeepLabV3 + [24] architectures in the semantic segmentation task, where the
Atrous Spatial Pyramid Pooling (ASPP) module plays a key role. Our network structure
uses ResNet-50 as the backbone, adding the ASPP module following DeepLabV3 to
enlarge the feature receptive field of the model.

RefineNet. By adjusting the RGB version of the Error Map, we mapped values into the
(–1, 1) interval. We feed the mapped RGB version and the Mask version of the Error
Map into the refinement network for pixel-level refinement. At the same time, we add
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CA+ SA attention mechanism to the down-sampling module of U-Net [25]. We replace
the channel attention module in CBAM [26] with the CA [27] module, which, in tandem
with the spatial attention module, constitutes a new attention mechanism to improve the
performance of our model.

4 Experiments

4.1 Network Architecture and Implementation Details

ParamNet adopts the RepVGGplus-L2pse model and reads the pre-trained model under
ImageNet. We add a fully connected layer to modify the output class to 6 and add a
convolutional layer to the input to change the number of channels to 3. FusionNet adopts
an encoder-decoder architecture, including ResNet-50, ASPP, and a bilinear upsampling
decoder. The ASPP module follows the definition in the DeepLabV3 model and reads
the pre-trained model under Pascal VOC. RefineNet adopts the U-Net-128 architecture
and adds a CA + SA attention module after the 3rd and 4th downsampling layers.
Upsampling adopts bilinear upsampling instead of deconvolution operation to eliminate
the checkerboard effect.

The input image size for our experiments is 256 × 256, the parameter prediction
interpolation step size is set to 0.05, and the error threshold is set to 0.02. We use the
Adam iterator to train our model. The base learning rate is set to 0.0001 in the first 100
epochs and afterwards we apply a linear decay strategy to reduce it to 0. We used the
GTX2080 (8 G memory) platform and trained 400 epochs under the Pytorch training
framework.

4.2 Experimental Evaluation

Based on real scene fitting considerations, we first evaluate our method on the test set of
the SRD [18] dataset. To better evaluate the effectiveness of our method, according to
the up-to-date shadow removal evaluation scheme, we uniformly calculate the RMSE,
PSNR, and SSIM of shadow areas, non-shadow areas, and the whole image. All shadow
removal results are rescaled to 256 × 256 for comparison with the ground-truth image
at that size.

Table 1. Quantitative results with the original method on the SRD dataset

Method Shadow Non-Shadow All

RMSE↓ PSNR↑ SSIM↑ RMSE↓ PSNR↑ SSIM↑ RMSE↓ PSNR↑ SSIM↑
Input 35.195 19.305 0.845 6.753 27.755 0.889 18.200 17.887 0.795

Auto-Exposure
Fusion

8.560 33.446 0.925 5.222 31.357 0.867 5.976 28.663 0.864

Ours 7.900 34.406 0.933 4.222 32.894 0.894 5.117 29.805 0.885
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Table 2. Quantitative results with the original method on the ISTD + dataset

Method Shadow Non-Shadow All

RMSE↓ PSNR↑ SSIM↑ RMSE↓ PSNR↑ SSIM↑ RMSE↓ PSNR↑ SSIM↑
Input 32.044 20.774 0.931 3.795 33.843 0.894 13.805 20.184 0.878

Auto-Exposure
Fusion

6.938 36.835 0.972 3.722 34.742 0.893 4.349 32.036 0.931

Ours 6.258 37.300 0.972 3.670 34.683 0.890 4.180 32.154 0.931

Table 3. Quantitative results with the original method on the ISTD dataset

Method Shadow

RMSE↓ PSNR↑ SSIM↑
Input 7.833 20.774 0.931

Auto-Exposure Fusion 7.833 35.464 0.971

Ours 7.139 36.306 0.971

As shown in Table 1, we compare our model with the original Auto-Exposure Fusion
method.We generated results with the Auto-Exposure Fusionmethod using their official
code [link?]. The first row shows the RMSE, PSNR, and SSIM values of the input image.
The results show that our method achieves the best shadow removal in both shadowed
and non-shadowed regions.

To verify the generalizability of our method, we also report the shadow removal
performance of our proposed method on the adjusted ISTD (ISTD+) [19] dataset as
well as the original ISTD [22] dataset. Likewise, our method achieves the best results in
shaded areas. The shadow removal results output by the Auto-Exposure Fusion method
overfits the ground-truth image in non-shadow areas, resulting in large-area distortion.
Our method effectively avoids this issue and better preserves the original non-shadow
area image information.

Figure 3 shows the comparison between the shadow removal results of our method
and the original scheme. It can be clearly seen that the original method has serious color
and brightness distortion and obvious shadow boundaries.

Ablation Experiment. We perform an ablation study on the ISTD+ dataset to evaluate
the contribution of each step of our proposed method. As shown in Table 4, we provide
RefineNet with different Error Map versions. From the quantitative analysis results, we
can see that our final proposed method can effectively improve shadow areas.
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Input Auto-Exposure Fusion Ours Ground truth

Fig. 3. Comparison of results between the original method, our method and ground truth on the
SRD and ISTD + dataset

Table 4. Ablation experiment results on the ISTD + dataset

Method\RMSE Shadow Non-Shadow All

Input 32.044 3.795 13.805

Auto-Exposure Fusion 6.938 3.722 4.349

FusionNet 6.626 3.597 4.230

RefineNet-Em0−1 6.504 3.634 4.212

RefineNet-ERGB 6.454 3.624 4.188

RefineNet-Em0−1 + ERGB 6.427 3.649 4.195

RefineNet-Em + ERGB 6.258 3.670 4.180

5 Conclusion

In this paper, we construct a new and robust image shadow removal model and propose a
new Error Map mechanism to obtain traceless shadow-free images. Our work continues
to build on the multi-exposure shadow removal idea of Fu et al. [1] and redesigns a high-
performance shadow removal network that is more suitable for the task. To improve the
robustness of shadow removal, we design a pixel-level Error Map to represent the error
degree of the fusion network, convert image classification into a pixel-level classification
for shadows in different backgrounds, predict the pixel-level Error Map, and use it to
guide the refinement work.We quantitatively and qualitatively evaluate the effectiveness
of ourmethod on the SRD, ISTD, and ISTD+ datasets. The results show that ourmethod
improves the results of the shadow area output by the FusionNet network, and at the
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same time makes the transition between the non-shadow area and the shadow area
smoother, so that the overall image visual effect is better. In the future, we plan to fuse
the shadow detection task to facilitate our shadow removal task and consider solving
more challenging video shadow removal tasks.
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Abstract. With the development of technology, 3D reconstruction has been
widely used in many fields. In this paper, we propose a learnable 3D reconstruc-
tion method using a cascaded Patchmatch approach to form a new network. By
introducing a dual-channel attention module, point clouds reconstruction has been
improved in accuracy and completion This network has high computational speed
and lowmemory requirements,which allows it to handle higher-resolution images.
The network is more suitable for running on resource-constrained devices than
competitors that employ 3D cost volume regularization. We introduce the feature
fusion module to an end-to-end trainable framework for the first time. The weight
parameters of the multi-scale network output can be adaptively learned in each
calculation, which can reduce the feature dispersion caused by the multi-scale
output. This method has good performance on DTU.

Keywords: 3D reconstruction · Feature fusion · Attention mechanism

1 Introduction

Multi-view stereo (MVS) is the process of turning multiple images from different views
of an object into a three-dimensional scene. Although MVS has been a hot topic in the
field of computer vision research, it is still a challenge for people at present. This is
due to the fact that there are still many unsolved problems in practice, such as poor
reconstruction in occlusion, illumination changes, and untextured regions [1].

Convolutional neural network (CNN) has achieved good results in computer vision,
so people consider using CNN to solve the problem of 3D reconstruction. In fact, many
learning-basedmethods [2] almost surpass all traditionalmethods [3] on theMVSbench-
mark. Currently, most learn-basedMVSmethods construct a 3D cost volume, regularize
it with 3D CNN, and finally get the depth map by regression. Since the regularization
process of cost volume takes a long time and occupies a large amount of memory, some
methods [4, 5] consider calculating cost volume and depth map simultaneously at low
resolution, which affects the accuracy of reconstruction. Some traditional MVSmethods
give up the idea of building cost volume and adopt Patchmatch [6] algorithm to achieve
iterative propagation of depth map, which is to propagate the correct parallax plane in
all original parallax planes to other pixels in the same parallax plane. This approach has
lower losses and provides new ideas for deep learning-based MVS.
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In this paper, we add an attention mechanism and a feature fusion module to the
traditional Patchmatch to improve accuracy. Furthermore, we propose a robust training
strategy that makes the selection of views random, to improve the robustness of the
networkmodel.We verified the validity of our approach onDTU datasets, and the results
show that our network achieves competitive performance compared to most learning-
based approaches.

2 Related Work

Traditional MVS. Traditional MVS methods can be divided into four categories: point
clouds reconstruction [7], voxel reconstruction [8], depth map reconstruction [9] and
Patch-based reconstruction. Point clouds are easier to manipulate when geometrically
transforming and deforming. However, points in the point cloud lack connectivity and
will lack information on the surface of objects. The most intuitive feeling is that the
reconstructed surface is uneven. The disadvantage of voxel reconstruction is that it is
resource intensive. Once youwant to improve the density of the final point cloud, you can
only improve the resolution of the two-dimensional image, which leads to the calculation
amount in the final calculation by the order of three. In contrast, depth maps are the most
flexible representation. It decouples the complex MVS problem into a relatively small
per-view depthmap estimation problem.Among these 3D reconstructionmethods, depth
map is more concise and flexible, which can be regarded as a special representation of
point cloud. In recent studies, the representation based on depth map has achieved good
results.

Learning-Based Stereo. Manyworks in recent years [3, 4] are based onplanar scanning
stereo [11], using depth maps to reconstruct scenes. CasMVSNet [12] proposes a cas-
caded MVS network to construct a cost volume from coarse precision to fine precision.
Compared with themethod of average construction of costal body at the beginning, these
two methods greatly reduce the memory limitation caused by image resolution or the
large size of costal body. UCS-Net [13] proposed an adaptive structure, which gradually
refines the depth interval and range of each source view through its encoded geometric
information and context information CVP-MVSNet [14] proposed a new multi-level
pyramid structure to complete the iteration and optimization of the cost volume. Fast-
MVSNet [15] proposes a new sparse denser framework, and uses the newGauss Newton
layer to refine the depth map.

3 Method

We propose a method for multi-view 3D reconstruction using self-supervised methods.
It consists of four parts: a feature extraction network, a feature fusion module, patch
matching and a refinement module [16]. Experimental results show that our method has
faster processing speed. Even though this method performs better than the traditional
method on the MVS benchmark, there is still a gap in performance for some networks
based on the 3D cost volume.
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For the aforementioned problems, we infer that although Patch-based matching can
greatly improve the efficiency, a large number of points will be matched incorrectly once
amatching error occurs. Thereby it can affect the accuracy and the overall reconstruction
quality. Therefore, wewill solve this problem from two aspects: 1)We introduce a feature
fusion mechanism to reduce the problem of inaccurate matching of subsequent patches
caused by the loss of information between different layers during multi-scale output of
the feature pyramid network. 2) We introduce a dual-attention mechanism to guide the
model to filter irrelevant features, enhance effective features, and performmore effective
feature extraction.

The model structure we designed is shown in Fig. 1. We introduce a dual-attention
mechanism at the input. Feature enhancement is performed by pre-coding the spatial
information and channel information of the source image. A feature fusion network
is added to the multi-scale output of the feature pyramid, which adaptively fuses the
outputs of different scales before performing subsequent patch matching, we named the
network FFP-MVSNet (Feature fusion based Patchmatch for multi-view stereo).

Fig. 1. Structure of FFP-MVSNet

Feature Fusion Module. TheFeaturePyramidNetwork formsmulti-level featuremaps
through continuous downsampling of convolution kernel. One of themain disadvantages
of the feature pyramid is that the features are different at different scales. Specifically,
large goals are usually associated with upper-level features, while small goals are asso-
ciated with lower-level features. Therefore, if an image contains both large and small
objects, the inconsistencies between features at different levels will interfere with the
training, thus affecting the training results and failing to fully play the role of the feature
pyramid network.

To address the above issues, we propose an adaptive feature fusion module, which
enables the network to automatically filter features at other levels through training, and
only retain consistent features for matching. This method includes two steps: feature
rescaling and feature fusion.

Feature Rescaling. For the features of a certain layer, we adjust the features of other
layers to the corresponding resolution. We denote the resolution features of the lth stage
(l ∈ {1, 2, 3}) as xl . For stage l, we resize the feature map of another stage n (n �= l) to
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the size of feature xn to make it the same resolution as xl . Since the feature extraction
networkwe adopt has three stages of output, the featuremaps of each stage have different
resolutions and different channels. Therefore, we need to formulate corresponding up-
sampling and down-sampling methods for each scale. For up-sampling, we first use 1
× 1 convolution layer to adjust the channel number of features to the channel number
of layer l, and then use bilinear interpolation to improve the resolution. For 1/2 scale
downsampling, we use a 3 × 3 convolution layer with stride 2 to modify the number of
channels and resolution. For 1/4 scale, we first add a maximum pooling layer, scale to
1/2, and then use a 3 × 3 convolution layer with stride 2 to scale 1/4. Through the above
method, the output of all levels can have the same resolution, creating conditions for the
subsequent fusion.

Feature Fusion. Based on the above feature maps of the same resolution obtained at
each stage, different levels of adaptive fusion are carried out for each pixel position
in the maps. That is, if certain features present inconsistent information in the same
location, they will be filtered out in the fusion, while others Traits are dominated by
more discriminating cues.

Let xn→k
ij represent the feature vector at position (i, j) in the feature graph adjusted

from level n to level k. When k is fixed and n is adjusted, the fusion strategy proposed
is shown in the following formula:

ykij = akij · x1→k
ij + bkij · x2→k

ij + ckij · x3→k
ij (1)

where ykij represents the feature vector of the output featuremap yk at the position (i, j) on

the kth layer. akij, b
k
ij and c

k
ij are the weights obtained by adaptive learning from the feature

graph of the three levels to layer k. akij, b
k
ij and c

k
ij as weights are simple numeric variables

that can be shared across all channels by each level of the feature graph. Inspired by
[17], we let akij + bkij + ckij = 1 and akij, b

k
ij, c

k
ij ∈ [0, 1], and define:

akij = e
λkaij

e
λkaij + e

λkbij + e
λkcij

(2)

Here akij, b
k
ij and ckij refer to three different levels of output. And λkaij , λkbij

and λkcij are
expressions of the three exponents of the denominator of softmax function respectively.
We use 1 × 1 convolution layers to change the output of the three layers into the same
number of channels, which is convenient for the subsequent weight calculation.

Attention Mechanism. In recent years, attention mechanisms have been shown to be
useful in various computer vision tasks. We propose a new mechanism for attention. We
encode the location information of the objects in the image into the channel, so that richer
information can be extracted. Our attention mechanism can be divided into two parts:
channel attention and spatial attention. In this way, the spatial information of the image
can be introduced into the attentionmap and the long-term dependence on features can be
established through channel attention. Specifically, the spatial attention mechanism uses
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two one-dimensional global pooling operations to compress input features vertically and
horizontally, respectively. After the convolution layer, the feature graphs of vertical and
horizontal directions respectively generate corresponding attention graphs, and each
attention graph retains the feature content of specific spatial direction. Thus, channel
attention incorporates the location information of the image. Then, the two attention
maps are applied to the input feature map by multiplication. The obtained results are
then passed through the channel attention to obtain a feature map with more significant
feature information, which helps themodel to enhance the effective features and improve
the feature extraction ability of the model. The following experimental results will show
that our proposed new attention mechanism is effective.

Loss function Ltatal considers the loss in the depth estimation of all stages. The
formula is as follows:

Ltotal =
∑3

k=1

∑nk

i=1
Lki + Lref (3)

The formula is divided into two parts. The first part is the loss of each stage of
patchmatch, while the last part is the loss of depth map output of the refined network.

4 Experiments

Datasets. In this experiment, we evaluated our work on the DTU dataset and analyzed
the role of each new component through ablation experiments. This dataset has 124
different scenes, each with a total of 49 viewing angles and seven different brightness
levels. DTU data sets are indoor data sets that are specially photographed and processed
for MVS. According to the ratio in [18], the data set is divided into training, testing and
verification set.

Implementation Details. The framework we used is Pytorch, and the training data is
the training set divided by the DTU dataset. In the training, the number of input images N
is five, and the resolution is 640× 512. We set the number of iterations of Patchmatch in
three stages as 2, 2, 1 respectively. For initialization,we set the number of assumed planes
to 48. In the propagation stage,we set the value of pixels in the propagation neighborhood
as 16, 8, 8. All parameter values can be adjusted according to experimental needs. We
trained on a Nvidia GTX 3090 GPU with batchsize set to 4 and epoch set to 12. After
getting the corresponding depth map after the training, we will fill the point cloud of the
depth map containing RGB-D to get the final point cloud.

Ablation Study. In this section, we show how different components affect the results
of the experiment. When evaluating the results, the resolution of each input image is
1600 × 1200, and the sampling depth assumption range is fixed as [425 mm, 935 mm].

As shown in Table 1, according to the scores obtained from the experiment, our
method is significantly superior to other methods in completeness and overall quality.
The result of point cloud reconstruction is shown in Fig. 2. It can be seen that the point
cloud results reconstructed by our solution are more complete andmore detailed. Table 2
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shows how the attention module and feature extraction network are added to improve the
model evaluation metrics, respectively. Figure 3 shows the influence of each component
in the network on the point cloud reconstruction results. In addition,we also evaluated the
number of input views N to evaluate the performance of the model when N = 2, 3, 5, 6.
As shown in Table 3, using more views can improve the performance, The performance
of the model reaches the best when N = 5.

Table 1. Quantitative results of different methods (lower is better).

Method Acc. Comp. Overall.

Gipuma 0.283 0.873 0.578

MVSNet 0.396 0.527 0.462

R-MVSNet 0.383 0.452 0.427

Fast-MVSNet 0.336 0.403 0.370

Point-MVSNet 0.342 0.411 0.376

CasMVSNet 0.325 0.385 0.355

Ours 0.427 0.257 0.342

Table 2. The impact of each component on the DTU evaluation set

Method Acc. Comp. Overall.

Base 0.450 0.290 0.370

Attention 0.435 0.274 0.355

Feature Fusion 0.436 0.265 0.351

Both 0.427 0.257 0.342

Table 3. Ablation study of the number of input views N

N Acc. Comp. Overall.

2 0.439 0.312 0.375

3 0.429 0.265 0.352

5 0.427 0.257 0.342

6 0.429 0.258 0.344
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Fig. 2. Qualitative comparison of point clouds reconstruction results

Fig. 3. The impact of each component on the result of reconstruction

5 Conclusion

We propose a novel learning-based FFP-MVSNet for 3D scene reconstruction, which
augments a deep feature-based attention module and a feature fusion module. FFP-
MVSNet inherits the advantages of Patchmatch, which naturally has lower memory
requirements. A large number of experimental results on the DTU evaluation set show
that FFP-MVSNet has good generalization performance and competitiveness compared
with many advanced methods. Although FFP-MVSNet makes MVS based on learning
more efficient and provides a new idea for people to carry out 3D reconstruction, there
are still some shortcomings, such as low accuracy, which need to be solved one by one
in the future.
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Abstract. Aiming at the problems that the traditional convolutional neural net-
work is easy to cause gradient disappearance and gradient explosion, and it is
easy to ignore the context syntax and semantics, this paper proposes a method to
integrate CNN and BILSTM. CNN is good at local feature extraction but cannot
obtain the meaning of the context. In order to obtain the time information of the
data, BILSTM solves the disadvantage that LSTM cannot process the information
in reverse, and is used to extract the local structure of the data. In this paper, the
local feature representation extracted by CNN is introduced into the emotional
feature representation of BILSTM module, which effectively enhances the abil-
ity of BILSTM to capture emotional semantic information. Experimental results
show that the ensemble model outperforms the two separate models. We are also
able to achieve very high accuracy compared to previous work.

Keywords: Emotion analysis · BILSTM · CNN · Text categorization

1 Introduction

With the continuous improvement of hardware technology, the development of deep
learning has ushered in new opportunities [1]. Sentiment analysis technology based on
deep learning has a good performance in prediction accuracy and efficiency.

Sentiment analysis is also known as opinion mining [2]. The main task of sentiment
analysis is to identify positive or negative opinions from text or comment text [3]. The
main challenge for computers is to understand all of these points, and in 2015, Tang et al.
[4]. Combined multiple deep learning algorithms to exploit the strengths of different
algorithms, and sentence representations exploit underlying emotions [5].

The deep learning algorithm model learns simple features close to the input layer
through a multi-layered neural network structure [6], and the higher layer derives more
complex features based on the information obtained by the lower layer, and uses neurons
to carry and transmit information [7], forming a powerful hierarchical structure Feature
representation can predict text context, obtain connections between words, and unify
the structure of input text [8]. In 2006, Hinton proposed a neural network with multiple
hidden layers. Thismodel has excellent feature self-learning ability [9],whichmade deep
learning set off awave of artificial intelligence in academia and industry [10]. Since 2013,
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methods based on deep learning have continuously promoted the development of related
tasks in the field of natural language processing.

In recent years, deep neural network models represented by convolutional neural
networks and recurrent neural networks have been used to deal with sentiment analysis
tasks [11]. In 2010,Mikolov et al. appliedRNN to sentiment classification task,However,
due to the complexity of the model and the large amount of calculation, the effect is not
optimal. In 2012, Sunderm et al. proposed a three-layer LSTM mode [12]. In 2015, Tas
to give full play to the advantages of different algorithms. Sentence representation uses
CNN and LSTM, document representation uses Gated Recurrent Neural Networks [13],
which significantly improve the predictors of sentiment analysis.

This paper attempts to improve the accuracy of sentiment analysis using the ensemble
of CNN and Bidirectional LSTM (BILSTM) network [14], and is tested on the publicly
available Cornell dataset published by Cornell University and the IMDB dataset pub-
lished by Stanford University [15]. The structure of the algorithm block diagram of this
paper is shown in Fig. 1.

Fig. 1. The block diagram of the propose ensemble model.

2 LSTM Network Model Structure

LSTM is a recurrent network gating algorithm. The cell unit is the core of LSTM.
It is precisely because of the existence of LSTM cells that information can flow

through the entire RNNmodel. LSTM controls the addition and deletion of intracellular
information through the gate structure. LSTM consists of three control gates: input gate,
forget gate, and output gate. The input gate discriminates incoming information and
selectively receives information. The forget gate determines howmuch information is in
the unit state at the previous moment from the current moment. Elimination, the output
gate performs nonlinear changes to the current state through the activation function to
obtain the output. The internal architecture of a single LSTM is shown in Fig. 2.

The relationship between the input gate, forget gate and output gate is as follows:

ft = σ
(
wf · [

ht−1, xt
] + bf

)
(1)

it = σ
(
wi ·

[
ht−1, xt

] + bi
)

(2)
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Fig. 2. The architecture of a standard LSTM module.

ot = σ
(
wo · [

ht−1, xt
] + bo

)
(3)

c̃t = tanh
[
wc · [

ht−1, xt
] + bc

]
(4)

ct = ft · ct−1 + io · c̃t (5)

ht = ot · tanh(ct) (6)

In the above formula, itWf represents the weight matrix of the forget gate, [ht−1, xt]
makes the vectors connect to each other, and then becomes a new vector larger than the
previous one, bf the bias term is σ expressed in the formula, and he sigmoid function is
expressed in the formula. c̃t Represents the state of the current input unit, ct represents
the unit state at the currentmoment, represents the unit state ct−1 at the previousmoment,
and ft represents the forget gate. The outputs control the current output, a vector between (
–1, 1) is calculated by the tanh layer, and theLSTMunit output is obtained bymultiplying
it with the sigmoid function, where ot is the ratio of the output information.

For many applications, we are interested in the flow of information in both direc-
tions. BILSTM is Bi-directional Long Short-Term Memory, which is a forward LSTM
backward LSTM.When inputting, the input information will be provided to two LSTMs
at the same time, which continues the advantages of LSTM, solves the gradient problem
and LSTM can only perform forward learning. The problem of inability to do backward
learning. The architecture of the BILSTM model proposed in this paper is shown in
Fig. 3.
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Fig. 3. The architecture of a standard LSTM module.

3 The CNN Model Architecture

The convolutional neural network includes two typical operations, convolution and pool-
ing. The convolution operation enables the parameters of the network to be shared to
reduce the scale of the network, and has the function of feature extraction. The pool-
ing operation reduces the parameters and makes the network have certain differences.
Denaturation, enabling screening of features.

The output of the convolution operation is only connected to part of the input. When
the amount of data is huge, this sparse interaction can greatly reduce the amounts of
parameters and speed up the operation. In addition, the sparse interaction can better
capture local features and make the operation more efficient. The convolution operation
is defined as a formula.

S(t) = (x ∗ w)(t) (7)

Where x is called input, w is called kernel function, also called convolution kernel, and
S is called feature map.

CNN usually embeds different word sentences or paragraphs in one place to form a
two-dimensional array, and then passes through the convolutional filter window into a
representation of a newarray. The newarraywill then be pooled (usuallymax-pooling) so
that pooled features from different filters are connected to each other and form a hidden
representation. These representations are followed by one (or more) fully connected
layers to make the final prediction.

In this paper, we use a pre-trained model for word embeddings, then go through
a convolutional neural network with 4 filters of size (1, 2, 3, 4), each containing 100
filtersMap features. The hidden representation is followed by two fully connected layers,
which are then fed into the softmax classifier. The overall architecture of the CNNmodel
proposed in this paper is shown in Fig. 4.
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4 Overall Model

LSTMmodel and the CNNmodel is good, and both perform well in sentiment analysis.
CNN is good at extracting local phrase features of text and classifying according to
local features, LSTM is good at extracting sequence features of text and classifying
according to the extracted sequence features. This paper proposes a CNN-BILSTM
sentiment analysis model based on the difference in the feature extraction methods of
the two models. By combining the local phrase feature information extracted by CNN
and the sequence features extracted by BILSTM, the performance of the model is further
improved. In this paper, the average probability score of the model is used as the final
prediction. The overall architecture of our proposed model is shown in Fig. 4.

Fig. 4. The general architecture CNN based text classification models.

5 Dataset Introduction

A Cornell Dataset
This corpus consists of movie reviews, including 1,000 positive and negative attitudes;
5,331 sentences each with positive and negative polarities, and 5,000 sentences each
with subjective and objective labels. The corpus can be applied to various granularity,
such as word, sentence and discourse level sentiment analysis research.

B IMDB Dataset
The IMDB public movie review dataset is provided by Stanford University, with binary
sentiment labels, where the “0” label represents a negative sentiment tendency, and the
“1” label represents a positive sentiment tendency, with a total of 50,000 pieces of data.
The test set and the training set respectively contain 12500 positive and negative samples.

The model is finally run on NVIDIA RTX 3080Ti GPU, Dropout is set to 0.5,
activation function adopts sigmoid, and Learning rate is set to 0.001. The loss function
uses cross-entropy validation. The optimization function uses ADAM.
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6 Model Performance Comparison

In order to verify the superiority of CNN-BILSTM in text sentiment analysis, the models
participating in the comparative experiments will be tested on two datasets and tested
on the labeled test set, with Accuracy and Loss values as evaluation standard, taking
into account the time cost. Experiments were carried out many times, the parameters
were adjusted repeatedly, and finally the model data with the best performance was used.
The network models involved in the comparison mainly include: LSTM, bidirectional
LSTM (BILSTM), convolutional LSTM network (CNN-LSTM), and convolutional
bidirectional LSTM network (CNN-BILSTM).

Table 1. Comparative experimental results (IMDB dataset)

model Accuracy loss Time/epoch

LSTM 87.64% 47.37% 349.58

BILSTM 88.02% 37.92% 1109.27

CNN-LSTM 88.68% 28.07% 389.24

CNN-BILSTM 89.24% 28.61% 85.89

Table 2. Comparative experimental results (Cornell dataset)

model Accuracy loss Time/epoch

LSTM 77.68% 59.18% 9.565

BILSTM 78.26% 50.58% 8.659

CNN-LSTM 77.88% 55.81% 8.988

CNN-BILSTM 78.32% 52.76% 7.788

(1) It can be clearly seen from Table 1, Table 2 and Fig. 5 and Fig. 6 that a separate
LSTM has obvious shortcomings in capturing contextual information. BILSTM is
better than LSTM in extracting “above” information, and its efficiency improved.
In contrast, CNN-LSTM comprehensively considers all the information of the con-
text, and the LSTM model combined with CNN has better classification results,
which shows that the features extracted by the convolutional layer of CNN can
improve the processing of the LSTM layer. Helpful. The accuracy rate and loss
rate of the network model combined with BILSTM are generally better than the
neural network model using LSTM, which shows that in sentiment analysis tasks,
contextual information is necessary to determine the positive and negative tendency
of a sentence.
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Fig. 5. Model accuracy comparison Fig. 6. Model loss comparison

(2) Data set size comparison. Figures 5 and 6 clearly show the comparison of the
training performance of the neural network model on the two datasets. The same
model trained and tested on the IMDB dataset has an average accuracy of about
13% higher and an average loss rate of about 25% lower than the results of training
and testing on the Cornell dataset. The difference is very obvious, reflecting that
when the data set is small, the generalization ability of the network model will be
quite different, and the ability of the deep neural network model cannot be well
utilized. And when the dataset is small, the advantages and disadvantages of the
models cannot be well reflected. At this time, CNN is a very good choice. Its fast
calculation speed and low cost make it the best choice for processing small-scale
texts.

7 Conclusion

In this study, we propose a sentiment analysis framework based on BILSTM and CNN
models. Feed the embedded words into CNN and BILSTM models for prediction. The
prediction scores of the LSTM and CNN models are then averaged as the final predic-
tion. After experimental research, we found that compared with LSTM, BILSTM, and
CNN-LSTMmodels, the CNN-BILSTM integrated model has a certain improvement in
performance. In future work, we will jointly train BILSTM and CNN models to further
improve their performance gains relative to a single model. We believe that the predic-
tion accuracy of deep learning-based text processing tasks will be improved by applying
this model.

References

1. Subrahmanian, V.S., et al.: The DARPA twitter bot challenge. Computer 49(6), 38–46 (2016)
2. Hu, M., Liu, B.: Mining opinion features in customer reviews. In: AAAI, vol. 4, no. 4,

pp. 755–760 (2004)



182 H. You et al.

3. Goodfellow, I., Bengio, Y., Courville, A.: Deep Learning. MIT Press, Cambridge, UK (2016)
4. Li, X., Chen, M., Nie, F.: Locality adaptive discriminant analysis. In: IJCAI 2017, pp. 2201–

2207 (2017)
5. Dai, A., Le, Q.V.: Semi-supervised sequence learning. Adv. Neural Inf. Process. Syst. 3079–

3087 (2015)
6. Kim, Y.: Convolutional neural networks for sentence classification. In: EMNLP (2014)
7. Bahdanau, D., Cho, K., Oshua Bengio, Y.: Neural machine translation by jointly learning to

align andtranslate. In: ICLR (2015)
8. Liu, W., Anguelov, D., Erhan, D., Szegedy, C., Reed, S., Fu, C.-Y., Berg, A.C.: SSD: Single

shot multibox detector. In: Leibe, B., Matas, J., Sebe, N., Welling, M. (eds.) ECCV 2016.
LNCS, vol. 9905, pp. 21–37. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-464
48-0_2

9. Dai, A.M., Le, Q.V.: Semi-supervised sequence learning. Adv. Neural Inf. Process. Syst.
3079–3087 (2015)

10. Guo, J., Fan, Y., Ai, Q., Croft, W.B.: A deep relevance matching model for ad-hoc retrieval.
In: Proceedings of the 25th ACM International on Conference on Information andKnowledge
Management, pp. 55–64. ACM (2016)

11. Xie, Q., Dai, Z., Hovy, E., Luong, M.T., Le, Q.V.: Unsupervised data augmentation. arXiv
preprint arXiv:1904.12848 (2019)

12. Yang, Z., Dai, Z., Salakhutdinov, R., Cohen, W.W.: Breaking the softmax bottleneck: A
high-rank rnn language model. arXiv preprint arXiv:1711.03953 (2017)

13. Zhang, X., Zhao, J., LeCun, Y.: Character-level convolutional networks for text classification.
Adv. Neural Inf. Process. Syst. 649–657 (2015)

14. Howard, J., Ruder, S.: Universal language model fine-tuning for text classification. arXiv
preprint arXiv:1801.06146 (2018)

15. He, K., Gkioxari, G., Dollr, P., Girshick, R.: Mask R-CNN. In: Proceedings of the IEEE
International Conference on Computer Vision, pp. 2961–2969 (2017)

https://doi.org/10.1007/978-3-319-46448-0_2
http://arxiv.org/abs/1904.12848
http://arxiv.org/abs/1711.03953
http://arxiv.org/abs/1801.06146


A Novel Angle Measuring Method for 2D Digital
Array Radars

Anqi Chen(B), Yuzhu Zhu, Haihui Zhang, Shiming Wu, and Xu Liu

AVIC Aeronautical Radio Electronics Research Institute, Shanghai 200000, China
chloepjk@163.com

Abstract. Based on the idea of monopulse angle measurement and array signal
processing, this paper proposed a novel angle measuring method for 2D-DAR.
Firstly, the window function method is used for beamforming. Then, the matched
filter is used for pulse compression to obtain the range dimension information of
the target signal. Finally, the single beat signal of the target location extracted
from the target signal is used to accurately measure the Angle based on DFT and
angle rotation technology. Simulation results verified that the proposed algorithm
is effective and feasible.

Keywords: Digital Array Radar · Array Signal Processing · DFT · DOA

1 Introduction

Conventional monopulse angle measurement is a mature technology of radar. By using a
special antenna feed, it can generate four beams with only one monopulse. And the sum
beam, azimuth difference beam and elevation difference beam are formed by a mixer at
the antenna or RF front end [1–3]. As there are thousands of antenna elements in 2D
Digital Array Radar (2D-DAR), microwave networks cannot be used to formmonopulse
sum beam and difference beam, and the sum beam and difference beam can only be
formed by the digital signal processing method, which is called digital sum difference
anglemeasurement [4]. In the field ofwireless communication, the author of [5] proposed
a uniform planar array (UPA) angle estimation technology based on 2DDiscrete Fourier
transform (2D-DFT) and angle rotation technology by using the physical characteristics
of UPA. The purpose of angle rotation technology is to increase the accuracy of angle
estimation [6–8]. Based on the idea of monopulse angle measurement and array signal
processing, a novel angle measuring method of 2D-DAR is proposed in the radar field.
Firstly, the window functionmethod is used for beamforming. Then, the matched filter is
used for pulse compression to obtain the range dimension information of the target signal.
And then, the single beat signal of the target location extracted from the target signal
is used to accurately measure the Angle based on DFT and angle rotation technology.
Finally, the computer simulation results are given and its performance is analyzed.
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2 2D Digital Array Radar and Digital Beamforming Process

With the development of digital technology, digital technology not only makes the phase
shift method variable but also enables the antenna pattern to be formed digitally, which
is called digital beamforming technology [9]. The following is a brief introduction to
2D-DAR and digital beamforming process.

Fig. 1. 2D array antenna coordinate diagram

Figure 1 shows the coordinate system diagram of the 2D-DAR antenna withM rows
and N columns vertically placed. The x-axis is the normal line of the array, and the
yoz-plane is the plane where the radar array is located. The coordinate center is set as
shown in the figure, then the y-axis and z-axis coordinate of each array element is{

Y = [0, 1, . . . ,N − 1]T dy
Z = [0, 1, . . . ,M − 1]T dz

(1)

where dy and dz are the spacing of elements in horizontal and vertical dimensions,
respectively.

In the far-field condition, the distance of the target is much larger than the aperture of
the antenna array, and the electromagneticwave returnedby the target canbe regarded as a
planar electromagnetic wave relative to the array. Assuming that r = [x y z]T is the coor-
dinate vector of any array element in the antenna array, α = [cosθcosϕ sinθcosϕ sinϕ]T

is the propagation direction vector of target echo, where θ and ϕ are azimuth angle and
elevation angle, respectively. Then the far point of the coordinate is τ = rTα/c, c is the
propagation speed of electromagnetic wave. Thus, the steering matrix of the array can
be obtained as ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

A(θ, ϕ) = az(θ, ϕ) · [ay(θ, ϕ)
]T

az(θ, ϕ) =
[
1ej

2π
λ
dz sin θ cosϕ . . . ej

2π(N−1)
λ

dz sin θ cosϕ
]T

ay(θ, ϕ) =
[
1ej

2π
λ
dy sin ϕ . . . ej

2π(M−1)
λ

dy sin ϕ
]T (2)

The first and the second equation of (2) are the directional steering vectors of row and
column antennas, respectively. Where λ is the wavelength. In the digital beamforming



A Novel Angle Measuring Method for 2D Digital Array Radars 185

processing, the weighting matrix of the whole array is

W(θ, ϕ) = A(θ, ϕ) �
[
wzwT

y

]
= [az(θ, ϕ) � wz] · [ay(θ, ϕ) � wy

]T (3)

Where,wy andwz arewindow function vectors controlling the elevation and azimuth-
dimension sidelobe level respectively, and � represents the dot product.

3 Beamforming Process Based on the Window Function

In antenna design, Taylor distribution is generally used for sum distribution, and Bayliss
distribution is mainly used for different distribution. Bayliss distribution is a classical
difference distribution. It inverts the phases of the elements on the left and right sides
or the upper and lower sides of the array to form azimuth or pitch difference beams,
and simultaneously, the sidelobe level of the difference beam is reduced. In Eq. (3), the
weighting matrix of sum beam is expressed as

Wsum(θ, ϕ) = [az(θ, ϕ) � wsum
z

] ·
[
ay(θ, ϕ) � wsum

y

]T
(4)

where, wsum
z and wsum

y are Taylor sum distribution of azimuth and elevation dimension,
respectively [6]. The distribution of Taylor and is determined by Eq. (5)

w(i) = 1 + 2
∑n−1

m=1
Fm cos

(
mπ · 2i − K − 1

K − 1

)
(5)

where, 1 ≤ i ≤ K , Fm = (−1)m+1

2
∏

n−1

(
1−(m

n )
2
) ·∏n−1

n=1

[
1 − m2

δ2
(
A2+(n−0.5)2

)
]
, n is the number

of constant sidelobe levels, K is the number of distribution points. δ = n√
A2+(n−0.5)2

,

A = π−1 cosh−1 ξ , ξ is sidelobe ratio. Refer to the references [10] for the Bayliss
difference distribution.

4 Angle Measuring Method for DAR Based on DFT and Angle
Rotation

The most common transmitted signal waveform of pulse compression radar is linear
frequency modulation (LFM) signal. The transmitted signal of radar can be expressed
as

s(t) = a(t)ej2π fct (6)

Where, a(t) = ej2π
μ
2 t

2
represents the complex envelope function of the transmitted

pulse signal s(t), fc is the operating frequency, and μ is the frequency modulation slope.
Its time-domain waveform and amplitude-frequency characteristics are shown in the
Fig. 2.
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Fig. 2. LFM time-domain signal and frequency-domain signal

In theoretical analysis, the time-domain impulse response of the matched filter of
the corresponding s(t) is

h(t) = s∗(−t) (7)

The impulse response in the frequency-domain is H(f ), which is obtained by
frequency transformation of h(t).

For the target to be detected at the distance R, the reflected echo signal can be
expressed as

sr(t) = A0a(t − τ)ej2π(fc+fd )t (8)

Where, A0 = γ

√
λ2/(4π)2R4 represents the amplitude fluctuation of the target echo

signal, and γ is a random variable describing the reflection characteristics of the target,
which depends on the selected target fluctuation model. τ is the two-way delay of the
target echo signal, that is, τ = 2R/c. fd is the Doppler shift generated by the point target
relative to the radar motion.When the reflected signal reaches the two-dimensional array
antenna, the signal received by the array antenna can be expressed as

Yecho = A(θ, ϕ)sr(t) + N (9)

Where, N is Complex Gaussian white noise matrix. The received signal Yecho is
filtered byWsum(θ, ϕ) weighting matrix to get the sum beam ssum

ssum = [Wsum(θ, ϕ)]HYecho (10)

Then, the pulse compressed signal spcsum is obtained by matching filtering ssum. The
time-domain waveform of spcsum is shown in the Fig. 3.

Take the point’s information with the most concentrated energy and convert it into
an M × N matrix, which is the single beat signal Yecho

ti . Then the Angle is measured
accurately based on DFT and Angle rotation technology for Yecho

ti . Firstly, the two
standard DFT matrices FM and FN for M and N points are defined, where FM is the

M ×M DFTmatrix, and the element can be expressed as [FM]p,q = 1√
M
e−j 2πM pq, p, q =
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Fig. 3. Time-domain signal spcsum after pulse compression

0, 1, . . .M − 1, FN is N × N DFT matrix, the element can be expressed as [FN]p′,q′ =
1√
N
e−j 2πN p′q′

, p′, q′ = 0, 1, . . .N − 1.

Then, the signal Ỹ
echo
ti processed by DFT and angular rotation technology can be

expressed as

Ỹ
echo
ti = FMΦ

(
ψy
)
Yecho
ti Φ(ψz)FN (11)

Where, Φ
(
ψy
) = diag

{[
1, ejψy , . . . , ej(M−1)ψy

]}
, ψy ∈ [−(π/M ), π/M ] spatial

rotation matrix of azimuth dimension. Φ(ψz) = diag
{[
1, ejψz , . . . , ej(N−1)ψz

]}
, ψz ∈

[−(π/N ), π/N ] is the spatial rotation matrix of elevation dimension. When the optimal
spatial rotation angle is found, the energy and power can bemore concentrated on a small
number of DFT points, thereby reducing energy leakage and obtaining more accurate
DOA estimation. Denoted {p0, q0} as the optimal spatial signature information, denoted
ψz andψy as the optimal rotation angle of z-axis and y-axis, respectively. Then the angle
information of the target can be expressed as

⎧⎨
⎩

ϕ̂ = sin−1
(

λq0
Nd − λψy

2πd

)
θ̂ = sin−1

((
λp0
Md − λψx

2πd

)
/ cos ϕ̂

) (12)

5 Numerical Simulation and Discussions

The effectiveness of the proposed method is verified by numerical simulation. The 2D-
DRA is equipped with 32 × 32 and 64 × 64 UPA, and the antenna interval is d = λ/2,
and the search times of angle rotation are set as Nro = 10 and Nro = 30. The linear
range of the target is within the detectable range of the 2D-DAR, and the azimuth angle
and elevation angle are within the detectable angle of the 2D-DAR. Definition of signal
noise ratio (SNR), that is SNR = 10 log10 P1/σ

2. The performance metric of angle
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measurement is the mean square error of the average single angle ¼ be expressed as

ARMSE = 1

2

⎛
⎜⎜⎜⎝

√√√√√
∥∥∥θ̂ − θ

∥∥∥2
‖θ‖2 +

∥∥ϕ̂ − ϕ
∥∥2

‖ϕ‖2

⎞
⎟⎟⎟⎠ (13)

Fig. 4. ComparisonARMSE performances of the proposedmethod for different antenna numbers
with SNR.

The Fig. 4 shows the curve of ARMSE changing with SNR under the array antenna
configuration of 32× 32 and 64× 64 the number of angle rotation search Nro = 30, and
different array antenna numbers.

It can be seen from the Fig. 4 that under the same search times of angle rotation, the
larger the number of array antennas, the better the angular measurement performance of
the algorithm.

The Fig. 5 shows the curve of ARMSE changing with SNR under different angle
rotation search times when the array antenna configurations are 32 × 32 and 64 × 64,
respectively. The angle rotation search times are set as Nro = 10 and Nro = 20.

Fig. 5. Comparison ARMSE performances of the proposed method for different angler rotation
search times and different antenna with SNR.
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As can be seen from the Fig. 5, when the number of array antennas is the same,
under low SNR and different search times of Angle rotation, the angular measurement
performance of the algorithm is the same. Under high SNR, the greater the search times
of Angle rotation, the better the angular measurement performance of the algorithm.

6 Conclusion

In this paper, the angle measurement of 2D-DAR is studied. Firstly, the window function
method is used for beamforming. Then, the matched filter is used for pulse compression
to obtain the range dimension information of the target signal. Finally, the single beat
signal of the target location extracted from the target signal is used to accurately measure
the Angle based on DFT and angle rotation technology. Computer simulation results
demonstrate the effectiveness of the proposed algorithm.
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Abstract. Sharing data through the public cloud has turned into a
popular way to exploit the data value today, and ciphertext-policy
attribute-based encryption (CP-ABE) can protect data confidentiality
while improving sharing efficiency. In CP-ABE, attribute change raises
the issue of revocation, which is solved by a third party in the existing
schemes. However, it cannot achieve timely and certain revocation. Thus,
this paper proposes a blockchain-driven revocable CP-ABE scheme. We
design a re-writable blockchain to realize attribute revocation, and the
ciphertext no longer needs to be updated. Attribute authority only needs
to update an update factor bound to the attribute and the private keys
for non-revoked users, while the revoked users cannot recover the out-
dated ciphertext. Moreover, our scheme is selectively secure and collusion
resistant. Compared with other schemes, the performance of our scheme
is satisfactory.

Keywords: Data sharing · ciphertext-policy attribute-based
encryption · access control · blockchain

1 Introduction

Nowadays, more and more individuals and organizations share their sensitive
data through the public cloud server because of higher performance, greater
flexibility, and better customer support. Although data can be shared anytime
and anywhere, the lax security mechanism of the public cloud server increases
the risk of data leakage, and the data owners lose complete control over the data.
Thus, to prevent data leakage, data is often encrypted before sharing. Ciphertext-
policy attribute-based encryption (CP-ABE) [1,2] is a promising cryptographic
mechanism to protect data confidentiality while improving sharing efficiency.
Data owners encrypt the data with the policy formed by a set of attributes, and
data users whose attributes satisfy the policy can decrypt the ciphertext.
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However, the access revocation due to the attribute changes hinders the appli-
cation of CP-ABE in public cloud data sharing.

In CP-ABE, the decryption is only related to the user’s attribute set. When
a user’s attribute set changes, he should not have access rights corresponding
to the previous attribute set. If a user’s privileges are not revoked on time, it
can lead to unauthorized access, which causes data leakage. For example, in the
“Patient-Hospital” scenario, a physician who no longer holds the “Senior” title
due to medical malpractice cannot access Personal Health Records (PHRs) that
only “Senior” physicians can access. Revocation in CP-ABE includes two types,
user revocation, and attribute revocation. User revocation [3,4] is coarse-grained,
which revokes the user’s all access rights. However, it is not appropriate for many
scenarios. For example, a physician should not have all access rights revoked
arbitrarily when his attributes change. On the contrary, attribute revocation [5]
revokes only the user’s relevant attribute, not all privileges. Compared to user
revocation, fine-grained attribute revocation has more flexibility.

Revocation often requires updating the ciphertext and private key. For the
ciphertext update, the existing schemes realize it through a third party [6,7],
which faces a severe trust crisis and centralization risk and loses the autonomy
of revocation. On the one hand, third parties are lazy. They may wait for an idle
time to perform the update to save computing power; on the other hand, when
a third party becomes untrustworthy due to attacks, it may be unable to update
or refuse to update. Relying on a third party can not guarantee the timeliness
and certainty of revocation, resulting in unauthorized access.

This paper proposes a revocable CP-ABE based on blockchain to provide
timely and certain attribute revocation. To ensure certainty, we employ a re-
writable blockchain to update the update factor UF bound to the attribute, and
the ciphertext does not need to update. Since the blockchain no longer contains
the old version UF , the revoked user cannot recover the outdated ciphertext.
To ensure timeliness, we set the highest priority for the transaction RT used for
update, and UF will be updated in the next consensus phase. Besides, we strictly
analyze the security and performance of the scheme and thoroughly compare it
with other similar schemes, which shows our advantages.

2 Revocable CP-ABE Based on Re-writable Blockchain

2.1 System Model

The system has five entities, depicted in Fig. 1, including the cloud server, the
data owner, the data user, the attribute authority, and the blockchain.

– Cloud Server (CS)
stores the ciphertext that does not need to be updated. Suppose the CS is
untrusted.

– Data Owner (DO) specifies a access policy and creates the ciphertext which
will be uploaded to the CS.
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Fig. 1. System model.

– Data User (DU) decrypts the ciphertext downloaded from the CS. When a
revocation event occurs, the non-revoked users update the private keys using
the update keys from the attribute authority.

– Attribute Authority (AA) initiates the system and distributes the private
keys for the DUs. Once an attribute revocation occurs, AA first updates
the revocation list, then publishes the new update factor of the attribute in
the blockchain and distributes update keys for the non-revoked users. AA is
assumed to be fully trusted.

– Blockchain records and updates the update factors. Besides, it also records
the public key of the system.

2.2 Chameleon Hash Function

CH function is a trapdoor collision-resistant hash function that contains a key
pair (CHsk, CHpk) and the following algorithms. Only the one who holds the
trapdoor CHsk can obtain a hash collision to update the hashed data.

– CH KeyGen(1κ). The algorithm takes as input a security parameter κ, out-
puts the private key CHsk used as a trapdoor and the public key CHpk used
for hash.

– CH Hash(m, r,CHpk). The algorithm takes as input a message m, a random
number r and the CH public key CHpk, outputs chameleon hash value H.

– CH Update((m, r),m
′
, CHsk). The algorithm takes as input the previous mes-

sage m, random number r corresponding to m, a new message m
′
, and the

CH private key CHsk, outputs an updated random number r
′
.

– CH Verify((m, r), (m
′
, r

′
), CHpk). The algorithm takes as input the previ-

ous message m and its random number r, new message m
′

and its random
number r

′
, and the CH public key CHpk, and check CH Hash(m, r,CHpk)

?=
CH Hash(m

′
, r

′
, CHpk), if equal, output 1, otherwise output 0.
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2.3 Concrete Construction

– System Setup(1κ, U). AA executes the algorithm to initialize the system. It
takes as input security parameter κ and the number of attributes U . Firstly,
AA chooses a group G of prime order p, and a generator g. Then AA ran-
domly selects α, a, β, τ, c ∈ Zp, and for each attribute, it randomly selects
A1, A2, ..., AU ∈ Zp. Besides, it sets CHsk = c, CHpk = gc.
The public key PK is

g, e(g, g)α, ga, gβ , gτ , A1, ..., AU , CHpk.

For the attribute group AGi consists of the DUs holding Ai, chooses vi, εi ∈ Zp

randomly, where vi can be considered as the version number of the attribute
Ai, and εi is the random number used to update vi.
The master secret key MSK is

gα, gv1 , ..., gvU , CHsk.

The update factors are

UF1 = (
v1 − τ

β
, ε1), ..., UFU = (

vU − τ

β
, εU ).

– Encryption(PK, (M,ρ), M). The algorithm is executed by DO. It takes as
input the public key PK, the LSSS access structure (M,ρ) generated by a
policy, and a message M. Firstly, DO selects a vector v = (s, v2, v3, ..., vn) ∈
Zp randomly. For i ∈ [1, �], DO computes λi = Miv

T , where Mi is the i-th
row of the matrix M . Besides, DO randomly selects r1, ..., r� ∈ Zp. Finally,
the ciphertext CT is

C = Me(g, g)αs, C
′
= gs,

∀i ∈ [1, �],Ci = gaλigAρ(i)riτ ,Di = g−ri , Ri = gβriAρ(i) .

– Key Generation(MSK,S). The algorithm is executed by AA. It takes as
input the master secret key MSK and DU’s attribute set S. For each DU,
AA selects a random t ∈ Zp. The private key SK is

K = gαgat, L = gt,∀x ∈ S,Kx = gAxtvx .

– Decryption(CT, SK). The algorithm is executed by DU. It takes as input
the ciphertext CT and DU’s secret key SK. Suppose S satisfies the policy, so
that defining I ⊂ {1, ..., �} as I = {i : ρ(i) ∈ S}. Firstly, DU needs to find a
set of constants ωi ∈ Zp such that ωM = (1, 0, ..., 0), thus

∑

i∈I

ωiλi = s. Then,

DU computes

e(g, g)αs =
e(C

′
,K)

∏

i∈I

(e(Ci · R
vi−τ

β

i , L)e(Di,Kρ(i)))ωi

(1)

Finally, DU can get M from C.
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2.4 Re-writable Blockchain Design

We update the update factor UF through the re-writable blockchain. There are
two kinds of transactions in the blockchain, Normal Transaction (NT ), and Re-
writable Transaction (RT ). NT is immutable and is used to record common
data, such as public keys, etc. RT is re-writable, and the old RT is updated
by the new RT . In the transactions, G is the transaction hash function, H is
the data hash function, and both are collision-resistant. Hi is the chameleon
hash value of UFi. The original RTog is generated by DO, and the subsequent
RTups can only created and published by AA who owns the trapdoor CHsk. The
detailed structures of two transactions are shown as follows.

NT = (ID,Data, sign(anyone), G(Data, sign), timestamp)
RTog = (ID,RT.ID, (UF i,Hi), sign(DO), G(Hi, sign), timestamp)
RTup = (ID,RT.ID, (UF i,Hi), sign(AA), G(Hi, sign), timestamp)

In the transaction RT , RT.ID denotes the target transaction that RT will
update, and the RT.ID of the RTog is null. We design a backtracking update
to avoid the revoked users from getting the old UF in the ledger. As shown in
Fig. 2, when a new RTup is received, then all the target transactions associated
with it will be updated in sequence in the order of RT.ID.

Fig. 2. Backtracking update.

To update the update factor UF timely, we set the priority of the transac-
tion RT to the highest. Besides, after receiving a new block, full nodes perform
regular block validation, while the consensus nodes need to republish the RT s
whose timestamps are earlier than the newest block until they are written to the
subsequent new block. Since the transactions can not be tampered with except
for RT , no user can reject the update unless he no longer uses the blockchain
ledger.

2.5 Attribute Revocation

The attribute revocation in our scheme does not need to update the ciphertext.
If a DU no longer holds the attribute Au, AA only needs to update the UFu and
the non-revoked DUs’ SK.
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To update the UFu, AA randomly selects v
′
u ∈ Zp, and computes v

′
u−τ
β . Then

AA executes CH Update to find a ε
′
u to make the hash value of vu−τ

β unchanged.
AA first computes

ε
′
u =

εu · CHsk − H(v
′
u−τ
β ) + H(vu−τ

β )

CHsk
(2)

Finally, UF
′
u = (v

′
u−τ
β , ε

′
u), and AA publishes the following transaction to the

blockchain.

RTup = (ID,RT.ID, (UF
′
u,Hu), sign(AA), G(Hu, sign), timestamp)

When the above RTup is received, consensus nodes execute CH V erify.
It first obtains UFu,Hu from the target RT to be updated, then checks

Hu
?=CHpk

ε
′
u ·gH(

v
′
u−τ

β ).
If the above equation holds, the RTup will be packed into a new block in the

next consensus round.
To update the SK, AA computes UKu = gAut(v

′
u−vu) and sends it to non-

revoked DU in the attribute group AGu. DU updates SK as K,L,K
′
u = Ku ·

UKu,∀x ∈ S\u,K
′
x = Kx.

The above updates for the update factor UF and the private keys achieve
fine-grained attribute revocation. The revoked user cannot get UK or outdated
ciphertext to realize unauthorized access.

3 Security Analysis

Our scheme has the following security properties.

– Confidentiality. Our scheme can achieve selective security under the q-
parallel BDHE assumption. There is no polynomial-time adversary has the
non-negligible advantage to break our scheme selectively by a challenge access
structure. The proof is similar to the Waters’ scheme [2].

– Forward Security. Newly joined users get the new version of the update fac-
tor UF by synchronizing the blockchain ledger. If their attribute set matches
the policy, they are able to decrypt the ciphertexts published in a previous
time, which are already updated.

– Backward Security. Users who are revoked are unable to update his SK
after attribute revocation. AA updates private keys only for non-revoked
users, and the only way for a revoked user to update his SK is by getting the
UKi from a corrupted non-revoked user. However, each UKi = gAit(v

′
i−vi) is

associated with t which is different from each other.
– Collusion resistant. The private key for each user contains a t related to the

user, and different users cannot combine their SKs to decrypt the ciphertexts.
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4 Performance Analysis

We evaluate the computation overhead of our scheme and make a comprehensive
comparison with Guo et al. [8] and Waters’ scheme [2] which we are mainly based
on. The experiments were performed on a desktop computer with Ubuntu 18.04
LTS, Intel(R) Core(TM) i5-4590 CPU@ 3.30 GHz with 4 GB RAM and the Java
paring-based cryptography library 2.0.0, and we used the Type A curve over the
field Fq for some prime q = 3 mod 4. For each experiment, we used the mean
of 50 replicates, and the message M is randomly selected in GT.

Fig. 3. Performance comparison.

The encryption cost of our scheme is the largest. This is because we add a
parameter Ri in the ciphertext for each attribute in the policy to help DU get
the latest ciphertext component Ci. Compared to Waters’ scheme, ours requires
only one additional exponentiation operation for each attribute in the encryption
and decryption algorithm, while the computational overhead in key generation
is the same for both schemes and much smaller than Guo’s scheme.

Transaction confirmation time (latency) and throughput of the blockchain
reflect the efficiency of the update of UF . We chose Hyperleder Fabric v2.2
as the blockchain platform and tested blockchain performance using Hyper-
ledger Caliper1, a performance benchmark tool capable of measuring different
blockchain platforms. The Block size is 200 and the block interval time is 1s.
We conduct tests under the Raft consensus mechanism, and the result is shown
in Fig. 3(d). System throughput peaks at a transaction send rate of 700 and
1 Hyperledger caliper. https://www.hyperledger.org/projects/caliper.

https://www.hyperledger.org/projects/caliper
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decreases thereafter. This is because as the number of transactions increases
in the blockchain network, more communication time is needed between nodes,
and the system throughput decreases. When the transaction number reaches the
preset value during the block interval time, the consensus mechanism will batch
the transactions into a new block each time. Therefore, a blockchain with an
efficient consensus mechanism enables ciphertext updates in a timely manner;
more importantly, it can achieve deterministic updates.

5 Conclusion

In this paper, we proposed a revocable CP-ABE scheme based on blockchain to
achieve timely and certain attribute revocation. We discarded the third party
and designed a re-writable blockchain based on the chameleon hash function to
perform the revocation. To be precise, in addition to the private keys, only the
update factor UF needs to be updated, and it can be updated within a consensus
time. The revoked users cannot recover the outdated ciphertext because the old
UF is rewritten by the new UF . Besides, our scheme is proved to be selectively
secure and collusion resistant, and the computation overhead of our scheme is
affordable compared to other schemes.
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Abstract. With a growing demand for high-quality mobile live video
streaming services, cellular networks are facing an unprecedented chal-
lenge of dramatically increased mobile data usage. Recently, device-to-
device (D2D) aided multicasting has been introduced and considered
as one of the promising techniques to tackle such imminent mobile live
video streaming dilemma of cellular networks by enabling direct data
transmissions among users in proximity. The clustering strategy is essen-
tial to the D2D-aided multicasting in cellular networks. To address this
issue, a novel clustering policy is presented in this paper, under which a
BS simply groups the associated users based on their received sounding
reference signal (SRS) strength and selects the users with the largest
average received SRSs as the cluster head in each group to maximize the
multicasting performance. Further, by applying the idea of multi-armed
bandits, the multicasting latency induced by the process of clustering
and cluster head selection can be significantly reduced. We analyze the
performance of the D2D-aided multicasting network. The effectiveness
of the proposed multi-armed bandit based clustering strategy is demon-
strated through extensive simulations.

Keywords: D2D aided multicasting · Multi-armed bandit based
clustering · Stochastic geometry · coverage probability · spatial
throughput

1 Introduction

Mobile live video streaming has attracted tremendous interest over recent years
due to the dramatically increased demand on live E-sports, live commerce, and
“in real life” (IRL) streaming. Particularly, the mobile users of live video stream-
ing in China reached 560 million in March, 2020, an increase of 163 million over
that in December, 2018. The fast growing traffic induced by the mobile live
video streaming has placed a significant burden on cellular networks. Thus, how
to satisfy the quality-of-service (QoS) requirements of mobile live video stream-
ing while alleviate the potential on-air congestions at the base stations (BSs)
has become one of the major technical challenges for cellular network designers.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): CSPS 2022, LNEE 873, pp. 198–205, 2023.
https://doi.org/10.1007/978-981-99-1260-5_25
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Multicasting is considered as an effective approach to enhance the delivery
performance of mobile live video streaming. Compared with the conventional
unicasting, multicasting can satisfy multiple requesters concurrently and thereby
significantly improves the spectrum efficiency of the cellular network. Tremen-
dous efforts have been put into the study of multicasting of mobile live video
streaming [1–9]. In [1], Wang et al. studied the scalable video coding based mul-
ticasting and evaluate the economic value of the system via a game-theoretic
approach. In [2], Christopoulos et al. addressed frame-based precoding prob-
lem in the forward link of a broadband multibeam satellite system by means
of the multicast-aware user scheduling policy. In [3], Zhou et al. investigated
the multicast over a large-scale mobile ad hoc network and derived the delay
constrained capacity. In [4], Li et al. considered the multicasting of the hard
deadline constrained prioritized multimedia streams and proposed a novel ran-
dom network coding scheme to maximize the network performance. In [5], Sim
et al. investigated the opportunistic multicast beamforming to maximizes the
minimum SNR of the selected subset of users. In [6], Zhang et al. considered
applying the technologies of millimeter wave and non-orthogonal multiple access
to enhance the multicast performance. In [7], Bejerano et al. presented a novel
dynamic monitoring system architecture to ensure the high quality of service of
the multimedia multicasting. In [8], Xu et al. developed a novel mathematical
framework to analyze the multi-view video transmissions by exploiting both nat-
ural multicast opportunities and view synthesis-enabled multicast opportunities.
In [9], Araniti et al. investigated the MBSFN area formation algorithm in 5G
NR networks to enhance the multicasting performance of the SVC traffic.

Recently, the technique of device to device (D2D) communication has been
widely studied and considered as a promising approach to enhance the perfor-
mance of cellular networks by offloading the traffics from the overloaded BSs.
Particularly, D2D communication enables the direct transmission between users
in proximity, which thereby can significantly improve the spectrum and power
efficiency of the system. Due to its advantages, several works have introduced
the D2D communication into the multicasting scenarios to guarantee the quality
of service of video transmissions [10–12].

One of the important issues in D2D aided multicasting is clustering. With
proper clustering strategy, the multicasting performance can be further enhanced
due to the boosting of the received signal to interference power ratio. It is worth
noting that in the above mentioned works on D2D aided multicasting [10–12],
the issue of clustering was either ignored [11] or not well addressed [10,12]. It is
also worth noting that though clustering can dramatically improve the network
throughput, the delay induced by the process of D2D clustering may significantly
deteriorate the QoS of the mobile live video transmissions, especially for large
amount of users.

Recently, the emerging machine learning framework has been applied in the
study of wireless communication and shows great potentials to enhance the net-
work performance [14–16]. Particularly, in [13], Bagaria et al. proposed a novel
multi-armed bandit based Med-dit algorithm to determine the exact medoid of
a data set with high probability. Compared with Ck

n evaluations required by the
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naive method for a data set with n points, the Med-dit algorithm only needs
O(n log n) computations, which thereby can significant enhance the mediod
searching efficiency. In this paper, motivated by [13], we investigate the multi-
armed bandit based clustering algorithm in D2D-aided multicasting networks to
reduce the processing delay induced by the cluster heads searching. The main
contributions of this paper are summarized as follows:

– We propose a novel multi-armed bandit based clustering strategy in D2D-
aided multicasting network to simultaneously enhance the received SIR of
users and reduce the processing delay induced by the D2D cluster heads
searching. Particularly, under the proposed clustering strategy, the cluster
head is selected to maximize the average received signal power at all users
in the respective cluster. Further, by applying the method of multi-armed
bandit, the cluster head of each cluster is determined based on the confidence
interval of the estimated (rather than the exact) average received sounding
reference signal (SRS) power broadcasted by the D2D users.

– We develop a stochastic geometry framework to analyze the performance
of D2D-aided multicasting networks under the proposed multi-armed bandit
based clustering strategy.

– Extensive simulation results are presented under a variety of network settings
to validate the proposed multi-armed bandit based clustering strategy.

The remainder of this paper is organized as follows. In Sect. 2, we describe
the system model and present the proposed multi-armed bandit based clustering
strategy. In Sect. 3, we evaluate the performance of the D2D-aided multicasting
network. Section 4 validates the proposed multi-armed bandit based clustering
strategy. Finally, the conclusions are drawn in Sect. 5.

2 Network Model

We consider a D2D-aided multicasting network, where the BSs and users are spa-
tially distributed as homogeneous Poisson point processes (HPPPs) with density
λb and λu, respectively. We assume that for each BS, the associated users are
grouped into K clusters, where K follows Poisson distribution with mean give
by ξc. In the process of mobile live video streams delivery, it is designed that the
BSs first offload the multimedia traffics to the selected cluster heads, and then
the cluster heads multicast the received data to other users in the respective
clusters. To simply the analysis, it is assumed that the delivery of mobile live
video streams from the BSs to the selected cluster heads have no transmission
error.

The power gain l(d) of the wireless channel over a distance of d is given by
l(d) = hd−α, where h denotes the Rayleigh fading power coefficient with unit
mean, and α ≥ 2 denotes the path-loss exponent. Further, for the successful
reception of the multicasted stream at users via D2D communication, the SIR
target is given by θu.

To simultaneously enhance the received SIR of users and reduce the pro-
cessing delay induced by the D2D cluster heads searching, a novel multi-armed
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bandit based clustering strategy is proposed, which is described in detail as
follows.

Multi-armed Bandit Based Clustering Strategy: For the initialization of
D2D clustering, in each cell, we first randomly select K users as the cluster heads
for the K clusters. Then, the selected K cluster heads are scheduled in different
time slots to broadcast the SRS signal with power Pu for D2D discovery. Upon
receiving the SRS signals sent from the K cluster heads, a user selects the k-th
cluster head as its associated cluster head if the respective SRS signal power is
larger than others. With the initialized K clusters, the users in each cluster are
then scheduled to broadcast the SRS signal with power Pu for the determination
of the actual cluster head which maximize the average received signal power of
mobile live video streaming. Without loss of generality, we denote Di

k as the i-th
user in the k-th cluster to send the SRS signal. Further, let Si

k(j) denote SRS
signal (sent by Di

k) power received at the j-th user in the k-th cluster. For the
first iteration, upon receiving the SRS of D1

k, each user is designed to upload
the SRS signal strength information S1

k(j) to the BS. By assuming S1
k(j) are

independent and σ-sub-Gaussian, the BS then builds a (1−δ)-confidence interval
[μ̂j

k(1) − Cj
k(1), μ̂j

k(1) + Cj
k(1)] of the average received SRS signal strength for

each users in the k-th cluster and finds the user with the largest upper bound
of the confidence interval denoted by D̂k, where

μ̂j
k(t) =

1
T j

k (t)

∑
Si

k(j) (1)

with T j
k (t) denoting the number of uploaded SRS signal strength information by

the j-th user in the k-th cluster upto time t, and1

Cj
k(t) =

√
2σ2 log 2

δ

T j
k (t)

. (2)

Further, the BS randomly selects a user in D̃k to sent the SRS and require only
D̂k to upload the received SRS signal strength information, where D̃k denotes
the set of users which have not broadcast the SRS signal in the k-th cluster.
Then, the BS updates the (1 − δ)-confidence interval for the average received
SRS strength. The process continues until the lower bound of the confidence
interval of a user is larger than the upper bounds of the confidence interval of
all the other users. Then, the respective user is selected as the new cluster head.
With the updated cluster heads, users are grouped again based on the received
SRS signals sent from the K cluster heads. By repeating the same procedure,
the whole process ends if and only if the updated cluster heads remain the same.

In the next section, under the proposed multi-armed bandit based clustering
strategy, we analyze the performance of the D2D-aided multicasting network.

1 It is worth noting that given n users in the k-th cluster, if T j
k (t) ≥ n − 1, Cj

k(t) = 0.
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3 Network Performance

In this section, we analyze the performance of the proposed multi-armed bandit
based clustering strategy. We first characterize the number of uploading times
M of the received SRS signal strength per cell, which is provided in the following
theorem.

Theorem 1. For D2D-aided multicasting networks, under the proposed multi-
armed bandit based clustering strategy, the uploading times M of the received
SRS signal strength per cell is upper bounded by

M ≤
∑

i∈[n]

(
24σ2

Δ2
i

log n ∧ 2n

)
. (3)

We further characterize the coverage probability of the D2D-aided multicas-
ting networks in the following theorem.

Theorem 2. Under the proposed multi-armed bandit based clustering strategy,
the coverage probability C of the D2D-aided multicasting network is given by

Cn=
∫ Rd

0

2λn
g πl·e−λn

g πl2

1 − e−λn
g πR2

d

· exp

⎧
⎨

⎩−2π2θ
2
α
u l2λ

n

g

α sin
(
2π
α

)

⎫
⎬

⎭

× exp

{
−2πλn

g

∫ ∞

l

1
1 + uα

θulα
udu

}

× exp

{
2π

α
λ

n

g

(
Pu

Ith

) 2
α

Γ(
2
α

)

}

× exp

⎧
⎨

⎩−2πλ
n

g

∫ ∞

0

uα

θulα

1 + uα

θulα
· e− θuIthlα

Pu

e
Ithuα

Pu

udu

⎫
⎬

⎭ dl,

(4)

where λ
n

g = λa
g − λn

g .

In the next section, under the proposed multi-armed bandit based clustering
strategy, we analyze the performance of the D2D-aided multicasting network.

4 Numerical Results

In this section, simulation results are presented to evaluate the effectiveness of
the proposed multi-armed bandit based clustering strategy. For default setting,
we have λb = 0.001, α = 4, K = 10.

Figure 1 shows the coverage performance of the D2D-aided multicasting net-
work, when λg = 0.005, and 0.01, respectively. It is observed that the proposed
multi-armed bandit based clustering strategy has the same performance on the
coverage probability as the baseline strategy, i.e., the naive clustering approach.
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Fig. 1. Coverage probability versus the density of users λu.
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Fig. 2. Spatial throughput versus the density of users λu.

It is also observed that the coverage probability of D2D-aided multicasting net-
work is a decreasing function with respect to λu. Further, it is observed that the
coverage probability of D2D-aided multicasting network is an increasing function
with respect to the number of clusters.

Figure 2 shows the spatial throughput of the D2D-aided multicasting net-
work, when λg = 0.005, and 0.01, respectively. Similarly as that in Fig. 1, it is
observed that the proposed multi-armed bandit based clustering strategy has the
same performance on the spatial throughput as the baseline strategy. Further,
it is observed that the spatial throughput of D2D-aided multicasting network is
an increasing function with respect to the number of clusters. However, differ-
ent from Fig. 1 the spatial throughput of D2D-aided multicasting network is an
increasing function with respect to λu.
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Fig. 3. Uploading times versus the density of users λu.

Figure 3 demonstrates the average number of uploaded times per cell to com-
plete the clustering, where the baseline denotes the naive clustering policy. It is
observed that the uploading times of SRS signal information strength decrease
with the number of clusters.

5 Conclusion

In this paper, we proposed a novel multi-armed bandit based clustering strategy
in D2D networks to enhance the overall performance. Particularly, with the pro-
posed strategy, in each cell, the respective BS simply selects the D2D users with
the largest average received sounding reference signals (SRSs) sent from other
users as the cluster heads to maximize the multicast performance. Further, by
applying the idea of multi-armed bandits, the multicasting latency induced by
the process of clustering can be significantly reduced. We analyze the perfor-
mance of the D2D-aided multicasting network. The effectiveness of the proposed
multi-armed bandit based clustering strategy is demonstrated through extensive
simulations.
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Abstract. Hyperspectral unmixing, as an important preprocessing technique for
hyperspectral processing, has attracted much attention from researchers in recent
years. In this paper, an efficient sparse unmixing network is proposed for the
sparse property of mixed pixels’ abundance matrix in hyperspectral images. The
method is based on the CLSUnSAL algorithm, and transfers the idea of alternating
iterations to the neural network, namely deep algorithm unrolling. Specifically, we
stack two update blocks for variables update, in which we set multiple learnable
parameters to increase the flexibility of the network ensuring better unmixing
results. This scheme combines the interpretability of traditional unmixing with
the efficiency of deep learning. The experimental results show that the network
can obtain better unmixing accuracy than other traditionalmethods based on sparse
unmixing and is suitable for hyperspectral data with high signal-to-noise ratio.

Keywords: Hyperspectral unmixing · ADMM · Algorithm unrolling · Deep
learning

1 Introduction

Hyperspectral remote sensing records various substances observed in the field of view
with complete spectral curves. The most important advantage of hyperspectral images
(HSIs) is that they are characterized by high spectral resolution. However, on account
of the complex distribution of ground materials and the low spatial resolution of remote
sensing instruments, pixels in HSIs generally contain a variety of materials. The purpose
of hyperspectral unmixing (HU) technology is to extract the spectral features of various
basic substances that constitute the pixels, and obtain the proportion of these substances.

In the past decade, traditional hyperspectral unmixing algorithms have achieved great
success. Some scholars introduced the idea of sparse representation into the HU model,
using the known spectral library as the endmember set. Optimization problems based on
sparse unmixing can be transformed into convex optimization problems, among which
themost representative one is the SUnSAL [1] algorithm.When solving the optimization
problem, the non-negativity constraint (ANC) and the sum-to-one constraint (ASC)
of abundance coefficients are added to the optimization problem, and we utilize the
alternating direction method of multipliers (ADMM) to decompose the optimization
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problem into several simple sub-optimization problems. On this basis, scholars have
successively made various improvements to SUnSAL, such as CLSUnSAL [2], and
SUnSAL-TV [3].

With the advancement of artificial intelligence, deep learning has gradually begun
to be applied in hyperspectral unmixing. The network of autoencoders is suitable for
solving the unmixing task. Specifically, the unmixing task is divided into two parts, the
first step is to estimate the abundance through the encoder, and then input the result
into the decoder to get the reconstruction of the original image. Based on such theories,
unmixing networks of autoencoder architectures such as uDAS [4] and DAEN [5] have
been successively proposed. In addition, using the convolutional layer instead of the fully
connected layer can extract rich spatial information. Therefore, spectral-spatial unmixing
network had been proposed, such as CNNAEU [6]. However, there is a fatal obstacle
with deep learning, that is, the lack of interpretability, and it is difficult to ensure that
the final results conform to the physical meaning. Therefore, some scholars put forward
the idea of using the traditional model to drive the network, such as unfolding algorithm
into neural network [7].

In this paper, inspired by algorithm unrolling, we propose an unmixing network
based on CLSUnSAL to solve the optimization problem. Benefit from the function of
updating variables through gradient descent in deep learning, the network proposed in
this paper only stack two iterative blocks, which can obtain good unmixing results while
reducing the computational consumption.

2 The Unmixing Model

Linear mixture model (LMM) is the most commonly used spectral mixture model in
HSIs sparse unmixing model. The LMM assumes that the spectrum in a mixed pixel is
the weighted sum of the endmembers contained in the pixel. The expression of unmixing
model based on the LMM is as follows:

Y = AX + N (1)

where Y ∈ RL×N represents the observed values of N pixels in L bands, A ∈ RL×M

represents the spectral library, which incorporates the reflection values of M different
endmembers in L bands, X ∈ RM×L is the abundance coefficient matrix, and N is the
additive noise matrix.

Based on this model, an optimization problem is proposed:

min
X

‖Y − AX ‖2F + λ
∑

i
‖Xi‖2 s.t. X ≥ 0 (2)

in which Xi represents the i-th column of the abundance matrix, and
∑

i ‖Xi‖2 is an L2,1
norm, which is used to normalize the sparsity of the rows of the abundance matrix. To
solve this optimization problem, the CLSUnSAL algorithm is proposed. Expression (2)
can be adjusted to:

min
U ,V1,V2,V3

1

2
‖Y − V1‖2F + λ‖V2‖2,1 + l{R+}(V3) s.t. V1 = AU ,V2 = U ,V3 = U

(3)
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Then, the Lagrange multiplier is introduced, and the constraint term is added to the
objective function as a quadratic penalty function to obtain the augmented Lagrange
function:

L(U ,V ,D) = 1
2‖V1 − Y‖2F + λ‖V2‖2,1 + l{R+}(V3) + μ

2 ‖AU − V1 − D1‖2F
+μ

2 ‖U − V2 − D2‖2F + μ
2 ‖U − V3 − D3‖2F

(4)

where μ is the penalty factor. When the penalty factor is selected appropriately, the
optimal solution can be better approximated.

According to ADMM, we first solve the parameter U, and then use U to solve each
single regular term and update corresponding variable in turn [2].

3 The Proposed Unmixing Network

In this part, we are going to unfold algorithm into neural network layers. For each
different variable update, we use the different network layer.

• U update:

U (k+1) = BT (k)(V (k)
1 + D(k)

1 ) + CT (k)(V (k)
2 + D(k)

2 + V (k)
3 + D(k)

3 ) (5)

where

BT (0) = (ATA + 2I)−1AT CT (0) = (ATA + 2I)−1 (6)

We can think of (5) as the addition of the two convolutional layers’ outputs and
use (6) to initialize the weights of the convolutional layers. The network structure is
shown in the Fig. 1(a).

• V1 update:

V (k+1)
1 = α(k)Y + β(k)(AU (k+1) − D(k)

1 ) (7)

where

α(0) = 1

1 + μ
β(0) = μ

1 + μ
(8)

Unlike the update of U, here α and β are scalars, so just set μ as a learnable
parameter. The network structure is shown in the Fig. 1(b).

• V2 update:

V (k+1)
2,r = M (k)

r

M (k)
r + ρ(k)

· U (k) (9)

where

ρ(0) = λ

μ
M (k)

r = max(
∥∥∥U (k)

r − D(k)
2,r

∥∥∥
F

− ρ(k), 0) (10)

Set ρ as a learnable parameter here. The max expression is implemented using
the ReLU activation function, and the network structure is shown in the Fig. 1(c).
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• V3 update:

V (k+1)
3 = σ (k)ReLU(U (k) − D(k)

3 ) (11)

In order to make the network more flexible, we introduce a learnable parameter σ

to multiply the result obtained by ReLU. The Fig. 1(d) shows the network structure.
• D update:

D(k+1)
1 = D(k)

1 − τ
(k)
1 (AU (k+1) − V (k+1)

1 )

D(k+1)
i = D(k)

i − τ
(k)
i (U (k+1) − V (k+1)

i ) i = 2, 3
(12)

The update ofD1 is slightly different fromD2 andD1. τi is the introduced learnable
parameter. The network structure is shown in the Fig. 1(e).

1
kD

1
kV
k
iD
k
iV

3

2i=
∑

3

2i=
∑

+

+ Conv

Conv

+ 1kU + 1
kD
kU -

+ 1
1
kV +

A

Y kα

kβ

(a) U update (b) V1 update 

2
kD
kU - 1

2
kV +Norm So

kρ 3
kD
kU - 1

3
kV +ReLU kσ

(c) V2 update (d) V3 update 

k
iV
kU -

1k
iD

+

A k
iτ

k
iD

-

(e) D update

Fig. 1. Update network for each variable

After designing the variables update layers, we can stack these network layers to
build a complete algorithm unfolding network, and we select V3 whose result satisfies
the non-negative abundance constraint as the output. Figure 2 shows the updates of
U, V, and D form an iterative block. Weighing the unmixing result and the amount
of computation, we finally choose to stack two iterative blocks and perform the third
iteration on V3 alone. In order to satisfy ASC, we perform the following calculation on
V3, and the output is used as the result of abundance estimation:

X̂(·,j) = V3,(·,j)∑
i V3,(i,j)

(13)
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Fig. 2. The proposed unmixing network structure

Because implementing unsupervised learning, we need to reconstruct the original
image at the end. The reconstructed image Ŷ can be obtained by multiplying X̂ and A.
We use the cross-entropy function, which measures the similarity of the data, as the loss
function for the entire network:

L = −1

L

1

N

L∑

i=0

N∑

j=0

[Y(i,j) log Ŷ(i,j) + (1 − Y(i,j)) log(1 − Ŷ(i,j))] (14)

4 Experimental Results

In order to evaluate the performance of our network, we employ a synthetic hyper-
spectral data with 9 endmembers, and four different methods based on sparse unmix-
ing were chosen for comparison, including SMP, SUnSAL, SUnSAL-TV and CLSUn-
SAL. In the simulation data experiments, we use the signal reconstruction error as
the evaluation standard of the algorithm performance, which is expressed as: ESRE =
E(‖X ‖2F )

/
E(

∥∥∥X − X̂
∥∥∥
2

F
), in which X represents the original abundance coefficient

matrix, and X̂ represents the reconstructed abundance coefficient matrix.

Table 1. SRE(dB) values of abundance under 10 dB, 20 dB, 30 dB Gaussian noise

SNR (dB) SUNSAL SUNSAL_TV SMP CLSUNSAL Proposed

10 dB 2.8701 5.9708 4.2108 3.0319 5.519

20 dB 8.2555 12.6439 17.9381 8.4423 15.2833

30 dB 15.7865 20.2733 22.7212 16.0853 28.5972

From Table 1, we observe that our proposed network has obtained better unmixing
results under different Gaussian noise conditions. Especially at 30 dB SNR, the SRE of
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our proposed method is much higher than other sparse unmixing methods. At 10 dB and
20 dB SNR, our proposed method also achieves the second-best results, and is not far
behind the first-place method. We note that the results of our method are much better
than the CLSUnSALmethod, which illustrates the feasibility of the algorithm unfolding
and also demonstrates the powerful adaptive learning capabilities of deep networks.

True abundance SUnSAL SUnSAL-TV

SMP CLSUNSAL Proposed

Fig. 3. Abundance map of 9th endmember under 30 dB Gaussian noise

The Fig. 3 shows the reconstructed abundance results of the five methods under
30 dB SNR. We can intuitively see that the abundance result output by our proposed
network is closer to the real abundance map than other methods. With respect to the
experimental results, we explain that our network not only ensures the physical meaning
of the results, but also leverages the powerful feature extraction function of deep learning.
The network based on algorithm unrolling is an interpretable neural network. Thanks to
the back propagation of the network, our parameters can be updated adaptively, while
the parameters in the traditional methods are fixed and lack of flexibility.

5 Conclusion

Based on the algorithm of CLSUnSAL, this paper unfolds the traditional algorithm into
the neural network. On the one hand, this method has the interpretability of traditional
algorithm, and on the other hand, it takes full advantage of the powerful feature extrac-
tion ability of deep learning. In comparative experiments, we also demonstrate that the
proposed method has a strong unmixing ability.
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Abstract. Multispectral image have a large number of complex features. The
existing network models have good compression performance for multispectral
image, but the encoding and decoding time is long. In order to extract latent statisti-
cal features to guide arithmetic coding and save compression time as much as pos-
sible, a multispectral image compression framework based on channel-stationary
is proposed. The multi-spectral image first go through the feature extraction net-
work to get the feature maps, they can be down-sampling and compressed and
then input to the arithmetic encoder and entropy priori module respectively. The
weight features obtained by the entropy prior module feed the aid into the image
features of the autoregressive module for entropy coding. The auto-regressive
module can realize decoding of images, thus saving the time required for encod-
ing and decoding. In addition, the balance between image reconstruction quality
and bit rate is achieved by using distortion optimization technology. Then the
image is reconstructed by inverse quantization, up-sampling and deconvolution
module. The experimental results show that the method is better than JPEG2000
under the condition of similar bit rate, the compression time is shorter, and the
network time complexity of the method is higher.

Keywords: Multispectral image compression · Entropy coding · codec time ·
Rate distortion optimization

1 Introduction

Multispectral image is playing an increasingly important role in aerospace, military and
other fields because of its rich spectral information and texture details of ground targets.
However, high dimension data makes the multispectral image occupy a lot of memory.

In recent years, Ballé et al. [1] proposed a visible image compression technology
based on neural network, and achieved good results. In 2018, this paper [2] further
proposed entropy prior image compression technology based on variational autoen-
coder architecture. Later, Minnen et al. [3] proposed a context technology applied in the
encoding process, which achieved better performance but doubled the time of encoding
and decoding.

To address these issues, such as high time complexity, the method is proposed. This
neural network utilizing channel-stationary consists of two parts: a feature extraction
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network and an entropy modeling network. The feature extraction network is used for
spatial feature extraction of multispectral image, abstracting high-dimensional features
into feature maps. Entropy modeling estimates the point probability of the feature map
for subsequent guidance of image entropy coding. In terms of coding, the residual block
[7] is used to extract the spatial features of multispectral image. The output features of
the entropy encoder side and the entropymodeler side are input to the stationary grouped
encoder-decoder network. The output of Entropy modeling network is used to encode
the grouped features in the arithmetic encoder according to the Gaussian model.

2 Related Work

Since multispectral image reflect the imaging characteristics of the same feature in
different spectra, the imaging targets between different spectral bands are essentially
the same, and there is no spatial position shift and time dimension change. Therefore,
for 3D multispectral image, we can still use the principle of 2D image encoding for
multi-spectral image encoding.

Learning-based image compression involves many fields of research, and recently,
the entropy bottleneck-based autoencoder structure has achieved better performance in
image compression.

For hyperprior approach in image compression, Ballé, et al. [1] proposed rate-
distortion technology on the basis of variational autoencoder, and further used variational
autoencoder to construct prior entropy model to guide image coding in [2]. Then, Min-
nen et al.[3] further improved the reverse process by adding an autoregressive module
constructed by using context-adaptive models. Mentzer et al. [4] proposed a technique
to navigate the rate-distortion trade-off for an image compression auto-encoder. The
main idea is to directly model the entropy of the latent representation by using a context
model. Klopp et al. [5] introduced a neural network based image coding model that
utilizes a code-space predictor to reduce code length by modelling dependencies within
the code. J. Lee et al.[6] proposed a contextual model for end-to-end optimized image
compression to more accurately estimate the distribution of each latent representation,
enabling an adaptive entropy model.

In these context- adaptive models, masked convolution takes into account local con-
textual information, which is highly conditioned in the causal context, and is exploited in
series during the coding and decoding process. This not only takes up a lot of computer
resources, but also is not conducive to multi-GPU parallel training. Moreover, the exis-
tence of the mask will greatly increase the real-time performance of image compression
and decompression, which is not conducive to practical applications.

To address this problem, current solutions include a multi-level prior scheme [8] and
a channel conditioning (CC) scheme [9]. Among them, channel-conditioning scheme
is based on stationary processes. The channel conditioning model divides the latent
tensor into N equal-sized Stationary along the channel dimension. Stationary slices take
the point probability distribution from the entropy model and determine the entropy
parameter of each slice previously decoded. Therefore, the CC model can be interpreted
as an autoregression along the channel dimension, which correlates with the extracted
spatial features to achieve sufficient abstraction of multispectral features for efficient
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encoding. Because the idea of autoregression is applied on the basis of smooth process
theory in information theory. This enables an autoregressive process within the channel
dimension, enabling efficient encoding. In summary, we propose a multispectral image
compression framework based on channel-Stationary.

3 Proposed Method

Based on the model in [6], we propose an image compression framework based on
autoregressive coding model. The overview of the proposed network is shown in Fig. 1.
The details of the forward network and the backward network are shown in Fig. 2.
The forward network consists of four feature extraction modules: residual block, down-
sampling block and GDN block. After the multispectral image is input to the forward
network, the latent feature y

∧

is output. On the one hand, y
∧

is sent into the entropy
prior module for image entropy estimation; on the other hand, y

∧

can be divided into
multiple parts equally along the channel dimension, and the mean and variance can be
estimated through the autoregression module respectively. y

∧

and the mean and variance
of the previous layer’s predictions. Lastly, each part of the autoregressive code stream
is integrated through the network, and the input is decoded to the network.

Fig. 1. The overview of the proposed network
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Fig. 2. The details of forward and backward networks

However, the image compression code rate directly affects the image reconstruction
quality, and the two are contradictory. It is critical to optimize distortion and bitrate and
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strike a balance between them.Ballé used a rate-distortion optimization (RDO) technique
based on the Lagrangian multiplier method in the paper [1] to achieve a balance between
bit rate and image quality.

3.1 Network Core Module

The backbone consists of a bunch of residual blocks and subsamplingmodules. Residual
module has strong feature extraction ability to build deep network to prevent gradient
disappearance. The residual module is shown as Fig. 3. Given that image compression is
an image reconstruction task, using a depth network facilitates image reconstruction.Due
to the computational complexity of the estimation of the entropy model, down-sampling
can reduce the size of the feature map and tighten the distribution of characteristics to
achieve more efficient estimation of entropy.

Fig. 3. The residual block used in our method

Generalized Divider Normalization (GDN) is a normalization layer that is beneficial
for image reconstruction tasks. In Convolutional Neural Networks, Batch Normalization
(BN) [10] is a common intermediate processing layer that processes an image into a
featuremapwithmean0 and standard deviation 1,which is close toGaussian distribution.
In addition, it can speed up training. The characteristic of the BN layer is that the
mean and standard deviation of each batch of feature maps are different, so this is
equivalent to adding noise to the feature maps. Therefore, the BN layer gives the model
a stronger generalization ability. However, it is not friendly to generative models such
as image super-resolution reconstruction, image formation, image denoising, and image
compression, because the generated images are required to be as clear as possible, and
noise should not be introduced. Therefore, the BN layer should not be used in these
application scenarios. GDN is continuously differentiable and This paper only use form
for this transformation is:

yi = xi

(β2 + ∑
j γjx

2
j )

1
2

(1)

where θ = {α, β, γ} are parameters. Where xi is the input feature map of layer i, βi and
γi are the parameters to be learned. Are the parameters to be learned.
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3.2 Rate Distortion Optimization

Rate-distortion theory is based on the basic viewpoints and methods of information
theory to study the theory of data compression, also known as limited source distortion
coding theory. It was proposed to solve the problem of describing the minimum bit rate
within a certain distortion limit. That is, rate-distortion theory describes an optimized
form of the optimal solution for compression ratio and image quality.

Rate-distortion optimization is a constrained optimization problem because of the
contradiction between rate and distortion. The Lagrange multiplier method is an effi-
cient algorithm for solving constrained optimization problems. Based on this idea, Ballé
et al. used a rate-distortion optimization function based on Lagrange multipliers. A loss
function of the weighted sum of bitrate and distortion is constructed to guide network
learning and training.

Forasmuch as the large amount ofmultispectral image data, it is very important to dis-
cuss the reconstructed image quality based on low bit rate compression task. Therefore,
the rate distortion loss function used in this article is as follows:

L = D + λR (2)

where D is the degree of distortion expressed by the MSE λ is a hyperparameter, and R
is the bit rate. R can be expressed as crossentropy:

R = Ex∼px [−log2pŷ(Q(ga(x;φg)))] (3)

where Q stands for the quantification function and pŷ stands for the entropy model.

3.3 Implementation Details

In the proposed network, we first use residual blocks to extract image functionality,
then we use convolution to reduce the image and adjust the network channel structure.
All residual blocks are implemented with a convolution kernel of 3 × 3 size, and the
number of channels is set to 192. The convolution block used for down-sampling and
up-sampling has a convolution kernel size of 5× 5 and a step size of 2, so down-sampling
can be realized and more features can be extracted under the condition of ensuring a
large receptive field.

In terms of learning rate setting, we adaptively adjust the learning rate by comparing
the size of the model loss, and the initial learning rate is set to 0.00001.

In the design of the rate-distortion optimization parameter λ, we control the bit rate
by changing the λ. When the bit rate is about 0.5, the λ is set to 0.001, when the bit rate
is about 0.3, it is set to 0.0001, and when the bit rate is about 0.1, it is set to 0.00001.

3.4 Datasets

Themultispectral image dataset used in this paper comes from theWorldView-3 satellite
(https://resources.maxar.com/) with a spatial resolution of 0.3–0.4 m. In terms of the
number of datasets, 8700 images of size 128 × 128 are randomly selected for training,
and 14 images of size 512 × 512 are selected for testing, and the ratio of training set

https://resources.maxar.com/
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to test set is about 600:1. The regions selected for the dataset include Rio de Janeiro,
Brazil, Stockholm, Sweden, Tripoli, Libya, and Washington, D.C., USA. It is important
to point out that in order to guarantee the validity of the dataset, there are no identical
images between the training and test sets. All test images are representative and contain
various scenes at different scales.

4 Results

4.1 Quality Criteria

In the field of image compression, the most widely used quality criteria is peak signal-
to-noise ratio (PSNR). PSNR is obtained by normalizing the mean square error (MSE)
of the image before and after compression. The PSNR is positively correlated with the
bit rate, that is, the higher the bit rate, the higher the PSNR. We use the JPEG2000
algorithm and the context algorithm proposed by Minnen et al. to compare with the
proposed algorithm.

4.2 Experimental Result Analysis

The experimental data set we use are 8-band multispectral image. PSNR is used to
evaluate the quality of the restored image. In the mean time, the PSNR is positively
correlated with the image quality. Since the bit rate is an important variable that needs to
be controlled in the experiment, we first obtain the compression results under different
bit rates by controlling the rate-distortion parameters. Then use these bit rates to control
JPEG2000 for image compression. For the convenience of comparison, we obtained
three representative experimental results, which are shown in Table 1.

Table 1. Average PSNR of two methods at different bit rate

Rate PSNR Rate PSNR Rate PSNR

JPEG2000 0.108 31.85 0.355 36.22 0.535 32.56

Context model 31.96 39.31 42.01

Proposed 37.42 40.25 43.07

As shown in Table 1, our approach is 6 dB better than JPEG2000 on average. In the
case of increasing bit rate, the proposed method did not lose advantage. Meanwhile, the
parallel technology used by the network reduces the image compression time to about
0.2 s and the decompression time to about 0.05 s. The compression technology using
the context method has an encoding time of 16.7 s and a decoding time of 20.7 s. The
time complexity of the proposed method is greatly reduced.
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5 Conclusion

In this paper, we propose a channel-stationary multi-spectral image compression frame-
work, which can achieve higher performance while ensuring shorter compression and
decompression time. The experimental results show that the comprehensive performance
of the proposed method is better than that of JPEG2000, which provides the research
direction of channel stabilization technology.
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Abstract. In the era of “digital intelligence”, the security of critical information
systems is vitally important. We propose a trusted assessment model to guar-
antee the trusted of the system operation process, which is a three-dimensional
trustworthiness assessment model. The model comprehensively considered entity
trustworthiness, access control compliance trustworthiness, and the trusted of
atomic behavior. Subsequently, the InducedOrderedWeightedAveraging (IOWA)
is introduced to improve the accuracy and flexibility of the weight setting of the
different metric values.

Keyword: critical information systems · dynamic · trusted assessment · system
operation behavior

1 Introduction

Critical information systems, such as cloud computing and the Internet of Things (IoT)
have been deeply applied in various fields of society with the rapid advancement of the
digitalization process of society. However, as critical information systems shift to an
open, dynamic, and shared service model, making it necessary to carry more complex
and variable massive data processing requirements, they face more security vulnerabil-
ities [1] and are more vulnerable to malicious attacks. In June 2022, China’s National
Computer Virus Emergency Response Center released a research report [2] that the
United States used the “Acid Fox Platform” to continue Trojan horse attacks on hun-
dreds of important information systems in China, and that the importance and urgency
of trusted protection of critical information systems, as the core foundation for building
a sovereign space in the cyber domain, are increasing. As early as 2011, the U.S. envi-
sioned in [3] that strategic aspirations could be achieved by attacking other countries’
critical infrastructure. Unfortunately, the above-mentioned scenario has been realized in
the series of cyber attacks launched by Anonymous in 2022 on Russia’s critical infras-
tructure, including transportation and defense systems, which marked the extension of
the purpose of cyber attacks from profit acquisition to political appeals. Cyber attacks
against critical information systems have grown to be a major threat factor that seriously
affects national public security.
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Trusted computing, as a new technology, is widely considered can achieve informa-
tion security technology from “soft security technology” to “hard security technology”.
Accordingly, there is a broad consensus based on active immune trusted computing to
guarantee the trusted of the operation process of critical information systems. However,
the current research on dynamic metrics is mainly from the perspective of engineering
implementation [4, 5], and the objectivity and accuracy of trusted evaluation results
are doubtful. In addition, theoretical models for dynamic metrics are only based on the
trust perspective, which is not only inflexible but also inconsistent with the trustworthy
nature of “entities behaving as expected”. Generally, the challenges in building dynamic
metric models are as follows: (1) The formulation of metric strategies and the setting
of metric weights are affected by subjective experience, subjective decisions, limited
rationality, lacking rigorous data analysis or theoretical support, and cannot effectively
reflect the complexity and dynamism of changes in the system’s operating state trust;
(2) The existing behavior-based trust assessment models lack consideration of behavior
contextual semantics, and also ignore the issue that the legality of the behavior of the
same entity may change at different moments during the operation of the system,making
the accuracy of trust assessment doubtful. (3) Trust is a dynamically changing value with
a certain trend. Accordingly, neither a single metric nor the average value of multiple
metrics can accurately portray the trend of trust changes in the operational system.

To tackle the aforementioned drawbacks, we propose a dynamic trustedmetricmodel
IB-DTASOS. The contributions can be summarized as follows:

• To address the dynamics and uncertainty of the operation process of complex systems,
we propose a behavior-based dynamic metric model that integrates entity trustworthi-
ness and access control compliance trustworthiness with system invocation as atomic
behavior to establish a three-dimensional trustworthiness assessment system;

• Prediction of trusted expectations of system behavior based on Bayesian decision
theory, combinedwith access control and entity trustworthiness for trusted assessment
of behavioral context, improving the trustworthiness and accuracy of themetricmodel;

• The integration of the Induced Ordered Weighted Averaging (IOWA) operator to
dynamically assign weights to the plausible expectations of system behavior at dif-
ferent moments ensures that the metric model conforms to the law of dynamic decay
of trust over time, which improves the scientificity of the metric model.

2 Related Work

In recent years, some researchers combined Markov chains to build the dynamic metric
model [7, 8], and hierarchically analyze and quantify the dynamic trustworthiness of the
system. Li et al. [9] constructed a dynamic trust prediction model based on historical
evidence window, direct trust tree (DTT) mechanism [10], and IOWA operator theory
[11], which improves the problem of insufficient dynamic capability of traditional trust
prediction models and weakens the defect that setting trust degree weights with a high
subjectivity. However, the above-mentioned schemes [7–9] do not model the behavior
and also are not able to strictly satisfy the trustworthy nature. Liu et al. [12] assessed
the trust state comprehensively by measuring the physical environment and behavior of
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nodes in the IoT environment, which can portray the dynamic change trend of trust more
accurately from a multidimensional perspective with good dynamicity and adaptability.
However, this scheme not only lacks consideration for the behavioral complexity issues,
but the trust weight setting is more subjective. In [13, 14], by introducing Bayes theory,
the posterior probability is used to continuously modify the prior probability for trust
assessment of system operation state behavior, which has good dynamic adaptability
and security. However, the described work [13, 14] lacks trustworthiness support and
does not introduce the concept of trustworthiness. Zhang et al. [4] pointed out that the
current dynamic metrics scheme lacks theoretical support of mathematical models and
has low real-time metrics, and presented a software dynamic metrics model based on
interference-free theory,which is a typical combinationof theory and engineering.Huang
et al. [15] proposed a dynamicmetricmodel for the virtualmachine startup process based
on interference-free theory, which improves the deficiencies of insufficient dynamic
protection of the virtual machine startup process and lack of unintended interference
exclusion among multiple virtual domains. However, this work does not deeply consider
the difference in the contextual semantics of system invocations, and there are limitations
in the model’s ability to resist malicious attacks. Gong et al. [16] designed a dynamic
trustworthiness metric model in a remote proof scheme, introducing various functions,
such as risk assessment function, feedback control function, etc. to dynamically evaluate
node behavior. Wan [17] et al. proposed a trustworthiness evaluation scheme for internal
behavior based on dynamic Bayesian networks for simple scenarios, which promoted
the development of dynamic trust relationship evaluation research based on behavior
analysis modeling.

3 IB-DTASOS Model

Trusted Computing Group (TCG) defines trusted based on the entity’s behavior expec-
tations [18], which means that the entity is only considered trustworthy if its behaviors
are always in the expected way to achieve the expected goal. Shen proposed the active
immune trustworthy computing based on the concept of the human immune system,
that is, computing at the same time to perform security protection, using the password
as a gene to implement identity recognition, state metrics, confidential storage, and
other functions, timely identification of “own” and “non-self” components, to destroy
and reject the harmful substances entering the body, which is equivalent to cultivating
immunity for network information systems [19].

3.1 Abstract Description and Definition

The proposed IB-DTASOS model leverages system behavior to portray the trustworthi-
ness of the operational state, and it is described using a three-tuple:

IB - DTASOS = <Be,En,Pc >

whereBe,En,Pc denote the systembehavior, the entity that is responsible for the perform
specific behaviors, and access control compliance, respectively. IB-DTASOS is a three-
dimensional trusted metric model for system operation, where entity trustworthiness is
the basic, behavior trusted is the core, and access control compliance is the supplement.
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Definition 1. SC denotes the system call: The interface between the user layer and the
kernel layer is the majority implemented means by which the kernel provides system
resource services to applications.

Definition 2. Atomic behavior: It consists of a system call, the subject that initiates the
system call, and the object that acts on the system call.

Atomic_B = (s, o, sc)

where s, o denote the subject and object, respectively. Among them, the subject in the
system can be represented by the process identifier PID, while the object is already
hidden in the semantics of the system call parameters. Therefore, the above can be
simplified as: scp_index(param1, param2, · · · , paramn(0≤n≤6)). Where p_index denotes
the process PID number, parami indicates the system call parameter. Therefore, the
atomic behavior can be reduced Atomic_B = scp_index.

3.2 Trusted Measurement Model

Assume that the probability that the atomic behavior scp_index meets the access control
requirements is pac(scp_index), then the probabilities that the subject and object of the
atomic behavior are trusted are pE(s) and pE(o), respectively. Then we consider the
probability that the atomic behavior is trustworthy:

Pr(Atomic_B) = pac(scp_index) ∧ pE(s) ∧ pE(o) (1)

A system behavior may be performed by multiple atomic behaviors together, and
Pr(Atomic_B) has only two assessment results, i.e., trusted or untrusted, and its proba-
bility distribution conforms to the binomial distribution. Assuming that the plausibility
of the system behavior takes the value range [0, 1], as the conjugate distribution of the
binomial distribution, the Beta distribution can better describe the plausible distribu-
tion of the system behavior after multiple atomic behaviors, then the probability density
function of the system behavior is:

f (x|α, β ) = �(α + β)

�(α)�(β)
xα−1(1 − x)β−1 = 1

B(α, β)
xα−1(1 − x)β−1 (2)

Among them,�(·) denotes gamma function, andB(α, β) = �(α)�(β)
�(α+β)

= ∫ 1
0 xα−1(1−

x)β−1dx. Therefore, Eq. (2) can be transformed into Eq. (3):

f (x|α, β ) = 1
∫ 1
0 xα−1(1 − x)β−1dx

xα−1(1 − x)β−1 (3)

Assume that a system behavior Bei consists of n atomic behaviors, where the number
of trusted atomic behaviors is α and the number of untrusted atomic behaviors is β, and
α + β = n. Then the trusted expectation of the system behavior is:

D(Bei) =
∫ 1

0
xf (x)dx =

∫ 1

0
x

1
∫ 1
0 xα−1(1 − x)β−1dx

xα−1(1 − x)β−1 (4)
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From the integration by parts: D(Bei) = α
α+β

.
Assume that at a certain time t, the sequence of monitored system behaviors is

(Be1,Be2,Be3, · · · ,Ben), n ≥ 1, then the trusted measurement function of the system
behavior at the time t is:

Tb(t) = 1

n

n∑

i=1

[D(Bei) × θ(i)] (5)

where θ(i) is the reward and punishment factor, which is a dynamic function and can be
set dynamically according to the system security policy.What calls for special attention is
that the reward factor should bemuch larger than the punishment factor, so that the trusted
changes of the system behavior follow the “fast-falling, slow-rising” characteristics.

Setting a suitable reward and punishment factor function can effectively improve the
fault tolerance of the dynamic metric function and the trustworthiness of the assessment
results, reducing the subjectivity of the behavioral trustworthiness assessment, that is,
when the running system is attacked, the overall trustworthiness would have an obvious
downward trend, while only the continuous trusted system behavior assessment results
can improve the trusted of the system.

The operation process of the critical information system is complex and dynamic, so
it is not possible to determine whether its operation process is trusted only by a limited
number of metrics. Therefore, the measurement behavior should have low dispersion
to effectively reflect the dynamic changes in the trustworthiness of the system operat-
ing. Additionally, from the perspective of sociology, trustworthiness has the space-time
decay, i.e. the more distant a metric value is from the current moment, the less strongly it
characterizes the plausible state of the system at the current moment. Therefore, trusted
assessment of behavior is a dynamic, continuous, and complex process. In our model,
we introduce the concept of IOWA to improve the accuracy and flexibility of the weight
setting of the different metric values, where the metric time is the induction factor.

Assume usingV = (v1, v2, v3, · · · , vn) represent the induction factor, and the trusted
metric values are denoted by the X = (x1, x2, x3, · · · xn), then using the function fw
described the n-dimensional induced ordered weighted average operator generated by
V = (v1, v2, v3, · · · , vn). Among them, v − index(i) denotes the subscript of the i-th
largest number after sorting (v1, v2, v3, · · · , vn) from largest to smallest.

fw(< v1, x1 >,< v2, x2 >, · · · ,< vn, xn >) =
n∑

i=1

wixv−index(i) (6)

Assume that n measurements are made within the time window Tw = [ti, ti+1], and
the time-induced factor is added to the trusted measure values at different moments,
expressed as follows:

Tb(t) = (T (t1)
b1 ,T (t2)

b2 ,T (t3)
b3 , · · · ,T (tn)

bn ) (7)

Accordingly, the result of the integrated system metric within the time window Tw
can be expressed as follows:

MT (Tw) = fw(T (t1)
b1 ,T (t2)

b2 ,T (t3)
b3 , · · · ,T (tn)

bn ) =
n∑

i=1

Tv−index(i)
bi × ωi (8)
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where ωi denotes the weighting coefficient of i th trusted metric value in the Tw, which
represents the importance of the behavioral metric value compared to other moments.

According to the literature [20], in the method of obtaining an ordered weighted
vector based on the maximum dispersion. W = (w1,w2,w3, · · ·wn)

T should cover the
following three conditions:

1 Maximize: −
n∑

i=1
wi ln(wi);

2 1
n−1

n∑

i=1
(n − i)wi = α, 0 ≤ α ≤ 1;

3
n∑

i=1
wi = 1, 0 ≤ wi ≤ 1, i = 1, 2, · · · n;

Based on the principle of maximum dispersion [1], combined with 1) 2) 3), we can
derive that:

α = 1

n − 1

n∑

i=1

(n − i)wi (9)

w1[(n − 1)α + 1 − nw1]n = ((n − 1)α)n−1[((n − 1)α − n)w1 + 1] (10)

wn = ((n − 1)α − n)w1 + 1

(n − 1)α + 1 − nw1
(11)

lnwj = j − 1

n − 1
lnwn + n − j

n − 1
lnw1 ⇒ wj = n−1

√
wn−j
1 wj−1

n (12)

In practice, setting a suitable α, w1 can be obtained by Eq. (10), then wn also can
be calculated according to Eq. (11), and thus the other weighted vector values can be
calculated step by step according to Eq. (12). The process of the weighted vector wi is
given in Algorithm 1:
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4 Conclusion

In this paper, we proposed an IOWA-Based Dynamic Trusted Assessment Model for
System Operational State Behavior (IB-DTASOS) to assess the trusted of the runtime
system. This scheme comprehensive considers the trusted of three factors: system behav-
ior, the entity which performs the system behavior, and the compliance of access control.
Additionally, we introduce the bayesian theory and IOWA to effectively improve the
scientificity of the trusted assessment model.
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Abstract. In view of the fact that multispectral image has extensive applica-
tion prospects and contains rich information, how to extract features efficiently
is crucial for multispectral image compression. This paper proposed a new com-
pressed framework which utilizes ConvGRU and contextual transformer respec-
tively as the backbone of the spectral attention andCot block to capture the spectral
and spatial features. Additionally, residual units are used to explore deeper features
to reserve fine details of image. The image data is firstly fed into the encoder which
is composed of aforementioned units and then the quantizer and entropy encoder
to convert data into the bit stream. The rate distortion optimization is utilized to
perfect the reconstructed image better. Our method is compared with JPEG2000
via PSNR. The experimental results demonstrate that the method outperforms
JPEG2000.

Keywords: Multispectral image compression · Convolutional Grated Recurrent
Unit · Contextual transformer

1 Introduction

Recent years have witnessed remarkable progress in the application of multispec-
tral images such as precision agriculture, mineralogy, military reconnaissance, for its
rich spectral and spatial information contained. Multispectral imaging produces three-
dimensional data cubes (sI ,wI , hI ) which indicate the number of spectral bands, the
length and width of images respectively. Noting that large quantities of image data result
in difficulties of image storage and transmission, hence how to compress multispectral
image efficiently and effectively has become a research hotspot. There is great redun-
dancy information in multispectral image, so extracting discriminative features which
means capturing the spectral and spatial correlation can remove redundancy effectively
and obtain higher quality reconstruction accordingly.

With the surge of deep learning, neural networks show great potential in image com-
pression and achieve promising image reconstruction performances indeed. Toderici,
et al. [1, 2] generated the bit streams of entropy encoding by making full use of the
recurrent networks in the field of RIB compression. Balle et al. [3] firstly proposed a
variable auto-encoder based on a hyperprior which efficiently mitigates the conditions
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of incomplete spatial information for lossy image compression. However, most existing
methods are susceptible to overlooking the extraction of the spectral correlation between
adjacent bands, which are critical for themultispectral compression reconstruction. Con-
sidering this, we provide an optimization perspective to better address this problem: we
treat multispectral image data as sequential input in spectral dimension so that depen-
dencies between adjacent spectra can be mined deeply from the attention mechanism
constructed by Convolution Grated Recurrent Unit. Inspired by the resurgence of trans-
former [4], contextual transformer is applied to acquire the global features of image as
the complementarity of 2D convolutional operations for its capability of local features.
This is conductive to reserving fine details and improving the quality of reconstruction.
Furthermore, residual units are applied to extract deeper features. The experimental
results demonstrate the proposed network has superior performance than JPEG2000.

2 Proposed Method

The input image is fed into the encoder which is illustrated in Fig. 1 to extract features
through the spectral attention and Cot block simultaneously. Figure 2 shows that the
residual unit consisted of two 2D convolution layers is utilized to explore deeper features
for the purpose of further removing image redundancy. Then the extracted features are
downscaled to compress the acquired features. The quantizer quantizes the acquired
features to obtain the compressed stream by the lossless entropy codec. The decoder
and encoder are symmetrical in structure. In terms of decoding in Fig. 3, the bit stream
primarily converts into the image data through the entropy decoder, inverse quantization
and feature extracted network. The more detailed structure of the spectral attention and
Cot block will be illustrated as follows.

Fig. 1. The structure of encoder

Fig. 2. The residual unit

Fig. 3. The structure of decoder
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2.1 Spectral Attention

In order to explore dependencies of adjacent spectral bands, more and more methods
tried to make full use of RNN whose memory structures are capable of modeling the
relations of spectral features. In this block, we employ ConvGRU because ConvGRU
has few parameters but fast convergence. We denote XI ∈ RsI×wI×hI as the original
multispectral image data, where sI ,wI and hI represent the number of spectral bands,
width and height respectively. Figure 4 shows the structure of the block. XI is split
into sI components along the spectral dimension and then integrated as a sequence{
XI1 ∈ R1×wI×hI , · · ·,XIt, · · ·,XIsI

}
, t ∈ {1, 2, · · ·, sI }. The sequential data is fed one

by one to the ConvGRU layer in order to extract spectral information between adjacent
spectra and generate the attention map ZSe. Moreover, a global average pooling layer
and the softmax function layer are also added to compose the backbone of the spectral
attention. The details of the module can be described as

Zse = fgap
(
fConvgru(XI )

)
(1)

αse = softmax(Zse) (2)

X̃I = XI � αse (3)

where � indicates a element-wised product operation and αse represents the attention
weight generated by the softmax function softmax(·). In addition, fgap(·) as a spatial
pooling layer is utilized to pool with the width and height of the image, and the fConvgru(·)
means the 3 × 3 ConvGRU layer where the time steps are set as sI .

Compared with input, the output X̃I of the same size has obtained the long-
dependencies spectral information through the attention module.

Fig. 4. The spectral attention

2.2 Cot Block

Vision Transformer and lots of its variants have been widely applied in the image pro-
cessing field for their competitive results. However, a potential disadvantage of trans-
formers is that they are consisted of multiheaded self-attention and the computational
complexity increases exponentially as the size of the image increases. To tackle this
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limitation, contextual transformer (Cot) is designed to reduce the cost of large quantities
of self-attention.

Due to receptive field and shift-invariance, the convolution is capable of extracting
the local features of image very well but ignores the global features instead. Considering
this problem, cot block utilizes 3 × 3 convolution to encode the input keys of self-
attention and then uses two consecutive 1 × 1 convolution, so it can model the global
relation of pixels. As Fig. 5 shows, cot block is composed of 2D convolution and cot
attention aforementioned hybrid network, which combines both advantages to extract
local and global features simultaneously.

Fig. 5. The Cot block

2.3 Rate-Distortion Optimizer

On the account of interdependence of the bit rate and loss of distortion, we adopt the
method of rate-distortion optimization so as to make the quality of the reconstructed
image better. The loss function we utilize is as follows:

L = LD + λLR (4)

LR = −E
[
log2 Pd (x)

]
(5)

Pd =
∫ x+ 1

2

x− 1
2

Pc(x)dx (6)

where LD,λ and LR respectively denotes the distortion counted by MSE, the penalty
weight and approximate calculation of the entropy, namely the bit rate. Furthermore, the
Pd (x) represents the probability of the image data.

3 Experiment

The dataset of our experiment comes from the 8-band WorldView-3 satellite, which is
composed of almost 8700 images as the size of 128 × 128. The testing part has 14
images of size of 512 × 512 to verify performance of this novel compressed network.

PSNR is the performance indicator that we evaluate to measure the quality and
distortion of reconstructed images. As Table 1 shows, the network we proposed in the
paper is almost 6 dB higher than JPEG2000 at the same bit rate.
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Table 1. The average PSNR in dB of two contrast methods at different bit rates

Rate PSNR Rate PSNR Rate PSNR

JPEG2000 0.505 34.58 0.420 33.7 0.140 29.81

Proposed 42.64 40.11 37.74

4 Conclusion

In this paper, we proposed a novel compressed network based on residual units which
utilizes ConvGRU as the backbone of the spectral attention to explore the adjacent
spectral dependences. The results demonstrate that the method outperforms JPEG2000
and shows ConvGRU and contextual transformer both have great abilities of feature
extraction.
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Abstract. Aiming at the perception and visualization of multi-domain data in
indoor and outdoor environments, we proposed a multi-domain data transmission
and presentation method based on WiFi networking. First, the multi-domain data
sensed by distributed nodes is preprocessed to remove abnormal data and convert it
into a standard format. Then, the distributed nodes conduct WiFi networking, and
transmit the multi-domain data to the fixed node, and the fixed node forwards the
received data to the multi-domain data processing and display platform. Finally,
the multi-domain data processing and display platform uses the graphing algo-
rithm to visualize the multi-domain data. The experimental results show that the
algorithm we proposed can effectively solve the problem of reliable transmission
and mapping of multi-domain data in unknown environments.

Keywords: WiFi networking ·Multi-domain data · Situational awareness · Heat
map

1 Introduction

In recent years, with the rapid development of information technology, new challenges
have been brought to situational awareness technology. In order to increase the prob-
ability of success in military operations it is crucial to predict multiple factors and to
coordinate actions involving various elements [1]. Because a single perception field is
highly related to the sensor environmental adaptability, detection performance, and the
difference in field spatial distribution, situational awareness based on a single field has the
problem of insufficient reliability. Therefore, situational awareness based on field map
needs to be based on multiple domains. Through the interaction of multi-domain fields,
the spatial distribution characteristics and sensor characteristics of different fields can
be fully utilized, and it has stronger adaptability. With the development of information
transmission [2], fusion [3], visualization [4] and other technologies, the connotation
of situational information has been greatly expanded. WiFi is the most common global
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wireless access technology, and the robust WiFi infrastructure can be used anywhere in
the world for high-speed data transmission [5]. Data visualization is a technology that
uses graphics and computer vision to express and analyze data from the visual expression
level [6]. Data visualization can be used to display data more intuitively. At present, the
transmission, aggregation and visualization of multi-domain data has become a research
hotspot.

Our paper aims to carry out research on multi-domain data transmission and presen-
tation technology based onWiFi networking to solve the perception and visualization of
multi-domain data in indoor and outdoor environments. This paper studies distributed
node data preprocessing, data transmission, multi-domain data interpolation and data
visualization technology to solve the problem of reliable transmission and graphing of
multi-domain data in unknown environments.

2 System Model

The paper proposed a multi-domain data transmission and presentation algorithm based
on WiFi networking. Figure 1 shows the system model of this paper, which mainly
includes distributed nodes, fixed nodes, transmission network and visual interface.

First, distributed nodes perceive surroundingmulti-domain data. Then the fixed node
collects data and transmits the multi-domain data to the background. Finally, the data
visualization is performed in the background.

Fig. 1. System model

3 Proposed Method

3.1 Data Preprocessing

The node senses the electromagnetic, geomagnetic and other data of the surrounding
environment through the sensors on board. The node preprocesses the acquired data,
removes abnormal data and converts the data into a defined standard format.
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When there is a significant difference between the data collected by the sensor node
and the data at the previous sampling time, it is called abnormal data.

The sensor node samples every �T time, and at a certain sampling time f collects m
different types of data, which can be regarded as a data point set X in an m-dimensional
space, and the data set of the node in a sampling period can be regarded as a matrix r:

r =

⎡
⎢⎢⎢⎣

r1(t1) r1(t2) · · · r1(tn)
r2(t1) r2(t2) · · · r2(tn)

...
...

...
...

rm(t1) rm(t2) · · · rm(tn)

⎤
⎥⎥⎥⎦ (1)

Among them, t1, t2, t3, …, tn is the sampling time.
The sliding window model is used to observe the data flow sequence in the latest

sampling time period. The method is to take a sliding window of length |W | for the data
flow, and divide the window into m blocks of size n, B1, B2, …, Bm. If the sampling
frequency is f times/minute, the window will be filled after mn / f minutes. Whenever
a new time tnew data enters the sliding window, the relationship with the sampled data
that will be replaced by the time told is shown in the following formula.

mod(tnew, |W |) = mod(told , |W |) (2)

Among them, mod (a, b) represents the remainder function. The data at the new
sampling time tnew is placed in the Bi block of the sliding window, and the distance
calculation formula of the data point is as follows.

d
(
xi, yj

) =
√√√√ d∑

k=1

(
xik , xjk

)
(3)

The similarity between the perceptual data xi and xj at sampling time i and sampling
time j is q

(
xi, xj

) = 1/d(xi, xj). . The distance between two identical data is 0, and the
similarity is 1. If the relative distance between the two data is infinite, the similarity
tends to 0. It follows that the similarity of two sensor readings is always between (0,1].

Therefore, data similarity is an important criterion for measuring the similarity of
two sensor readings, and it is also an important basis for measuring whether a data point
is abnormal. Data points that are determined to be abnormal are directly eliminated to
complete data preprocessing.

3.2 Data Transmission

Distributed nodes transmit multi-domain data in standard format to fixed nodes through
WiFi networking, and fixed nodes transmit the collected multi-domain data to the multi-
domain data processing and display platform by wire, using UDP transmission, and the
transmission frequency is 1 Hz.

Thenodes are networked, thefixednodes enable theAPmode, other distributed nodes
enable theManagedmode to connect to theAP, and the fixed nodes and themulti-domain
data processing and display platform use network cables for wired connection.
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Distributed nodes sendmulti-domain data in standard format after data preprocessing
to fixed nodes through network transmission, and the sending frequency is 1 Hz. And
receive the background command forwarded by the fixed node, determine whether the
termination command is received, if so, terminate the data transmission, otherwise,
continue to send the data.

The workflow of distributed nodes is shown in Fig. 1, and the workflow of fixed
nodes is shown in Fig. 2.

start

end

sensors perceive mul -domain data

data preprocessing

Is it abnormal data?

convert to standard format

UDP transmission to fixed nodes

received a termina on order?

termina on Sensing and Sending Program

N

Y

Y

N

Fig. 2. Distributed node workflow

3.3 Multi-domain Data Interpolation

After the multi-domain data processing and display platform receives the data, it stores
the data in the local database, and then uses the interpolation algorithm to fill the data
(Fig. 3).
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start

end

collect mul -domain data

UDP is sent to the data processing and display pla orm

received a termina on order?

forward termina on instruc ons to distributed nodes

Y

N

Fig. 3. Fixed node workflow

The variance and expectation are assumed to be constant at any point in the space.

E[z(x)] = c

D[z(x)] = σ 2 (4)

Based on the above assumptions, the value of any point can be composed of the
average value of the space and the random deviation R(x) of the point.

z(x) = E[z(x)]+ R(x) = c+ R(x) (5)

Among them, R(x) represents the random deviation at point x, and its variance is
constant.

Var[R(x)] = σ 2 (6)

The interpolation formula is:

ẑ0 =
n∑

i=1

λizi (7)

Among them, ẑ0 is the estimated value at the point (x0, y0), that is z0 = z(x0, y0),
λi is a set of optimal coefficients with the smallest error between the sampling point
and the point to be estimated, and both minλi Var

(
ẑ0 − z0

)
and unbiased conditions are

satisfied, as long as λi is calculated, The estimated value of this point can be calculated
by weighted summation, and the value of the regionalized variable at any point in space
can be estimated by a linear combination of the known observation point values. Specific
steps are as follows:
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(1) According to the data of the sampling points, calculate the distance and experimental
variogram values in pairs, group them according to the distance tolerance and angle
tolerance, and then sum the average values of the semi-variances in the same group.

γ (h) = 1

2n

n∑
i=1

[z(x) − z(x + h)]2 (8)

(2) According to the fitting model, the MFO algorithm is used to automatically fit the
experimental variogram to obtain a curve that can estimate the variogram value at
any point;

(3) Calculate the semivariance rij between all known points;
(4) For the unknown point z0, calculate the variogram ri0 from it to all known points

zi, i = 1, 2, 3, …, n.
(5) Solve the following equations to get the optimal coefficientλi , and then theweighted

average can find the value of the estimated point.
⎡
⎢⎢⎢⎢⎢⎣

r11 r12 · · · r1n 1
r21 r22 · · · r2n 1
· · · · · · · · · · · · · · ·
rn1 rn2 · · · rnn 1
1 1 · · · 1 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

λ1

λ2

· · ·
λn

−φ

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

r10
r20
· · ·
rn0
1

⎤
⎥⎥⎥⎥⎥⎦

(9)

3.4 Data Visualization

The multi-domain data processing and display platform stores the processed data in the
local database, and visualizes the data in the form of a heat map through a graphing
algorithm.

After the multi-domain data processing and display platform receives the data, it first
calls the data storage interface to store the data in the local database. The storage format
is shown in Table 1. Then use the mapping algorithm to draw the data on the map in the
form of heat map.

Table 1. Data storage format

DeviceId Lng Lat H GeoMag ElecMag

id1 lng1 lat1 h1 geomag1 electmag1

id2 lng2 lat2 h2 geomag2 electmag2

… … … … … …

idN lngN latN hN geomagN electmagN
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4 Implementation and Performance Analysis

The following is an experimental verification of our proposed multi-domain data trans-
mission and presentation algorithm based on WiFi networking. Raspberry Pi 4B is used
to carry sensors, the installation system is Ubuntu18.04, and the physical nodes are
shown in the Fig. 4.

Fig. 4. Physical photos of distributed nodes

The algorithm proposed in Sect. 3 is tested and verified. The distributed nodes trans-
mit the preprocessed sensory data to the WiFi network. Figure 5 shows the json format
analysis of the transmitted data. The fixed node collects the data and forwards the data
to the multi-domain data. Processing and presentation platform.

Fig. 5. The json format of the transmitted data

The multi-domain data processing platform visualizes the collected multi-domain
data, and the display results are shown in the Fig. 6.



240 W. Wu et al.

Fig. 6. Visualization of data

5 Conclusion

We proposed a multi-domain data transmission and presentation algorithm based on
WiFi networking. It can be seen from the experimental results that our algorithm can
effectively solve the problem of perception and visualization of multi-domain data in
indoor and outdoor environments. Through WiFi networking, multi-domain data can
be quickly transmitted and collected, and the multi-domain data processing platform
can perform real-time visual display of multi-domain data. In summary, this algorithm
can solve the problem of reliable transmission and mapping of multi-domain data in
unknown environments.
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Abstract. To solve the existing problems in spectrum sensingmethods adopted in
cognitive radio systems, such as poor sensing performance and easily being influ-
enced dramatically by noise in low signal-to-noise ratio (SNR) environments, we
propose a spectrum sensing algorithm based on deep neural network in this paper.
First, we preprocess the received primary user (PU) signal with energy normal-
ization, and then the normalized received signal is fed into the proposed Noisy
Activation CNN-GRU-Network (NA-CGNet), which includes a one-dimensional
convolutional neural network (1D CNN) and a gated recurrent unit (GRU) net-
work with noisy activation function. NA-CGNet is able to extract spatially and
temporally correlated features of the signal received by the time series. The deep
neural network with noisy activation function can improve the anti-noise perfor-
mance of the network, thus enhancing the spectrum sensing performance at low
signal-to-noise ratio (SNR) level. Simulation results show that the proposed NA-
CGNet model achieves a spectrum sensing accuracy of 0.7557 at SNR = -13dB,
which is 0.0567 better than the existing DetectNet model, achieving a lower false
alarm probability of Pf =7.06%.

Keywords: Cognitive radio · Deep neural network · Spectrum sensing · Noisy
activation function

1 Introduction

Cognitive Radio (CR) has received much attention from academia and industry as a
potential solution to the problem of wireless spectrum resource strain [1].The concept of
CR is spectrum sharing and spectrum sensing is an important prerequisite for CR, where
the user authorized to use the band is thePrimaryUser (PU) and the unlicensedSecondary
User (SU) is allowed to opportunistically occupy the free licensed spectrum resources
of the PU to improve spectrum utilization [2]. With the advantages of low complexity
and no a prior knowledge of PU signals, traditional energy detection method are easy
to implement, but it is greatly affected by noise interference in a low SNR environment,
which leads to a significant decrease in the accuracy of spectrum sensing [3]. Traditional
methods are model-driven and it is difficult to obtain prior knowledge about signal or
noise power, especially for non-cooperative communication [4]. Therefore, traditional
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methods do not always meet the requirements for fast and accurate spectrum sensing in
real communication environments.

Deep learning (DL) is able to explore the most appropriate functions and models in a
data-driven mining manner that can improve signal detection performance [5, 6]. Deep
learning based spectrum sensing have attracted increasingly research work, i.e., Zheng
et al. [7] proposed a deep learning classification technique that uses the power spectrum
of the received signal as an input to train a CNNmodel and normalizes the input signal to
solve the problem of noise uncertainty. Xie et al. [8] utilized their historical knowledge of
PU activity and used a CNN-based deep learning algorithm to learn PU activity patterns
to achieve spectrum sensing (APASS). However, CNN-based deep neural networks are
not sufficient to process PU signals because wireless spectrum data are time-series data
with fixed time correlation, and long-term memory (LSTM) network is introduced into
the DL network to extract total time correlation [9]. Gao et al. [10] combined LSTM
and CNN to form DetectNet to extract total time correlation from received signal time
series data to learn total dependencies and local features, which enables better spectrum
sensing than LSTM and CNN structures separately.

The spectrum sensing method based on Deep Learning may focus on extracting
various aspects of the input. However, existing CNNs are not suitable for temporal
modeling and time series data analysis [11], and 1D CNNs are good at extracting local
features from serial data to obtain sufficient locally relevant features [15]; LSTM and
GRU are capable of temporal correlation extraction. However, GRU [12] has a simpler
network structure thanLSTMand is easier to train,which can largely improve the training
efficiency of the network while achieving similar results with LSTM. To the best of the
authors’ knowledge, the temporal dependence of spectral data has not been modeled in
the literature using GRU networks with noisy activation function (NAF) [13], to solve
the problem that the existing methods are not robust to noise in a low signal-to-noise
environment, the NAF is used in deep neural networks, and Noisy Activation CNN-
GRU-Network (NA-CGNet) is proposed to deal with the non-cooperative spectrum
sensing problem. Simulation results verify that the proposed algorithm outperforms the
existing spectrum sensing methods in terms of spectrum sensing accuracy at low SNR
and achieves low false alarm probability at the same time.

2 Related Work

2.1 System Model

According to the idle or busy state of the PU, spectrum sensing can be viewed as a binary
classification issue, i.e., the presence or absence of PU. Therefore, the signal detection
of the SU scenario can be modeled as the following binary hypothesis testing issue [14].

X (n) =
{

H0 : U (n)
H1 : h ∗ S(n) + U (n)

(2.1)

where X (n) is the n-th received signal of the SU, U (n) is additive noise following the
zero mean circularly symmetric complex Gaussian (CSCG) distribution with variance
σ 2
w. S(n) denotes the noise-free modulated signal transmitted by the PU, and h represents
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the channel gain between the PU and the SU, where it is assumed that this channel is
constant and follows Gaussian distribution mode. H0 is used to assume that the PU is
not present, and H1 is used to assume that the PU is present.

Typically, two performance metrics for spectrum sensing are considered, namely the
detection probability Pd and the false alarm probability Pf . If a deep learning-based
approach is used to sense spectrum, the output of the activation layer is the probability
of each classification. For this binary classification issue, determining i = argmax(Pi)

is equivalent to comparing the output probability under hypothesis H1 with a threshold
value γD. Thus, the performance metric can be defined as

{
Pd = Pr

(
z1 > γD|H1

)
Pf = Pr

(
z1 > γD|H0

) (2.2)

where z1 denotes the probability of output neurons labeled “1” in the presence of PU.

2.2 Noisy Activation Function

The activation function enhances the nonlinear fitting ability andnonlinear representation
of the neural network. Due to the saturation phenomenon of the generally used nonlinear
activation function itself, it can lead to gradient vanishing problems. Caglar et al. [13]
proposed to use Noisy Activation Function (NAF) learn the scale of the noise to make
the gradient more significant.

Gate-structured RNN are proposed to solve the long-term dependence of time series,
it includes LSTM and GRU, which both use soft saturated nonlinear functions such as
sigmoid and tanh to imitate the hard decisions in digital logic circuits. However, the
saturation characteristics cause the gradient to vanish when crossing the gate, and they
are only softly saturated, which leads to the problem that the gates cannot be fully opened
or closed, so hard decisions cannot be realized.

The hard decision problemcanbe solved byusing a hard saturated nonlinear function,
taking the sigmoid and tanh function as an example, the first-order Taylor expansion near
the 0 point which is constructed as a hard saturation function, it is as follows,

{
sigmoid(x) ≈ us(x) = 0.25x + 0.5

tanh(x) ≈ ut(x) = x
(2.3)

Clipping the linear approximations result to,

{
hard_sigmoid(x) = max(min(us(x), 1), 0)
hard_tanh(x) = max(min

(
ut(x), 1

)
,−1)

(2.4)

The use of a hard saturated nonlinear function aggravates the problem of vanishing
gradient because the gradient is set to exactly zero at saturation rather than converging
to zero. However, further stochastic exploration of the gradient can be facilitated by
introducing noise into the activation function that varies with the degree of saturation.
Let us consider a noisy activation function.

φ(x, ξ) = αh(x) + (1 − α)u(x) + d(x)σ (x)ε (2.5)
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where αh(x) is the nonlinear part, α is a constant hyperparameter that determines the
noise and the direction of the slope, h(x) represents the initial activation functions such
as hard_sigmoid and hard_tanh, (1 − α)u(x) is the linear part, d(x)σ (x)ε is the random
part of the noise, d(x) = −sgn(x)sgn(1− α) changes the direction of the noise, σ(x) =
c(g(p�) − 0.5)2, and ε is the noise that generates the random variable.

3 Spectrum Sensing Based on Noisy Activation Deep Neural
Network

In this paper,weprovide a spectrumsensingmethodbasedonnoisy activationdeepneural
network (NA-CGNet) for a SU in CR, where the SU does not need a prior knowledge
about the PU or noise power but uses the raw received signal data to achieve spectrum
sensing. The proposed algorithm flow is shown in Fig. 1, including offline training and
online sensing. First, the received I/Q signals of the primary user are sampled and pre-
processed with energy normalization, and then the normalized dataset is input to the
NA-CGNet model proposed in this paper for network model training and validation to
obtain a well-trained model. In online sensing detection, the SU received signal testset
is input to the well-trained NA-CGNet model to obtain the corresponding probabilities
under H1 and H0 to make a spectrum sensing decision.

Fig. 1. Flow of the spectrum sensing algorithm proposed in this paper

Figure 2 shows the proposed NA-CGNet network structure, we treat the received
signal as a 2 × 128 × 1 image and process it first with a CNN-based model, 1D CNN
is first used to extract spatially relevant features of the input time-series received signal,
so as to obtain sufficient local features. Among them, the 1D CNN consists of two
convolutional blocks, each of which includes a Conv1D layer, a regularized Dropout
layer that prevents overfitting of the network and enhances the network generalization
ability, and amodified line unit (ReLU) activation function that increases the nonlinearity
between the layers of the network. Since functional information can be lost during
network transmission, a cascade layer (CONCAT) is used to combine the input of the
first convolutional block and the output of the second convolutional block in order to
compensate for the loss of features.

1D CNN performs well in local feature extraction, but it lacks the ability to connect
the long-term dependencies of the input time series. GRU is introduced for processing
time series data to fully extract the temporal global correlation features. Compared with
LSTM, GRU has a simpler network structure and is easier to train, which can largely
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improve the training efficiency, and most importantly, GRU can achieve comparable
results to LSTM. By adding normal noise to the zero-gradient part of the activation
function the NA-GRU block, the added noise can grow according to the degree of
saturation of the activation function, so that more noise points in the saturated state can
be randomly explored toward the unsaturated state to make more attempts in the training
convergence process, thus the network is noise-resistant at low SNR to achieve good
sensing performance.

Fig. 2. Network structure of NA-CGNet

The signal processed by the NA-GRU block is fed to the final classification network,
which consists of two FC layers and each FC layer maps the input features to a low-
dimensional vector. As for the activation function, the first FC layer uses Relu and the
last FC layer uses SoftMax to obtain the classification results. We map the output to a
binary classification vector normalized by the SoftMax function, which represents the
probability of the presence and absence of PU. The network parameters are optimized
using the Adam optimizer, the classification cross-entropy is the loss function used, the
initial learning rate is set to 0.0003, and the Dropout ratio is kept at 0.2 to obtain the best
hyperparameters. The above network is called “NA-CGNet” and the hyperparameters
confirmed by extensive cross-validation are detailed in Table 1.

Table 1. Hyperparameters of the proposed NA-CGNet

Hyperparameter NA-CGNet

Filters per Conv layer 60

Filter size 10

Cells per GRU layer 128

Neurons per FC layer 128 & Sample length & 2

Initial learning rate 0.0003

Batch size 200
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4 Experimental Analysis

4.1 Dataset Generation and Pre-processing

Based on the baseline dataset RadioML2016.10a [16], which is widely used in mod-
ulation identification tasks, eight digital modulation signals are generated as positive
samples, and they consist of baseband I/Q signal vectors and common radio commu-
nication practical channel effects are took into account. According to the signal energy
and the required signal-to-noise ratio level, the corresponding AWGN conforming to the
CSCG distribution is generated as negative samples. The (SNR) varies from -20 dB to
5 dB in 1 dB increments. For eachmodulated signal type, 1000modulated signal positive
samples and 1000 noise samples are generated at each SNR. Thewhole dataset is divided
into three different sets with a common split ratio of 3:1:1. The dataset parameters are
detailed in Table 2 below.

Table 2. Dataset parameters

Parameter Value

Modulation scheme BPSK, QPSK, 8PSK, PAM4, QAM16, QAM64, GFSK, CPFSK

SNR range −20 dB~5 dB in 1 dB increments

Sample length 64,128,256,512

Training samples 30000

Validation samples 10000

Testing samples 10000

Considering that the energy interference of the signal has minimal impact and the
modulation structure of the signal can be better exposed, the received time-domain
complex signal Xin = [Xreal;Ximag] data is pre-processed with energy normalization
before the network training. It works as follows.

X norm
i = Xi∑

(abs(Xi)
2)

(4.1)

whereXi denotes the i-th sequence of the sampled signal and abs(Xi) denotes the absolute
value of Xi.

4.2 Experimental Configuration and Network Training

The experiment uses Tensorflow as the framework and the Python language for program-
ming. The operating system is Ubuntu 18.04. GNU Radio is a free open source software
development kit that provides signal processing modules to implement software radio
and wireless communication research.

Considering the necessity of setting a constant false alarm probability Pf , a two-
stage training strategy is used. In the first stage, convergence is achieved by training the
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model with early stopping, so that both validation loss and accuracy are kept stable. A
stopping interval of Pf is first set in the second stage, and stops when Pf falls into this
interval. Applying a two-stage training strategy can control the detection performance
to some extent by adjusting the preset stop intervals.

4.3 Simulation Results

In this section, extensive simulation results are provided to demonstrate the performance
of the proposedmodel. For GFSKmodulated signals with sample length 128, the sensing
accuracy of dif-ferent neural network models CNN, LSTM, DetectNet and the proposed
model NA-CGNet with different SNRs were compared as shown in Fig. 3, it can be seen
that the NA-CGNet model proposed in this paper provides better sensing accuracy than
other networks, especially the accuracy improvement of NA-CGNet is more obvious
at low SNR level. The NA-CGNet model achieves a sensing accuracy Pd=0.5239 at
SNR = −15 dB which is 0.042 better than the DetectNet model while ensuring a lower
Pf =7.06%, and has the highest sensing accuracyPd at SNR=−20 dB than othermodels.
This is due to the proposed NA-CGNet model adding noisy activation function to the
GRU block, which enables further stochastic exploration of the network in a saturated
state, more robust to noise in a low SNR environment, and a corresponding improvement
in sensing performance.

Fig. 3. Comparison of the sensing performance of different models

The generalization of the proposed NA-CGNet model is demonstrated by varying
the modulation characteristics of the PU signal. Figure 4 shows the comparison of the
sensing performance of NA-CGNet on eight different digital modulation schemes with
sample length of 128 and SNRs ranging from−20 dB to 5 dB. It can be observed that the
difference in sensing performance between the various modulated signals is negligible,
which implies that the NA-CGNet model performance is insensitive to the modulation
order. In addition, it is observed that the difference in sensing performance between the
same type of modulation such as BPSK, 8PSK and QPSK is very small, which indicates
the robustness of the proposed NA-CGNet model for different modulation schemes of
radio signals.
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Fig. 4. Sensing performance of NA-CGNet model with different modulation schemes

5 Conclusion

In this paper, a deep neural network model for spectrum sensing in a low SNR environ-
ment is proposed. The 1D CNN and the GRU network with NAF respectively capture
sufficient local features and global correlations of the input SU received signal, while
the cascade layer helps to compensate for feature loss. Adding noise activation helps to
improve the anti-noise performance of the network, which enables the network model
to maintain good sensing performance at low SNR level. Simulation results show that
the proposed model performs significantly better than CNN, LSTM, and DetectNet.
in addition, the proposed NA-CGNet model is applicable to various modulation signal
schemes, such as GFSK, BPSK, QPSK, QAM16, etc., and has good robustness to dif-
ferent modulation scheme signals. Finally, the proposed NA-CGNet model can achieve
better spectrum sensing performance in lowSNR environment which is shown to achieve
high Pd and low Pf simultaneously.
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Abstract. When the windings of permanent magnet machine (PMM) are not
energized, the interaction between the permanent magnet and the armature core
generates cogging torque. It will cause vibration, noise and speed fluctuation. As
for line-start PMM, both the stator and rotor core are slotted, and the manufac-
turing tolerances have influenced on cogging torque. The analytical expression
of cogging torque of line-start PMM is obtained by using the equivalent method
of rotor permanent magnets magneto motive force (MMF). Based on the analyt-
ical expression, the influence of rotor slots processing technic, magnetic bridge
manufacturing parameters as well as permanent magnets technology on cogging
torque are analyzed. Furthermore, the optimum combination of these three fac-
tors is deduced to minimize the cogging torque of line-start PMM. The finite
element method (FEM) calculation verifies that the proposed method can reduce
the cogging torque of LSPMSM.

Keywords: Cogging torque · Manufacturing tolerances · Line-start PMSM ·
Optimization

1 Introduction

Self-starting permanent magnet synchronous motor (LSPMSM) is receiving more and
more attention. The main reason is that, firstly, high-energy rare earth permanent magnet
(PM)materials can provide high air-gapmagnetic flux density, thus reducing copper loss
and providing high power factor [1]. At the same time, LSPMSM has the self-starting
ability and high efficiency, making it more suitable for pump sets, compressors and some
energy-saving applications [2, 3].

The interaction between the permanent magnet motor and the stator slot will occur
when the motor is unloaded, resulting in cogging torque. It will cause vibration, noise
and speed fluctuation. For linear starting PMM, the slot and tooth parameters of stator
and rotor will have a great impact on the cogging torque [4, 5]. In order to reduce the
cogging torque, the influence on of the cogging torque for stator tooth width have been
studied in [6–8]. In [9], the cogging torque have been weakened by the unequal stator
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tooth width. However, the above research is limited to single-side slotted PMM, and
there is little literature on the analysis of cogging torque of line-start PMSM.

The stator slot and rotor slot are existed in LSPMSM, and the distribution of effective
air-gap length is more complex compared with the traditional PMSM when the relative
position of the stator and rotor is changed. The traditional method of reduce cogging
torque cannot apply to the LSPMSM directly. The distribution of effective air-gap of
LSPMSM is obtained through the superimposed the effective air-gap of the stator side
and rotor side, and then the analytical expression of cogging torque is obtained in [10,
11]. In addition, the generation mechanism of LSPMSM cogging torque is discussed.
However, the expression used to analyse the cogging torque is extremely complex [12,
13].

Based on the energy method and Fourier decomposition method, the analytical
expression of cogging torque of linear starting permanent magnet synchronous motor
is derived in this paper, including rotor slot offset angle, magnetic bridge as well as
permanent magnets width. Based on the analysis above, the optimum combination of
these three parameters are proposed to minimize cogging torque.

2 Analytical Model of Lspmsm Cogging Torque

According to the mechanism of cogging torque, and the cogging torque can be followed
by:

Tcog = −∂W

∂α
(1)

where W is magnetic field energy, and α is relative position angle of the stator and rotor.
Suppose the magnetic permeability of the rotor core is infinite, and the magnetic

field energy in the stator and rotor core can be neglected compared with the magnetic
field energy in the air-gap. Therefore, the magnetic field energy can be given by:

W ≈ Wairgap = 1

2μ0
∫
V
B2(θ, α)dV (2)

where μ0 is the air permeability, B(θ, α) is the distribution of air-gap flux density along
the circumferential direction as the position of the stator and rotor changes.

Here, the distribution of air-gap flux density can be followed by:

B(θ, α) = μ0
F(θ)

δ(θ, α)
(3)

where δ(θ , α) is the effective air-gap length of versus the position of stator and rotor
core.

There are many kinds of magnetic circuit structures of LSPMSM, and the interior
structure can improve the power density. Figure 1 shows the configuration of spoke-type
LSPMSM. It can be seen that the structure is different from the traditional permanent
magnet synchronous machines (PMSMs). Due to the rotor slot is existed in LSPMSM
rotor core, and the distribution of effective air-gap length is more complex compared
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Stator core

Rotor core

Rotor slot

PM

Stator slot

Fig. 1. Relative position of the stator and rotor

with traditional PMSMs. In order to reduce the difficulty of cogging torque analytical
expression, and the rotor magnetomotive force (MMF) is represented by a distributed
MMF.

Hence, the distribution of effective air-gap length is only related to the stator slots
and teeth. The magnetic field energy can be followed by.

W ≈ Wairgap = μ0

2

∫
V
F2(θ, α)

1

δ2(θ, α)
dV (4)

Furthermore, when the stator and rotor leakage flux is ignored, and the air-gapMMF
F(θ ) is produced rotor is shown in Fig. 2. As shown in Fig. 2, p is the pole pairs, τ r is
the distance of rotor tooth, θrt is the rotor tooth, F is the amplitude of air-gap MMF. As
a result, the distribution map of F2(θ ) is shown in Fig. 3, and the Fourier expansion can
be expressed as.

θ

F

Fpm

θrsθrt

τr
0

-π /2P π /2P

Fig. 2. Distribution of the equivalent MMF of
rotor

F12

2p
π−

2p
π

F2(θ)

θrs

θθrt τr

Fig. 3. Distribution of F2(θ)

F2(θ, α) = F0 +
∞∑
n=1

Fn cos 2npθ (5)

where, the Fourier decomposition coefficient F0 can be expressed as

F0 = (Q2 − 1)pF2

π
θrt (6)

Fn =

⎧⎪⎨
⎪⎩

(−1)n+1 2F
2
1

nπ sin npθra, n is not an integer multiple of Q2

(−1)n
2(Q2−1)F2

1
nπ sin npθra, n is an integer multiple of Q2

(7)
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where Q2 is number of rotor slots, p is pole paris.
Moreover, 1

δ2(θ, α)
is only related to stator slot and tooth, and the Fourier expansion

can be expressed as.

1

δ2θ
=G0 +

∞∑
n=1

Gn cos nQ1θ (8)

1

δ2θ, α
=G0+

∞∑
n=1

Gn cos nQ1(θ + α) (9)

whereQ1 is number of stator slots, and the Fourier decomposition coefficient G0 can be
expressed as.

G0 = Q1τs

2πδ2
(10)

Gn = 2

nπδ2
sin

nQ1τs

2
(11)

where τ s is the stator tooth width.
At last, the LSPMSM cogging torque expression can be followed by.

Tcog = πQ1LFe
4μ0

(R2
2 − R2

1)

∞∑
n=1

nGnBr
nQ1
Q2

sin nQ1α (12)

where Lfe is the armature core axial length, R1 is the outer radius of the rotor, and R2 is
the inner radius of the stator, n is an integer which nQ1/2p is integer.

According to the formula 12, the number of rotor slot, rotor tooth width, air-gap
length, he tooth width and slot width of the stator will affect Gn and the amplitude of
the cogging torque. Based on this, this paper studies these parameters, and realizes the
purpose of reducing the cogging torque by optimizing the parameters of stator tooth
width, slot width and the number of stator slots.

3 Method to Reduce Cogging Torque

As the rotor tooth width of LSPMSM changes to θ ra, the distribution map of F2(θ ) is
shown in Fig. 4. So the amplitude of F2(θ ) is changed as.

F2
1 = θ2rs

θ2ra
F2 (13)

In addtion, the Fourier decomposition coefficient F2(θ ) is changed as.

F0 = (q2 − 1)pF2
1

π
θra (14)
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F1
2

2p
π−

2p
π

θrs

θθra τr

Fig. 4. Distribution of F2(θ ) as the rotor tooth is θ ra

The cogging torque is related to FnQ1/2p, and let Fourier decomposition coefficient
is 0.

sin
t0
t2

nQ1

Q2
π = 0 (15)

t0
t2

nQ1

Q2
π = kπ, k is an integer (16)

It can be obtained that when the rotor tooth width and the rotor tooth pitch meet t2/t0
= nQ2/kQ1, the cogging torque can be reduce effectively. Take the case of a 72 stator
slot- 8 pole spoke-type LSPMSM, and the influence of rotor parameters on cogging
torque is studied. In Table 1, the main parameters of the machine are listed.

Meanwhile, the comparison of cogging torque waveforms of LSPMSM with initial
model and optimizedmodel are shown in Fig. 5.Obviously, the cogging torque is reduced
as the rotor tooth is 5°.

Table 1. Main parameters of prototype machine

Item Value Item Value

Rated power/kW 30 Core material BAT1500

PM material N35EH Air-gap length/mm 1

Pole 8 PM width/mm 48

Stator slot Q1 72 PM thickness/mm 12

Outer diameter of stator /mm 400 Pressure coefficient 0.97

Outer diameter of rotor /mm 283.6 Rotor inner diameter /mm 85

Axial length/mm 225 Rated voltage/V 380

Change the rotor slots. According to the air-gap flux density Fourier decomposition,
and the rotor slot will make the harmonic amplitude of the rotor MMF increases. In
addition, the air-gap flux density harmonic content can be changed as the rotor slot
number increases, and the cogging torque must change. In order to study the number of
rotor slots is influenced on the cogging torque, and the FEA model is established with
different rotor slots.
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Fig. 5. Slot torque of different rotor tooth
width

Fig. 6. Relationship between cogging torque
and rotor slot number

Fig. 7. Relationship between cogging torque and rotor slot number

Figure 6 and Fig. 7 shows the cogging torque versus number of rotor slot. It can
be noted that the number of cycles and amplitude of cogging torque are changed with
the number of rotor slots changes. The cogging torque of 32 rotor slot and 40 rotor slot
is similar, and the cogging torque of 56 rotor slot is closed to 64 rotor slot. In order
to further study the influence of rotor slot number on cogging torque, and the cogging
torque of different rotor slots is shown in Table 2.

Table 2. Cogging torque with different rotor slot

Q2 Nq Nq2p/Q2 COGGING TORQUE(N·m)

24 9 3 31

32 36 9 43

40 45 9 42

48 18 9 34

56 63 9 20

64 72 9 16

We could draw the following conclusions that: when the value of Nq2p/Q2 is larger,
the amplitude of cogging torque is smaller. It is because of the value of Nq2p/Q2 is
larger, and the flux density harmonic components of rotor tooth is lower.

Effect on the rotor tooth shape. The outer diameter of rotor is different from the
inner diameter of stator when the shaped of rotor tooth is changed. There is an eccentric
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distance between the rotor center and the stator center, and denoted as h_px, as shown
in Fig. 8. It can be seen that the air-gap length is non-uniform, and the air-gap length
changes with the change of rotor position. Therefore, the distribution of air-gapmagnetic
field along the circumference is changed, and the cogging torque is reduced.

The LSPMSM cogging torque versus eccentric distance are shown in Fig. 9. It can
be seen that the cogging torque decreases with the increase of eccentric distance, and
the amplitude of cogging torque from 9.5N·m reduce to 4.5N·m. However, when the
eccentric distance reaches 15mm, the reduction of cogging torque is not obvious with
the increase of eccentric distance. As a results, the eccentric distance is selected 15mm.

O1

O2

h_px

Fig. 8. The configuration of rotor tooth
with eccentric

Fig. 9. The cogging torque versus eccentric
distance

O2
d

Fig. 10. Structure of magnetic bridge

Effect on the magnetic bridge size. The size of magnetic bridge can influence on
the distribution of rotor magnetic field, so the cogging torque is effected on magnetic
bridge size. The structure and size of magnetic bridge is shown in Fig. 10. The distance
between magnetic bridge and shaft is defined as O2, and the magnetic bridge width is
defined as d.

Figure 11 shows the cogging torque and rated torque versus distancemagnetic bridge
and shaft. It can be seen that the cogging torque decreases first and then increases with
the increase of distance between magnetic bridge and shaft. However, the rated torque
keep constant with the increase of distance between magnetic bridge and shaft. Because
of the air-gap flux density keep constant as the volume of PM is equal. Figure 12 shows
the cogging torque and rated torque versusmagnetic bridgewidth. It can be noted that the
cogging torque decrease obviously first and then reduces with the increases of magnetic
bridge width, and the rated torque increases and then decreases with the increase of
magnetic bridge width.
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distance

4 Performance of LSPMSM After Optimized

It can be seen from the above conclusion, and the cogging torque of LSPMSM can be
weaken effectively for the rotor parameters are changed. However, the electromagnetic
performance has been changedwith the rotor parameters are changed. By using the time-
step finite element method, the no-load back-EMF and rated electromagnetic torque of
the prototype before and after optimization are calculated and compared, as shown in
Table 3 and Table 4.

It can be noted that the amplitude of back-EMF no large change by adopting the
measures of cogging torque reduction in this paper. In addition, the change of start-
ing torque and starting-current of the prototype is also small. Therefore, the cogging
torque reduction method in this paper can effectively weaken the cogging torque of the
LSPMSMs, and will not have a great impact on the performance of the machine.

Table 3. Comparison of no-load performance of the prototype machine

Model Back-EMF THD Cogging torque

Original Model 246.7 V 3.5% 16.2 N·m

Change rotor tooth 245.4 V 3.2% 10.5 N·m

Change rotor
tooth shaped

235.6 V 2.7% 5.7 N·m

Unequal rotor tooth 237.2 V 3.0% N·m

Table 4. Comparison of load performance of the prototype machine

Model Stating-torque Rated torque Starting-current

Original Model 875 N·m 381 N·m 378 A

Change rotor tooth 889 N·m 376 N·m 387 A

Change rotor tooth shaped 905 N·m 372 N·m 399 A

Unequal rotor tooth 897 N·m 374 N·m
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5 Conclusions

LSPMSMs have been increased interest due to self-starting capability, high power factor
and high efficiency. Cogging torque is a common problem to LSPMSMs, and it is one of
the issues that should be paid attention to at the design stage. Meanwhile, LSPMSMs has
rotor slots in the rotor core due to improve the self-starting capability, and the cogging
torque will adversely the operation of LSPMSM. In order to comperhend the cogging
torque of LSPMSMmechanism, and the analytical expression of the cogging torquewith
the changing the rotor tooth width, rotor slots and the rotor tooth shaped are deduced in
this paper, then some conclusions can be obtained as follows:

(1) The interior PM rotor is equivalent to the MMF generated by the surface PM can
simplify the cogging torque analytical model of LSPMSM.

(2) The number of rotor slots have influenced on the cogging torque of LSPMSM.
When the larger Nq2p/Q2 is selected, the cogging torque of the LSPMSM can be
reduced.

(3) Selecting appropriate rotor tooth width can effectively weaken the cogging torque
of LSPMSM.

(4) The appropriate rotor eccentricity distance can further reduce the cogging torque
of the LSPMSM.

References

1. Cheng, M., Hua, W., Zhang, G.: Overview of stator-permanent magnet brushless machines.
IEEE Trans. Industr. Electron. 61(8), 5087–5101 (2011)

2. Cheng, M., Zhang, G., Hua, W.: Overview of stator permanent magnet brushless machine
systems and their key technologies. Proc. CSEE 34(29), 5204–5220 (2014)

3. Liu, X.P., Zheng, AI.H., Wang, CH.: 3-D Finite element analysis and experiment study of
a stator-separated axial flux-switching hybrid excitation synchronous machine, Transactions
of china electro-technical society 27 (10) 2012, 110–113

4. Hwang, S., Eom, J., Jung, Y., Lee, D., Kang, B.: Various design techniques to reduce cogging
torque by controlling energy variation in permanentmagnetmotors. IEEETrans.Magn. 37(4),
2806–2809 (2001)

5. Yongping, L., Yong, L.: Tooth-slot cogging torque and noise analysis of permanent magnet
motors. In: Proceedings of the Fifth International Conference on Electrical Machines and
Systems, Shenyang, pp. 860–862 (2001)

6. Li, J.T., Liu, Z.J., Jabbar, M.A.: Design optimization for cogging torque minimization using
response surface methodology. IEEE Trans. Magn. 40(2), 1176–1179 (2004)

7. Bianchini, C., Immovilli, F., Lorenzani, E., et al.: Review of design solutions for internal
permanent-magnet machines cogging torque reduction. IEEE Trans. Magn. 48(10), 2685–
2693 (2001)

8. Islam, J., Svechkarenko, D., Chin, R., et al.: Cogging torque and vibration analysis of a
direct-driven PM wind generator with concentrated and distributed windings. In: 2012 15th
International Conference on Electrical Machines and Systems, Sapporo, pp. 1–6 (2012).

9. Xintong, J., Jingwei, X., Yong, L., et al.: Theoretical and simulation analysis of influences of
stator tooth width on cogging torque of BLDCmotors. IEEETrans.Magn. 45(10), 4601–4604
(2009)



260 J. He et al.

10. Fei, W., Luk, P.C.K., Shen, J.: Torque analysis of permanent-magnet flux switching machines
with rotor step skewing. IEEE Transactions on Magnetics 48(10), 2664–2673 (2012). https://
doi.org/10.1109/TMAG.2012.2198223

11. Wang, D.H., Wang, X.H., Jung, S.Y.: Reduction on cogging torque in flux-switching per-
manent magnet machine by teeth notching schemes. IEEE Trans. Magn. 48(11), 4228–4231
(2012). https://doi.org/10.1109/TMAG.2012.2200237

12. Hao, L., Lin, M.Y., Xu, D.: Cogging torque reduction in axial field flux-switching permanent
magnet machines. Trans. China Electro-Tech. Soc. 30(2), 21–26 (2015)

13. Hao, L., Lin, M.Y., Xu, D.: Cogging torque reduction of axial field flux-switching permanent
magnet machine by adding magnetic bridge in stator tooth. IEEE Trans. Appl. Supercond.
24(3), 503–506 (2014). https://doi.org/10.1109/TASC.2014.2302911

https://doi.org/10.1109/TMAG.2012.2198223
https://doi.org/10.1109/TMAG.2012.2200237
https://doi.org/10.1109/TASC.2014.2302911


Beam Tracking Scheme Based
on Dispersed Beams in mmWave

Communication

Zhengqi Shen and Weixia Zou(B)

Beijing University of Posts and Telecommunications, Beijing 100876, People’s
Republic of China

{szq2016,zwx0218}@bupt.edu.cn

Abstract. Benefiting from the large-scale antenna array used in mil-
limeter wave massive MIMO systems, beams generated by beamforming
technology have the characteristics of high directivity and array gain.
However, due to the narrow width of the millimeter wave beam and the
mobility of dynamic users such as vehicles, high-speed trains and drones,
the communication beams between BS and UE will be misaligned and
slight misalignment will result in severe gain loss, thus beam tracking
is the key technology to solve this problem. We adopt Delay-Phase Pre-
coding (DPP) structure in mmWave communication, which can generate
frequency-dependent beams by jointly controlling the delay and phase,
extending the dimensions to control beams. Thus the beam generated by
MIMO-OFDM can be dispersed into a set of sub-beams and expand the
coverage. Based on this we implement a new beam tracking scheme in
mmWave communication, increasing the accuracy and convergent speed.

Keywords: Millimeter wave communication · Beam tracking ·
Delay-phase precoding · OFDM

1 Introduction

Millimeter wave communications have been exploited due to the extremely high
frequency and abundant spectrum resources. Millimeter wave denotes the elec-
tromagnetic wave that has a wavelength range from 1–10 mm. It indicates that
the frequency of the wave ranges from 30–300 GHz. Compared to Sub-6 GHz
communications, millimeter waves might not be diffracted easily but the energy
attenuation is more severe. In phased array antennas, beamforming technology
can be used to generate highly directional beams, while millimeter-wave-based
massive Multiple Input Multiple Output (MIMO) systems can generate nar-
rower beams, which can effectively enhance array gain and compensate for severe
attenuation. However, high directivity means narrow beam width. When the user
moves, beam misalignment is more likely to occur, resulting in a sharp drop in
array gain [1]. Therefore, beam tracking technology that can achieve real-time
beam alignment is crucial.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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https://doi.org/10.1007/978-981-99-1260-5_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1260-5_33&domain=pdf
https://doi.org/10.1007/978-981-99-1260-5_33


262 Z. Shen and W. Zou

Beam training, also known as beam search, is a basic beam tracking method.
For the sparsity and large dimension of mmWave channels, beam training can
effectively obtain channel state information (CSI) [2]. Exhaustive search is the
most common beam training method, which enumerates the transmit beams in
the entire space and compares the received signal power to obtain the optimal

Fig. 1. Beamforming in THz communication. (a) Traditional beamforming with beam
split effect. (b) Beam split effect eliminated with DPP structure.

beam. Hierarchical search divides the search range into multi-level. For example,
IEEE 802.15.3C adopts a three-layer search strategy of quasi-omnidirectional
level, sector level and beam level [3], while IEEE 802.11.ad adopts Sector Level
Sweep (SLS) and Multiple sector ID capture (MIDC) two-layer strategy [4].
However, the high dynamic of the user will cause the channel to change rapidly,
resulting in a high overhead for beam training. Therefore, various methods for
beam tracking have been designed. Beam tracking based on Kalman Filter is
a common method. [5] uses Extended Kalman Filter (EKF) for beam tracking,
which has high tracking accuracy. Besides, [5] draws inspiration from radar com-
munication and proposes beam tracking based on Auxiliary Beam Pairs (ABP),
which can track multipath channels. With the rapid development of Artificial
Intelligence (AI) technology in recent years, beam tracking based on reinforce-
ment learning has also become popular. [6] uses the Multi-Armed Bandit (MAB)
which models the behavior and state of the beam can effectively utilize the his-
torical information in the tracking process. In this paper, inspired by the beam
split effect in the terahertz (THz) band [7] and its solution [8], we study the
millimeter-wave beam tracking algorithm under MIMO-OFDM systems. Beam
split refers to the fact that in THz band, due to the ultra-high frequency and
ultra-wide frequency band, the beam that is supposed to be pointed in a specific
direction in the MIMO-OFDM system is split into a set of beams pointing in
different directions with different sub-carrier frequencies (Fig. 1), resulting in a
loss of array gain and a decrease in effective achievable sum rate [7].

Different from the traditional beam tracking algorithm, DPP structure intro-
duces the dimension of delay as a new parameter and performs precoding in con-
junction with phase, so that the antenna array can generate frequency-dependent
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beams, while the traditional hybrid precoding structure can only generate
frequency-independent beams. In the MIMO-OFDM system, this frequency-
dependent characteristic can realize the manipulation of beams of different fre-
quency sub-carriers. In addition to solving beam split, it can also freely con-
trol the degree of beam dispersion. [9] achieves simple beam tracking under
this controlling idea, however, it’s based on the beam split phenomenon in THz
band. Although there is no beam split phenomenon in mmWave communication,
through our reverse divergent thinking, we utilize DPP structure in mmWave
MIMO-OFDM system to disperse the beam which points to a specific direction
(Fig. 2), then implement the beam tracking scheme. Simulation results show the
proposed algorithm has good performance in effective achievable sum rate and
MSE of tracking result.

2 System Model

We consider the millimeter wave MIMO-OFDM communication system [10],
and use the recently proposed DPP structure to implement beamforming. The
transmitter is equipped with N antennas Uniform Linear Array (ULA) and
Nrf Radio Frequency (RF) chains to serve single-antenna users. M subcarriers
OFDM system is used over the bandwidth B.

Fig. 2. Beamforming in mmWave communication. (a) Traditional beam generated by
hybrid precoding structure. (b) Dispersed beams set generated by DPP structure.

2.1 Channel Model

Due to the sparsity of mmWave channels, we consider the extended Saleh-
Valenzuela geometric channel model [11] in this paper. At subcarrier m(m =
1, 2, . . . ,M), the channel vector between BS and UEs is denoted as

hm =
L−1∑

l=0

β(l)
m aN

(
ψ(l)

m

)
, (1)

L is path number. β
(l)
m = g

(l)
m e−jπτ(l)

m fm , g
(l)
m and τ

(l)
m represent the path gain and

delay under the l−th path and the m−th subcarrier respectively, fm is the carrier
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frequency where the m − th subcarrier located in, the relation between center
frequency fc and fm are fm = fc + B

M

(
m − 1 − M−1

2

)
. ψ

(l)
m denotes the spatial

direction under l − th path and m − th subcarrier. θ(l) represents the related
physical direction under l − th path, ψ

(l)
m = 2d

c sin θ̃(l), d is antenna distance. For
simplicity, denote θ(l) = sin θ̃(l) is used to represent the user physical direction.
The array response vector aN

(
ψ
(l)
m

)
is presented as

aN
(
ψ(l)

m

)
=

1√
N

[
1, ejπψ(l)

m , ejπ2ψ(l)
m , · · · , ejπ(N−1)ψ(l)

m

]T

. (2)

2.2 Delay-Phase Precoding Structure

The existing beam tracking schemes are typically based on analog beamforming
or hybrid precoding structure, both are based on phased array, which adjusts
the phase of each antenna to generate beams pointing in specific directions.
However, these beams are frequency-independent and cannot fully utilize the
characteristic that different subcarriers located in different frequencies in MIMO-
OFDM system. In the DPP structure, a set of delay networks is introduced
between the RF chains and the phase shift network [8], so that the beamforming
vector is affected by the two parameters of delay and phase shift at the same time,
generating frequency-dependent beams, and making full use of the frequencies
of different subcarriers.

Fig. 3. DPP generated beams covering
[
θ
(0)
k − αk, θ

(0)
k + αk

]
with M = 5.

In DPP structure, each RF chain is connected to Kd time-delayers (TDs),
and those TDs are connected to all antenna elements. More specifically, each
TD is linked to N/Kd antenna elements. The number of RF chains is equal to
the number of users, so Nrf = K. Thus the received signal related to m − th
subcarrier is denoted as

ym = HH
mAmDms + n, (3)

the channel matrix between BS and K UEs is denoted as Hm =
[h1,m,h2,m, · · · ,hK,m]. Am ∈ CN×K is the analog beamformer generated by
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the TDs and PSs jointly, and Dm ∈ CK×K is the digital precoder with trans-
mitting power constraint

∥∥AmDm,[:,k]

∥∥
F

≤ ρ, in which ρ is the power for each
user. n represents the Gaussian noise.

Because of the delay network which does not exist in the traditional hybrid
precoding structure, the analog beamformer under the DPP structure consists of
two parts, Am = A(PS)A(TD)

m . On the one hand, A(PS) is the traditional analog
beamformer realized by PSs, which controls the center beam to point in a given
direction. On the other hand,

A(TD)
m = diag

([
e−j2πfmt1 , e−j2πfmt2 , · · · , e−j2πfmtK

])
, (4)

is the analog beamformer realized by TDs, ti ∈ CKd×1 is the delay generated by
the Kd TDs linked to the i − th RF chain.

Let the beamforming matrix Am = [f1,m, f2,m, · · · , fK,m], the k − th column
of Am represents the beam pointing to the k − th user under m − th subcarrier,
which is denoted as

fk,m = A(PS)
k e−j2πfmtk (5)

A(PS)
k is the k − th column of A(PS). The decisive parameters of fk,m is as below

A(PS)
k = blkdiag

(
aP

(
θ
(0)
k + (1 − ξ1) αk

)
e
jπ

(
P

(
θ
(0)
k +(1−ξ1)αk

)
+2sk

)
pT (Kd)

)

(6)

tk =
1
fc

skp (Kd) , (7)

1/fc is the period of subcarrier, and sk is the number of periods that delayed
via TDs, p (Kd) = [0, 1, · · · ,Kd − 1]T , θ

(0)
k is the physical direction of k − th

user under LOS path. Denotes ξm = fm

fc
, according to the Lemma 1 in [9],

when we set sk = −P
2

(
θ
(0)
k + (1 − ξm) αk + 2ξM ξ1αk

ξM −ξ1

)
, beams cover the range

[
θ
(0)
k − αk, θ

(0)
k + αk

]
can be generated, each sub-beam points in the direction

θ̄k,m = θ
(0)
k + (1 − ξ1) αk + 2ξM ξ1(ξm−1)

ξm(ξM −ξ1)
αk, which is illustrated in Fig. 3.

Fig. 4. Model of base station vehicle communication.
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3 Beam Tracking Based on Dispersed Beams

In this section, a scenario where vehicles on the road communicating with BS
is designed. As shown in Fig. 4, we assume that the distance between BS and
the road is H, the vehicle moves forward at an estimated speed of V from X
away, but there are limited fluctuations in the angle between the car and the
base station during the process. The proposed algorithm uses the angle as the
calculation unit, and only needs to calculate the boresight through the geometric
distance in the scenario, then model the physical direction of the UE and the
BS. We can divide one frame into Tmax time slots at most, and the number of
time slots T used to reach the tracking requirement is the training overhead.

Algorithm 1: Beam tracking scheme based on dispersed beams
Input: Road length X; Distance of BS and road H, Supposed vehicle linear speed V , Max

vehicle base station angle fluctuation Δθk, Total training slot T .
1 Initialization.

2 θ
(0)
k,0 = sin

(
arctan

(
−X
H

))

3 for i = 1 : time do

4 θ̂
(0)
k,i+1 = H cot

(
θ
(0)
k,i

)
+ V i

5 for t = 1 : T do

6 θk,i+1,cen = θ̂
(0)
k,i+1 − Δθk +

(2t−1)Δθk
T

7 s
(t)
k = − P

2

(
θk,i+1,cen +

(1−ξ1)Δθk
T +

2ξM ξ1Δθk

(ξM −ξ1)T

)

8 A
s,(t)
k =

diag

(
aP

(
θk,i+1,cen +

(1−ξ1)Δθk
T

)
e

jπ

(
P

(
θk,i+1,cen+

(1−ξ1)Δθk
T

)
+2s

(t)
k

)
p(Kd)

)

9 tk = s
(t)
k Tcp (Kd)

10 f
(t)
k,m = A

s,(t)
k e−j2πfmt

(t)
k

11 A(t)
m =

[
f
(t)
1,m, f

(t)
2,m, · · · , f

(t)
K,m

]

12 Ym,t = HH
mA(t)

m X (t)
m + N(t)

13 end

14 (t, m)k = argmax
t∈1,2,··· ,T,m∈1,2,··· ,M

∥∥Ym,t,[k,i]
∥∥2
2

15 θ
(0)
k,i+1 = θk,i+1, cen − Δθk +

(2tk−1)Δθk
T + (1 − ξ1)

Δθk
T +

2ξM ξ1
(

ξmk
−1

)

ξmk (ξM −ξ1)T
Δθ

Output: Physical direction θ
(0)
k,i+1.

16

17 end

Assuming the physical direction of the k − th user at i − th frame is θ
(0)
k,i ,

and the maximum possible range of motion of the k − th user is Δθk, and
θ
(0)
k,i+1 ∈

[
θ
(0)
k,i − Δθk, θ

(0)
k,i + Δθk

]
, our target is to calculate the physical direction

of the user in the next frame θ
(0)
k,i+1 within Tmax time slots in the i − th frame.

We divide the angular range of 2Δθk into T equal parts as the range that needs
to be tracked for each time slot, that is, let αk = Δθk

T . Then it can be calculated
that in t − th time slot at i − th frame the dispersion beam set covers the range
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[
θ
(0)
k,i − Δθk + (2t−2)Δθk

T , θ
(0)
k,i − Δθk + 2tΔθk

T

]
, whose center angle is θ

(0)
k,i+1,cen =

θ
(0)
k,i − Δθk + (2t−1)Δθk

T , so the angle pointed by each sub-beam is represented as

θ
(0)
k,i − Δθk + (2t−1)Δθk

T + (1 − ξ1) Δθk

T + 2ξM ξ1(ξm−1)
ξm(ξM −ξ1)T

Δθk. The above beam sets
are sequentially transmitted in all T time slots, then the corresponding received
signal strengths are obtained, and the effective achievable sum rate is calculated.

The pseudocode of the proposed beam tracking scheme is summarized in
Algorithm 1. In step 2, we calculate the physical direction at the 0 − th frame
through the initial relative positions H and X of the vehicle and BS. In step 4,
the estimated angle at the next frame is calculated from the expected speed and
current direction of the vehicle. In step 5-13, the beams are generated via DPP
structure according to the estimated angle and the maximum angle fluctuation
within T time slots and the received signals are calculated. In step 14, (t,m)k

corresponding to the maximum received signal strength is obtained, and the
label indicates the direction pointed by the subcarrier mk in the tk − th time
slot is the tracking result. Eventually we obtain the expected angle θ

(0)
k,i+1 based

on the label (t,m)k in step 15.

4 Simulation Result

In this section, the simulation result of the Mean Square Error (MSE) and
Achievable Sum Rate (ASR) performance of the proposed algorithm are
illustrated. The simulation parameters are set as follows: N = 128,M =
32, K = 4, fc = 10Ghz,B = 1Ghz,L = 1, all the simulation results
are the average of 100 Monte Carlo realizations. We designed 4 different
routes based on the scenario shown in Fig. 4, these routes are the trajecto-
ries of different users. A Cartesian coordinate system is established with the
base station as the origin, and the starting points of the four routes are:
[(−200, 100), (−400, 50), (50,−100), (100, 300)], and the expected vehicle speed
is represented by vectors as: [(32, 0), (24, 0), (0, 16), (0, 48)].

In Fig. 5, we compare MSE with the exhaustive search [12] and extended
Kalman filter algorithms [13]. It can be seen from the result that the MSE of the
traditional exhaustive search algorithm often fluctuates wildly, which indicates
that the tracking error occurs frequently. Besides, the magnitude is larger than
the other two algorithms. The tracking result of the EKF-based algorithm is
very stable due to the complicated calculation process, but the MSE is still
much higher than the proposed algorithm in this paper. Our proposed tracking
algorithm based on dispersed beams has slight fluctuations in general, but there
is no large fluctuation in adjacent moments, which shows the overall stability is
relatively stable. Moreover, the MSE has the smallest order of magnitude, which
means the best performance in these algorithms. In addition, we analyze the ASR
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Fig. 5. MSE of different algorithms.

of traditional exhaustive search and the proposed algorithm, simulation results
are shown in Fig. 6. The straight line at the top is the ASR that can be achieved
by digital precoding to transmit the beam with perfect CSI, which means the
real position of the vehicle as the beamforming target. This is equivalent to the
theoretical upper bounds that beam tracking algorithms can achieve, thus it’s
an optimal result. The proposed algorithm only needs 4 time slots to reach the
near-optimal result, then become stable in the future time slots. The traditional
exhaustive search algorithm needs over 20 time slots to reach an acceptable ASR,
and the stability is not good as the proposed algorithm.

Finally, we compare the ASR with different transmitter antenna numbers
and subcarrier numbers, the results are shown in Fig. 6. In this simulation, we
carried out a combined experiment on N = [64, 128] and M = [8, 16, 32]. It’s
explicit to see that when N = 64,M = 32 it takes 2 time slots to converge and
when N = 128,M = 8 it takes 4. This result indicates that when the ratio of
N and M is larger, the algorithm reaches convergence faster. In massive MIMO
system, the width of the beam only relates to the number of antenna elements.
More antenna elements can generate narrower beams. When the coverage of the
dispersed beam set to be generated for each time slot is set, narrower beams
may lead to larger inter-beam spacing, which may result in inaccurate tracking
results. In addition, since the number of subcarriers determines the number of
sub-beams generated by the DPP structure, when the beam width and angle
coverage is fixed, larger number of subcarriers means greater density, eventually
we can get better tracking result with higher ratio.
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Fig. 6. ASR simulation results in different situations.

5 Conclusion

In this paper, we proposed the beam tracking scheme based on the dispersed
beams inspired by the solution of beam split effect in THz system. We use the
DPP structure and apply it in mmWave communication by reverse thinking,
dispersing the non-split mmWave beams to cover a specific range and imple-
menting a beam tracking scheme. The simulation results show that the proposed
algorithm has excellent MSE performance and can quickly converge to a near-
optimal ASR. We also exploited that when the ratio of N and M is larger, the
convergence is faster.
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Abstract. Aiming at the different i mportance a nd p ixel s ize o f feature infor-
mation at different p ositions o f m ultispectral i mages, t his paper proposes an
improved ConvNext architecture for multispectral image compression based on
swin transformer, and designs the corresponding decoding network while adding
multi-scale channel attention. The multispectral image obtains hierarchically
mapped feature information through forward coding network, and then obtains
the binary code stream through quantization and entropy coding. The reverse
decoding network recovers the original image through hierarchical structure and
upsampling, and the rate distortion optimization balances the reconstructed image
quality and bit rate in end-to-end overall architecture. The experimental results
show that at the same bit rate, the PSNR of the proposed method is better than
that of the existing JPEG2000.

Keywords: Multispectral image compression · Improved ConvNext ·Multiscale
channel attention · Rate distortion optimization

1 Introduction

Multispectral images are different from visible images, which need a lot of resources
in transmission and storage. Multispectral images bring rich spatial information and
spectral information. Due to the redundant information in space and spectrum, such as
a large number of identical pixels in an image with sky or grass as the background,
compression is required before transmission or storage. In the process of compression,
the high frequency detail information with little human perception can be appropriately
ignored.

Traditional image compression can be divided into lossless compression and lossy
compression. In addition to scenes with high image quality requirements such asmedical
imaging and fingerprint acquisition, lossy compression is applied in most scenes. JPEG
standard based on discrete cosine transform and JPEG2000 standard based on discrete
wavelet transform are commonly used image compression methods in transform cod-
ing. Similar to transform coding architecture, we use neural network to replace mapping
transformation and extract the spatial-spectral feature of multispectral image. The fea-
ture information is then quantized and sent to entropy encoder, and the recovery process
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is basically symmetrical to the whole forward process. This paper designs an end-to-end
multispectral image compression architecture based on convolutional neural network.
Following the hierarchical mapping architecture of ConvNext, the feature extraction of
forward network is divided into four stages. At each stage, we design ImConvNext mod-
ule and introduce multi-scale channel attention (MSCA) to extract channel dimension
features.

2 Related Work

Since deep learning is applied to image compression, there have been a large number
of compression architectures based on convolutional neural network. The convolutional
layer, pooling layer, normalization layer and nonlinear activation layer in these architec-
tures are used to extract features of the image and strengthen the representation ability of
network to generate feature maps. He et al. [1] proposed a deep residual network, which
makes it possible to train hundreds or thousands of layers of networks. The network
ensures that when the depth of the model is deepening, there will be no degradation of
deep convolutional neural networks. He et al. proved in one of the experiments that the
degradation phenomenon was not related to over-fitting. Gradient disappearance is not
the reason for network degradation. Ioffe et al. [2] proposed that batch normalization
standardizes each channel of the same batch size to control the input modulus of each
layer of the network, which effectively solves the problem of gradient disappearance.
Balduzzi et al. [3] believed that the deeper the network layer is, the worse the corre-
lation between gradients is, and the gradient update will be randomly disturbed, while
the residual network is proved to effectively reduce the attenuation of gradient correla-
tion. Nowadays, the design of residual block in deep network is very important. Skip
connection can dynamically adjust the complexity of the model.

Dosovitskiy et al. [4] proposed Vision transformer, which does not use neural net-
work. The paper proves that the application of Vision transformer (ViT) in the field of
computer vision can achieve good results. The structure of Swin Transformer is inspired
by ViT and improves the original architecture. The layered mapping of neural network
is used and multi-head self attention is transformed into window-based multi-head self
attention (W-MSA). Because the pixel resolution is much larger than the text, and the
computational complexity of multi-head self attention is quadratically related to image
size.W-MSAmerges patches to a fixedwindow, and calculates attention in eachwindow,
which greatly reduces the computational complexity. Liu [5] returns convolution neu-
ral network based on the overall design of Swin Transformer, using convolution blocks
instead of attention, increasing the receptive field by hierarchicalmapping and downsam-
pling before each layer, obtaining context information and global semantic information.
This paper improves the ConvNext architecture, proposes the ConvNext residual struc-
ture based on multi-scale channel attention [6], and designs the corresponding reverse
decoding network.

3 Proposed Method

The overall framework of this paper is an end-to-end multispectral compression based
on deep convolution network. Compared with traditional methods, endto-end image
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compression can be jointly optimized. The specific compression process is shown in
Figure 1.

Fig. 1. Overall compression framework

Among them, ImConvNext is the forward coding network, and DeImConvNext is
the decoding network. The width and height of image is reduced to one eighth of the
original size after three down-sampling operations. After feature extraction, quantization
and entropy coding are in turn. The reverse reconstruction image process is basically
symmetrical with the whole forward process, finally t he i mage t hat r etains i mportant
p ixel i nformation a fter t he p rocess of decompression is generated.

3.1 ImConvNext and DeImConvNext Networks

The main body of the ImConvNext network is composed of UpChannel module, down-
samplingmodule and ImConvNext block. Themain body of theDeImConvNext network
is composed of DownChannel module, upsampling module and ImConvNext block. The
overall structure is shown in Fig. 2.

Fig. 2. Codec Network: (a) Forward Network (b) Reverse Network

The forward coding network is shown in Fig. 2(a). The down-sampling operation
is performed between ImConvNext Blocks of different dimensions. The input image is
processed through four ImConvNext blocks of different dimensions and down-sampling



274 X. Huang et al.

operation to obtain the extracted spatial attention feature and multi-scale channel atten-
tion feature. The overall framework of the forward network is based on the Swin Trans-
former architecture, which has achieved good results in visual tasks. For visual tasks,
multi-scale features are very important. Forward network has four stages. The first stage
is composed of DownChannel module and ImConvNext block. The second to fourth
stages are composed of DownSample block and ImConvNext block. Each stage maps
the image hierarchically to obtain multi-scale intermediate feature map. ImConvNext
block continues to replace the transformer block with a convolution operation, adding
multiscale channel attention residual block while reducing computational complexity
and achieving the same attention effects as transformer. The multi-scale intermediate
feature information is realized by the DownSample block, which increases the receptive
field of convolution kernel, so that each feature passing through this module focuses
on different sizes of the object, obtains a wider range of context information, and then
extracts global and local attention features from the context information. The UpChan-
nel block increases the channel of input image while maintaining the size of output
feature map consistent with the original image, which facilitates the multi-scale channel
attention calculation and fusion in ImConvNext block.

The ImConvNext block adopts residual structure, and this module extracts attention
features in the spatial dimension and channel dimension, the specific structure is shown in
Fig. 3(a). Drop path is a regularization method, which is similar to the Dropout idea. The
effect is that the sub-paths ofmulti-branch structure in deep learningmodel are randomly
deleted, which can prevent overfitting, improve generalization ability and overcome the
problem of network degradation. Depthwise convolution is a special form of group
convolution, that is, the number of groups is equal to the number of channels. This
technology was mainly used in MobileNet, a lightweight network, to reduce the amount
of calculation. In this paper, each convolution kernel of depthwise convolution processes
one channel separately. This form is similar to the self-attention mechanism, in which
spatial information is mixed weighting within a single channel. In image compression,
the adjacent spatial locations of different parts of same object or different objects with
similar semantics will affect the quality of reconstructed image. According to local
inductive bias of convolutional neural network, replacing self-attention with sliding
window can save the resources of visual tasks.

After extracting spatial attention maps, the network learns the importance of spa-
tial information in each spectral segment of the image, and then extracts the attention
maps of channels in spectral dimensions after layer normalization of the feature infor-
mation of spatial dimensions, as shown in Fig. 3(b). The left branch compresses the
two-dimensional features of each channel into a real number through global average
pooling (gloavgpool), and then increases the channel dimension of feature vector by
four times through pointwise convolution. After activation function, original channel
dimension is restored through pointwise convolution. Similarly, the right branch con-
structs the correlation between channels by two pointwise convolutions. Compared with
one pointwise convolution, the complex correlation between channels can be better fitted
while adding nonlinearity. In this paper, global channel maps and local channel maps
extracted from two branches are fused to generate normalized weight between 0 and 1
through broadcastmechanism and sigmoid function. Theweight value generated by each
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(a) (b)

Fig. 3. ImConvNext Block structure: (a) ImConvNext overall structure (b) MSCA

channel is multiplied by original input featuremap to obtain channel attentionmaps. Dif-
ferent spectral segments of multispectral images contain different types of pixels, such
as visible spectrum and infrared spectrum, which focus on different feature details. The
MSCAmodule adaptively learns feature weights in the network, obtains the importance
of each channel in feature map, and assigns larger weight values to channels contain-
ing more key information of image. Through the whole ImConvNext block, spatial and
channel attention maps were fully extracted. The decoding network DeImConvNext is
shown in Fig. 2(b), its overall architecture is basically symmetric with forward network.
The intermediate feature data output from forward network goes through four stages
successively after dimensionality increase. In the first three stages, the image spatial
size is gradually restored through ImConvNext block and upsampling module. In the
fourth stage, DownChannel module reduces the dimension of feature channel to the size
of original image channel. The downsampling and upsampling modules in forward and
reverse networks are shown in Fig. 4. After each downsampling, the height and width
of feature map become 1/2 of that before input, and the number of channels becomes 2
times of that before input.

Fig. 4. Down-sampling and up-sampling
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3.2 Rate Distortion Optimization

The bit rate and PSNR generated in test stage can be further improved through rate
distortion optimization to achieve a relatively large PSNR value at a relatively small
bit rate, so that the quality of restored image can be maintained while the compression
performance is good, and the distortion caused by compression can be reduced. The loss
function is as below:

L = LD + LR (1)

where LD represents distortion loss and LR represents bit rate. The purpose of rate
distortion optimization is to balance entropy and distortion.

3.3 Implementation Details

The ImConvNext blocks of each stage in forward network stack 3, 3, 9, 3 successively,
and the reverse network stack 3, 9, 3, 3 successively. Since the more intermediate feature
channels are, the more information is retained. Considering final compression rate, the
forward network reduces the dimension of semantic feature with the size of 192× H×
W through convolution with kernel size of 3 and padding size of 1 after the fourth stage,
and obtains the intermediate data size 48 × H/8 × W/8.

4 Results

We use PSNR as the evaluation index of image compression effect, as shown in Table
1. At the approximate bit rate, the proposed method achieves better image quality than
JPEG2000.

Table 1. PSNR (dB) results comparison on 8-band test set

rate PSNR rate PSNR rate PSNR

JPEG2000 0.260 33.17 0.337 34.52 0.456 35.62

Proposed 0.260 37.60 0.363 38.47 0.456 39.27

5 Conclusion

In this paper, we propose a multispectral image compression framework based on spatial
attention and multi-scale channel attention, which extracts features at different scales
through hierarchical mapping structures. The experimental results show that the PSNR
of proposed method is better than JPEG2000. The architecture in this paper sufficiently
extract feature information for image compression.
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Abstract. This paper proposes a generalized regression neural network
(GRNN) based directional modulation (DM) method. Taking the uni-
form linear array as an example, the GRNN network is constructed and
the weighted vector of the array is obtained to realize the required DM
function. The results show the effectiveness of the proposed design.

Keywords: Directional modulation · uniform linear array ·
generalized regression neural network

1 Introduction

Since the same constellation mapping is transmitted in all spatial angles, it is pos-
sible for eavesdroppers in undesired directions to decode the transmitted signal.
To solve this problem, directional modulation (DM) technique was introduced.
The distortion of the constellation generated by DM and its safety advantages
were explained in [1–3]. For reconfigured antenna array designs, DM modulation
can be achieved by on-off control of each symbol [4]. Multi-carrier based phased
antenna array design for directional modulation was studied in [5], followed by
a combination of DM and polarisation design in [6]. The bit error rate (BER)
performance of a system based on a two-antenna array was studied using the
DM technique for eight phase shift keying modulation in [7]. A more systematic
pattern synthesis approach was presented in [8], followed by a time modulation
technique for DM to form a four-dimensional (4-D) antenna array in [9]. How-
ever, the traditional directional modulation cannot perform fast processing and
requires a large amount of calculation, which cannot meet the high requirements
of modern wireless communication for real-time performance.

In the paper, we propose a General Regression Neural Network (GRNN)
based DM design. GRNN is an artificial neural network model based on nonlinear
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): CSPS 2022, LNEE 873, pp. 278–284, 2023.
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regression theory and it has good nonlinear approximation performance and is
highly fault-tolerant and robust [10,11].

The paper is structured as follows. DM design is reviewed in Sect. 2. In Sect. 3,
the GRNN based DM design is proposed. Design examples are provided in Sect. 4
and conclusions are drawn in Sect. 5.

2 Review of DM Design Based on Narrowband Linear
Antenna Arrays

2.1 ULA-Based Narrowband Beamforming

Fig. 1. Narrowband transmit beamforming structure

The narrowband linear array used for transmit beamforming is shown in Fig. 1,
where N equally spaced antennas with a spacing of d1 are formed and the emis-
sion direction θ ⊆ [0, 180]. The weighted vector for the whole structure can be
represented by

w = [w1, w2, ..., wN ]T . (1)

The steering vectors s(ω, θ) is given by

s(ω, θ) = [1, ejωdcosθ/c, ejω2dcosθ/c, ..., ejω(N−1)dcosθ/c]T , (2)

where {·}T is the transpose expression and c is the transmission speed. Then,
the beam response of the array can be given by

p(θ) = wHs(ω, θ), (3)

where {·}H represents the Hermitian transpose expression.
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2.2 DM Design with an Interference Constraint

The goal of DM design is to find appropriate weight coefficients for all symbols
to achieve the resultant main beams pointing to the desired direction(s) with
given phase shifts, but random phase shifts with a low magnitude level in other
directions. Then, for the m-th symbol (m = 1, 2, . . . ,M), the weight vector is
given by

wm = [w(m,1), ..., w(m,N)]T ,m = 1, 2, . . . ,M. (4)

Similarly, the corresponding beam response for the transmission angle θ can be
represented by pm(θ). Here, the transmission angle θ can be differentiated into
three parts: the interest direction(s), the interference direction(s), and the rest
of ranges. Without loss of generality, we assume r responses in the mainlobe
directions, q responses in interference directions and R − r − q responses in
sidelobe regions. Then, for the m-th symbol we have

pm,ML = [pm(ω, θ0),pm(ω, θ1), ...,pm(ω, θr−1)],
pm,IL = [pm(ω, θr),pm(ω, θr+1), ...,pm(ω, θr+q−1)],
pm,SL = [pm(ω, θr+q),pm(ω, θr+q+1), ...,pm(ω, θR−1)].

(5)

Similarly, the steering vector in the mainlobe, interference and sidelobe ranges
can be given by

SML = [S(ω, θ0),S(ω, θ1), ...,S(ω, θr−1)],
SIL = [S(ω, θr),S(ω, θr+1), ...,S(ω, θr+q−1)],
SSL = [S(ω, θr+q),S(ω, θr+q+1), ...,S(ω, θR−1)].

(6)

Then, the weight coefficient for the m-th symbol can be obtained by

min ‖ pm,SL − wH
mSSL ‖2

subject to wH
mSML = pm,ML

|wH
mSIL| <= 0.001,

(7)

where the objective function ensures the minimisation between the expected
sidelobe response and the designed one (where || · ||2 represents the l2 norm).
The equality constraint keeps the mainlobe designed response the same as the
expected one, and the inequality constraint is used to suppress the interference
signal [12,13].

3 Generalized Regression Neural Network

The network structure of GRNN is shown in Fig. 2, which is a four-layer structure
with an input layer, a pattern layer, a summation layer and an output layer.

(1) Input layer: the number of neurons is the dimension of input, represented
by L. Here, the mainlobe and interference directions are used as input variables
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Fig. 2. GRNN network structure

(L = 2). For input testing samples, the matrix X is represented by L×J , where
J is the number of testing samples.

(2) Hidden layer: the number of neurons in this layer is N . The dimension
of training samples C is L × N , where N is the number of training samples. We
define matrix D

D(n, j) = (X(:, j) −C(:, n))T (X(:, j) −C(:, n)) j = 1, 2, · · · , J ;n = 1, 2, · · · , N
(8)

Here, we use Gaussian activation kernel function. Then, the output N ×J matrix
P of the hidden layer is given by

P(n, j) = exp[−D(n, j)
2σ2

] (9)

We set vector pn = P(n, :). The threshold of the hidden layer neurons is given
by

b =
1

2σ2
=

√−log(a)
spread

=
0.8326
spread

(10)

where a is the Gaussian amplitude, spread represents the expansion speed, and
σ is called the smoothing factor.

(3) Summation layer: There are two types of summations neurons, namely,
sD and sk, which given in Eq. (11). The sD summation neuron computes the
sum of the unweighted outputs of the hidden layer, while the sk summation
neuron computes the sum of the weighted outputs of the hidden layer [14]. We
set the training output samples matrix as G (K ×N), where K is the dimension
of output. The weight between the n-th hidden neuron and the k-th summation
neuron is set to be gkn. gkn represents the element of the K-th row and the n-th
column of the matrix G

sD =
N∑

n=1

pn, sk =
N∑

n=1

gknpn, k = 1, 2, ...,K (11)
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(4) Output layer: The number of neurons is K. Here, we set K = 2t, where t is
the number of complex weighting coefficients. The output of network is given by

Ŷ(X) = [y1,y2, ...,yK ]T = [
s1
sD

,
s2
sD

, ...,
sK

sD
]T (12)

4 Design Examples

Here, we design the mainlobe θML ∈ [30◦, 150◦] with the step size 5◦. The
sidelobe region is θSL ∈ [0◦, θML − 5◦] ∪ [θML + 5◦, 180◦], and the interference
direction is θIL = [2◦, 174◦] with the step size 2◦. The desired response is a value
of one (magnitude) with corresponding phase shift at the mainlobe (quadrature
PSK) and a value of 0.1 (magnitude) with random phase shifts over the sidelobe
regions. We obtain DM results based on an 8-element ULA with half-wavelength
spacing using the method in Eq. (7), and generate the samples with mainlobe
and interference as input variables and output as weight vector.

The testing and training GRNN network does not require repeated training,
and the number of neurons in each layer is determined by the training samples.
For the 8-element ULA, the dimension of complex weight coefficients is 1 × 8,
and these coefficients are divided into real and imaginary part. Therefore, we
have K = 16. For each symbol, the number of samples is 2065. The sample is
divided and normalized according to the ratio of the training set to the testing
(4 : 1). Then, the matrix dimension of C is 2×1652, X is 2×413, G is 1652×16.
Bringing the matrix into the formula (12) can calculate the network output.

Fig. 3. LSM of different spreads with different symbols in the GRNN model

In GRNN network, the spread determines the predictive ability. Here, we set
spread as a variable, which is increased from 0.1 to 4 with the step size 0.01.
As shown in Fig. 3, through the simulation experiment on the spread value for
four symbols, we can see that the GRNN model maintains a good prediction
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accuracy when the optimal spread is between 0 and 0.05, where the least mean
square (LSM) for testing samples is low. But after that, the LSM continues to
rise. Here, the optimal spread and minimum LSM obtained are shown in Table 1,
where we can see that the best spread value is 0.01 for symbols 00, 01, 11, and
0.03 for symbol 10. Here, we also give magnitude and phase responses to show
the effectiveness of the proposed design. We assume the desired and interference
direction is set to 60◦ and 100◦ as a testing sample. As shown in Fig. 4, we can see
that based on the optimised GRNN network, all mainlobes point to the desired
direction with very low magnitude levels in other directions. The phase of these
four symbols follows the standard QPSK modulation in the desired direction but
random in other ranges.

Table 1. Spread and LSM of four-symbols

Symbol Spread value Least squares mean

00 0.01 0.6557932

01 0.01 0.3460669

11 0.01 0.1164718

10 0.03 0.3609596

Fig. 4. Design results for four-symbols based on the 8-element ULA by using GRNN.

5 Conclusions

In this paper, generalized regression neural network based direction modulation
design is proposed, which realizes the mapping from the desired and interference
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directions to the array weight vectors. Through the trained GRNN, the array
weights that satisfy DM can be obtained.
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Abstract. As the target detection environment becomes more and more com-
plicated, passive radar has gradually become the focus of researchers’ attention
because of its advantage of strong detection concealment. In this paper, we propose
the parameter information estimation method for passive radar by spatial infor-
mation theory. First, the concept of spatial information is proposed through the
Shannon information theory, secondly, the theoretical formula and closed expres-
sion for spatial information are derived from the definition of mutual information,
finally, the entropy error (EE) in the passive radar is defined to further evaluate
the proposed parameter estimation method. We focus on the theoretical deriva-
tion of the spatial information quantity, the concept of EE and its relation to the
mean squared error (MSE). Then, to demonstrate the performance of the proposed
method in passive radar, extensive numerical simulation work is carried out. The
results indicate that radar distance information can be quantified by bits, and the
EE method is a better choice in low and medium the signal-to-noise ratio (SNR)
conditions compared with the traditional MSE method. In this paper, the basic
target parameter estimation problem of passive radar is solved, and the spatial
information theory system can be further developed and improved in the future.

Keywords: Information theory · spatial information · Passive radar · Entropy
error

1 Introduction

A radar detection system can obtain spatial information of the target from the received
signal, such as distance information, direction information and scattering information.
Therefore, it plays important role in the national defense and the national people’s
livelihood sectors [1, 2].
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Shannon’s information theory has been applied in communication systems for many
years, while the first application in radar systems was in the 1950s. Woodard adopted
the inverse probability principle to research radar distance information problems [3].
However, the limitation of the inverse probability principle also led to their work being
unable to be extended to multi-target situations. Bell first applied mutual information
measurements to the waveform design of radar detection systems in the 1980s [4]. Paul
proposed a radar target scheduling algorithm based on the mutual information criterion
in [5]. However, these relevant research results mainly focus on the radar waveform
design, and the radar detection information acquisition process is rarely involved [6].
In recent years, the parameter estimation method of active radar and sensor array are
proposed in [7–10]. With the target detection environment becoming more and more
complicated, passive radar has been widely utilized due to the advantage of strong
detection concealment [11]. However, the parameter information acquisition process in
passive radar has not been studied yet. Therefore, a target parameter estimation method
for passive radar is needed.

In this paper, the information acquisition process of the passive radar through the
spatial information theory is proposed. At first, according to the commonly passive radar
model, the conditional probability density function (PDF) of the received energy under
the known normalized time delay condition is obtained. Then, the mutual information
between the target distance and the received energy in the passive radar is defined as
the distance information, and the theoretical bound of distance information is derived.
Finally, the theoretical bound of the EE method is given, and corresponding simulations
are conducted.

2 Parameter Estimation Method

2.1 The Passive Radar Model

Passive radar is also an information acquisition system that relies on passively receiving
microwave energy scattered by the target to track and locate the target [12]. To facilitate
discussion, we consider a single-antenna passive radar and only one target source in the
observation domain. A typical passive radar detection system is shown in Fig. 1.

Fig. 1. A typical passive radar detection system
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The receiving end of the passive radar only receives the signal scattered by the target,
and it is assumed that the scattered signal of the target is always present in the observation
interval. Therefore, the received signal can be expressed as

z(t) = su(t − τ) + w(t) (1)

where s is the complex scattering coefficient of the target, τ denotes the target propagation
delay, u(t-τ ) represents the moment the target appears, and w(t) denotes the complex
Gaussian noise.

According to the Nyquist sampling theorem, the received signal z(t) can be sampled
at rate B. The discrete form of (1) can be described as

z(n) = αejϕu(n − x) + w(n) (2)

where x = Bτ represents the normalized time delay, N = TB is the time-bandwidth
product, n denotes the integral point in [0, N-1], α is constant that denotes the modulus,
ϕ is the phase and distributed uniformly in [0, 2�], u(n-x) represents the time delay of
complex scattering signal.

The passive radar receives microwave energy from the target to track and locate the
target. Therefore, the energy form of the received signal is used to discuss the distance
information problem. The energy form of (2) can be written as

r(n) = |z(n)|2 =
N−1∑

0

{∣∣∣αejϕu(n − x)
∣∣∣
2 + |w(n)|2 + 2Re

[
αejϕu(n − x) · w(n)

]}
. (3)

The variable u(n-x) and the variablew(n) in (3) are discrete, random and independent
of each other. The central limit theorem states that if the random variable under study is
the sum of many independent and uniform random variables, then its distribution will
approximate a normal distribution. Therefore, the Gaussian approximation method is
adopted to solve the energy form of the received signal. The mean and variance in (3)
can be calculated as

E(r(n)) = α2(N − x) + NN0 (4)

D(r(n)) = NN 2
0 + 2α2N0(N − x) (5)

The conditional energy PDF of the received signal under the given time delay
condition can be approximated as

p(r|x ) =
exp

{
−

(
r/N0−

(
ρ2(N−x)+N

))2

2(N+2ρ2(N−x))

}

√
2π

(
N + 2ρ2(N − x)

) (6)

where ρ2 = α2/N0 represents the SNR.
According to the Shannon information theory, distance information can be defined as

follow. Suppose p(x) is the PDF of the target distance X, p(r|x) is the conditional energy
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PDF of the received signal R, for which the target distance is known. The target distance
information is defined as the mutual information I(R; X) obtained from the energy of
the received signal about the target distance, i.e.,

I(R;X ) = E

[
log

p(r|x )

p(r)

]
(7)

3 Parameter Estimation Method

Themainpurposeof the proposedparameter estimationmethod is to estimate the distance
information of the target. In this part, Bayes’ theorem is introduced to address the target
distance information estimation problem [13]. Therefore, the a posteriori PDF of the
target distance information can be obtained

p(x|r ) = 1

δ

exp

{
−

(
r/N0−

(
ρ2(N−x)+N

))2

2(N+2ρ2(N−x))

}

√
2π

(
N + 2ρ2(N − x)

) (8)

where δ = ∫
p(x|r )dx denotes the regularized factor and it is a constant.

According to the definition of mutual information, the theoretical formula of target
distance information can be expressed as

I(R;X ) = h(X ) − h(X |R )

= logN − Er

[
−

∫ N−1

0
p(x|r ) log p(x|r )dx

] (9)

The formula (9) is very complicated, and another simpler form is derived. It is
assumed that the target is located at x0, and the energy of the received signal rE(n) can
be expressed as

rE(n) = αejϕ0u(n − x0) + w0(n) (10)

Substituting the new expectation and new variance in (10) into (8), the energy PDF
of the received signal can be rewritten as

p(x|rE ) = 1

δE

exp

{
−

[
ρ2(x−x0)

]2

2(N+2ρ2(N−x0))

}

√
2π

(
N + 2ρ2(N − x0)

) (11)

where δE denotes the regularized factor and it is also a constant.
Therefore, the target distance information in (9) can be rewritten as

I(RE;X ) = logN − ErE

[
−

∫ N−1

0
p(x|rE ) log p(x|rE )dx

]
(12)



Target Parameter Estimation Method Based on Information Theory 289

4 Performance Evaluation

In this section, the performance evaluation for the proposed parameter estimationmethod
in passive radar is presented. Evaluation indexes such as target distance information
theoretical upper bound, Cramér-Rao bound (CRB) and EE method are introduced. The
detailed results and discussion can be seen in the next section.

To derive the target distance information theoretical bound in the passive radar, (11)
under the high SNR conditions can be approximately expressed as

p(x|rE ) =
exp

{
− 1

2

(
ρ2

)2
(x−x0)2

N+2ρ2(N−x0)

}

∫ N−1
0 exp

{
− 1

2
(ρ2)

2
(x−x0)2

N+2ρ2(N−x0)

}
dx

= 1√
2πσ 2

exp

(
− (x − x0)2

2σ 2

)
(13)

where σ 2 = (
ρ2/N

)−1
.

The theoretical bound of the target distance information under the high SNR
conditions can be calculated as

I(RE;X ) ≤ logN − 1

2
log

(
2πe

(
ρ2/N

)−1
)

= log

√
Nρ2

2πe
(14)

The CRB is the lower bound of the MSE evaluation method in the unbiased param-
eter estimation method, which provides a theoretical basis for the comparison of the
performance of various parameter estimation methods [14]. It can be described as

σ 2
CRB = − 1

E
[

∂2[ln p(rE |x )]
∂x2

] =
(
ρ2/N

)−1
(15)

It is found that the MSE evaluation method cannot reflect the real situation well,
because it has certain limitations under the low and medium SNR conditions [15]. The
EE method is a parameter evaluation index defined from the perspective of information
theory,which can better reflect the performance of the radar parameter estimation system.
The lower bound of the EE method can be obtained as

σ 2
EE ≥ 2

2 log
√

2πeN
ρ2

2πe
=

(
ρ2/N

)−1
(16)

5 Results and Discussion

To further analyze the proposed parameter estimation method performance, the eval-
uation indexes are evaluated qualitatively and quantitatively. All numerical simulation
processes are performed by MATLAB R2016a.



290 K. Xiaolong et al.

The target distance information and it’s upper bound under the three different time-
bandwidth product conditions are shown in Fig. 2.We can further understand the passive
radar detection process from the perspective of information theory. Under the low SNR
conditions, the noise interference is relatively large, it is almost impossible to find the
target and the amount of the target distance information also is very small. As the SNR
value increases, the change in target distance information is divided into two important
stages, the target detection stage, and the target tracking stage. In Fig. 2, curves near the
marker ➀ represents the target detection stage, the target distance information rapidly
increases, curves near the marker ➁ denotes the target tracking stage, and the target
distance information gradually coincides with the upper bound of the target distance
information.

The comparison results among the EE method, the MSE method and the CRB are
shown in Fig. 3. Both the error of the EE method and the MSE method decreases with
the SNR value increase and gradually tends to CRB. Figure 3 also illustrates that the
error of the MSE method and the error of the EE method gradually approximate the
CRB under high SNR conditions, however, under the low and medium SNR conditions,
compared with the MSE method, the EE method has a smaller error. Therefore, this part
can draw an important conclusion, the EE method as a new evaluation index is more
intuitive and accurate than the MSE method.

Fig. 2. Target distance information and target distance information upper bound
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Fig. 3. Comparison results between the EE method, the MSE method and the CRB

6 Conclusion

In this paper, a target parameter estimation method and corresponding performance
evaluation index for passive radar are proposed to describe the target distance information
acquisition process. The passive radar detection system is assumed to be equivalent to
a communication system through Shannon’s information theory. The target distance
information is also obtained by introducing mutual information, and it can be quantified
by bits. Then, evaluation metrics are used to validate the performance of the proposed
parameter estimationmethod. The numerical simulation results show that the EEmethod
is a better choice in low andmedium SNR conditions compared with the traditionalMSE
method. Finally, the proposed parameter estimationmethod can be used inmultiple target
cases in the future study.
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Abstract. For non-side-looking airborne radar, Doppler frequency from
clutter is varied with range and has inhomogeneous characteristics. The
strong inhomogeneous results will make the performance of space-time
adaptive processing (STAP) decline seriously. To obtain better clutter
suppression performance in inhomogeneous clutter environment, a mod-
ified subspace tracking algorithm was presented by adding subspace con-
straint in this paper. Its performances were verified by simulations.

Keywords: STAP · inhomogeneous clutter · subspace tracking ·
subspace constraint

1 Introduction

In airborne radar system, space-time adaptive processing (STAP) is well known
for its ability to suppress strong and Doppler spreading clutter and improve radar
target detection capabilities [1]. To apply STAP technique, a large number of
independent and identically distributed (IID) data samples [2] are required and
the operation of high-dimensional matrix inversion will be involved. Added to
that, the clutter spectrum of side-looking airborne radar is distributed along
the diagonals of angular-Doppler plane, but for non-side-looking applications
it is distributed along elliptic curves in the angular-Doppler plane and shows
strong clutter inhomogeneous characteristics. The detection area is closer to
radar operation range, the inhomogeneous characteristics will be stronger. Thus
the clutter suppression performance will be seriously affected.

To improve the clutter suppression performance of STAP in inhomoge-
neous environment, many clutter compensation methods had been proposed
such as Doppler compensation (DC) [3], angle-Doppler compensation (ADC)
[4], derivative-based updating (DBU) [5] and registration-based compensation
(RBC) [6]. The basic idea behind them is to compensate the inhomogeneous of
clutter spectrum caused by non-side-looking array and reduce the correlation
between clutter spectrum and distance. The compensation are performed from

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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the data-field with the assumption that the clutter spectrum of all samples has
the same structure as the detected range bin.

More attractive viewpoint comes from signal subspace tracking and the pro-
jection approximation subspace tracking algorithm (PAST) [7] is one of the rep-
resentative methods. Unfortunately, the performance of PAST are not very sta-
ble, especially in the inhomogeneous clutter environment. From the perspective
of similarity constraint, a modified subspace tracking algorithm for STAP is
proposed and its performance will be verified in inhomogeneous environment.

2 Signal Model and Problem Formulation

Without loss of generality, the airborne radar system under consideration is
equipped with a uniform linear array (ULA). The altitude of platform is denoted
by h, the velocity is a constant denoted by v. The ULA has N antenna elements
with a half-wavelength inner spacing d. M pulses are transmitted at a constant
pulse repetition frequency (PRF) fr during a coherent processing interval (CPI).
θp is the angle between direction perpendicular to bore-sight of ULA and the
moving direction of platform called the crab angle. The transmitter emits a pulse
and the receiver collects samples of the echos, the time slot corresponding to a
given range is called a range bin. Airborne radar detection can be described as
a binary hypothesis as {

H0 : x = xc + n

H1 : x = xt + xc + n
(1)

where xt, xc are the returned signals from radar targets and the clutter respec-
tively, n includes all system thermal noise. The clutter is often modeled as Nc

independent clutter patches which are uniformly distributed in azimuth angles
on a given range cell under test (CUT). Each clutter patch can be described by
the azimuth angle θi and the elevation angle ϕi of the lth range bin, i.e.,

xc =
Nc∑
i=1

σiv(fsi,fdi) (2)

where σi denotes the random complex amplitude corresponding to the ith clutter
patch. The spatial-temporal steering vector of the ith clutter patch v(fsi,fdi) =
v(fsi) ⊗ v(fdi) , where ⊗ represents the Kronecker product and

v(fsi) = [1, e−jfsi , . . . , e−j(N−1)fsi ]
T
, (3)

v(fdi) = [1, e−jfdi , . . . , e−j(M−1)fdi ]
T
, (4)

represent the spatial steering vector and the temporal steering vector respec-
tively. The spatial frequency fsi and the Doppler frequency fdi of the ith clutter
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patch are respectively expressed as

fsi =
d cos θi cos ϕi

λ
(5)

fdi =
2v cos(θi + θp) cos ϕi

λ
(6)

Expression (6) can be rewritten as,

(
fr

2fdm

)2(2fdi

fr

)2

+ cos2ψi − fr

fdm

2fdi

fr
cos θp cos ψi = sin2θpcos2ϕi (7)

where fdm = 2v
λ is the maximum Doppler frequency, and cosψi = cos θi cos ϕi.

Then we can see that, when θp = 0◦ ,the spectrum of the clutter will be
distributed along diagonal in the cosψi– 2fdi

fr
plane. On the contrary, when

0
◦

< θp < 90
◦
, the spectrum of the clutter will be distributed along oblique

ellipses, when θp = 90◦ ,the curves are positive ellipses. Overall, when θp �= 0◦,
the clutter spectrum will be widened with the increase of distance as shown in
Fig. 1.

Fig. 1. The spectrum of the clutter at different distances of θp = 30◦

In conventional STAP framework, the optimum adaptive weighting vector
can be expressed by

wopt =
R−1v(fst,fdt)

vH
(fst,fdt)R

−1v(fst,fdt)

(8)

where R = Rc + Rn is sum of clutter and noise covariance matrix (CNCM) and
usually estimated by training samples. If the samples were captured under IID

condition, the estimate R̂ = 1
L

L∑
l=1

xlx
H
l . L is the number of training samples

and xl = xc + n is the space-time snapshot of the clutter-plus-noise. It can
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be seen from Fig. 1 that when the array is non-side-looking, the CNCM esti-
mated from inhomogeneous training samples will be mismatched and can not
accurately describe the clutter distribution characteristics of a range bin. Thus
STAP performance will be degraded.

The clutter subspace Uc can be obtained by eigenvalue decomposition (EVD)
of R. Suppose that the rank of clutter covariance matrix is r and can be estimated
by [2], i.e., r ≈ N + 2v

dfr
(M − 1). R can be decomposed as

R = UcΛcU
H
c + UnUH

n (9)

where Λc = diag(δ1, · · · , δr) consisted by r principal eigenvalues of R and δ1 ≥
δ2 ≥ · · · ≥ δr. Un denotes the noise subspace spanned by other eigenvectors.
Therefore the clutter subspace satisfies span(R) = Uc, implying the CNCM is of
low rank. Therefore, after obtaining CNCM by sample matrix inversion (SMI)
method, the STAP weight vector with EVD can be obtained by,

wEV D =

(
I − ÛcÛ

H
c

)
v(fst,fdt)

vH
(fst,fdt)

(
I − ÛcÛH

c

)
v(fst,fdt)

(10)

The EVD-based algorithm effectively reducing required number of sample
from 2NM to 2r. However, because the computational complexity of the EVD-
based method remains O

[
(NM)3

]
, it is impractical for real-time processing.

Therefore, subspace tracking algorithms with iterative process are more attrac-
tive.

3 STAP with Modified Subspace Tracking Algorithm

The clutter subspace can be obtained by minimizing the following minimization
problem

min
W

JPAST [W (L)] =
L∑

l=1

ρL−l
∥∥x(l) − W (L)WH(L)x(l)

∥∥2

2
(11)

where 0 < ρ ≤ 1 is the forgetting factor intended to increase the adaptability
to the inhomogeneous environment and improve the convergence speed. W (L)
is an n × r(r ≤ n) orthonormal subspace basis to be spanned as the clutter
subspace Uc. In order to solve (11) by an iterative method, it is assumed that the
orthogonal subspace basis changes slowly W (l) � W (l − 1) during the iteration.
As a result WH(l)x(l) can be effectively approximated by WH(l − 1)x(l). The
optimization problem can be written as

min
W

JPAST [W (L)] =
L∑

l=1

ρL−l ‖x(l) − W (L)y(l)‖22 (12)
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where y(l) = WH(l − 1)x(l). However, when the crab angle θp �= 0◦, the clutter
spectrum distribution is distance dependence and the echo x(l) is non-stationary.
Thus the performance of PAST algorithm will be severely degraded and clutter
subspace cannot be obtained accurately.

The purpose of clutter compensation algorithms is to make the clutter spec-
trum have the same structure as the detection range bin. Therefore, the clutter
data close to the detection range bin data was selected as benchmark x̂ and the
clutter subspace obtained during each iteration should be constrained like

min
W

JMPAST [W (L)] =
L∑

l=1

ρL−l ‖x(l) − W (L)y(l)‖22 + ρL−l ‖x̂ − W (L)ŷ(L)‖22
(13)

Let ∇JMPAST [W (L)] = 0, thus

W (L) = G(L)T−1(L) (14)

where, G(L) = Rxy(L) + R̂xy(L) and T (L) = Ryy(L) + R̂yy(L), the auto-
correlation matrix Rxx = E

{
xxH

}
is assumed to be positive definite. G(L)

and T (L) can be calculated by iterative processes as

G(L) = ρG(L − 1) + x(L)yH(L) + x̂ŷH(L) (15)

T (L) = ρT (L − 1) + y(L)yH(L) + ŷ(L)ŷH(L) (16)

Using the inverse lemma of the matrix, we have

T−1(L) =
1
ρ
T−1(L − 1) [Ir − ŷ(L)ĝ(L)] [Ir − y(L)g(L)] (17)

where

g(L) =
yH(L)T−1(L − 1) [Ir − ŷ(L)ĝ(L)]

ρ + yH(L)T−1(L − 1) [Ir − ŷ(L)ĝ(L)] y(L)
(18)

ĝ(L) =
ŷH(L)T−1(L − 1)

ρ + ŷH(L)T−1(L − 1)ŷ(L)
(19)

Let Θ(L) = T−1(L), the subspace update would be

W (L) = W (L − 1) + W (L − 1) [ŷ(L)ĝ(L)y(L)g(L) − ŷ(L)ĝ(L) − y(L)g(L)]
(20)

+
[
x(L)yH(L) + x̂ŷH(L)

]
Θ(L)

Θ(L) is updated by (17), (18) and (19).
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4 Simulations

In this section, simulations are performed to verify the clutter suppression per-
formance of MPAST in inhomogeneous clutter environment. The improvement
factor (IF) is often adopted as the metric for comparison, i.e.,

IF =

∣∣wHv(fst,fdt)

∣∣2tr(R)
wHv(fst,fdt)w

(21)

Assume the echo is corrupted by additive white Gaussian noise (AWGN)
and the clutter to noise ratio CNR = 40 dB. The crab angle θp = 60◦, the
number of spatial elements N = 8 and the number of temporal pulses M =
8, the inhomogeneous clutter is caused by Doppler expansion. The simulation
parameters are listed in Table 1. In subsequent experiments, unless otherwise
specified, the clutter rank was set to r = 15.

Table 1. Simulation parameters [8]

Parameter Value

Number of spatial elements 8

Number of temporal pulses in a CPI 8

Radar frequency 450 MHZ

Platform velocity 200 m/s

Height of platform 12 km

Channel spacing λ/2

Pulse repetition frequency 1200 HZ

Range sampling frequency 5 MHZ

Clutter-to-noise ratio (CNR) 40 dB

The IF performance of MPAST with ρ versus the number of training samples
are first investigated and the results are shown in Fig. 2(a). The value of ρ is
set to 0.9, 0.8, 0.7, 0.6, 0.5 and 0.4 respectively. It is found that the forgetting
factor ρ can not be too small, because the effect of the past input data becomes
insignificant, the error in the estimation of clutter subspace would be increased.
Similarly, ρ can not be too large, because more information from previous input
data used for estimation of clutter subspace would lead to much deviation in the
inhomogeneous environment. Based on the simulation results, ρ equals to 0.6 is
selected in the following processing.

The IF performance of MPAST varied with different rank is shown in the
Fig. 2(b). According to the Reed-Mallett-Brennan (RMB) rule [2], all these meth-
ods can obtain a high IF capability when the selected rank r is larger than 15.
It can be seen from this figure that MPAST and EVD algorithms comply with
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Fig. 2. (a) IF performance of MPAST with different forgetting factors ρ versus the
number of training samples. (b) IF performance of EVD, PAST and MPAST versus
the number of selected rank.

Fig. 3. (a) IF performance of SMI, EVD, PAST, and MPAST versus the number of
training samples. (b) Performance of SMI, EVD, PAST, and MPAST based on 60
training samples.

RMB criterion, while PAST oscillates due to data heterogeneity. Based on the
simulation results, r equals to 15 is selected in the following processing.

Figure 3(a) shows the IF performances of SMI, EVD, PAST and MPAST
as the number of training samples increases. It can be seen that in the inho-
mogeneous clutter environment, the PAST algorithm fails with the increase of
inhomogeneous training samples. On the contrary, MPAST algorithm can effec-
tively improve the subspace tracking performance with more training samples in
inhomogeneous clutter environment. In addition, it is superior to SMI and EVD
algorithms when the number of non-stationary samples increases. Figure 3(b)
shows the results when 60 training samples from 10 km range bins to 11.5 km
range bins are used. The advantages of MPAST performance can be intuitively
seen.

In particular, this method can be applied with some compensation method,
i.e., clutter data can be compensated simply before MPAST algorithm.
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5 Conclusion

In this paper, a modified subspace tracking algorithm based on PAST for space-
time adaptive processing in inhomogeneous clutter environment is proposed. In
inhomogeneous clutter environment, the performance of the proposed method is
similar to clutter compensation and can achieve better performance than direct
SMI and EVD. The iterative process provides a tailored computation complexity.
In addition, the proposed method can be combined with the clutter compensa-
tion methods to obtain better clutter suppression performance.
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Abstract. In order to solve the problem of accurately acquiring data
signals propagated in complex battlefield environments, this paper
designs a classification decision tree based on support vector machine
(SVM) algorithm and uses a multi-resolution analysis method based on
the wavelet transform to extract the detailed features of the signals,
which compose a collection of energy features to conduct network train-
ing. The results show that the support vector machine decision tree clas-
sifier trained by the multi-resolution analysis method can extract features
for recognition from the simulated battlefield environment with noise and
interference.

Keywords: Battlefield signal · multi-resolution analysis · wavelet
transform · support vector machine · decision tree

1 Introduction

The battlefield situation is changing rapidly, in which the radio signals carrying
various information may a key role. Among these systems, tactical data chain,
TACAN navigation signals and recognition Friend-or-Foe signals are frequently
utilized.

The recognition of battlefield signals is the most critical part for targeted
information interception and information countermeasures. At present, there
are few domestic studies on the comprehensive recognition of battlefield signals,
which only cover the recognition of single class of battlefield signals, for exam-
ple, Bin-gang Zhu [1] detects Link4A signals based on instantaneous features and
delayed correlation method, Tang Suhua [2] detects Link11 based on combined
parameters, Yu-cai Pang [3] identifies TACAN signals using parameter estima-
tion and pattern matching algorithm, Wei-ke Li [4] identifies Mode 5 signals
based on time domain and coding features to identify Mode 5 signals for enemy
recognition, etc. Therefore, few scholars have considered the coexistence of these
types of signals in complex battlefield environments, and our study is necessary.

In this paper, we use the time-frequency analysis method of wavelet transform
to obtain the detailed features of the signal as the classification principle, then
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use the multi-resolution analysis method to extract the energy features, finally
design the support vector machine training to obtain the classification decision
tree according to the obtained features. The simulation experiments confirm that
the proposed method is helpful to obtain stable and accurate recognition rate in
the presence of low signal-to-noise ratio and interference.

2 Analysis of Battlefield Signals

In this paper, the modulation method, frequency band range and other technical
regimes of the studied battlefield signals are shown in Table 1.

Table 1. Five types of battlefield signal technology system table

Name Modulation Frequency band Code rate

Link4A 2FSK 255–400 MHz 5 kbps

Link11 π/4-DQPSK 2–30 MHZ and
225–400 MHz

1364 kbps and 2250 kbps

Link16 MSK 960–1215 MHz 25.8 kbps–238 kbps

TACAN PAM 962–1213 MHz 7155 pulses/sec

IFF Mode 5 MSK 1030 MHz(Ask) or
1090 MHz (Answer)

16 Mbps

Link4A data chain uses single frequency time division multiple access tech-
nology, 2FSK modulation, and works in the UHF band of 255–400 MHz at a
code element rate of 5 kbps, with an RF channel spacing of 25 KHz in the fre-
quency band. Link11 data chain is a high capacity data chain working in the
HF and UHF bands, using standard defined message types and formats, with
16 audio parallel DQPSK modulation; using two different code element rates,
1364 kbps and 2250 kbps respectively. Link16 data chain works in the L-band of
960–1215 MHz with code element rates ranging from 25.8 kbps–238 kbps, using
MSK modulation with continuous phase and direct spread spectrum sequence,
frequency hopping, time hopping, channel coding, R-S error correction coding
and other anti-jamming measures [5]. TACAN signal is a pulse sent in the air by
the ground beacon station 15 Hz 135 Hz compound modulation of the rotating
field, using pulse envelope modulation, also working in the L-band of 962–1213
MHz, with a transmission rate of 7155 pulses/sec [3]. The Mode 5 signal for
enemy recognition also uses MSK modulation, and the interrogation and answer
signals are heterodyne, at 1030 MHz and 1090 MHz, respectively, also in the
L-band, with a data rate of 16 Mbps.
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3 Recognition Principle

3.1 Wavelet Transform

The key idea of time-frequency analysis method is a series of orthogonal or
non-orthogonal basis functions and signal as inner product, the value obtained
reflects the degree of similarity between that basis function and the signal .
Wavelet transform is a kind of time-frequency analysis method, using finite-
length scalable transform of wavelet basis, with the signal adaptively changing
the width of the time-frequency window. It is an ideal tool for signal processing
and feature extraction, and its transformation formula is

WT (α, τ) =
1√
α

∫ ∞

−∞
s(t) ∗ Ψ(

t − τ

α
)dt (1)

In the above equation,s(t) is the input signal, and Ψ( t−τ
α )is the wavelet func-

tion, where τ is the time shift and α is the scale, which respectively control the
frequency shift and scaling of the wavelet function.

3.2 Multi-resolution Analysis

Multi-resolution analysis, also known as multi-scale analysis, is a theory created
by S. Mallat in his study of image processing problems,it establishes a link
between wavelet transforms and digital filters, whose structure tree is shown in
Fig. 1.

Fig. 1. Structural tree diagram for multi-resolution analysis

In the figure, the resolution analysis decomposes the original signal s(t) at
different resolution levels n to obtain two sub-signals, the high-frequency signal
Hn and the low-frequency signal Ln. The low-frequency signal Ln is obtained
by low-pass filter after wavelet decomposition, which reflects the contour infor-
mation of the signal, while the high-frequency signal Hn is obtained by high-
pass filter, which reflects the detail information of the signal and contains noise
and mutation information. The higher the number of resolution steps, the more
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details of the high frequency signal and the smoother the low frequency signal
will be, but since the high frequency signal contains noise, the higher the number
of steps, the more details occupied by the noise [7], so in practice, the number
of resolution levels should be decided according to the details reflected by the
high frequency signal.

3.3 Feature Extraction

Assuming that the input original signal s(t) is in the space L2(R) of the
time domain and its signal energy is defined as the square of the Frobenius
parametrization, then

E[s(t)] = ||s(t)||2F =
∫

|s(t)|2dt (2)

Wavelet energy is the energy of the detailed signal obtained after multi-
resolution analysis of the original signal, when the wavelet basis function satisfies
orthogonality, which satisfies Rayleigh’s energy conservation theorem [6], that is

||s(t)||2F =
n∑
i

|WT (i, k)|2 (3)

where n is the total number of resolution levels for multi-resolution analysis, i
is the number of a particular resolution level, and k is the window translation
value.

The wavelet energy at a single resolution level can be expressed as

Ei =
∑

k

|Li(k)|2 (4)

Then, the energy of the signal can be expressed as

E[s(t)] =
∑

i

Ei =
∑

i

∑
k

|Li(k)|2 (5)

As a result, the energy characteristics of the signal are obtained using multi-
resolution analysis methods, and thus the detailed information of the signal is
fully recorded for subsequent support vector machine training.

3.4 Recognition Process

The specific process of identifying battlefield signals based on wavelet transform
is as follows [8], and its flow block diagram is shown in Fig. 2:

1) Capturing the original signal using receiving equipment such as radar, anten-
nas, etc.;

2) Filter, down-conversion and extraction to obtain the digital baseband signal;
3) Obtain the energy characteristics of the signal using the multi-resolution anal-

ysis method using equation (5);
4) Select the training sample set for training the support vector machine to

obtain the SVM decision tree classifier;
5) Recognition and classification.
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Fig. 2. Recognition process of SVM decision tree classifier based on multi-resolution
analysis

4 Design of SVM Decision Tree Classifier

In this paper, we study five classes of battlefield signals, which is a multi-
classification design problem. Although SVM is a typical two-class classifier,
i.e., it only classifies objects into positive and parent classes, we can use the
“one class to the rest” decision tree approach to solve one two-class classifica-
tion problem at a time. That is, each recognition treats one class of battlefield
signals as the positive class and the rest as the negative class, thus obtaining
a two-class classifier, so that we can use five two-class classifiers to achieve all
recognition.

Fig. 3. Detailed feature map of the four types of battlefield signals

As we can see in the analysis above, the four types of signals, Link4A, Link11,
Link16 and TACAN, use different modulation methods, so the differences are
large and the extracted signal detail features are shown in Fig. 3. In the figure,
the coordinate sample features represent the wavelet transform values of the
high frequency signals extracted at a certain resolution level. Figure 3(a) can
clearly show the detailed features of Link11, TACAN, and Link16, but there is
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confusion between the features of Link16 and Link4A, so we enlarge the feature
values of these two signals in the Fig. 3(b) to show that the distinction between
them is still obvious, about four orders of magnitude different.

Fig. 4. Detail feature diagram of Link16 and IFF Mode 5

However, Link16 and IFF Mode 5 both use MSK modulation, so the difference
is little. The extracted signal detail features are shown in Fig. 4, and it can be seen
that the feature values of both are in the same order of magnitude, although there
are differences but the differences are difficult to use to distinguish. Therefore,
the training process of SVM, if both Link16 and IFF Mode 5 are put into the
training sample set, the recognition effect of the final obtained classifier is poor.
The training recognition process of decision tree classifier in this paper is shown
in Fig. 5.

Fig. 5. SVM decision tree classifier training recognition flow chart
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5 Simulations

In this paper, five classes of battlefield signals, Link4A, Link11, Link16, TACAN,
and IFF Mode 5, were generated using random digital sequences based on the
data in Table 1 with the effects of additive Gaussian noise and Rayleigh fading
channels. For the simulation, 1100 samples were generated for each class of sig-
nals, of which 1000 samples were used as the training set and the remaining 100
samples were used as the test set. Then, the energy features of the samples are
extracted according to the signal recognition process in Fig. 2, and the train-
ing and step-by-step recognition of the support trainer decision tree classifier is
carried out according to the procedure shown in Fig. 5. Finally, the simulation
results is obtained as shown in Fig. 6.

Fig. 6. Simulation results

Figure 6 (a) shows the recognition results of the model obtained by inputting
only four classes such as Link4A, Link11, Link16 and TACAN as the sample
training set in the first training, and it can be seen that all the battlefield signals
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can be accurately recognized except Link16 and IFF Mode 5 which are confused
as one class. Figure 6 (b) shows the recognition results obtained by inputting
two classes of signals such as Link16 and IFF Mode 5 as the sample training
set for the second training, and inputting Link16 and IFF Mode 5 that were
confused in the first recognition. Figure 6 (c) shows the overall recognition results
after two classifications of recognition, and it can be seen that the recognition
model designed in this paper has a high classification accuracy, and the average
recognition rate under different signal-to-noise ratios is shown in Fig. 6(d).

It can be seen that the recognition effect of the classifier designed in this
paper is very stable in different SNR environments, and the recognition rate is
higher than 99% at low SNRs such as 0 dB.

6 Conclusions

This paper designs a unique method to train the recognition model based on
the multi-resolution analysis method by wavelet transform. It can extract the
detailed features of signals, and achieves the accurate recognition of five types of
battlefield signals. The simulation experiments prove that the multi-resolution
analysis method can extract the features of the signal with low signal-to-noise
ratio (0 dB) and Rayleigh fading interference, and the proposed SVM decision
tree possesses a good recognition effect.
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Abstract. An adaptive cancellation technology in the mode of simultaneous
receiving and transmitting is studied. The performance of complex VS-LMS algo-
rithm under different interference patterns and parameters is analyzed. An elec-
tronic cancellation system is designed. A training storage method is proposed,
which can shorten the convergence time of the filter. Simulation results show that
this method can effectively realize interference cancellation, and the cancellation
ratio can reach 25 dB.

Keywords: Adaptive filter · Adaptive cancellation · LMS

1 Introduction

In many electronic systems, the receiving antenna and transmitting antenna are very
close. The system is prone to self-excitation. In order to solve this problem,manyadaptive
interference cancellation methods have been proposed. The least mean square (LMS)
algorithm is the most commonly used method [1, 2].

Since LMS algorithm is proposed, mangy researchers have studied various structures
and adaptation algorithm for filter.In 2015, the University of Electronic Science and
Technology of China realized echo cancellation in the jamming environment, using
DLMS algorithm. The maximum cancellation ratio is 15 dB [3].

In this paper, an adaptive echo cancellation method based on VS-LMS algorithm is
proposed, and the performance of the algorithm is analyzed.

Since the convergence speed is the key index of the cancellation system, in order
to improve the convergence speed, a training-storage method is proposed in this paper.
Firstly, the system is trained according to the first signal data, and the convergent fil-
ter coefficients are obtained and stored. When the next signal comes, the stored filter
coefficients are directly used as the starting coefficients of the system iteration.

2 Adaptive Cancellation Technology

Adaptive filter is shown as Fig. 1.The reference signal J0 is input into the adaptive filter,
and the output signal of the filter is y(n), which cancels the received signal d(n) from
the receiving antenna. The target of cancelling is to remove the J1 component from d
(n), and the error signal e (n) is fed back to the filter, which is used as an auto-adjusting
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parameter to adjust the next filter factor. The error signal e (n) is minimized by iteration,
and the noise signal J1 is suppressed to the maximum extent. Ideally, the remaining error
signal contains only signal S.

Adaptive Filter

noise signal J1

 signal S

Reference

Signal J0

Fig. 1. Basic principles of adaptive filter control

In the filter design, minimum mean square error criterion is used. In the cancella-
tion system, it is hoped that the algorithm will have large step-size factor to accelerate
convergence in the initial stage and reduce steady-state error in the later state. In order
to solve this contradiction further, a variety of variable step size LMS algorithms based
on a fixed step size are proposed.

Since most of the electronic systems work in I/O mode, this paper uses VS-DLMS
algorithm with complex number structure [4].

The VS-LMS algorithm can be given in the form of three basic relationships

yI (n) = WT
I (n) × DI (n) + WT

Q (n) × DQ(n)

yQ(n) = WT
I (n) × DQ(n) − WT

Q (n) × DI (n)
(1)

DI (n) = SI (n) + JI (n)
DQ(n) = SQ(n) + JQ(n)
eI (n) = DI (n) − yI (n)
eQ(n) = DQ(n) − yQ(n)

(2)

uI (n) = u0 ×
{
1 − e−α×|eI (n)|2

}

uQ(n) = u0 ×
{
1 − e−α×|eQ(n)|2} (3)

WI (n + 1) = WI (n) + uI (n) × (
eI (n) × DI (n) − eQ(n) × DQ(n)

)
WQ(n + 1) = WQ(n) + uQ(n) × (

eI (n) × DQ(n) − eQ(n) × DI (n)
) (4)

yI (n) and yQ(n) are the output of the filter. W (n) is the filter coefficient at time n.
D(n) is the reference signal. eI (n) and eQ(n) are the error signal. u0 is initial step size.
uI (n) and uQ(n) are the step size at time n. α is a variable step factor.

2.1 Step-Size Factor

The step factor is proportional to the convergence rate of the adaptive filter. If the step
size is too large, the filter will not converge and the function will fail. If the step size
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is too small, the convergence speed is too slow, which affects the response speed of
the system. The range of step factor u is 0 < u < 1

/
λmax, and λmax is the maximum

eigenvalue of the reference signal correlation matrix. In formula (3), two convergence
factors are set for the data of channel I and Q respectively, so that the algorithm can
independently adjust the step size of the two channels and reduce the cross coupling of
the two channels noise.

In formulas (3), α is a variable step size factor. When α is large, the influence of
the step is greater, which can accelerate the convergence. Therefore, on the premise of
satisfying the convergence, α should choose as large a value as possible.

2.2 Filter Order

Since the reference signal autocorrelationmatrix is positive definite, themaximumeigen-
value of the autocorrelation matrix is λmax ≤ tr[R], where tr[R] is the trace of R. [5, 6]
So the step factor can be expressed as

0 < u < 1
/
tr[R] (5)

Under the same data input, if the filter order becomes higher, the tr[R] will be
greater, the maximum value of the step factor will become smaller, and the convergence
speed becomes slower. If the order too small, the system cannot converge to the opti-
mal solution. Considering the performance of the algorithm and the complexity of the
implementation, the following simulation uses an 8-order filter.

2.3 Simulation and Analysis

The cancellation performance of VS-LMS algorithm in electronic systems is simu-
lated and analysed. The signal is set as single carrier or linear frequency modulation
(LFM).The interference forms are white noise or forwarding signal. The signal to noise
ratio is uniformly set to 25 dB.

Figure 2 shows the mean square deviation (MSD) of LFM signal and single carrier
signal. The convergence speed and stability are same with two signal forms.

Fig. 2. MSD with white noise
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Figure 3 shows the cancellation ratio curve. It can be seen that the cancellation ratio
rises rapidly with the iteration, and finally reaches a stable state. The cancellation ratio of
single carrier signal is above 22 dB. The cancellation ratio of LFM signal is lower, about
20 dB. This is because the frequency of the LFM is always changing, which requires a
high convergence speed of the filter, resulting in a reduction in the cancellation ratio.

Fig. 3. Cancellation ratio with white noise

Fig. 4. MSD with forwarding signal

Figure 4 shows the MSD curve of LFM and single carrier signal. From the curve, the
convergence rate of single carrier signal is significantly higher than that of LFM signal.
The reason is that the LFM signal is always changing in amplitude and frequency. This
also causes the cancellation ratio to fluctuate periodically, and the cancellation ratio is
lower than that of single carrier signal.

Figure 5 shows the cancellation ratio curve. It can be seen that the cancellation
ratio increases rapidly with the iteration. The cancellation ratio of single carrier signal
is higher than LFM. The cancellation ratio of single carrier signal has a continuous
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upward trend, which indicates that the residual energy will be smaller and smaller. In
time domain, with the iteration of the filter, after entering the convergence interval, the
output signal amplitude will gradually decrease, which indicates that the original signal
S will be eliminated by the filter.

Fig. 5. Cancellation ratio with forwarding signal

The retransmitted signal is a copy of the original signal. They have high degree of
correlation. The original signal and retransmitted signal J has the same frequency, only
amplitude and phase are different. The new synthetic signal J is

J = cos(f0t) + A cos(f0t + ϕ) =
√
1 + A2 cos(f0t + θ) (6)

The signal J is highly correlated with the original signal J0. Therefore, when the
signal J1 is related to the signal S. This is very disadvantageous to the cancellation
system.

3 Training-Storage Mode Analysis

In order to solve this problem and save convergence time, a training-storage method is
proposed in this paper. Firstly, the system receives the signal, obtains the optimal solution
through training, and stores the filter coefficients. When the next signal arrives, the last
stored coefficient is directly used for the single carrier signal filter, and the coefficient is
no longer updated. For the LFM signal, because its frequency is changing all the time,
the filter coefficient cannot be fixed. The stored coefficient is used as the initial value of
the filter in the iteration. The signal processing flow is shown in Fig. 6 below.
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Fig. 6. Training - storage mode signal processing flow

The single carrier signal and LFM signal are simulated respectively. Cancellation
ratio curve is shown in the Fig. 7 below. For a single carrier signal, the cancellation ratio
quickly reaches a constant value. For LFM signals, the change of cancellation ratio is
similar to that in Fig. 5, but the convergence speed is faster, and the cancellation ratio is
higher than that in untrained mode.

Fig. 7. Cancellation ratio in trained mode

4 Conclusions

This paper studies the application of VS-LMS adaptive algorithm in cancellation system.
Simulation results show that VS-LMS algorithm is applicable to various signals and has
good cancellation effect under different noise patterns. The proposed training storage
method can effectively realize the cancellation of coherent signal, and can achieve better
convergence speed and higher cancellation ratio, with high system stability.
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Abstract. In order to solve the problem of accurately identifying the
emitter in complex environments, time-frequency analysis is performed
by Hilbert-Huang transform(HHT), integrated rectangular bispectrum is
used to extract features from the received signal. The features extracted
by the two methods are fused and a network training is conducted to
make final decision. The simulation results show that the emitter indi-
vidual recognition method based on feature fusion is more stable and has
higher recognition accuracy in the case of low signal-to-noise ratio.

Keywords: Specific emitter identifying · Hilbert Huang transform ·
feature fusion · neural networks

1 Introduction

Radiation source identification, also known as radio frequency fingerprint identi-
fication or specific emitter identification (SEI), is the process to extract the char-
acteristics of emitter by the received radio signal, then build the fingerprints of
radiation sources and can make out the received signal belongs to which emitter.
Due to the tolerance effect of the hardware circuit, radiation sources of the same
batch produced by the same manufacturer have some differences, therefore, the
radiation sources have unique fingerprint characteristics [1]. We can match the cor-
responding radiation source individuals according to the fingerprints. Viewpoints,
to ensure the accuracy of radiation source identification and reliant results in prac-
tice, the fingerprints should be independent, stable, unique, and applicable.

To identify the radiation source with higher accuracy, there is no doubt that it
is necessary to extract effective features from multiple. Therefore, the strategy of
high-level feature fusion for identification of radiation sources is expected. Com-
pared with a single feature, fused results would have more complete and richer
information. In this paper, one-dimensional features and two-dimensional fea-
tures are imported to two neural networks, and then the high-dimensional fea-
tures extracted by the network are fused. Finally, the fully connected neural net-
work is used for feature mapping, and the output layer uses the SoftMax func-
tion for classification and recognition. In the low signal-to-noise ratio environment
(SNR<=10 dB), the recognition accuracy of the proposed method is higher than
other three deep learning methods, and the recognition rate is more stable.
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2 Radiation Source Fingerprint Feature Extraction

2.1 Signal Model

The identification of the radiation source is first to extract the characteristics
of the transmitter from the received signal. The modulated signal needs to be
amplified by power amplifier before being transmitted through the antenna. Non-
linearity is the common characteristic of power amplifiers and often results in
amplitude compression and amplitude phase conversion. For memoryless nar-
rowband power amplifiers, the Taylor series model is usually used to describe
it’s nonlinear distortion. Assume that the modulated quadrature signal:

s(t) = Re{s0(t)ej2πfct} (1)

where s0(t) represents the baseband signal,fc is the carrier frequency, Then the
nonlinearly distorted signal output by the RF power amplifier can be modeled
as:

X(t) =
L∑

i=1

λi
k.(s(t))i (2)

where L is the order of the polynomial, {λ1
k, λ2

k...λL
k} represent the nonlinear

response coefficients of the k th radiation source, usually λ1
k = 1.

In order to observe the nonlinearity described by the Tylor model intu-
itively, the sinusoidal signal is used as the RF transmission signal. The nonlinear
response under different nonlinear parameters,is shown in Fig. 1.

Fig. 1. Nonlinear response curves under different parameters as Table 1

It can be seen from the figure that the input and output power of the radiation
source are different, and the nonlinear response between the radiation sources
has a slight gap, and the gap becomes larger as the input power increased.

In a communication system, according to different propagation distances and
communication methods, communication scenarios can be divided into single-
hop mode and relay mode. The single-hop mode, as the name implies, is that the
transmitted signal directly reaches the receiver after being transmitted through
the channel and the received signal can be expressed as

R(t) = α.X(t) + n(t)

= α
L∑

i=1

λi
k.(s(t))i + n(t)

(3)
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where,α is the fading coefficient of the channel,n(t) represents channel noise, in
general, it is considered to be additive white Gaussian noise. Under the Gaussian
white noise channel, the channel fading coefficient α is often set as 1.

2.2 Hilbert Time Spectrogram

Time-frequency analysis by Hilbert-Huang transform (HHT) is called the Hilbert
time-spectrogram. It is usually used for the analysis and processing of nonlinear
and non-stationary signals [2]. HHT essentially includes two steps, one is empir-
ical mode decomposition (EMD), the other is Hilbert transform. The former is
a decomposition process. The received signal is decomposed into a set of intrin-
sic mode functions (IMFs) by EMD, and the Hilbert time spectrum is obtained
by performing Hilbert transform on each IMFs [5].Assuming that the received
signal is x(t), EMD decomposition can be expressed as

x(t) =
N∑

i=1

ci(t) + rN (t) (4)

where N is the EMD decomposition order,ci(t) is the i-th IMF component,rN (t)
is the residual signal component. After EMD decomposition, the residual signal
rN (t) usually is a constant or monotonic function, which is generally ignored.
Hilbert transform is then performed on each IMF component to get the spectrum
ĉi(t):

ĉi(t) =
1
π

+∞∫

−∞

ci(τ)
t − τ

dτ (5)

Fig. 2. HHT Spectrum of Radiation
Source 1

Fig. 3. HHT Spectrum of Radiation
Source 2

The instantaneous amplitude and instantaneous frequency of each IMF can
be derived from (7) and (8)

θi(t) = arctan ĉi(t)
ci(t)

(6)

ai(t) =
√

ci(t) + ĉi(t) (7)
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ωi(t) = dθi(t)
dt (8)

The received signal can be expressed as:

r(t) ≈ Re

{
N∑

i=1

ai(t)ej
∫

ωi(t)dt

}
(9)

From Eq. (9), it can be known that based on the instantaneous amplitude and
instantaneous frequency of each IMF component, the Hilbert time spectrogram
H(ω, t) can be calculated.Figure 2 and 3 show the modulation diagram of the
Hilbert time spectrums of two sources with QPSK. It can be seen that the time
spectrum of different radiation sources are different but not obvious, so further
analysis and processing are required.

3 High-Level Feature Fusion

A strategy of high-level feature fusion is proposed to contain more information
shown in Fig. 4. It includes two branches,one is the residual unit structure, the
other is the Efficient Channel Attention(ECA) module. As the first branch, the
original time series and it’s rectangular bispectral feature vector are the input
of residual network(ResNet), for the other branch, the Hilbert time spectrum is
the input to the ECANet module.

Fig. 4. Flowchart of feature fusion algorithm

The one-dimensional residual network designed in this experiment has a total
of 11 layers [3], including four residual structural units, and each residual unit
structure contains two one-dimensional convolutional layers. The neural network
used in this paper is essentially a basic convolutional neural network. The ECA
module is used in the convolutional network to capture effective feature channels
and further improve the network recognition efficiency. First, the fingerprint fea-
ture information contained in the feature image is extracted through 4 layers of
convolutional layers, and then the ECA module is used to highlight the effective
fingerprint features. The specific network structure is:

The number of convolution kernels in the first and second convolutional layers
is 64, and the convolution kernel sizes are 5×5 and 3×3 respectively; followed
by a 2×2 max pooling layer with a stride of 2; The third and fourth layers are
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both set with 128 3×3 convolution kernels, then add a maximum pooling layer,
then insert the ECA module, then use global average pooling, and finally add
a full connection layer and use the SoftMax function to implement individual
classification.

4 Simulations and Analysis

4.1 Parameters

Before accessing the fully connected layer, the two feature vectors are spliced,
and finally the fully connected layer is used for classification. In the experiment
of this paper, the classical cross-entropy loss function is used as the classification
loss cost function, the Adam optimization method is used, the initial learning
rate is set to 0.0001, the maximum training round of the network is set to 100,
and the method of Early Stopping is used.

In this paper, five kinds of communication radiation sources are considered in
the experiment. According to reference [4], the third-order Taylor model is used
for modeling. The nonlinear parameters of the five kinds of radiation sources are
shown in Table 1:

Table 1. Nonlinear parameter settings of five communication radiation sources

Radiation source Emitter1 Emitter2 Emitter3 Emitter4 Emitter5

λ1 1 1 1 1 1

λ2 0.5 0.08 0.01 0.01 0.6

λ3 0.3 0.6 0.01 0.04 0.08

The transmitter adopts Quad-Phase Shift Keyed (QPSK) modulation mode,
the symbol rate is 125kBaud, the sampling rate is 1000 MHz, and the carrier
frequency is 420 KHz. The sampled signal samples are 100 symbol periods, and
the randomly generated baseband symbol sequence is pulse-shaped through a
root raised cosine filter with a roll-off factor of 0.35 and an oversampling ratio of
8. The simulation only considers the Gaussian white noise channel in the single-
hop scenario, the signal-to-noise ratio range is 0 dB to 24 dB, the interval is 2 dB,
and all communication radiation sources are different except for the nonlinear
parameters, other parameters are kept the same. Each radiation source randomly
generates 1400 samples under different signal-to-noise ratios, 1000 samples are
used as training set, 200 samples are used as validation set, and 200 samples
are used as test set. To avoid correlation between samples, each radiation source
baseband symbol sequence is a randomly generated sequence.

Perform HHT time-frequency analysis on the received signal to obtain a
time-spectrogram, quantize the HHT time-spectrogram of each sample signal
according to the number of quantization bits 8, map the amplitude of the time-
frequency spectrum to the pixel value of the grayscale image, and map The



Radiation Source Identification by Feature Fusion 321

range is [0,255]. Assuming that H(ω, t) represents the time spectrum, and Hi,j

represents the amplitude value of the element in the i-th row and the j-th column,
the quantization calculation formula of the HHT time spectrum is expressed as:

Gi,j =
⌊
(28 − 1) • Hi,j

max {Hi,j}
⌋

(10)

where �•� denotes rounded down, Gi,j denotes the value of the (i,j)th pixel of the
corresponding grayscale image, the size of the grayscale image is set to 224×224,
then Gi,j ∈ [0, 255] , i, j ∈ [1, 224] .For branch network 2, light-weight fusion and
splicing of the original time series signal and the SIB feature vector is performed.

4.2 Identification Results

In order to verify the effectiveness of the feature fusion algorithm proposed in this
paper under low signal-to-noise ratio. This paper uses the extracted fingerprint
features and different deep neural networks to do simulation experiments for
comparison.

Four different deep neural network algorithms are used to identify finger-
print features. The selection of fingerprint features is based on the Hilbert time
spectrogram or the grayscale image of the original time series signal and the one-
dimensional feature vector obtained by splicing with the extracted SIB feature
vector.

Experiment 1: Individual identification of radiation sources based on the
Hilbert time spectrum, using the grayscale image of the Hilbert time spectrum
as the network input, and using ECA-Net for classification and identification [6].

Experiment 2: Individual identification of radiation sources based on one-
dimensional feature sequences. The one-dimensional feature vector obtained by
splicing the original time series signal and the extracted SIB feature vector is
used as the network input, and the one-dimensional residual network is used for
classification and identification.

Experiment 3: Using the method in the literature, using the EM2 algorithm,
the energy entropy is extracted from the Hilbert time spectrum, the first-order
moment and the second-order moment constitute the feature vector, and the
Support Vector Machine(SVM) classifier is used for individual classification and
identification.

The experimental results are shown in Fig. 5. Under the same training and
test sets, with different the signal-to-noise ratio(SNR), the recognition rate of
the individual radiation source method based on feature fusion proposed in this
paper is better than the other four comparisons method.Figure 6 shows the con-
fusion matrix for the identification of individual radiation sources when the SNR
is 16 dB. It can be seen that the recognition accuracy of the five types of radia-
tion sources is above 95% at 16 dB, while the correct recognition rate of radiation
source 3 is as high as 99%. Obviously radiation source 1 and radiation source
5 are easily confused, and radiation source 2 and radiation source 4 are easily
confused. On the whole, under low SNR, the algorithm based on feature fusion
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Fig. 5. Comparison of radiation source
identification by different algorithms

Fig. 6. Confusion matrix for radiator
identification at 16 dB

can better identification of confusing radiation source signals, more stable and
more accurate.

Fig. 7. Recognition of different radia-
tion sources by feature fusion

Fig. 8. Confusion matrix for radiator
identification at 12 dB

Figure 7 shows the recognition effect of the feature fusion method on different
radiation sources. We can find that with the increase of the signal-to-noise ratio,
the recognition effect of some radiation sources will fluctuate up and down,
which is not completely linear, especially radiation sources 2 and 4. From Fig. 8,
at 12 dB, 41% of radiation sources 2 are identified as 4. It can be seen that
radiation sources 2 and 4 are easily confused. The reason for this phenomenon
has a certain relationship with the Taylor model parameter settings. Further
research will be conducted on this highly confusing type of radiation source.

5 Conclusion

Aiming at improving the accuracy of identification of radiation source in com-
plex environment, a method based on feature fusion was proposed in this paper.
The extracted signal HHT time spectrum feature and rectangular bispectrum
feature are used as the input of two neural networks respectively, then the
high-dimensional features extracted by the network are fused, and finally the
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full connected neural network is used for feature recognition. Experiments have
proved the effectiveness of the proposed method in the identification of individ-
ual communication radiation sources, two other deep learning methods and the
traditional EM2-SVM method for comparison. Experiment results show that
the individual identification method of radiation source based on feature fusion
is more stable than the single branch network identification, the correct identifi-
cation rate is also higher under low signal-to-noise ratio, and it is more suitable
for the complex and unpredictable electromagnetic environment.
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Abstract. The integrated technology of methanol-reforming hydrogen produc-
tion and fuel cell power supply system is implemented in this paper based on
the combination of theoretical analysis with critical technologies and systematic
design research. The methanol reforming hydrogen fuel cell power supply is trial-
manufactured and tested. The test results show that the rated output power of the
prototype can reach 5kW, and the overload power is 110% of the rated power.
In addition, the regular operation can be started continuously in a short time,
and the long-term continuous and reliable operation of 100h can be realized. The
research results provide a trustworthy theoretical basis and technical support for
the development of reforming fuel cell power supply.

Keywords: Methanol reforming · Hydrogen generator · Fuel cell power supply

1 Introduction

Mobile power supplies are small-scale power generation devices often used as the self-
contained power supply of remote areas and some factories. On the other hand, it is also
used as an alternative power supply for enterprises to make up for the shortage of grid
power supply or to deal with the power cut-off. The traditional mobile power supply
is generally composed of diesel generator sets with relatively mature and widely used
technics. However, the common problems still cannot be ignored, such as low energy
efficiency, high noise, and high pollution [1, 2].

Compared with the traditional diesel generator sets, the fuel cell has gradually
become a research hotspot due to its advantages in energy conversion rate, working
noise, and environmental friendliness. With the depletion of petroleum energy and espe-
cially the increasing demand for energy in today’s society, fuel cell power supply has a
considerable development space [2].

Based on the technology of methanol reforming hydrogen production, a small-scale
fuel cell power supply with an output voltage of AC220V and a rated output power of
5kW is trial produced. It is integrated with a methanol reforming hydrogen generator
module, fuel cell power generation module, energy storage module, inverter module of
DC/DCandDC/AC.The dynamic response characteristics, overload capacity, reliability,
and continuous startup are tested.
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2 Scheme Design and Prototype Trial Production

2.1 Structure Design of Fuel Cell Power Supply

The methanol reforming hydrogen fuel cell power supply is composed of two parts:
the methanol reforming hydrogen production module and the fuel cell power genera-
tion module. The methanol reforming hydrogen production module relies on methanol
as fuel to produce hydrogen for the fuel cell system. The fuel cell power generation
module is mainly composed of a buffer tank, fuel cell stack, DC / DC module, energy
storage battery, DC / AC inverter, and control execution module. The overall design
block diagram of the system is shown in Fig. 1.

Fig. 1. Overall design diagram of fuel cell power supply based on methanol reforming hydrogen
technology

The sub-modules are described as follows:
(1) Fuel cell stack.
The fuel cell stack is the core component of the fuel cell system, which converts the

hydrogen generated by the methanol reforming hydrogen generator into electric energy.
The voltage generated by the fuel cell stack varies widely with different loads. Since
the rated output power of methanol reforming fuel cell power supply is 5kW, the rated
output power of the fuel cell stack selected in this paper is 6kW. The specific parameters
are given in the following table:

Table 1. The relationship between hydrogen production and fuel consumption

No Parameters Values

1 Rated Power 6 kW

2 Rated Voltage 69 V

3 Rated Current 86.9 A

4 Hydrogen Pressure 0.05 ~ 0.07 MPa
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(2) Methanol reforming hydrogen generator.
The methanol reforming hydrogen generator is used as the hydrogen supply device

for the fuel cell power supply. According to the rated power generation of the methanol
fuel cell stack of 6kW, the flow of hydrogen produced by the hydrogen generator to meet
the regular operation of the fuel cell power supply is calculated to be about 6m3 / h.

The specific calculation steps are as follows [3]:
Number of hydrogen ions produced per hour

NH+ = P · t
V · e− = 6× 103 × 3600

0.85× 1.6× 10−19 = 1.59× 1026

The cathode undergoes an oxygen reduction reaction, and the anode undergoes a
hydrogen oxidation reaction. The theoretical voltage can reach 1.23–0 = 1.23V. How-
ever, the actual output voltage is usually only 0.7 ~ 0.9V in practical applications due to
overpotential, internal resistance, and mass transfer. Thus, 0.85V is taken here.

Hydrogen consumption

rate(nH2) = NH+

2NA
= 1.59× 1026

2× 6.02× 1023
= 131.9mol/h

rate
(
VH2

) = rate
(
nH2

)

Vm
= 131.9

22.4
= 5.89m3/h

In the previous research, the research group designed and trial produced a methanol
reforming hydrogen generator [4] with a hydrogen production capacity of 6m3/h accord-
ing to the hydrogen consumption demandof fuel cell power supply. It ismainly composed
of a regenerator, burner, evaporator, reactor, purifier, insulation layer, and control exe-
cution module. The general block diagram and basic structure diagram of the scheme
are as follows:

Fig. 2. General block diagram of methanol reforming system scheme

(3) Buffer tank.
The buffer tank is used to store and buffer reformed gas in order to reduce the

disturbance and fluctuation of hydrogen pressure during stack pulse exhaust. The volume
of the buffer tank is designed as 8L,
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(4) DC/DC module.
The DC/DC module is used to convert the DC voltage of the fuel cell stack that

changes in a wide range into a DC 48V voltage, which matches the voltage of the energy
storage cell. The control board controls it in real-time to output the set power.

(5) Energy storage battery.
A 48V lithium battery is selected as the energy storage battery, which is used to

provide the power supply when the system is started. It can provide parts of electric
energy and form an electric hybrid power supply system with the stack and DC/DC.

(6) DC/AC Inverter.
The inverter converts 48V DC voltage into AC220V 50Hz AC in order to expand

the applicable power supply range.
(7) Fuel cell control execution module.
The fuel cell control execution module includes a pressure reducer, a solenoid valve,

a temperature sensor, a cooling fan, a control board, etc. The pressure reducer stabilizes
the high hydrogen pressure generated by the methanol reforming hydrogen production
system to the pressure range required by the stack. Under the control of the control
board, each sensor actuator of the stack ensures that the fuel cell stack works within the
set temperature range and load range.

At the same time, the control board controls the DC/DC to work within the appro-
priate load range. The stacks and lithium batteries are controlled to supply power in
appropriate proportion. In addition, the control board can adjust the current to charge
the lithium batteries when necessary to realize the energy management function.

2.2 Main Control Design Ideas

The control system of the methanol reforming hydrogen fuel cell power supply is able
to identify multiple states such as standby, start, operation, stop and fault states. The
conversion relationship of each state is shown in Fig. 3.

After the power is switched on, the system enters the standby state. Then, it transfers
to the startup state while receiving the relevant instruction and prepares for regular
operation. Meanwhile, the system judges whether all parameters meet the requirements
of the startup. If startup timeout, the systemwill be determined as abnormal automatically
and switch to the fault state; Otherwise, it will switch to the operation state.

Fig. 3. State transition diagram of fuel cell power supply system

In the operation state, the system monitors all parameters at all times. If there is any
abnormality, it will turn to the fault state. The shutdown command will turn to the stop
state and perform the shutdown operation if the shutdown command is received.
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In the stop state, the system judges all parameters. It enters the standby state if the
conditions for entering the standby state are met.

After the system switches to the fault state due to abnormal parameters or timeout,
the system will wait for a specific time. During this period, the system will not respond
to the command. After the timeout, the system will automatically enter the standby state
and can try to start again.

2.3 Prototype Trial Production

The following figure is a physical diagram of the 5kW fuel cell power supply proto-
type, including the methanol reforming hydrogen generator, fuel cell power generation
module, energy storage module, DC/DC and DC/AC inverter module mentioned above.
These modules are reasonably arranged and distributed in the customized cabin. The
external dimension of the prototype is 900 × 1300 × 1300mm; the total weight is
640kg; the inverter output is 220V AC voltage.

Fig. 4. Methanol reforming to hydrogen fuel cell power supply prototype

3 Test and Result Analysis

3.1 Fuel Cell Dynamics

As shown in Fig. 5, the dynamic response performance of the fuel cell is increased by
3KW at position 1. At this time, the output power of the stack starts to increase at a
specific rate after a small step. With the increase of the output power of the stack, the
output power of the lithium battery decreases, and the current of the lithium battery
decreases. The current of the lithium battery gradually decreases until it turns into the
charging state with the continuous increase of the stack current. When the charging
current limit is reached, the stack current stops increasing. At the time of position 2, the
load decreases by 3KW, the stack current decreases at the same time, and the battery
maintain the charging state to supplement the electric energy consumed by the battery
after loading. By changing the load vastly, the system can respond to the load change in
time to ensure the reliability and stability of the power supply.
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Fig. 5. Dynamic response performance of fuel cell

3.2 Reliability Test

The reliability test results of the fuel cell stack are shown in Fig. 6. Where the abscissa
is the time, and the total operation time is 100 h. Discharge with a rated current of 80A
and constant current. In the beginning, the stack voltage was 68.9V. At the end of the
test, the stack voltage decreases to 67.2V. The voltage drop rate equals 1.7/68.9× 100%
= 2.47%。

Fig. 6. Reliability test

3.3 Overload Capacity

Overload capacity test results are shown in Fig. 7. In the figure, time 1 corresponds to the
completion of system startup and the gradual loading. It is loaded to full load at time 2
and operated for a while until time 3. It is loaded to 110% of the rated load, i.e., 5500W.
The system is regular without any abnormality, and it operates for 10min.

3.4 Continuous Start Test

Figure 8 indicates the results of the continuous startup test, which shows that the system
starts from the start of the cold engine to the start of the system at time 1. It lasts for
48 min. After startup, the system is loaded and operated. Then, it is loaded to full load
gradually (time 2). The load is removed and the system is started again at time 3 after
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Fig. 7. Overload Capacity

the shutdown. Because it is in the hot engine state, the startup speed is fast. After the
start, the system is loaded to full load gradually and operated to time 4. After shutdown,
the system is started for the third time (time 5), The startup is normal, and the operation
is regular. It can be started and operated normally three consecutive times.

Fig. 8. Continuous Start Test

4 Conclusions

Basedon themethanol reforminghydrogenproduction technology, amethanol reforming
hydrogen generator module and a fuel cell power generation module are systematically
designed and combined to produce a methanol reforming hydrogen fuel cell power
supply. The test proves that the prototype installation is reasonable, and the performance
is stable and reliable. The test results are summarized as follows:

(1) The methanol reforming fuel cell power supply can respond to the load change
in time to ensure stable and reliable power output. The lithium battery and fuel
cell in the system can adjust the power output according to the load change;

(2) The voltage reduction rate of the fuel cell stack shall not exceed 2.5% within
100h of continuous operation;

(3) Themethanol reforming fuel cell power supply prototype can normally operate
at 110% of the rated power for 10min without abnormality;
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(4) The fuel cell power supply system for methanol reforming to hydrogen can be
continuously started and normally operated in a short time.
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Abstract. Aiming at the problem that the direct location algorithm has reduced
or even failed to locate coherent source directly, coherent signals dierct location
algorithm based on spatial smoothing is proposed.Which adopts the idea of spatial
smoothing to realize the full rank of the received source covariance matrix and
adopts “Z” word spatial smoothing extends the application range of this idea
from linear array to area array, and realizes the direct location of multi station
coherent source by using the technology of multi station noise subspace fusion
and normalization. The simulation results show that the algorithm can achieve
better resolution and direct location for narrow-band coherent source under the
condition of long source distance and low signal-to-noise ratio, and under the
configuration of linear array and area array, it has good positioning effect.

Keywords: Narrowband target · coherent signals · level direct positioning ·
multi stationcooperative center

1 Introduction

At present, passive location technology is mainly divided into two-step location method
and direct location method. The two-step positioning method converts the received sam-
pling signal into pulse description word, and uses the information of the time difference,
frequency difference and direction finding to slove the target position. In the process
of the transformation from sampling information to pulse description word, there is
inevitably the loss of effective information. In order to make full use of effective infor-
mation to improve positioning accuary, direct positioning method has been favored by
the majority of researchers.

Reference 1 and 2 proposed a direct location algorithm, which directly uses the
sampled data to estimate the position of the observation station, avoiding the informa-
tion loss and error accumulation caused by parameter estimation. According to different
solutions, direct location algorithms are divided into three categories: intelligent opti-
mization, maximum likeihood and subspace [3]−[4].Among them, subspace class has
low computational complexity and high resolution performance, and has strong appli-
cation prospects [5]. However, when there is a coherent source, the signal array will
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receive coherent signals in different directions, and the coherent signal will lead to the
rank deficiency of the source covariance matrix, so that the signal eigenvector diverges
to the noise subspace, resulting in the decline of resolution algorithm and matrix recon-
struction algorithm. Typical decoherence methods are spatial smoothing algorithm and
matrix reconstruction algorithm, butmatrix reconstruction algorithm requiresmore array
elements [6], and spatial smoothing technology has strong decoherence ability under uni-
form linear array and uniformarea array [7]. In this paper, the full rank of the received
source covariance matrix is realized by using the idea of spatial smoothing, and the multi
station cooperative coherent source direct location is realized by using the multi station
noise subspace fusion and normalization processing technology.

1.1 Mathematica Model of Coherent Source Direct Location

Assuming that K independent narrowband far-field signals are incident on the array
element of the array antenna from different directions, the received data vector x(t) can
be expressed as:

x(t) =
K∑

i=1

α(θi)si(t) + n(t) (1)

where α(θi) is the guidance vector of the array for the signal in the direction, si(t) is the
signal incident from the direction, and n(t) is the random noise of the array.

a(θ) =
[
exp

(
i
2π

λ
d((n − 1) sin(θi) − (m − 1) cos(θi))

)]
(2)

where λ is the signal wavelength, and m and n are the row and column of the array
element respectively.

Suppose the coordinates of the observation station are sta(xi yi), (i = 1 · · ·M ) and
the target coordinates are Tar

(
xej yej

)
, (j = 1 · · · k), which can be obtained from Eq. 1.

2:

a
(
xej yej

) = exp

(
2π i

λ
d
(
(n − 1) · (

yi − yej
)/

|Sta − Tar| − (m − 1) · (xi − xei)
/
|Sta − Tar|

))

(3)

Equation 1.3 shows the direct correlation between the received signal and the target
position parameters, and the direct estimation of the source position is completed through
the fusion processing of the received signal.

1.2 Multi Station Direct Algorithm Base on Spatial Spectrum Estimation

1.2.1 Target Location Estimation Model

The covariance matrix of array data is

R = E
[
XXH

]
= AE

[
SSH

]
AH + σ 2I = ARsA

H + σ 2I (4)
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Signal and noise are independent of each other. The data covariancematrix is decom-
posed into two parts related to signal and noise, where Rs is the covariance matrix of
siganal and ARsAH is the signal part.

Feature decomposition of R:

R = US

∑
sUH

S + UN

∑

N

UH
N (5)

US is the signal subspace formed by the eigenvector corresponding to the large
eigenvalue, and UN is the noise subspace formed by the eigenvector corresponding to
the small eigenvalue. Under ideal conditions, the signal subspace and noise subspace in
the data space are orthogonal to each other, and the guidance vector in the signal subspace
is also orthogonal to the noise subspace. Therefore, spectral estimation is achieved by
minimizing the search:

P = 1

AH
(
x y

)
ÛN ÛH

N A
(
x y

) (6)

1.2.2 Normalization Processing

Normalize the spatial spectrum of the search area obtained by each station, record the
maximum value Pmax of the spatial spectrum of the search area, and normalize the
regional spatial spectrum value of each station according to the following formula.

Pmk = 10 · lg(Pmk
/
Pmax

)
, k = 1 · · ·M (7)

Sum the normalized search spatial spectrum of each station to obtain the spatial
spectrum of the search area:

Psum = Pm1 + Pm2 + · · ·PmM (8)

The target position can be obtained directly by calculating the value of the total
spatial spectrum made and obtained by each station.

1.3 Uniform Area Array Division Decoherent Direct Location

A typical uniform array is shown in Fig. 1., 16 array elements are arranged into 4 × 4
array, the phase array element spacing of each row and column is d .Taking four element
in each subarray as an example, the covariance matrices of the two subarrays are R1 and
R2 respectively, and the spatially smooth covariance matrix is R = (R1 + R2)/2. By
replacing R in Eq. 5 with R and suing spatoal spectrum estimation and normalization
technology, the direct location of coherent sources can be realized.

The number of elements Ni in the subarray(Ni = l2,l is the number of elements in
one row of the subarray)shall be greater than or equal to the target numberK . In Order to
reduce the sacrifice of effective array aperture, the limiting conditions for the selection
of array elements in one row of subarray are: (l − 1)2 < K ≤ l2,N is the total number

of elements. Number of subarrays at this time is P =
(√

N − l + 1
)2
.
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Fig. 1. Schematic diagram of uniform array segmentation

The positioning process of the algorithm is shown in the figure below:

Divide the array elements to 

obtain the subarray

Each subarray samples the radar 

signal

Calculate the covariance matrix of the 

subarray to obtain the total covariance 

matrix of each station 

Variance matrix and noise subspace

The spatial spectrum of the search space is 

obtained by traversing the search region

Normalization of spatial spectrum in search 

area

Calculate the extreme value of the total 

spatial spectrum and complete the 

positioning

Fig. 2. Multi station direct location algorithm flow based on spatial smoothing
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1.4 Simulation Experiment and Analysis

The simulation test mainly analyzes the performance of the direct location algorithm
based on spatial smoothing from the aspects of phase source adaptability and the number
of subarray elements.

The location setting of observation station is shown in Table 1

Table 1.1 Location of Station

Observation Station
Number

1 2 3 4

X/km 600 200 0 100

Y/km 0 200 600 1000

The source location setting is shown in Table 2:

Table 2 Source Location

Source Number 1 2 3

X/km 10 7 30

Y/km 30 5 42

1.4.1 Adaptability to Coherent Sources

Three narrowband far-filed signals are respectively set to incident on the array, the signal
center frequency is 2.7 GHz, the received signal -to-noise ratio of each channel is 20 dB,
the number of antenna elements of each observation station is 16, and the array element
spacing is 0.5/λ. The subarray is divided into four array elements as shown in Fig. 1.
Figure 3 shows the positioning results of classical direct positioning algorithm and multi
station direct positioning algorithm based on spatial smoothing.

It can be seen from the simulation results that when there are coherent sources, the
three source location regions in the spatial spectrum based on the classical direct location
algorithm are fuzzy, the algorithm fails, and the target location can not be solved. The
spatial spectrum of the direct location algorithm based on spatial smoothing has clear
location regions of the three sources, has good decoherence ability, and can accurately
reflect the real location of the source.
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Fig. 3. The positioning results of classical direct positioning algorithm and multi station direct
positioning algorithm based on spatial smoothing

1.4.2 Loction PerformanceAnalysis of Different SegmentationMethods of Spatial
Smoothings

Three narrowband far-filed signals are respectively set to incident on the array, the signal
center frequency is 2.7 GHz, the received signal -to-noise ratio of each channel is 20
dB.The array antenna adopts the layout of 3×3 uniform area array, and the array element
spacing is 0.5/λ.The space of the array antenna is smoothly divided according to the
division mode of 6-element 2-subarray and 4-element 4-subarray. Figure 4 shows the
multi station positioning results under two segmentation modes.

Fig. 4. Loction results of different segmentation methods of spatial smoothings

From the simulation results, the two subarray segmentation method can not distin-
guish the positioning region of three coherent sources, and does not have the ability to
decoherent signals. The four subarray spatial segmentation method has clear position-
ing results for three coherent sources, has good decoherence ability, and can accurately
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reflect the real position of the source. Therefore, the positioning of coherence sources, the
number of subarrays must be greater than the number of coherent sources to accurately
locate.

1.5 Simulation Experiment and Analysis

Based on the idea of DOA coherent source measuremently by uniform linear array
forward smoothing, this paper deduces a multi base station direct location technology
that can be applied to uniform area arry. This method averages the covariance matrix of
each subarray through area array z-word smoothingwomake up for the rank deficiency of
covariancematrix caused by coherent sources. Simulation results show that the algorithm
has the ability of phase unwrapping and positioning. The number of decoherent signals
corresponding to different subarray space division is different. When the number of
subarrays is less than the number of decoherent signals, decoherence cannot be realized.
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Abstract. Accurate sensing and fast tracking are challenging for large-
antenna unmanned aerial vehicles (UAVs), due to computational capac-
ity limits. This paper presents a novel simultaneously multi-target sens-
ing and tracking scheme for millimeter-wave (mmWave) large-antenna
UAV systems. By exploiting the low-rank and high-directivity nature
of mmWave multi-antenna channels, a new directional beamformer is
designed for the UAV. As a result, the horizontal angles of arrival (AOAs)
can be roughly estimated and the number of targets can be quickly iden-
tified. We also propose a low-complexity multi-target azimuth and eleva-
tion AOA estimation algorithm. The asymmetric discrete Fourier trans-
form (A-DFT) is employed to reduce the dimension of the received sig-
nals. By using the elevation estimates for azimuth AOA estimation, the
mismatching of the estimated parameters for different targets is avoided.
Simulations show that the proposed scheme can accomplish the task of
high-accuracy multi-target sensing and tracking in a short period of time.

Keywords: UAV · Large-antenna array · Directional beamforming ·
Simultaneously sensing and tracking

1 Introduction

Accurate target sensing and tracking have already become a necessity with the
widespread usage of portable devices and the dramatic development of internet of
vehicle networks [1–3]. Thanks to the high mobility and convenient deployment
character of unmanned aerial vehicles (UAVs), using UAV technique is promising
for achieving tasks of precise sensing and fast tracking [4]. However, most current
UAV-based sensing methods do not consider the computational capacity limit
of UAVs [5,6]. To accurately estimate channel parameters, such as the angles
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of arrival (AOAs) and the power of the signals, these methods deploy high-
directivity millimeter-wave (mmWave) large antennas to the UAVs and employ
high-computational complexity parameter estimation algorithms at the UAVs.
When the number of antenna elements is large and the dimension of parameters
to be estimated is high, these method would spend a tremendous amount of time
for parameter estimation. As a result, the task of real-time tracking cannot be
accomplished in practice.

In this paper, we propose a novel three dimensional (3D) mmWave-based
simultaneously multi-target sensing and tracking scheme for large antenna-
deployed UAV systems. By reasonably assigning tasks, the scheme fully considers
the computational capacity limit of UAVs and the time sensitivity of track-
ing tasks. By exploiting the low-rank and high-directivity nature of mmWave
multi-antenna channels, a new directional beamforming structure is presented
for the UAV, which can quickly estimate the rough horizontal AOAs and iden-
tify the number of moblie stations (MSs). We also propose a low-complexity
multi-target azimuth and elevation AOA estimation algorithm. The asymmet-
ric discrete Fourier transform (A-DFT) is employed to reduce the dimension of
received signals. By using the elevation estimates for azimuth AOA estimation,
the mismatching of the estimated parameters for different targets is also avoided.

Fig. 1. The considered simultaneously multi-target sensing and tracking scenario.

2 System Model

We consider a 3D mmWave-based simultaneously multi-target sensing and track-
ing problem, as shown in Fig. 1. We assume that the channel state remains
unchanged when the UAV receives M time-slot signals from the MSs at each
position, and the UAV flying at constant speed and constant altitude moves ΔP
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distance for every receiving M signals. Consider that a mmWave uniform cylin-
drical array (UCyA) with NR antennas is used at the UAV. The received signal
at the m-th time slot of the p-th (p = 0, 1, . . . , P − 1) position is given by [7]

rm,p = Hpxm,p + nm,p, (1)

where Hm,p ∈ C
NR×1, nm,p ∈ C

NR×1, and xm,p denote the channel matrix, the
Gaussian noise, and the transmitted signal at the m-th time slot of the p-th
(n = 0, 1, . . . , M − 1) UAV position, respectively. Since the UAV flies in the sky,
it is reasonable to assume that the signals can be transmitted from the MSs
to the UAV directly without being blocked. The channel matrix, Hp, can be
expressed as

Hp =
L∑

l=1

βle
−j2πfτla(φA,p,l, φE,p,l)P̃p, (2)

where L is the number of paths; βl is the complex amplitude of the l-th path;
a(φV,p,l, φH,p,l) is the array response vector with φA,p,l and φE,p,l being the
azimuth and elevation AOAs of the l-th path; τl is the time delay of the l-th
path and f is the frequency. In this paper, we assume that only the line-of-
sight (LOS) signals can be transmitted from the MSs to the UAV, and thus, the
number of paths is equal to the number of MSs. In the above equation,

P̃p = exp
(

j
2π

c
f(PH,p + PV,p)

)
, (3)

where PV,p and PH,p are the p-th distance of UAV from the origin decoupled
between the vertical and horizontal planes, which can be expressed as

PH,p = |p0| cos θ0 + ΔP cos θ1 + · · · + ΔP cos θp−1; PV,p = H0 (4)

where H0 is the flight altitude of UAV, p0 is the original position of UAV, and θp

is the p-th flying direction of the UAV. To simplify, we can let p0 be the origin
of coordinate, and thus, P0 = 0 and θ0 = 0.

The mmWave UCyA antenna array consists of NV horizontal layers of UCAs,
each having NH antennas, so NR = NVNH. The receive array steering vector is
constructed as

a(φA,p,l, φE,p,l) = aH(φA,p,l, φE,p,l) ⊗ aV(φE,p,l), (5)

where ⊗ denotes the Kronecker product,

[aH(φA,p,l, φE,p,l)]nH,1 =
1√
NH

exp
[
j
2π

c
fr sin(φE,p,l) cos(φA,p,l − ϕnH)

]

[aV(φE,p,l)]nV,1 =
1√
NV

exp
(

j
2π

c
fh(nV − 1) cos(φE,p,l)

)

are the array response vectors on the horizontal and vertical planes, respectively,
with nV = 1, 2, . . . , NV and nH = 1, 2, . . . , NH. r is the radius of each UCA; h
is the vertical distance between any two adjacent UCAs; c is the speed of light;
and ϕnH = 2π(nH − 1)/NH is the difference between the central angles of the
nH-th antenna and the first antenna of each UCA.
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3 Proposed Multi-target Sensing and Tracking Scheme

An illustration of the proposed multiple target positioning and tracking scheme is
shown in Fig. 2, which contains six tasks corresponding to six stages. Specifically,
at Stage 1, the UAV receives the signals of MSs from the directional beamformer.
The structure of the directional beamformer will be presented in Sect. 4, and the
received signals at this stage are used to plan the direction of UAV for multiple
target tracking and to estimate the number of MSs. The signals received at Stage
2 are used to precisely estimate the AOAs of MS. Due to the computing capacity
limit of UAV, only the low-complexity preliminary parameter estimation (Task
4) is processed by the UAV. After receiving the M -th time-slot signals, the UAV
sends the received (M − 1) signals at Stage 2 to the BS and starts to fly in the
planned direction for tracking. Accurate AOAs are estimated at BS (Task 6) by
using high performance computers to reduce the time. Note that in this scheme,
we assume that time used for preliminary and accurate parameter estimation
(i.e., Tasks 4 and 6) is shorter than the time used to finish Tasks 2 and 3,
respectively.

Fig. 2. The timeline and task specification of the proposed scheme.

4 Fast Preliminary Parameter Estimation

We first design a new directional beamforming, which can quickly accomplish the
task of preliminary parameter estimation by the UAV. As discussed in Sect. 3,
the received signals from the directional beamformer at Stage 1 are used for
preliminary parameter estimation. The beamforming matrix is expressed as
WD = WH,D ⊗ WV,D, where WV,D and WH,D are decoupled beamforming
matrices between the vertical and horizontal planes.
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By applying WD ∈ C
NR×NR to the received signal rm, the output signal

after directional beamforming (at Stage 1) can be expressed as

ym,p,D =
L∑

l=1

X̃m,p,l (WH,DaH(φA,p,l, φE,p,l)) ⊗ (WV,DaV(φE,p,l)) + WDnm,p

=
L∑

l=1

X̃m,p,l (ãH,D(φA,p,l, φE,p,l) ⊗ ãV,D(φE,p,l)) + WDnm,p (6)

where X̃m,p,l = βle
−j2πfτl P̃pxm,p.

We evenly divide the horizontal angle space into γ parts, and make the beam-
formers of UCyA point in such γ directions. Therefore, WH can be expressed
as

WH,D =

⎡

⎢⎢⎢⎣

BK,1 0NH−K,1

0K,1 BK,1 0NH−2K

...
...

. . .
...

0NH−K,1 BK,1

⎤

⎥⎥⎥⎦ ∈ C
γ×NH , (7)

where K = NH/γ. In the above equation, BK,1 = [b1, b2, . . . , bK ] is the beam-
forming weight coefficient matrix used to make the superimposed beams of K
successive horizontal antenna elements of aH(φA,p,l, φE,p,l) point in a certain
direction.

Since the horizontal angle space is evenly divided into γ parts, by detecting
whether some of beams receive signals from the MSs, we can roughly estimate
the horizontal AOAs of MSs. Assume ΘBH,p is the set of the indexes of the beams
receiving signals. The p-th flying direction of the UAV, θp, can be calculated by
θp =

∑
i∈ΘBH,p

ϕi, where ϕi is the central direction of the i-th beam.
We proceed to design the vertical-plane beamforming WV,D to estimate the

number of MSs by exploiting the sparsity of mmWave multi-antenna channels.
The vertical-plane beamforming WV,D is constructed as

WV,D = [UD,1,UD,2, . . . ,UD,NV ] ∈ C
NV×NV (8)

where

UD,ñV = [exp(−j
2π

NV
ñV), exp(−j

4π

NV
ñV), . . . . , exp(−j2πñV)]T (9)

with ñV = 1, 2, . . . , NV. Thus, we have

[ãV,D(φE,p,l)]ñV,1 =
1√
NV

sin (πñV − πfhNV cos(φE,p,l)/c)
sin (πñV/NV − πfh cos(φE,p,l)/c)

× exp (−jπ(NV − 1) (ñV/NV − fh cos(φE,p,l)/c)) . (10)

From (10), we can see that when ñV = NV
c fh cos(φE,p,l), the largest modular

of the elements in ãV(φE,p,l) can be obtained. In other words, the power of the
vertical-plane signal depends on the elevation AOAs. Therefore, we can calculate
the power of the output signal decoupled on the vertical plane, and use the
vertical beam selection method in [8] to estimate the number of MSs.
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5 Accurate AOA Estimation for Multiple Targets

In this section, we propose a low-complexity accurate AOA estimation method
based on the preliminary estimates obtained in Sect. 4. As discussed in Sect. 3, in
this paper, we use the (M−1) time-slot signals received from the omnidirectional
beamforming to estimate the AOAs of MSs. As a result, the central symmetry
structure of UCyA can be fully exploited for high-accuracy angle estimation.

We first apply A-DFT to the signals on the horizontal plane and then exploit
the convergence property of the Bessel function to reduce the dimension of
the signals. Define an signal transformation matrix WT = WH,T ⊗ WV,T ∈
C

(2Q+1)NV×NR , where WV,T = INV . The element of WH,T ∈ C
(2Q+1)×NH is

[WH,T ]q+Q+1,nH
= ej2π(nH−1)Q/NH , where q ∈ [−Q,Q] ∩ Z and P = �2πfr/c�.

Using the same way as (6), we can write the transformed signal as

ym,p,T =
L∑

l=1

X̃m,p,lãT(φA,p,l, φE,p,l) + WDnm,p, (11)

where ãT(φA,p,l, φE,p,l) = ãH,T (φA,p,l, φE,p,l) ⊗ aV,D(φE,p,l). According to the
Theorem 1 in [8], exploiting the convergence property of the Bessel function, we
have

[ãH,T (φA,p,l, φE,p,l)]q+Q+1,1 ≈ jqJq(�p,l)e−jqφA,p,l , (12)

where �p,l = 2π
c fr sin(φE,p,l) and Jq(�p,l) is the Bessel function of the first kind

of order q.
By using the estimation of signal parameters via rotational invariance tech-

niques (ESPRIT), the elevation AOA of the l-th MS can be estimated as

φ̂E,p,L = arccos [(jc ln(λV,p,l)) /(2πfh)] , (13)

where λV,p,l is the eigenvalue of Ψp.
We proceed to present a low-complexity developed multiple signal classifica-

tion (MUSIC) algorithm to estimate the azimuth AOAs. The azimuth AOAs are
estimated based on the orthogonality between the signal and noise subspaces,
i.e., Es,p,H and En,p,H, of received signal vectors of each UCA. Substituting φ̂E,p,L

in the MUSIC estimator, then the azimuth AOAs can be estimated by

φ̂A,p,l = arg max
ΦA,p,l

∥∥EH
n,p,HãH,T (φA,p,l, φE,p,l)

∥∥−2

F
. (14)

Note that in the conventional MUSIC algorithms, the above equation needs
to be solved by search the spectrum peaks within the entire azimuth angle space,
which is time-consuming. In fact, in our scheme, by using directional beamform-
ing to preliminarily estimate the azimuth AOAs at Stage 1, we have known
that the the azimuth AOAs of MSs only belongs to the coverage scopes of some
directional beams on the horizontal plane. Therefore, we can only search the
spectrum peaks within the coverage scopes of these directional beams to further
reduce the time.
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6 Complexity Analysis

In this section, we analyze the software complexity of the proposed proposed
multi-target sensing and tracking scheme. The complexity of horizontal AOA
estimation at Stage 1 is O(γN2

H). The FFT can be used to estimate the number
of MSs, whose complexity is O(NVlogNV) while searching the vertical beams
needs the complexity of O(NV). The computational complexity of performing
SVD to the received signal matrix is O(L3Q3N3

V). The complexity of elevation
AOAs estimation is O(QNV + L3). Estimating azimuth AOAs with 1D peak
search needs the complexity of O(L2Q + Q2LD), where D is the size of the
search dimension.

Fig. 3. The RMSE vs. the number of BS antennas for the estimation of AOAs. (a)
Azimuth AOA; (b) Elevation AOA.

7 Simulation Results

In this section, simulation results are presented to demonstrate the AOA estima-
tion performance of the proposed method. We set f = 27 GHz and assume that
there are three MSs. The moving speeds of MSs are 1 m/s, 0.5 m/s, and 2 m/s.
The UAV flies at an altitude of 20 m and moves 5 m every receiving M = 50
signals. The distance h between adjacent UCAs and the radius r of each UCA
are 0.5λ and 2λ, respectively, where λ = c/f is the wave length. Fig. 3 plots
the root mean square errors (RMSEs) of the estimated azimuth and elevation
AOAs with the increasing number of receive antennas. We compare the proposed
method with conventional MUSIC (C-MUSIC) [10] and the quadric rotational
invariance-based method (Q-RIM) [9]. As shown in Figs. 3(a) and 3(b), the pro-
posedmethod is worse than C-MUSIC and Q-RIM in terms of AOA estimation,
when the number of antennas is small. The reason is that under this conditions,



346 Z. Lin et al.

the proposed method may suffer from an inaccurate approximation in (12). How-
ever, as the number of antennas increases, the accuracy of the proposedscheme
improves faster than C-MUSIC and Q-RIM, and quickly outperforms these two
methods.

8 Conclusion

In this paper, the UAV-based simultaneously multi-target sensing and tracking
scheme has been presented, which considers the computational capacity limit of
UAVs and the time sensitivity of tracking tasks. The directional beamforming
has been designed for the UAV to quickly estimate the horizontal AOAs of
MSs and the number of MSs. The multi-target azimuth and elevation AOA
estimation algorithm has also been proposed. Simulations have demonstrated
the performance of the proposed scheme.
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Abstract. Unmanned aerial vehicle (UAV) has been widely used in dif-
ferent areas, where air-to-ground (A2G) channel characteristics are the
fundamental to design reliable UAV to ground communication systems.
For the channel measurement system with multiple transmitting anten-
nas, this paper designs two sounding sequences based on the root index and
nonlinear phase modulation, respectively. Due to the non-stationarity of
A2G channels, the traditional time-division multiplex mode is not appro-
priate for the multi-antenna A2G channel measurement system anymore.
The proposed sounding sequence can enable the measurement system to
transmit the sounding sequence simultaneously but do not increase the
complexity of data processing in the receiver. Meanwhile, the pros and cons
of two sequences are analyzed. Finally, the effectiveness of two proposed
methods is verified by the channel measurement in real A2G scenario.

Keywords: A2g channel measurements · Multiple antennas ·
Sounding sequence design · Nonlinear phase modulation

1 Introduction

Due to the advantages of low cost and strong maneuverability, unmanned aerial
vehicles (UAVs) have been expected to play an important role in future commu-
nication networks [1–3]. Compared with terrestrial communication, the air-to-
ground (A2G) communication is confronted with more challenges due to more
obvious three-dimensional (3D) channel characteristics [4]. Channel measure-
ment is considered as the most realistic way to obtain the characteristics of the
A2G channel [5]. Therefore, it is of great significance to deeply study the A2G
channel measurement.

Thanks to more flexible hardware structures, the time-domain channel mea-
surement system based on sliding correlation technology has been widely applied
in the A2G channel measurement [6–12]. So far, normally only one antenna is
mounted on the UAV side due to the hardware complexity and limitation of

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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UAV payload [7–9]. Therefore, they do not need to consider the transmitting
order of sounding sequences. With the development of multi-antenna commu-
nication and the increasing demand of angle estimation, some studies on A2G
channel measurement also involved multiple antennas on the UAV side [11,12].
Literature [12] uses a time-reversal space-time block code-based sequence as a
sounding sequence to extract the channels through which different transmitted
signals pass. Note that it is the easiest way to transmit the sounding sequence
from different transmitting antennas in time-division multiplex mode. However,
it could cause some deviations of measured channels between different pair of
antennas due to the non-stationarity of A2G channel.

To fill up this gap, this paper proposes two design methods of sounding
sequence for multi-antenna A2G measurement system to enable simultaneous sig-
nal transmitting and simplify the data processing in the receiver as well. The pro-
posed methods are also verified by the field measurements in real A2G scenario.

2 Channel Measurement System

The channel measurement system in this paper is divided into two parts, i.e., the
UAV transmitting unit and the ground receiving unit as shown in Fig. 1. In the
UAV transmitting unit, the signal processing module inside field programmable
gate array (FPGA) is mainly used to generate the sounding sequence. In the
ground receiving unit, the received data is processed in the software defined radio
(SDR) platform, where the hardware real-time correlation and optimization algo-
rithm are performed to extract channel impulse response (CIR). The industrial
computer and the disk array are used to display and store the CIRs for subsequent
analysis of channel characteristics, respectively. In addition, both the UAV trans-
mitting unit and the ground receiving unit are equipped with GPS modules for
recording the position and providing trigger signal. The overall hardware param-
eters of the measurement system are summarized as shown in Table 1.

Fig. 1. Block diagram of multi-antenna measurement system.
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Table 1. Summary of main components for the A2G channel measurement system.

Types Features

RX/TX GPS module L1 frequency (1575.42 MHz) / 1PPS(RMS) 20ns

FPGA signal processing module 70MHz ∼ 6GHz / Bandwidth 100MHz

High-power amplifier 600 ∼ 6000 MHz / Gain 42 dB

TX antenna 1400 ∼ 2700 MHz , 3200 ∼ 3900MHz

RX antenna 2.4 GHz±50 MHz, 3.5 GHz±40 MHz

RX SDR module 200 ∼ 4400 MHz / Bandwidth 100MHz

3 Sounding Sequence Design for Multi-antenna
Measurement System

3.1 Sliding-correlation-based Channel Measurement

In the multi-antenna A2G measurement system, the received signal of each
receiving antenna can be seen as the superposition of signal from different pair
of transceiver antenna, which can be expressed as

y(t) = x(t) ∗ hM×N (t, τ) (1)

where N and M represent number of transmitting antennas and receiv-
ing antennas, respectively. ∗ represents convolution operation. x(t) =
[x1(t)x2(t) · · · xN (t)]T represents the vector of transmitted signal, y(t) =
[ỹ1(t)ỹ2(t) · · · ỹM (t)]T represents the vector of received signal. hM×N (t, τ) is
a M × N matrix, and each matrix element corresponds to the channel
impulse response between m th (m = 1, 2, . . . ,M) receiving antenna and n th
(n = 1, 2, . . . , N) transmitting antenna, which can be further expressed as

hm,n(t, τ)=
L(t)∑

l=1

al(t)h̃m,n,l(t)δ(τ − τl(t)) (2)

where L(t) represents the number of effective propagation multipaths, and al(t)
and τl(t) represent the amplitude and delay of the l th path, respectively.
h̃m,n,l(t) represents the normalized channel complex fading.

In the sliding-correlation-based time-domain channel measurement system,
the sliding correlation operation is performed to obtain the CIRs. The output of
sliding correlation operation can be expressed as

rm,n(t, τ) = ym(t) ⊗ xn(t) =
N∑

k=1

hm,k(t, τ) ∗ xk(t) ⊗ xn(t) (3)

where ⊗ represents correlation operation. Note that when the same sounding
xk(t) is transmitted in each transmitting antenna, it is really hard to extract the
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CIR between different pair of transceiver antenna because rm,n(t, τ) is the super-
position of CIR between N transmitting antennas and mth receiving antenna.
Therefore, it is necessary to design different sounding sequence with low cross-
correlation for each transmitting antenna.

3.2 Sounding Sequence Based on Different Root Indexes

Note that the designed ZC sequences with different root indexes have low
cross-correlation results, which is a good option for multi-antenna channel mea-
surement system. Therefore, the sounding sequence for different transmitting
antenna can be expressed as

zr[p] = exp
(

− jπμrp(p + 1)
NZC

)
(4)

where p = 0, 1, ..., NZC − 1 , μr ∈ {0, 1, ..., NZC − 1} is the root index of the
ZC sequence, where NZC represents the sequence length. zr[n] represents ZC
sequences with different μr .Therefore, Eq. (3) can be rewritten as

rrm,n(t, p) = ym(p) ⊗ zrn(p) = NZChm,n(t, p) (5)

So the CIR between different pair of transceiver antenna can be expressed as

hm,n(t, p) = ym(p) ⊗ zrn(p)/NZC (6)

In order to verify the effectiveness of ZC sequences with different root indexes
, the simulation is performed in a measurement system with dual transmitting
antennas. The parameters of sounding sequence are set to NZC = 1023, μ1 = 1,
μ2 = 2.The simulation results are shown in Fig. 2. The test results in Fig. 2 (a)
and (b) are obtained by performing the sliding correlation for received signal
with the ZC sequences with μ1 = 1 and μ2 = 2 , respectively. It can be seen that
the CIRs between different pair of transceiver antenna can be well extracted,
which are also consistent with the preset CIRs.

Fig. 2. Sounding sequence verification based on different root indexes.
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Moreover, the dynamic range of the channel measurement system is also an
important index, which can be calculated by

D =
max(peakl(rm,n[t, p]))

max(peak({rm,n[t, p]|rm,n[t, p] �= peakl(rm,n[t, p])}))
(7)

where peak() refers to the peak value, peakl(ri,j [t, n]) represents the sliding cor-
relation peak of the l th propagation path. Although ZC sequences with different
indices have low correlation with each other, there is still have a certain impact on
the dynamic range of the channel measurement system. The theoretical dynamic
range of different root indexes can be expressed as

Dr
k =

max (peak(zrn[p] ⊗ zrn[p])

max (peak(
N∑

i=1,i �=n

zri [p] ⊗ zrn[p]))
(8)

where zrn[p] represents the ZC sequences with different root index transmitted
by the n th transmitting antenna.

We simulate the theoretical dynamic range of sliding correlation by using ZC
sequences with root indices μ1 = 1 and with different μ2 from 2 to NZC = 1023.
The simulated results are shown in Fig. 3. The abscissa is the different values
of μ2, and the ordinate is the theoretical dynamic range. It can be seen that
the theoretical dynamic range is changing along with different μ2. Therefore,
we should select appropriate root index for sounding sequences according to the
results in Fig. 3 to ensure better dynamic range.

Fig. 3. Dynamic range of designed sounding sequence with different µ2.

3.3 Sounding Sequence Based on Nonlinear Phase Modulation

In this section, another sounding sequence based on nonlinear phase modulation
is designed to compensate the disadvantage of the method based on different
root index. The sounding sequence based on nonlinear phase modulation can be
expressed as

zpm[p] = exp (−jπμp(p + 1)/NZC + jnϕ) (9)
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where n = 0, 1, ..., N − 1 represents the index of different transmitting antennas,
and ϕ represents the nonlinear phase, which can be written as

ϕ = −πμ((2n + 1)L + L2)/NZC (10)

where L represents the weights of phase modulation, which determines the value
of the modulation phase. Therefore, L should be neither too large nor too small.

The output result of sliding correlation based on the phase modulation
method can be expressed as

rpmm (t, p) = ym(t, p) ⊗ zpm(p) = NZC

N∑

k=1

hm,k(t, n + (k−1)L) (11)

where rpmm (t, p) represents the convolution result of signal received by the m th
receiving antenna, which includes all the channels that signals from different
transmitting antennas experince, and can be expressed as

hm,n(t, p) = rpm(t, p)/NZC , p = (n − 1)L(n − 1)L + 1, ...,nL−1 (12)

In order to further verify the effectiveness of proposed phase modulation
method, similar as Sect. 3.1. The simulation parameters are set as NZC = 1023,
L= 250. The simulation results are shown in Fig. 4. It can be found that the four-
path channel and the five-path channel are effectively separated and extracted.

Fig. 4. Simulation of designed sounding sequence based on nonlinear phase modulation.

For the sounding sequence based on phase modulation, only the phases are
changed but the values of the sequence remain unchanged. Therefore, the sliding
correlation of ZC sequences based on phase modulation will not be affected
by each other, which achieves good dynamic range. The dynamic range of the
sounding sequence based on different root indexes is much larger, which can be
visually found from the results in Fig. 2 and Fig. 4.
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Regarding to two proposed sounding sequence design methods in this paper,
they have their own pros and cons for different applications. For the sound-
ing sequence based on different root indexes, only the root index needs to be
changed for the sequence. Therefore, it is a great option for large-scale multi-
antenna measurement system. For the sounding sequence based on nonlinear
phase modulation, it has higher dynamic range but the length of sequence needs
to be changed which would be too long for large-scale multi-antenna measure-
ment system. Therefore, the proposed two methods can compensate each other.

4 Measurement Verification

In order to verify the effectiveness of the proposed two sounding sequence meth-
ods for multi-antenna design, this paper conducts the actual A2G measurement
in a campus scenario, as shown in Fig. 5.

Fig. 5. A2G measurement in a campus scenario.

The actual measurement uses two transmitting antennas and four receiving
antennas as a verification case. The parameters of sounding sequence based on
the root index are set to NZC = 1023, μ1 = 1, μ2 = 2. The parameters of
sounding sequence based on phase modulation is set as NZC = 1023, L1 = 0,
L2 = 250. The measurement system are configured with the carrier frequency
of 2.4 GHz and the sampling rate of 100 MHz. The measured results are shown
in Fig. 6. Because the distance between the transmitting antennas is very close,
the delay of the line of sight (LoS) path is basically the same. In Fig. 6(b),
the LoS path of the two channels differs by 250 points, which is exactly the
same as the setting parameter L2−L1. It can be seen that both of two proposed
methods can be used to effectively extract the CIRs when the sounding sequences
are transmitted from different transmitting antennas simultaneously, and the
sounding sequence based on phase modulation has larger dynamic range.
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Fig. 6. Measured results of two different sounding sequences.

5 Conclusion

In this paper, two sounding sequences for A2G channel measurement system
with multiple transmitting antennas have been proposed, i.e., sounding sequences
based on different root index and nonlinear phase modulation. In addition, the
effectiveness of the two methods has been verified by the actual A2G measure-
ment. Both the simulated and measured results have shown that the proposed
two methods can be used to extract CIRs between different pair of transceiver
antenna. The sounding sequences based on different root index is suitable for the
measurement system with a large number of transmitting antennas, and another
method is suitable for a small number of antennas but has larger dynamic range.
In the future, we will use the multi-antenna measurement sequence for MIMO
channel measurement and co-channel measurement.
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Abstract. Line-of-sight (LoS) probability is of great significance for reli-
able air-to-ground (A2G) millimeter wave (mmWave) communication.
In this paper, a machine learning (ML)-based LoS probability prediction
method for A2G mmWave communication is proposed. A fully connected
neural network optimized by Bayesian optimization is utilized to predict
LoS probability accurately with the type of scene, ground distance and
vertical height between unmanned aerial vehicles (UAVs) and ground
receivers as the inputs. For the difficulty of measured data acquisition,
massive channel data is generated by ray-tracing (RT) simulation under
the virtual scenarios reconstructed by statistical building characteristics.
Simulation results show that the proposed method is consistent well with
the RT simulation and verified the good performance of LoS probabil-
ity prediction in four virtual urban scenarios by comparison with other
existing models.

Keywords: LoS probability · A2G mmWave channel · Ray tracing ·
Machine learning · Bayesian optimization

1 Introduction

Unmanned aerial vehicles (UAVs) have been a significant component in 5G and
beyond 5G wireless communication. Due to its flexibility of deployment, UAVs
can be deployed as aerial base stations and access points, which can effectively
improve the quality and coverage of air-to-ground (A2G) communication. The
millimeter wave (mmWave) A2G communication with huge bandwidth can meet
the surging demand of high data rate and transmission quality [1]. The three-
dimensional mobility of UAVs and the propagation characteristics of mmWave
signal bring new challenges to the A2G channel modeling [2].

Line-of-sight (LoS) probability has a significant impact on the performance
of A2G channel modeling [3]. Urban scenario is the most common application
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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scenario in 5G and the LoS blockage of A2G channel is mainly involved in build-
ings [4]. Some standard models, such as International Telecommunication Union
(ITU-R) M.2135–1 [5], the Third Generation Partnership Project (3GPP) TR
38.901 [6], 5G Channel Model (5GCM) [7], calculated the LoS probability based
on massive data obtained from measurement campaigns. However, These empir-
ical models requires high cost measurement and are only suitable for specific
low-altitude environments. Several researches used the statistical geometry infor-
mation of the built-up scenarios in urban environments to derive the LoS prob-
ability prediction model [8–11]. However, these analytical methods are limited
by the complexity and inflexibility of theoretical derivation.

Recently, machine learning (ML) algorithms have been widely used in chan-
nel modeling and channel parameter estimation. ML methods can independently
analyze data characteristics, learn the potential complex relationship between
inputs and outputs, and predict the trend in data. Regarding related research
on LoS probability prediction, the authors in [12] presented an artificial neu-
ral network (ANN)-based model to predict the indoors LoS probability. And
a generative neural network consisting of a two-stage structure for mmWave
channel modeling was proposed in [13], in which a classify neural network is
used to model the link state probability. Due to the limited researches on ML-
based LoS probability prediction, a ML-based LoS probability prediction for
A2G mmWave communication by ray-tracing is developed. The LoS probability
of different A2G links is obtained by ray-tracing (RT) simulation in virtual urban
scenarios reconstructed by statistical building characteristics, which is used for a
fully connected neural network (NN) optimized by Bayesian optimization (BO)
training to achieve the accurate LoS probability prediction.

The rest of the paper is organized as follows. In Sect. 2, the ML-based LoS
probability prediction of A2G mmWave communication is proposed. Section 3
introduces the RT data acquisition and optimized neural network training in
detail. The simulation results and comparison with different existing models are
given in Sect. 4. Finally, the conclusions are drawn in Sect. 5.

2 The Proposed LoS Probability Prediction

In this paper, we consider the A2G links between the UAVs (also the transmit-
ters) and the ground receivers. The ground distance and vertical height between
UAVs and receivers are denoted as d and h, respectively. The framework of the
proposed LoS probability prediction is depicted in Fig. 1. It mainly includes RT
data acquisition, neural network training and optimization.

Firstly, the virtual urban scenarios with statistical building characteristics are
reconstructed due to its simplicity and generalization to more 5G application
scenarios. The LoS probability between UAVs and receivers of different A2G
links is obtained by RT simulation to meet the requirement of massive data.
Then, A fully connected neural network is built with the input of d, h, scene
type k and hyperparameter optimization is carried out by using BO to obtain the
optimal prediction model. Finally, Validation is conducted to prove that utilizing
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Fig. 1. The frame of the proposed LoS probability prediction.

the ability of the neural network can fit the complex non-linear relationship of
the input feature and output target, and achieve the accurate prediction of LoS
probability for A2G mmWave channel in statistical virtual scenarios.

3 Prediction Network Training and Optimization

3.1 Reconstructed Virtual Scenarios and Data Collection

The urban scenarios based on the statistical characters of buildings are recon-
structed to get LoS probability data by RT simulation. In order to cover a wide
range of building distribution in urban environments, ITU-R P.1410 [14] pre-
sented three statistics parameters {α, β, γ} to describe the geometrical statistics
characteristic of the building deployment, where α denotes the ratio of build-
ing area to total land area, β denotes the mean number of buildings per square
kilometer, γ denotes the parameter used to generate the Rayleigh distribution
heights of the buildings, which can be expressed as

P (h) =
h

γ
exp(− h2

2γ2
). (1)

The four generated statistical scenarios are selected as mentioned in [15].
For a brief representation, these scenarios limited to 500 m × 500 m region are
depicted in Fig. 2. The buildings are supposed to be square and deployed in
regular grid. The width of the buildings and streets denoted by W = 1000

√
α/β

and S = 1000/
√

β − W [16]. RT simulation is utilized in these reconstructed
scenes to determine whether there is an LoS path in each A2G link. Each PLoS

d,h

corresponding to different d and h is calculated by at least 500 data to ensure
the accuracy, which is expressed as

PLoS
d,h =

NLoS
d,h

NALL
d,h

, NALL
d,h > 500 (2)
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where NLoS
d,h denotes the number of LoS paths in A2G links, NALL

d,h denotes the
number of all A2G links of d and h.

Fig. 2. An illustration of the four reconstructed scenarios.

3.2 NN-based LoS Probability Prediction Network

In order to predict LoS probability accurately by massive RT simulation data,
a fully connected neural network shown in Fig. 3 is proposed. The dataset D =
{(x, y)} is obtained by the RT method. The input vector of NN is denoted by
x = (d, h, k), where k is converted to 4-dimensional vector by using one-hot
encoding. y is corresponding LoS probability, also the target output of NN. We
split D into training set Dtrain and test set Dtest by a ratio of 7: 3 for each
scene category. The neural network is employed to fit the LoS probability model
PLoS(x) on Dtrain and evaluate performance on Dtest.

Fig. 3. The structure of the proposed fully connected NN.

For the proposed full connected NN, ReLU is used as the nonlinear activation
function for each hidden layer and Sigmoid is used for output layer to limit the
probability output to [0,1]. The loss function of this NN is defined by the mean
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square error (MSE) between the prediction PLoS(x) and target output y, which
can be expressed as

L(x, y) = E

[
(PLoS(x) − y)2

]
(3)

when (x, y) ∈ Dtrain, the NN minimizes L(x, y) by backpropagation algorithm
to update the connection weights and bias. When (x, y) ∈ Dtest, L(x, y) is used
for the evaluation of model accuracy and generalization on unseen dataset.

3.3 Hyperparameter Optimization of NN

The setting of hyperparameters before training has direct influence on the per-
formance of neural network. Bayesian optimization can use prior information to
find the best hyperparameters combination of machine learning algorithm con-
sidered as a complex function quickly with less cost. In this paper we use BO
with Gaussian process prior to tune the three hyperparameters of the neural
network, i.e., the number of layers, the number of nodes and the learning rate.

To employ BO first is to give the objective function and the bounded sets of
hyperparameters first. We use the mean of the k-folded cross-validation loss func-
tion as the optimization objective function and split up the training set Dtrain

into training set D′(i)
train and validation set D′(i)

valid in the process of optimization

θopt = arg min
θ∈Θ

(f(θ)) = arg min
θ∈Θ

(
1
k

k∑

i=1

L(θ;D′(i)
train,D′(i)

valid)) (4)

where θopt denotes the optimal hyperparameter combination, Θ denotes the
search space of the hyperparameters composed by the number of layers (1 to
5), the number of nodes (3 to 200) and learning rate (10–5 to 1), and k is
set to 5. We use Gaussian process as the surrogate model to get a posterior
approximating the objective function and use this posterior to construct the
expected improvement (EI) acquisition function to select the next evaluation
until the minimum is found. The optimization process iterates 50 epochs to find
θopt and the hyperparameters of proposed NN are tabulated in Table 1.

Table 1. Hyperparameters of the Proposed NN

Hyperparameter Value

Number of layers 4

Number of nodes 193

Learning rate 0.00109

Optimizer Adam

Epochs 500

Batch size 512
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4 Simulation and Validation

The simulation setup of employing ray tracing in urban environment is as follows.
The size of ground terrain is 1 km × 1 km. Considering the simulation time and
randomness of data acquisition, the receivers are set in grid deployment with
the resolution of 10m, which are fixed 2 m above the ground. And the UAVs are
placed randomly at every 5 m of the height in the range of 10 m to 1000 m m.
The simulation is carried out in 28 GHz with bandwidth of 500 MHz and provide
the LoS state of each A2G link in four virtual urban scenarios.

The proposed NN is trained by the RT data obtained by the simulation
settings, then we get the NN-based model of LoS probability prediction for A2G
mmWave communication in four urban environments and the MSE calculated on

Fig. 4. Comparison with different models in urban scenarios. (a) LoS probability VS
ground distance (b) LoS probability VS elevation angle.
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Dtest is 0.0003903. To verify the validity of the proposed method, we compare
with RT simulation data generated randomly from Sect. 3.1, 3GPP standard
model, 5GCM model, and models in [8] [10]. The LoS probability of different
models with respect to d in four different height (30 m, 200 m, 500 m, 1000 m m)
is shown in Fig. 4(a)

The simulation results in Fig. 4(a) shows that the proposed method matches
well with the RT simulation and the prediction result with the same trend as
models in [8,10] verifies the good performance and validity of the proposed net-
work, while 3GPP and 5GCM standard models are close to each other at low
altitude cases and the LoS probability is higher than RT simulation. This result
is same as that in [11], as these standard models fail to capture the statistic
characteristics of the building height and deployment. For a better representa-
tion and comparison in two dimensions, the elevation angle φ = arctan(h/d)
is used to depict LoS probability in Fig. 4(b). From Fig. 4(b), we can get that
these four statistical scenarios have different effects on LoS probability. With
increase of the density and average height of buildings, the possibility of build-
ings blocking the LoS paths also increases. Compared with the existing A2G
models in [8,10], the proposed approach shows the similar trends and has better
consistency with RT simulation data in four statistics scenarios.

5 Conclusion

In this paper, we have proposed a LoS probability prediction based on ML
method for A2G mmWave channel in urban environment. The proposed method
has reconstructed four virtual urban scenarios according to the statistical build-
ing characteristics and RT simulation has been employed to obtain massive LoS
probability data of each A2G link. A fully connected neural network optimized
by Bayesian optimization has been constructed to predict the LoS probabil-
ity with type of scene, ground distance and vertical height between UAVs and
ground receivers. Simulation results have shown that the MSE of the proposed
neural network on test set is 0.0003903, and compared with the standard models
and other existing models, the proposed method can maintain better consistency
with the RT simulation and has better performance in LoS probability prediction
in four virtual urban scenarios.
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