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Traffic Flow Prediction Based
on ACO-BI-LSTM

Guo Jincheng and Pan Weimin(B)

College of Computer Science and Technology, Xinjiang Normal University, Urumchi 830054,
China

379483304@qq.com

Abstract. For traffic flow forecasting task exists for the future traffic flow predic-
tion accuracy is low, lack of generalization and the deep learning model and such
problems as incomplete, is put forward based on the two-way LSTM traffic flow
prediction model of ant colony algorithm, ant colony algorithm for Bi - LSTM
network layers, the number of neurons, batch size, number of training to optimize
the parameters. In this paper, experiments are carried out on two public data sets
of daily traffic flow in Bao‘an District published by California Highway and Shen-
zhen government open platform. RMSE andMAE are taken as evaluation indexes.
The results show that ACO-BI-LSTM model has strong optimization ability and
better prediction performance.

Keywords: Traffic flow prediction · Ant colony algorithm · Bidirectional short
and long time memory network

1 Introduction

For the traffic flow of a city or region, the prediction of people flow can prevent the occur-
rence of some sudden accidents. With the great development of artificial intelligence,
many machines learning and deep learning models have emerged, but traffic flow data
has the characteristics of large scale, high dimensionality and dynamic change over time,
and it is a great challenge to achieve accurate traffic flow prediction [1]. Early traffic flow
prediction was mainly based on mathematical methods such as mathematical statistics
and calculus, such as historical averagingmodel, time seriesmodel, Kalman filter model,
parametric regression model [2] Zhong et al. proposed a genetically optimized artificial
neural network (GA-ANN) model developed and tested, the former predicting traffic
flow every 5 min within 30 min, and the latter being used to predict the traffic every
5 min on the four lanes of Beijing’s urban arterial roads [3]. The Bi-LSTM highway
traffic flow prediction model based on multiple factors proposed by Zhang Wei et al.
has stronger adaptability and higher accuracy in the short-term prediction of expressway
[4].

The abovemethods improve the accuracyof trafficflowprediction, but the parameters
mainly rely on expert knowledge, and subjective factors have a great impact on themodel
effect. Traffic flow data has time series, and the time-dependent extraction effect of the

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): AIC 2022, LNEE 871, pp. 1–10, 2023.
https://doi.org/10.1007/978-981-99-1256-8_1
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current model on the data is not good, resulting in the general prediction effect of time
series data. Aiming at these two problems, this paper proposes a traffic flow prediction
model based on ACO optimized Bi-LSTM. Therefore, it has its unique advantages in
traffic flow prediction problems, and combines the global optimization ability of ant
colony optimization algorithm to optimize the Bi-LSTM model. By comparing HA,
SVR, BP, LSTM, GRU and other methods, the results show that the ACO-Bi-LSTM
model has better prediction results and stronger generalization ability.

2 Ant Colony Optimization Algorithms

The ant colony optimization algorithm is a kind of simulation optimization algorithm
that simulates the foraging behavior of ants, and the basic idea of applying the ant
colony algorithm to solving optimization problems is: the walking path of the ant is used
to represent the feasible solution of the problem to be optimized, and all the paths of
the entire ant colony constitute the solution space of the problem to be optimized [5].
Ants with shorter paths released more pheromones, and with the passage of time, the
accumulated pheromone concentration on the shorter path gradually increased, and the
number of ants choosing this path increased. In the end, the entire ant will concentrate
on the optimal path under the action of positive and negative feedback, and the optimal
solution to the problem to be optimized will be corresponded [6].

2.1 State Transition Rules

The ant’s choice of the next walking path is determined by the probability formula:

Pk
ij(t) =

∫ [τ ij (t)]α [nij (t)]β∑ [τ ij (t)]α [nij (t)]β

0,j/∈Jk (i)
jεJk(i) (2.1)

Pk
ij(t): The probability that the kth ant in the t generation chooses from i to j;

α: Pheromone factors;
β: The relative importance of the heuristic;
nij: Heuristics;
Jk(i): Ant K currently has a choice of cities;

α and β represent the relative influence of pheromone and heuristic information on
the construction of candidate solutions.The higher the α value is, the more likely the
ant is to choose the previous path. The higher the β value is, the more likely the state
transition probability is to be greedy [7].

2.2 Pheromone Update Rules

When all ants complete an iteration, the pheromone concentration on the path changes,
so the information needs to be updated.

τij(t + 1) = (1 − ρ)τij(t) + �τij (2.2)
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where τij(t), t represents the pheromone concentration on the path at time t, ρ is a
pheromone volatile factor,1 − ρ Indicates a residual factor, ρ The size determines
whether the path is continued to be searched. �τij = ∑m

i=1 �τ kij , Represents the sum of
the pheromones left by m ants on the path from i to j.

3 Bi-LSTMModel

The bidirectional long-short-time memory network is a combination of forward LSTM
and backward LSTM.Models in LSTM Only the information “above” is used, and the
information of “below” is not taken into account, in a real scenario, the prediction
task needs to take into account the information of the entire input sequence. Bi-LSTM
combines the information of the input sequence in both forward and backward directions
based on LSTM, for the output of the t-moment, the forward layer has the information
in the input sequence at the t-moment and before the t-moment, and the backward layer
has the information at the t-moment and after the t-moment (Fig. 1).

Fig. 1. Bi-LSTM structure diagram

The Bi-LSTM core unit is the LSTM structure, which consists of three gates and a
memory unit,As shown in Fig. 2, the three gates are the input gate, the forgotten gate,
and the output gate,Ct is a cellular state.The forgetting gate determines what information
is discarded from the cellular state, reading the output of the previous cell and the input
of the current cell,Output a value between 0 and 1 to the neural unit of Ct-1,where ‘1’
means full retention and ‘0’ means complete abandonment [8].

Fig. 2. The internal structure of the LSTM
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At present, the Bi-LSTMmodel has been successfully applied to named entity recog-
nition tasks [9], Trajectory prediction tasks [10], Problem classification [11], Sentiment
analysis [12] fields. The bi-LSTMmodel also applies the two-waymemory ability of time
series to the traffic flow prediction task, and deeply extracts the temporal characteristics
of traffic flow data to improve the prediction effect.

4 ACO-Bi-LSTM Forecasting Model

In response to the above question 1: The traffic flow data with time series attributes is
not predicted well; Problem 2: The parameter setting of deep learning neural network
relies on expert knowledge, and subjective factors have a great impact on the model
effect and lack of generalization. Construct an ACO-Bi-LSTM model in which the
Bi-LSTM submodule extracts the time dependence of time series data, and the ACO
module performs a tune on the Bi-LSTM module. Improve the accuracy of traffic flow
data prediction, and different data sets optimize parameters through ACO Algorithm to
Improve generalization.

4.1 Model Framework

The main process steps of the model are: 1) Construct ant solutions and initialize ant
populations; 2) Update the pheromones of each ant’s path, the local pheromones; 3) The
mean squared error of the Bi-LSTM neural network is used as a function of fitness; 4)
Pheromones are updated globally, and if the fitness value is optimal, proceed to the next
step, otherwise return to step 1; 5) Enter the optimal hyperparameters into the Bi-LSTM
for training.

4.2 Ant Colony Algorithm Optimizes Model Parameters

The hyperparameters associated with the Bi-LSTM model are the number of neural
units, the number of hidden layers, the activation function, the optimization algorithm,
the batch size, the number of iterations, and so on. The ant colony optimization algo-
rithm is used to find the number of optimized hyperparameter solutions to the space
[Bi-LSTM neurons (B_nums), Bi-LSTM hides the number of layers(B_deeps), Batch
size(batch_size), Number of trainings(epochs)].

4.3 Model Training

Divide the processed dataset into training and test sets on an 8:2 basis and enter the
Bi-LSTM network.The first stage of training the Bi-LSTM network is to find the opti-
mal solution space as an adaptability function, aiming for the minimum mean squared
error (MSE).The optimal solution space obtained in the first stage, that is, the network
hyperparameters, is fed into the Bi-LSTM network for the second stage of training, and
the model is trained using the training set, the performance of the model is verified on
the test set and the mean squared error is output for model evaluation. Set dropout to 0.2
and use L2 regularization to prevent overfitting during training, the training process is
as follows:
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1. Build training and testing sets in an 8:2 ratio

2. Initialize the initial solution of the ant colony system

3. Bi-LSTM is trained as an adaptability function, iterating with the MSE minimum as the goal

4. Outputs the optimal hyperparametric solution space for the Bi-LSTM network

5. The optimal hyperparameter Bi-LSTM network is trained, and loss convergence stops
training

6. Test set testing, output model evaluation criteria

5 Experimental Analysis

6 Data Preprocessing

(1) Dataset processing
The California Highway dataset is collected every five minutes by sensors set

up every five minutes around the highway, and the experiments in this paper set the
time step according to the time interval of this dataset. The traffic data of Bao’an
District has been collected intermittently since 2017 and is currently updated to
November 4, 2021, with a total of 1268 pieces. The data items include data time,
traffic flow, average speed, head distance, average lane occupancy, long traffic,
medium traffic, etc. This paper extracts the traffic flow data for experiments. For
the sake of experimental uniformity, the daily data of the dataset is processed into
a five-minute interval by averaging.

(2) Data normalization
The normalization process of data is tomap the data uniformly to the [0, 1] inter-

val, in order to remove the unit limit of the data, it is converted into a dimensionless
pure value, which is convenient for different units or magnitudes of indicators to
operate [14]. In this paper, the min-max normalization method is used to process
the data, that is, for the original traffic flow datax1, x2, x3,…, xn:

yi =
xi − min

1≤j≤n

{
xj

}

max
1≤j≤n

{
xj

} − min
1≤j≤n

{
xj

} (5.1)

yi is the result of normalization, yi ∈ [0, 1]. The convergence speed and accuracy
of the normalized model are significantly improved.

7 Model Evaluation

This experiment uses two widely used machine learning evaluation metrics to
evaluate the prediction model: (1) Root Mean Square Error (RMSE): RMSE =√

1
m

∑m
i=1 (yi − y∗

i)
2; (2) Average Absolute Error (MAE): MAE = 1

m

∑m
i=1

∣∣yi − y∗
i

∣∣;
Where yi and y∗

i represents the true and predicted values, respectively,mis the number
of time steps for the forecast [5].
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8 Analysis of Results

The Bi-LSTM network input time step is 12, which is a one-step prediction using data
from the past hour. Figures 3(a) and (b) show the loss curve obtained by the ACO-Bi-
LSTM model with MSE as a loss function on the training and test sets. Figures 4(a)
and (b) compare the model prediction results with the real data, and intuitively show the
fitting effect of the model, which has a good fit effect on the conventional data in addition
to the extremely high and low values in the data set, which proves that the model has a
strong fit ability for time series data.

Fig. 3. Loss curve
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Fig. 4. Data fitting curve

The model in this paper is experimentally compared with the following baseline
model:

HA [13], SVR [14], BP [5], LSTM [15], GRU [16].
The population size of the ant colony optimization algorithm is generally set to 1.5

times the parameters to be optimized, and the parameter settings are as shown in Table
1:

Table 1. Ant colony algorithm parameter setting table

Parameter value

Populations are small and large 6

Number of iterations 100

Pheromone factors [1, 4]

Pheromone volatile factor [0.2, 0.8]

Heuristics [2, 5]

The importance of the heuristic factor 2
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Table 2 is the comparison results of RMSE and MAE on two datasets of the five
models, and both RMSE andMAEmaintain the best performance on the data set. On the
California highway dataset, ACO-Bi-LSTM decreased by 2.78% and 2.30% compared
to the optimal LSTM models RMSE and MAE, respectively,On the traffic flow dataset
in Bao’an District, RMSE decreased by 6.00% compared with the best BP and MAE
was reduced by 12.71% compared with the best GRUs. This paper shows that the ant
colony algorithm can improve the performance of the Bi-LSTM model.

Table 2. Comparison of effects of different models

California Transportation Dataset Traffic data set of Bao’an
District

model RMSE MAE RMSE MAE

HA 71.17 54.74 64.86 36.81

SVM 22.48 17.45 41.40 30.02

BP 22.26 17.24 37.79 29.15

LSTM 21.54 16.47 40.79 25.92

GRU 21.73 16.69 41.06 25.32

This article model 21.65 16.33 36.27 24.79

Figure 5 is a fitting curve of six models and real data, which can be seen that the
ACO-Bi-LSTMmodel has stronger fitting ability and can better capture the change trend
of real data.

Fig. 5. Prediction results compared with real data

9 Conclusion

In this paper, an ACO-Bi-LSTM model based on ant colony algorithm optimization of
bidirectional long-short-time memory network is proposed, which optimizes the hyper-
parameters of bidirectional long-short-time memory networks by ant colony algorithm
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to obtain an optimal set of hyperparameter solution spaces. By comparing the baseline
models such as HA, SVM, BP, LSTM and GRU on the California Highway Dataset
and the Bao’an District Traffic Dataset, it is found that the model has the best effect
under the two evaluation indicators of RMSE and MAE, and the prediction accuracy
is higher. The ACO-Bi-LSTM model has broader applicability and greater accuracy in
data prediction. The ACO-Bi-LSTM model only makes one-step predictions, and does
not take into account the influence of multivariate factors on traffic flow, and future work
will consider multivariate factors input to neural networks for single- and multi-step pre-
dictions to further improve accuracy. In addition, traffic flow data has spatio-temporal
properties, and how to extract temporal and spatial correlations is also the focus of future
work.
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Abstract. This paper analyses the research and application of Natural Language
Processing (NLP) technology in the management of construction projects, aiming
at the problems such as the expansion of the scale of construction projects and
the increasing number of document information, the difficulty and complexity of
their management, the inefficiency and complexity of traditional manual collation
and induction, the inability of technicians to fully, timely and efficiently consult,
modify and improve document information, resulting in the degradation of project
performance. Convert unstructured documents in the field of architecture into
structured information to solve common problems in architecture.

Keywords: Natural language processing · Construction project management ·
Contract risk · Knowledge graph

1 Introduction

With the rapid development of artificial intelligence technology, natural language tech-
nology is becoming more and more mature, computers understand human language
through machine learning. From basic semantic similarity, dependent syntax analysis to
applied human-machine interaction and report analysis,NLPhas showngreat application
prospects in various fields. How to better apply natural language processing technology
to construction document management is a meaningful research that can solve many
practical problems.

Document management of construction projects is the process of collecting and
managing various types of project documents throughout the construction life cycle.
Project document is a very important data resource and data wealth in the life cycle
of a building. By building a construction project management system, the differences
between project document management based on natural language processing technol-
ogy and manual project document processing in the key indicators of recall rate (1),
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accuracy (2), timeliness, F1 value (3), etc., are verified, which provides strong support
for subsequent research.

Recall(R) = count(correct)
count(correct)+count(lose) ∗ 100% (1)

Precision(P) = count(correct)
count(correct)+count(false) ∗ 100% (2)

F1 = 2 ∗P ∗R
P+R (3)

2 Introduction to Natural Language Processing

Natural language processing refers to the computer processing of natural language in all
aspects, including the input, output, recognition, analysis, understanding, generation of
text, and so on.

(1) Named Entity Recognition: Named Entity Recognition (NER) refers to the recog-
nition of entities with specific meaning in the text. It is a basic task in natural
language processing. In short, it identifies named designations from the text and
paves the way for subsequent tasks.

(2) Part-of-speech labeling: also known as part-of-speech labeling, refers to labeling
the part-of-speech of aword resulting fromaword division according to its original
meaning; It can be determined that each word is a part-of-speech process such as
a noun or verb or an adjective.

(3) Synonym Analysis: Common methods of synonym analysis include dictionary-
based synonym analysis and dictionary construction using a variety of open source
dictionary expectations.

(4) Dependent grammar analysis: The analysis of the dependency relationships among
the components of a language unit to explain their syntax structure.

(5) Word Position Analysis: By modeling the position of words in an article, different
weights are given to different positions, which can better vectorize the article

(6) Semantic normalization technology: refers to the identification ofwords or phrases
with the same meaning from the article, and then the digestion of the reference,
making a referential transformation from different descriptions with the same
meaning in the document to the same meaning.

(7) Text Error Correction Technology: To correct all kinds of errors in text, first find
the errors (such as misspellings, disorder and incomplete information), and then
make different corrections for the errors.

(8) Tag extraction: Use phrases or words as a summary of the main content of a
document.

(9) Text similarity technology: Find similar parts of text or similar content in text, and
use semantic normalization technology to process.

(10) Document classification technology: Under the conditions of a specific classifi-
cation system, the process of automatically determining the type of text based on
the content of the text to understand the meaning of the full text and the theme of
the text.
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Themainmethods used inNLP are rule-based, statistics-based and in-depth learning.
Rule-basedmethods require technicians tomanuallywrite knowledge representation and
invoke rules to develop algorithms. The statisticalmethod is to try to build a large number
of corpus and lexicon so that the machine can learn the text features according to the
probability model and train the language model. Depth-based learning is a feature-based
learningmethod, which obtains the distributed eigenvalue representation of data through
the non-linear processing of multiple hidden layers. Table 1 shows the common NLP
methods.

Table 1. Common NLP methods

Common method Rule-based Statistics-based Depth Learning-based

Algorithm model If-then expert system KNN Word2vec

Regular expression matching SVM CNN

NBC LSTM

DT Transformer

HMM BERT

CRF

3 Application of NLP Technology

3.1 Application of Risk in Construction Contract

From project initiation to construction, operation and maintenance of a project generally
go through many stages, such as project initiation, feasibility study, conceptual design,
further design, construction, operation and maintenance. Among them, the construction
stage is often the easiest to lead to project contract disputes. Because of the complex-
ity of the project itself, as well as reasons such as inadequate communication, market
fluctuations, construction project contract disputes often occur during the long imple-
mentation process. Through the legal clauses and causes of action cited in the litigation
cases of contract disputes, this paper explores the weak links in risk management of
construction contracts, identifies the frequent risk points of legal risks in construction
contracts, and gives corresponding preventive and control measures against the identi-
fied risk factors. In order to provide reference and reference for risk management and
signing of construction contracts in practice.

First, based on the analysis of keyword statistics, the keyword weights are calculated
by TF-IDF algorithm. TF-IDF index can be considered as the product of TF value and
IDF value, where TF is the frequency of words (the frequency of words appearing in
articles) and IDF is the frequency of reverse files (the fewer articles containing a word,
the larger the IDF, the better the category discrimination of this word). Considering
the particularity of project text, the importance of text with different characteristics
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varies according to the location, length and part of speech of the vocabulary in the text.
Therefore, the TF-IDF algorithmmodified by Python is used to extract the text keywords
of engineering projects. Formula reference (4), formula (5) formula (6) are calculated.
In the TF-IDF model, the importance of a word is related to two factors: the first is
the number of times it appears in a document, and the second is the number of times it
appears in the corpus, which together determine the importance of a word.

TFw = The number of times the word w appears in a document
Number of all words in this document (4)

IDFw = log
(

Number of documents in the corpus
Number of documents containing the word w+1

)
(5)

TF − IDFw = TFw ∗ IDFw (6)

Then, based on the analysis of the citation frequency of legal provisions, through the
statistics of the legal provisions cited in the judgment documents, the frequency of the 20
provisions with the highest frequency accounts for more than 80% of the total frequency.
Through the analysis of the 20 provisions, it is found that the project payment disputes,
qualification problems and contract invalidity are the main reasons for the construction
contract disputes of construction projects.

Finally, the statistics of qualification cases and the analysis of relevant cases show
that qualification problems often involve the identification of contract effectiveness. At
the same time, it is necessary to reasonably allocate the number of fault behaviors of both
parties in the invalid contract, so as to allocate fault liability. According to the statistics
of project payment disputes, it is found that project payment disputes are one of the main
risk sources leading to contract litigation disputes; In the case of project payment dispute,
because the facts of the case are generally clear, the claim for the payment of project
payment is easy to be supported by the court with sufficient evidence. In view of the
above risks, by improving the qualification system, strengthening supervision and review,
improving the deposit system, preventing project payment disputes, adjusting measures
to “things”, optimizing the design of contract terms, establishing and improving risk
prevention and control measures, we can help the healthy and sustainable development
of construction contracts.

3.2 Visual Analysis of Building Safety Knowledge Atlas

The characteristics of the construction industry, such as high risk, disorder and com-
plexity, environmental dynamics and large amount of information, make it one of the
industries with the highest incidence of safety accidents. At present, the research on
construction safety is mostly carried out in the form of text combined with model, lack-
ing the intuitive expression of the current situation analysis and development trend of
this field, and the research of econometric analysis and visual analysis. The knowledge
map can form a graph combining the relationship between knowledge development and
structure, mine the implicit information of data, and integrate a large number of literature
content to obtain visual information. As shown in Fig. 1, the type distribution diagram
of engineering safety accidents is shown. CiteSpace III software is the most popular
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Fig. 1. Distribution of types of engineering safety accidents

research tool, which can draw a dynamic knowledge map in multiple and time-sharing,
In order to deeply understand the research status in the field of building safety in China.

Using quantitative methods, CiteSpace III software is used for literature visual anal-
ysis to identify the trend and dynamics of literature research. For the visual analysis of
building safety knowledge map, based on the bibliometric analysis of literature data, the
annual average number of documents issued in the field of building safety is classified
and counted. It is found that the number of documents issued is increasing year by year,
It shows that scholars pay more attention to this field and become mature and perfect in
the application of theories and technical methods. Based on the statistics of the research
paper authors, the domestic research authors in the field of building safety are counted,
the cooperative relationship between the authors is clarified by using the knowledge
map, the research direction of important teams is tracked, and the research hotspots in
the field of building safety are found. Through analysis, it is found that the representa-
tives of domestic building safety research are concentrated in Colleges and universities,
and college personnel are the main force in the field of building safety research. Based
on the analysis of major research institutions, CiteSpace III’s “institution” is used to
analyze the distribution of research institutions in the sample data. It is found that the
frequency of research institutions has a significant relationship with the institutions to
which important authors belong. The number of main authors has a positive effect on the
publication frequency of institutions, and important authors in institutions are an impor-
tant factor affecting their number of papers, Domestic research institutions in the field
of building safety are mainly composed of major universities. Based on the distribution
analysis of published journals, the published journals are classified, and it is concluded
that the research papers in the field of building safety are mainly concentrated in safety
science and building science, followed by university journals. The research on building
safety has gradually become a trend.
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3.3 Research on BIM Visualization Based on Knowledge Map

BIM (building information modeling) is a landmark intelligent innovation platform in
the construction industry. The core of BIM is to provide a complete and consistent
construction engineering information base for the model by establishing a virtual three-
dimensional model of construction engineering and using digital technology. Therefore,
based on the theory of literature statistics, CiteSpace III software is used to sort out and
analyze the relevant research in BIMfield in SCI and core journals at home and abroad in
recent 8 years, So as to timely grasp the latest direction and practical application of BIM
research, Fig. 2 shows the map of hot knowledge in BIM field, So as to strengthen the
application research of standards, specifications and building information management
in BIM field, Continuously improve the theoretical framework related to BIM field
in China; It provides guidance and reference for the theoretical research and practical
application in the field of BIM.

Fig. 2. Map of hot research knowledge in BIM field

The development and flow of information are abstract. CiteSpace III software is used
to analyze the current situation and development trend of domestic construction safety
field, analyze the research literature in the field of construction safety through the knowl-
edge map theory, and draw the knowledge map in a visual way. By drawing the visual
knowledge map of literature from the aspects of data measurement of literature sam-
ples, author cooperation, organization distribution and journal distribution, we find the
influential authors, institutions, journals and their cooperative relations in this research
field; Using keyword atlas analysis to find the hot issues in this field; Using Timeline
view and time zone view, combined with the analysis of emerging words, to clarify the
research frontier and development trend in this field, which will provide reference and
reference for the future research trend of domestic construction safety management.

4 Conclusion

NLP technology has made some progress in the direction of construction engineering
management, both at the technical and application levels. It transforms unstructured
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documents in the construction field into structured information, which is convenient for
efficient induction and management of construction project document information and
realizes the automatic management of construction documents; Accelerate the progress
of domestic application research and implementation, and the construction project man-
agement based onNLP technologywill bring greater benefits to the construction industry.
This paper provides reference for the follow-up application research of NLP technology
in the field of engineering management.
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Abstract. With the rapid development of industry 4.0 technology, the demand
for real-time 3D rendering technology in all walks of life is unprecedented, espe-
cially in architectural design and planning, In view of the problems existing in
traditional design planning, such as creativity is difficult to express immediately
and intuitively, 2D drawings are complex and difficult to understand, workflow
is chaotic, and it is difficult for all parties to coordinate and review, This paper
analyzes the real-time seamless collaborative creation of SketchUp and twinmo-
tion as a reference to solve the above problems, and uses three cases to analyze
the media output from preliminary conceptual design to film and television photo
level, in order to build a concise architectural visualization workflow in the spirit
of open innovation.

Keywords: Real time 3D visualization · SketchUp · Twinmotion

1 Introduction

The construction industry has entered the era of rapid development of informatization,
and real-time 3D rendering technology is booming. More and more people in the archi-
tecture and construction (AEC) industry use this technology to assist in architectural
design and planning. Sketchup (Sketch Master) is an excellent tool for the creation of
3D architectural design schemes selected by millions of designers around the world. It
is directly oriented to the design scheme creation process, and visualizes ideas and cre-
ativity with ultra-intelligent 3D modeling and convenient operation. Twinmotion is the
easiest, fastest, most intuitive and most innovative 3D visualization real-time rendering
3D interactive software today, dedicated to the fields of architecture, construction, urban
planning and landscape design. Using the world’s most open and advanced real-time 3D
creation platform - Unreal Engine (Unreal Engine) as the main core engine, it can easily
and quickly create high-quality images, panoramic images, specifications or 360-degree
VR videos in seconds. In this paper, sketchup and Twinmotion are combined to create,
develop and display projects. Through the analysis of three project cases, the relevant
technical characteristics and innovations are analyzed to help the future development of
architectural visualization.
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2 Modeling Tools - SketchUp

SketchUp was launched by Trimble and then acquired by Google. It is a conception
and expression software that seems to be extremely simple, but actually contains a
streamlined and robust toolset and an intelligent presumption guidance system. In the
creative process, usually from a vague concept, with further design deliberation, gradu-
ally refined, SketchUp can instantly and intuitively express the creator’s ideas and ideas,
and can also be deepened as the project progresses to dynamically and creatively. Explore
models, materials, components, etc. SketchUp is the leader in the exploration of creative
expression and design process in the field of AEC software. Its core features are:

(1) With a unique and concise visual operation interface, there is no need to learn a
wide variety of instruction sets with complex functions, reducing investment in
education and training exercises, and simplifying the 3D modeling process.

(2) It has a wide range of applications, and the software is free and easy to use. It is
widely used in architecture, planning, gardening, landscape, interior and industrial
design and other fields.

(3) Robust data conversion interface, strong compatibility, it is an open and extensible
platform and supports rich plug-ins, which can quickly realize parametric modeling
of various functions, and seamlessly interconnect with various platforms in real
time.

(4) With a rich resource library, you can access the world’s largest 3D model library.
SketchUp has established a huge 3D model library, which gathers model resources
from various countries around the world to form a sharing platform. There are tens
of thousands of models available for free from 3D models. Warehouse download,
you can directly call, insert, and copy existingmodels in the design, without starting
from scratch.

(5) The requirements for computer hardware configuration are not high, and the smooth
running speed enables people to observe and experience the effect of the work from
any angle as they wish.

3 Real-Time Rendering Tool - Twinmotion

3.1 Introduction to Twinmotion

Twinmotion belongs to Epic Games, the most mainstream engine developer today, and is
different from traditional real-time rendering software: Unity 3D requires C# program-
ming foundation, VRay for 3ds Max is complicated to operate and requires a certain
foundation, Renderman,Mental Ray and other plug-ins aremainly used in animation and
filmand television. Special effects and other fields,while Twinmotion only focuses on the
fields of design, visualization and architectural interaction. It does not require complex
operations or codes, and its intuitive icon-style Chinese interface only requires dragging
modules and setting simple parameters to create real-time immersive 3D architectural
visualization.
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3.2 Research on the Specific Function of Twinmotion

Supports the study of environmental systems such as lighting, seasons and weather time
inTwinmotion, and can controlweather effects such as clouds,wind, and rain in real time;
quickly add various plants through the vegetation painting tool, quickly create forest and
grass greening, and adjust one or the whole piece. Forest leaf color, tree age, growth
status, etc. Add a 2D static or dynamic one or a group of characters or animals according
to your needs; build a complex traffic system, place various vehicles (bicycles, cars,
boats, planes, etc.), choose colors and directions, choose a car or add traffic animation,
draw the vehicle path and turn on the travel mode, adjust the traffic flow and its speed;
sculpt and texture the terrain, automatically generate the simple building complex of the
project by entering the date and precise geolocation, including the local environmental
conditions, with (walking, vehicle speed), flight) mobile mode to observe items from
various perspectives. Just need one step, all media are easy to share, create Twinmotion
scene images, animations, panoramas, VR videos and customer demo mode in seconds,
support VR virtual reality operation, and more unique presenter cloud function, no need
to download any large file or prepare a workstation with powerful performance, share
the demo file to all parties through a link, easy demonstration and review; there are also
a large number of exquisite and realistic materials to choose from, a unique material
extractor, which can absorb any model material and adjust the appropriate parameters
(UV texture, size, color, etc.), which is convenient and fast, brings unlimited creative
freedom of materials, and many options and functions.

3.3 Real-Time Interconnection Between SketchUp and Twinmotion Data

The development of building digitization is accelerating day by day. Thanks to computer
graphics technology to assist building design and planning to achieve rapid iterative
workflow, most of the rendering tools currently used are closed frameworks, and there
is a lack of communication and interaction between software and links. Aiming at the
bottleneck problem of using different software in different links between data transmis-
sion pipelines, Twinmotion uses the DIRECT LINK plug-in to synchronize with the
mainstream architectural 3D modeling software Revit, SketchUp, 3ds Max, C4d, Rhino
3D, etc. Original surfaces and 3D objects are automatically replaced with objects that
can interact with the environment. Thanks to the seamless real-time interconnection of
SketchUp and Twinmotion data pipelines, the above problems are perfectly solved; the
next stage of digital transformation in the construction industry is to develop seamless
and open real-time pipelines.

3.4 Unreal Engine Detailed Design

Started in Twinmotion and finished in Unreal Engine. This is the unique advantage of
the solution. Develop basic creations in Twinmotion, express initial conceptual ideas,
and when the limit is reached, pass the project to the visualization through the extended
pipeline plug-in Bridge to Unreal Engine, as shown in Fig. 1. Further development in
expert Unreal Engine. Then add accurate lighting and material schemes, use higher-
quality animations and top-of-the-line rendering capabilities, and make visualizations
better than any other real-time rendering software can do.
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Fig. 1. Bridge to Unreal Engine plugin

4 The Application of SketchUp and Twinmotion in the Project

4.1 Local Regional Planning of Huadian City, Jilin Province

In the early stage of planning and design, information collection and analysis are carried
out by means of satellite, aerial photography, on-site inspection photography, etc., and
CADdrawings for local planningofHuadianCity are drawn, as shown inFig. 2, including
various facilities in the city (buildings, landscape greening, road traffic system, etc.).
Optimize the drawings, clean up redundant layers and line segments, import them into
SketchUp software, set equal-scale units, improve modeling accuracy, and cleverly use
the blank library and various plug-ins (more than 160 plug-ins) through simple plane
push-pull tools. More than 400 functions can be realized). It is convenient and quick to
establish the required model, optimize the model, and use the mapmethod for secondary
buildings to increase the fidelity of the model, reduce the file size, reduce the nesting of
components, and classify the components by category to improve the efficiency of later
detailed design. Figure 3 is the SketchUp model. After the modeling stage is completed,
synchronize it to Twinmotion through the DIRECT LINK plug-in to establish real-time
interconnection, adjust the import settings (retain or merge materials, reference axis and
placement, etc.), the next stage is landscape layout, Real-time rendering visualization
creation of building materials, traffic, climate system, etc., as shown in Figs. 4 and 5
for the output renderings. The effect has been fully affirmed and praised by relevant
departments of Huadian City.

4.2 Architectural Design and Planning of a Commercial Center in Changchun

In the early stage of architectural design, plan and design the floor plan according to
the type of use of the building and the needs of Party A. Figure 6 is the floor plan of a
commercial center in Changchun. The corresponding 3D model is established through
SketchUp. The main buildings need to be modeled in detail. The surrounding buildings
are represented by translucent squares,which can highlight themain buildings and reduce
the size of the model file. As shown in Fig. 7 the fine adjustment of the building glass
curtain wall material is carried out in Twinmotion. The unique material absorber is used
to absorb the satisfactory glass material and apply it to the curtain wall system, and add
appropriate greening, traffic and character embellishment. According to Requirements
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Fig. 2. CAD drawings Fig. 3. SketchUp model

Fig. 4. Design sketch Fig. 5. Design sketch

and content output differentmedia files. Figures 8 and 9 shows the architectural rendering
of a commercial center in Changchun. From the general structural framework of the
building to the local details, real-time modification and real-time rendering always run
through the entire project process, and the intuitive and convenient form of expression
provides a reference for the finalization of the scheme.

Fig. 6. Building floor plan Fig. 7. SketchUp model

4.3 Architectural Design and Planning of a Commercial Center in Changchun

In order to improve the effect and rationality of street landscape design and improve
urban supporting facilities, the landscape design is mainly the spatial combination of
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Fig. 8. Design sketch Fig. 9. Design sketch

trees, public facilities and roads, so that each space can be opened and closed to a certain
degree, interspersed with each other, and imported CAD drawings into SketchUp for
modeling. Use the road generation plug-in to create the corresponding road, download
the required park facility models (such as landscape corridors, pavilions, sculptures,
etc.) from the 3Dmodel library, as shown in Fig. 10 is the SketchUp model, and perform
space in Twinmotion The deduction and generation of the effect, and the rationality of
the layout design and facility construction are explored. Figure 11 is the output effect
diagram.

Fig. 10. SketchUp model Fig. 11. SketchUp model

5 Conclusion

The 21st century is the era of digitalization, and the application of computer graphics
and real-time rendering technology to assist in diversified design and performance is
the future development trend. In the field of architectural visualization, the real-time
interconnection and collaborative creation of Sketchup and Twinmotion, the perfect
combination of lightweight, simple and fast modeling technology with photo-level real-
time rendering and dynamic visualization media technology, fully explain the creative
concept and design, allowing customers to visualize in real-time 3DWays to participate
in the design and appreciate the shine of the project. Through the analysis of technical
theory and project practice, it will help the sustainable development of architectural
visualization.
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Abstract. In order to improve the efficiency and quality of software testing, aim-
ing at various factors affecting software reliability, how to find defective modules
and optimize them in the early stage of software development has become an
urgent problem to be solved, This paper introduces the software defect prediction
technology based on life cycle. According to the measurement elements affect-
ing software reliability, relevant internal indicators and design defects, find the
defect module, lock it in advance, adopt machine learning technology and reason-
ably allocate limited resources, which is conducive to evaluate the software design
scheme, optimize the design strategy, reduce design changes and improve the soft-
ware operation process, It plays a role in cost evaluation, resource management,
scheme determination and quality prediction in software management. It is hoped
to provide some theoretical support and practical reference for the development
of software defect prediction.

Keywords: Software defect predict · Software metric · Software lifecycle ·
Introduction to the study

1 Introduction

With the popularization of information technology in all walks of life, the number and
complexity of all kinds of computer systems and software are growing rapidly, its devel-
opment technology is constantly updated and developed, the operating environment is
becoming more and more complex and severe, and if the software is defective in the
running process, it may lead to serious consequences, and the reliability of software
operation has become an important guarantee for the sustainable development of vari-
ous industries. Software reliability mainly refers to the prediction of software defects. In
each stage of the whole software life cycle (mainly including market customer demand
analysis stage, content design stage, coding implementation stage and operation and
maintenance stage), defects are not evenly or randomly distributed in the software; Aim-
ing at the prediction technology of defect distribution, this paper uses machine learning
technology to construct software defect prediction model, in order to improve software
testing efficiency and ensure software reliability.
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2 Analysis of Software Prediction Technology

2.1 Definition of Software Prediction Technology

Software prediction is not complex in the actual development process. It mainly needs
to run the analysis of a certain program under the specified conditions, find out whether
there are certain design errors in the program in the actual development process, test
the software quality accordingly, and evaluate whether the program meets the design
requirements in the actual operation process, Therefore, software prediction technology
will becomemore important in the actual development process. Theupdate, improvement
and innovation of software prediction technology play a very important role in improving
the quality of software. The purpose of software prediction is: (1) to analyze and observe
defects to improve the quality of software. (2) Verify whether certain requirements
are met in the actual development process. (3) In the actual development process, the
forecaster should have a certain confidence in the software quality itself.

2.2 Principles of Software Prediction Technology

(1) the test shows that there are defects; When testing, the scope of testing should be
comprehensive. (2) Early detection and intervention (low cost and high efficiency). (3)
Defect clustering: 80% defects are concentrated in 10%modules. (4) In the actual devel-
opment process, when a detection method fails to find relevant defects in time, the test
cases should be replaced in time. (5) There must be a certain relationship between testing
activities and testing background. (6) No shortcomings are fallacies (useful systems) in
the actual development process.When testing software,we should analyze its advantages
and disadvantages, find shortcomings and problems, andmake relevant improvement and
innovation in time.

2.3 Main Workflow of Software Prediction Technology

Carry out reasonable planning and control of the software in the actual test process,
reasonably plan the test scope, classify and innovate the test plan, and analyze and count
the relevant data of the project to be tested, such as the input and output documents,
product description, main functions of the software in the actual development process,
It includes reasonable analysis and control of the output documents, integration and sta-
tistical analysis of all resources (human, material, financial, etc.) invested in the whole
test plan, and certain evaluation and prediction of relevant risks. In addition, the devel-
opment environment of the project should be considered when selecting the training set
to further promote software quality and prediction efficiency.

3 Software Reliability Measurement

To predict software defects, the first is to select the measurement element of software
reliability, which should focus on simplicity and practicality, face each stage of software
development, run through the whole development process (demand analysis, design,
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implementation and testing), and focus on reliability. Software reliability is mainly com-
posed of three activities: software error proofing, finding and troubleshooting faults, and
measuring software to achieve the best reliability; The measurement of software reli-
ability is mainly analyzed from the technical measurement, As shown in Table 1 is
Technical metrics for each stage of the software lifecycle. And then subdivided from the
four stages of software development process. (1) Requirements reliability measurement:
customer requirements include software technology, quality and various functions. The
key lies in the preparation of requirements description. Finding and correcting require-
ments errors will consume huge human and material resources and reduce the quality of
software. Therefore, requirements description requires structure, stability, high quality,
easy understanding and easy application. (2) Design and implement reliability measure-
ment: Based on the complexity and scale of the module, analyze the code structure and
function system, and determine the appropriate development language and format, so as
to find and predict the defects and errors of that module. The evaluation of the combina-
tion of scale and complexity is more effective. (3) Test reliability measurement: in order
to ensure the integrity of software development function, the evaluation of test plan is
adopted to reduce the lack and error of expected function.

Table 1. Technical metrics for each stage of the software lifecycle

Software lifecycle phase Technical metrics

The requirements analysis phase 1: The team’s level of development skills and experience
2: The correctness and rationality of demand
decomposition

Content design phase 1: The average number of fan-ins of the module
2: The average number of fan-outs of the module
3: The average ring complexity of the module
4: The average coupling of the module

The coding implementation phase 1: The length of the module code
2: Develop language types
3: Coding rules

4 Lifecycle-Based Software Defect Prediction Technology

4.1 Existing Research

Life cycle software defect prediction technology is a very important technology, which
plays a very important role in ensuring and improving software quality. Software defect
prediction technology based on life cycle belongs to an important type of this technology.
Learn from and learn other types of software defect prediction technology, analyze
and improve it, so as to better promote the development of technology. Document [6]
proposed a software defect prediction method based on software development cycle
and PCA-BP fuzzy neural network. The results show that compared with the prediction
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method based on BP neural network, the PCA-BP Neural Network prediction method
combined with principal component analysis method has faster convergence speed and
higher prediction accuracy. Document [1] proposed a software defect prediction model
construction method for cost sensitive classification. The decision tree classifier for cost
sensitive classification is constructed by bagging multiple random sampling training
samples, and then the software module defect prediction is carried out after voting
integration. The results show that this method significantly reduces the false positive rate
on the premise of ensuring the defect prediction rate, AUC and F values are better than
the existing methods. Document [2] proposed a cross project software defect prediction
method based on multi-source data, obtained multi-source similar project data, and
realized the prediction model based on Naive Bayesian algorithm. The results show that
the performance of this method is better than the traditional WP method.

4.2 Experimental Analysis

The first is the collection of test data, collecting measurement data of 16 flight control
software, totaling 613 modules. The sixteen software serves as training samples for the
neural network, and the last eight software serves as the software to be predicted. Using
PCA-BP network model and BP network model, defect prediction is made for several
stages of software life cycle. We compare and analyze the convergence speed of the
neural network and the accuracy of software defect prediction. The convergence speed
of the neural network is reflected by the mean of the sum of the errors between the
expected output and the real output of the network. The formula is as follows (1).

e = 1

m

n∑

j=1

(
Yj − Yj(prediction)

)2 (1)

Formula: m denotes the number of sample software, Yj represents the actual value of the
jth software defect density, Yj(prediction) represents the predicted value of the jth software
defect density, and the e represents the average of the sum of squared errors between
the predicted value and the actual value. The training error line graph is shown in Fig. 1
and Fig. 2. The horizontal coordinate represents the number of training sessions and the
vertical coordinate represents the average of the sum of squares of training errors. The
results show that the convergence speed of PCA-BP network is not different from that of
BP network in the stage of requirement analysis, but PCA-BP network converges faster
than BP network during the training of coding phase.

4.3 Index Analysis

Two indicators are designed: number of developers (NOD) and coding quality lock
(locq). Bayesian network is used to analyze the relationship between each index and
error trend. The results show that RFC (class response), LOC (number of lines of code)
and locq are the most effective metrics, and CBO (coupling between objects), WMC
(weighting method per class) and LCOM (lack of method cohesion) have little effect
on defect tendency. Two initial feature subsets are obtained by lg based filtering method
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Fig. 1. Neural network training error curve in demand analysis stage

Fig. 2. Training error curve of neural network in coding stage

(MIM) and correlation coefficient based filtering method (SBS); Then, these subsets
are combined into global optimization. (GA) defs (differential evolution case feature
selection) or PSO (particle warming optimization) are applied to the combination subset
respectively, and an effective feature subset is obtained by taking variance as the stop
criterion.

4.4 Method Analysis

The filtering method is to calculate the chi square test (CS) or information gain (Ig) or
correlation coefficient score or Pearson correlation value of each measurement element,
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and select the feature according to these values. The selection process is independent
of subsequent learners. The packaging method takes the learner’s performance as the
evaluation criterion for selecting the best feature subset. The encapsulation method
takes the learner’s performance as the evaluation function, so the performance of the
encapsulation method is better than the filtering method. However, the time cost of
encapsulation method is large, while the filtering method has nothing to do with learners
and the cost is small, so the generalization ability is stronger than encapsulation method.
Fesch (feature selection using clustering of hybrid data) is used to solve cross-project
defect prediction problems. The method is divided into two phases. In the first stage,
the original feature set is clustered by the Peak Density Clustering (DPC) method. In
the second stage, local feature density (LDF), feature distribution similarity (SFD), and
feature class correlation (rel) are used to deal with cluster defects. Defect life cycle
is a whole process from the creation of a defect to the end of the defect. During this
process, defects may undergo different processing scenarios depending on development
and product strategies: continue to repair it).

Scenario 1: Confirm Error Resolution Test Submission Defect [new], Develop Con-
firm Defect [open], Develop Resolve Defect [fixed], Test Regression Defect, Close
Defect [closed]; Scenario 2: Validation fails, defects still exist, Test submission defects,
development confirmation defects [open], development resolution defects [fixed], testing
regression defects, assigning development to resolve [reopen]; Scenario 3: The closing
defect reappears and the tester reopens the closing defect; Scenario 4: Develop delayed
processing test submission defects [new], develop validation defects [open], delayed
processing (publishing); Scenario 5: Refuse to process test submission defects [new],
develop validation defects [open], reject (reject). To understand software defects, first
understand the concept of software defects, second understand the detailed characteris-
tics of software defects, and finally understand the properties of software defects. The
next higher level is learning to use tools to manage software defects.

5 Software Defect Prediction Technology Defect Report Analysis

High quality defect reports can help developers quickly locate problems and fix them.
Convenient for testers to count, analyze, track and manage defects; It is an important
communication tool between testers and developers. Therefore, if our testers find a
defect during the test, they need to record the defect and submit a defect report. It mainly
includes recording software defects, then classifying and summarizing the defects, then
tracking software defects, and finally analyzing and summarizing the defects. Important
components of a defect report are number (defect ID), Title (summary), date of detection,
module to which the defect belongs (subject), release of detection, and assignment of
tasks. Defect states include; (1) Describe the status of the defect at this time: when
the tester finds a defect and submits it to the development manager. (2) Open: The state
after the development manager acknowledges and accepts the defect (if the development
manager finds that it is not a defect, it will reject it and the defect state will be rejected).
(3) Fix: The developer receives the bug and the status of the fix. (4) Off: Testers perform
tests to repair defects and verify that the status is tested (if the tester verifies that a defect
has not been repaired, that is, if the test fails, the defect status will be reopened and the
developer will continue to repair it). (5) Defect severity.
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6 Conclusion

This paper mainly introduces the concept of software defect prediction technology based
on life cycle, the selection of measurement elements and the early prediction method
of software reliability using PCA-BP fuzzy neural network, which plays a great role
in improving and ensuring software quality and sustainable development, but there are
still some problems in the research of software defect prediction technology, We also
need to constantly analyze and summarize experience in the event, so as to promote
the continuous development and progress of the industry. I hope this paper can provide
certain theoretical support and practical reference for relevant staff.
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Abstract. In order to solve the problem of network attack by malicious code
using Domain Name System (DNS), on the basis of analyzing the characteristics
of malicious code lines and abnormal operation behaviors, this paper proposes
an unsupervised abnormal IP detection method based on DNS log data. Through
the construction of DNS fingerprint characteristics, it is used to demonstrate the
DNS behavior characteristics of IP to the greatest extent. The detection model
is constructed by using isolated forest and local outlier factor algorithm, and the
anomaly score of IP is obtained. The experimental results show that the detection
method designed in the paper can well detect the attack exceptions and operation
exceptions in the network environment. With the help of whitelist, the accuracy
of the method can reach more than 90% after selecting the appropriate anomaly
score threshold.

Keywords: Domain Name System · malicious code · DNS fingerprint · anomaly
detection · anomaly score

1 Introduction

DomainNameSystem (DNS) is one of the core components of the Internet. Theoperation
of various network services is inseparable from the DNS system. In addition, the security
defects of DNS itself have attracted many network attackers to carry out network attacks
directly or indirectly by using DNS. Most of the traditional protection methods are to
filter the queried domain name and the returned IP address based on the black-and-white
list, and detect themby using theway of signaturematching.With the progress of attacker
technology, attackers try their best to bypass the blockade, which greatly increases the
protection cost of traditional means, and it is difficult to achieve complete protection.
In recent years, on the basis of making full use of DNS log data, scholars have carried
out in-depth research from the aspects of DNS query behavior, malicious domain name
detection, anomaly IP detection and so on. Lin Chenghu et al. [1] analyzed and counted
DNS server queries every 10 s and extracted the data, manually set the weights of each
feature, and used W-kmeans algorithm to identify DNS traffic anomalies in the form
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of binary classification; By analyzing the DNS log, Wang Qi et al. [2] analyzed and
extracted the entropy, length, sub domain name and other relevant information of the
secondary domain name as the characteristics, took the DNS cache hit rate as the key
characteristic, and used the random forest algorithm to establish a model to detect the
DNS tunnel; Wang Jingyun et al. [3] believe that the anomaly degree of the source IP
can be measured by calculating the relative density of the DNS behavior characteristics
of the source IP, distinguish between normal IP and anomaly IP by outlier detection,
and extract 9 features based on the relationship between DNS log and DNS behavior to
describe the DNS behavior of the source IP.

However, most of these researches are mining and analyzing DNS traffic or log data
to detect a specific form of attack, which use supervised and semi supervised methods
[4]. The detection ability depends on the integrity and reliability of the data source used in
training, and it has weak adaptability to changing multi-terminal and rapidly generating
and disappearing malicious code.

Based on this situation, the paper proposes an unsupervised anomaly detection
method base on DNS log data. On the basis of analyzing the basic behavior of DNS,
combining the analysis of malicious code behavior and anomaly running performance
of programs to build features, extracting DNS fingerprints from DNS log data over a
period of time, and inputting the anomaly detection model constructed by the isolated
forest (Iforest) and local outlier factor (LOF) algorithm to give the IP anomaly score,
and finally anomaly IP in the network environment is found.

2 Anomaly Detection Based on DNS Log Data

The traditional network attacks based on DNS log data are mostly aimed at a specific
type of attack detection, while the use of supervision or unsupervised machine learning,
neural network and other methods [5–7]. The detection ability depends on high-quality
labeled data sets, leading to excess detection ability depends on the quality of tag data
sets, and the detection is single and unable to detect multiple types of attacks.

In order to make up for the defects of traditional detection, an unsupervised anomaly
detectionmethod based onDNS log data is proposed in the paper. Firstly, the DNS server
log data is obtained from the data platform. Secondly, feature engineering is performed
on the obtained DNS log data, and DNS fingerprint is extracted with IP as the core. Then,
the DNS fingerprint data is input into the isolated forest algorithm and LOF algorithm
respectively for anomaly detection. The values used by the two algorithms to measure
the degree of IP anomaly are mapped to the same interval and added together to obtain
the final anomaly score of IP. The higher the anomaly score is, the higher the anomaly
degree of IP is. Finally, anomaly IP addresses are found according to the anomaly score
ranking. The algorithm flow is shown in Fig. 1.
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Obtaining DNS server log

Extracting DNS fingerprint

The isolated forest algorithm The LOF algorithm

Obtaining IP anomaly score

Founding abnormal IP

Fig. 1. anomaly detection process based on DNS log data

2.1 Feature Extraction

In order to detect abnormal DNS behavior, this paper extracts 10 behavior features, as
shown in Table 1, which can reflect whether a specific IP is infected with malware.

Table 1. characteristic items of DNS fingerprint

Parameter name Features

total Query times

nxdomain Number of query failures

nxrate Failure success ratio

anomaly Number of query anomaly domain names

PTR PTR query times

PTRtarget PTR target number

SITEcount Query the number of domain names

SITEentropy Query domain name entropy

SITEsingle Maximum number of single domain name queries
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1) Number of queries: The number of DNS queries generated during normal network
activities is not too high.Whenmalicious codes are infected, the number of DNS queries
increases significantly. Figure 2 shows the statistics of the number of DNS server queries
in the real environment. The number of DNS queries of most IPS is less than 10000. In
the figure, there is an IP with nearly 80000 queries. This IP is obviously abnormal. After
investigation, the host corresponding to the IP address is infected with a virus.

Fig. 2. Number of queries

2) Number of query failures: Normal DNS queries have a low probability of query
failure, while anomaly IP addresses usually generate a large number of failed queries,
especially those infected with malicious codes based on the DGA algorithm, which is
a powerful indicator of network intrusion monitoring. Figure 3 shows the statistics of
DNS server query failures in the real environment. The majority of IP query failures are
close to 0. Among them, the IP address with a large number of DNS query failures is
the anomaly host. After comparison, it is found that this IP address is the same as the
host infected with virus in Fig. 2.

Fig. 3. Query failure times
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3) Number of query anomaly domain names: Normal domain names have a certain
format.Usersmayquery a small number of anomaly domain names due tomisoperations,
but a large number of anomaly IP addresses may be accessed. Figure 4 shows the number
of anomaly domain names queried by different IP addresses. It is obvious that a large
number of queries were made from one anomaly IP address.

Fig. 4. Querying the number of anomaly domain names

5) Maximum number of queries for a single domain name: Malicious code based
on fast-flux will change the domain name and IP mapping relationship in a relatively
ordinary way, and frequent queries are needed to ensure the connection; some DNS
tunnels will encapsulate the data in the DNS protocol and transmit the data through the
controlled DNS server. Figure 5 shows the maximum number of queries for a single
domain name by different IPs.

Fig. 5. Maximum number of single domain name queries
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2.2 Anomaly DNS Behavior Detection

In order to get rid of the dependence on high-quality data sets, the paper selects unsuper-
vised detection algorithm as detection means. The paper combines isolated forest algo-
rithm and local outlier factor algorithm to detect abnormal DNS behavior, and considers
global and local anomalies to improve the accuracy of anomaly detection.

2.2.1 Isolated Forest Anomaly Detection

Isolated forest algorithm is an unsupervised anomaly detection algorithm. It regards
outliers as points with sparse distribution and far away from high-density groups [8–11].
The algorithm will randomly segment the data set, and outliers are usually isolated in
the early stage. The actual operation is realized by constructing multiple binary trees
(isolated trees). The specific process is as follows:

Firstly, m sample points are randomly selected as data subsets to establish the root
node of binary tree.

Secondly, select a feature p randomly, and select a value q randomly within the value
range of the feature.

Thirdly, put the sample points on feature p, which is less than q into the left child
node, and those greater than q into the right child node of the tree.

Finally, repeat steps 2 and 3 until there is only one data in the child node or the
isolated tree reaches the limited height.

2.2.2 LOF Anomaly Detection

LOFalgorithm is a density-based anomaly detection algorithm,which is an unsupervised
detection algorithm [12–14]. LOF algorithm calculates the outlier factor of each sample
point, which reflects the similarity between each sample point z and the density of
adjacent points, so as to judge whether sample point z is an outlier. If the outlier factor
LOF is close to 1, it means that the local density distribution of the sample point is
similar to the surrounding neighboring points, which is a normal point; on the contrary,
it is an anomaly node. The specific calculation is as follows:

1) Find the k-th distance dk(z) from point z, which represents the k-th smallest
Euclidean distance between z and other points.

2) Find the set of points Nk(z) whose distance from point z is less than or equal to
dk(z).

3) Calculate the local reachable density of point z, such as formula (1):

lrdk(z) = |Nk(z)|
∑

oNk (z)
reach − d(z)o

(1)

Among, |Nk(z)| represents the number of points in Nk(z), reach-d(z, o) represents the
reachable distance from adjacent point o to point z, and the calculation equation is:

reach − d(z, o) = max{dk(o), d(z, o)} (2)
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4) calculate LOF, the equation is:

LOFk(z) =
∑

o∈Nk (z)
lrdk (o)
lrdk (z)

|Nk(z)| (3)

It can be seen from the formula, the LOF of sample point z is actually the average
ratio of the local reachable density to local reachable density of adjacent points. The
closer the value is to 1, the more likely point z belongs to the same cluster as adjacent
points.

2.2.3 Anomaly Score

According to the input isolated forest and LOF algorithm, the outlier scores are obtained
respectively [15–18]. In order to combine local exceptions and global exceptions, the
anomaly score is accumulated to obtain the final anomaly score. The larger the anomaly
score of IP, the more likely it is to be an exception, the equation is (4):

y′ = ymin + ymax − ymin
xmax − xmin

∗ (x − xmin) (4)

where y
′
is the scaled value, ymin and ymax are the maximum and minimum values of the

scaled interval. In the paper, the two values are 0 and 5. We control the anomaly score
of the final output in the range of 0 to 10. xmin and xmax is the maximum and minimum
value of the current data value range, and x is any value of the current data.

3 Experiment and Result Analysis

The experiment is carried out in Anaconda 4.9.2 integrated Python environment. After
extracting the DNS fingerprint from the DNS server log file by using python, the isolated
forest algorithm and LOF algorithm are realized by using the python machine learning
library scikit-learn 0.23.2, and the detection model, which is described in Sect. 2.2, is
constructed.

3.1 Performance Validation of the Detection Model

The DNS log server data used in the experiment is from the local DNS server of the
Institute of High Energy Physics, Chinese Academy of Sciences. In order to ensure the
amount of information of data and avoid abnormal behavior being covered up by long-
time DNS behavior, the paper selects the working time period to obtain data. We select
the DNS server log of 9:00 on December 17, 2020 for detection and analysis. During
this period, users have more active DNS behaviors. Among them, 7494 IP address
are involved, which are replaced by serial numbers. A total of 980000 DNS queries
are conducted. Finally, arrange the anomaly scores from large to small, and the data
distribution is shown in Fig. 6.
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Fig. 6. Abnormal score data distribution (from

It can be seen from Fig. 6, most IP’s anomaly scores are less than 2 and close to 0,
while there are 9 IP’s with anomaly scores greater than 6, which is far from the anomaly
scores of other IPS. The specific scores and some characteristics are shown in Table 2.

Table 2. Nine IP addresses with the highest anomaly scores

IP order
number

total nxdomain anomaly PTR PTR
tardet

SITE
count

SITE
entropy

SITE
single

NX rate FIVE
max

Anomaly
score

12 77553 77553 77553 0 0 0 0 0 77553 7741 9.69

6 60565 33500 0 0 0 60545 15.89 2 1.24 6248 7.50

24 11183 11183 0 11183 2 2 0.85 8128 11183 958 7.27

13 11769 11698 0 11698 2 7 0.95 8023 162.47 1044 7.04

8 13534 13534 0 13534 18 18 3.19 3967 13534 1201 6.99

1 44026 41153 0 0 0 43996 15.42 2 14.32 4839 6.96

509 836 836 0 836 836 836 9.71 1 836 185 6.63

167 9243 9240 0 0 0 8 0.06 9198 2310 837 6.53

9 9158 9158 0 9158 48 5.34 999 9158 823 6.10

It can be seen from the Table 2 that among the ten features of the above IP, there
are always one or two features with unusually high values, especially the total number
of queries and the number of query failures. IP-12 with the highest anomaly score has
the highest total query time. In addition, the queried domain names are abnormal that
do not comply with the naming rules. The highest point in Fig. 5 is IP-12; IP-24, IP-13,
IP-8 and IP-9 all have a very high number of query failures and PTR queries, but the
number of queried domain names is very low, and the maximum number of requests for
a single domain name is very high, indicating that these IPs are frequently performing IP
backchecks on certain IPs. This behavior is obviously abnormal, which may be caused
by anomaly application configuration; The number of IP-509 queries is not high, but
its PTR target number is very high. The value is equal to the number of PTR queries,
indicating that each DNS query is a reverse query of different IPs, which is also an
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obvious abnormal behavior; The maximum number of single domain name requests of
IP-167 is 9198, which is very close to the total number of 9243 queries. Therefore, it is
speculated that there is FASTFLUX behavior.

IP-6 and IP-1 have a very high number of query failures. Their values are 33500
and 41153 respectively, and the maximum number of single domain name requests is 2,
indicating that the queried domain names of the two are almost different. Their values are
33500 and 41153 respectively. Therefore, it is speculated that they may be infected with
malicious code using DGA algorithm. After counting the requested domain names of
the two, it is found that the domain names accessed by IP-1 are similar, and the top-level
domain names of the domain names are very random, as shown in Fig. 7, which proves
that they do have DGA behavior.

Fig. 7. IP-1 Some queried domain names

The top-level domain name and secondary domain name of IP-6 queried domain
name are relatively fixed, but the randomness of subdomain name is very strong, as
shown in Fig. 8. Therefore, it is speculated that there is FASTFLUX or DNS tunnel
behavior.

Fig. 8. IP-6 Some queried domain names

In general, after integrating the basic DNS behavior andmalicious code behavior, the
constructed features can better distinguish the IP abnormal behavior. After calculating
the anomaly score through the anomaly detection model, the anomaly IP can be found
effectively.
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3.2 Performance Verification of Blacklist and Whitelist

In order to further evaluate the effectiveness of the detectionmethod, the paper compares
the detection results with the blacklist andwhitelist, and calculates the accuracy and false
positive rate of the detection method.

There are two data sources for the blacklist: the first one comes from two sets of
commercial security detection platforms currently being used by the Computing Center
of the Institute of High Energy Physics, Chinese Academy of Sciences. By searching on
the two platforms, it is judged whether the detected IP has malicious behavior records.
If an IP is detected malicious behavior, it is regarded as hitting the blacklist, and this
blacklist is recorded as Blacklist 1; the other blacklist comes from the IP accumulated in
the process of tracing the source of abnormal hosts during the operation of theComputing
Center SOC, and this blacklist is recorded as Blacklist 2. These two types of blacklists
correspond to attack exceptions and operation exceptions, respectively.

The data of the whitelist comes from the asset information of the Computing Center,
which records the IPs of the functional servers in the network, and filters the detection
results through the whitelist to avoid false positives.

According to the Table 2, when the anomaly score is more than 4, the difference
between the anomaly scores of different IPs changes greatly. Therefore, when the thresh-
olds of the anomaly scores (referred to as) are set to 4, 5, and 6, respectively, the output
detection results are comparedwith the blacklist andwhitelist, and the comparison results
are shown in Fig. 9 below:
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Fig. 9. Detection results under different thresholds

Misjudgment in the Fig. 9 refers to the number of IP records in the test results that do
not exist in the three lists. After traceability analysis, it is found that the three misjudged
IPs: one corresponding host is a new website server in the network; The other two are
caused by a large number of queries on CDN domain names, which are misjudged as
FASTFLUX by the detection algorithm.

By observing the changes in the number of hits of different detection results under
different thresholds, it is found that with the decrease of anomaly score threshold, the
number of IP in the detection results increases rapidly, the false positive rate increases
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slowly, while the hit rate of Blacklist 2 increases significantly, and the hit rate of Blacklist
1 slows down. It can be predicted that as the threshold decreases again, the number of
IPs in the detection results increases significantly. At the same time, the number of
whitelist detection reaches the peak, the hit rate of blacklist decreases gradually, and
the number of misjudgments increases gradually, which greatly increases the time for
security operators to check and correct errors.

Therefore, it is reasonable to set the anomaly score threshold to 4, which can ensure
that the detection method can maintain high accuracy rate and low misjudgment rate
with the help of whitelist. The specific performance is shown in Table 3 below:

Table 3. Detection results of as more than

as > 4 Detection number Detection rate

Blacklist 1 30/58 51.72%

Blacklist 2 15/58 25.86%

Whitelist 10/58 17.24%

False positive 3/58 5.17%

Total detection (whitelist not filtered) 45/58 77.59%

Total detection (whitelist filtered) 45/48 93.75%

By observing the data in the table, it can be found that after reasonably setting the
anomaly score threshold, with the help of the whitelist, the detection rate of the detection
method designed in this paper can reach 93.75%, which improves the accuracy of nearly
16% compared with the detection results that are not suitable for whitelist filtering.
Experiments show that this detection method can well find the attack anomalies in the
network.

4 Conclusion

The paper proposes an unsupervised anomaly detection method based on DNS log data.
In order to characterize the abnormal DNS behavior of malware, first extract the DNS
fingerprint from the DNS log data, and then input the anomaly detection model to
calculate the anomaly score. The anomaly detection model combines the isolated forest
and local anomaly factor algorithm, and considers the global and local anomalies at
the same time, which improves the detection accuracy. The experimental results on the
real DNS server log data of the Institute of High Energy Physics, Chinese Academy of
Sciences show that the anomaly detection method proposed in this paper can effectively
find anomalies, detect malicious code behavior and system and application anomalies.

Funding Statement. This work was supported by the National Natural Science Foundation of
China (NSFC) under Grant No. 61901447.
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Abstract. Hyperdimensional computing uses hypervectors as basic patterns to
construct cognitive codes to represent atomic entities through encodes different
types of data into the same data structure based on hyperspace. In this paper, we
exploit the reversibility of binary hyperdimensional computing to encode images
to hypervectors and decode them back.We introduce turnover rate to properly sep-
arate the distance between adjacent values while maintaining the distance between
them, so as to avoid the poor effect of segmentation or the direct generation that
leads to the distance between adjacent hypervectors being too close to distinguish.
We compared the performance of reversibility with the original hyperdimensional
computing. The proposed approach has better performance.

Keywords: Binary Hyperdimensional Computing · Image Encoding ·
Hyperdimensional image information preserve

1 Introduction

Hyperdimensional computing uses hypervector to simulate neurons to construct cogni-
tive code, uses combined elements to represent complex concepts, and generates com-
plex concepts of the same structure while maintaining connections between elements.
The use of hyperdimensional computing to simulate human neural activity has made
breakthroughs in some areas, Including analog-based reasoning, language recognition
[1, 2], predictive multimodal sensor fusion, speech recognition [3, 4], brain-computer
interface, emotion recognition, epilepsy detection [5], DNA sequencing, human activ-
ity recognition, latent semantic analysis, text classification [6], etc. Some researchers
have also made many improvements in improving the accuracy and energy efficiency
of hyperdimensional computing, and proposed methods such as cooperative processing
[7], dynamic hyperdimensional calculation [8], adaptive hyperdimensional calculation
[9], semi-hypervised learning [10] and some in-memory calculationmethods [11]. Every
image contains rich information. Scientific research and statistics show that about 75%
of the information obtained by human beings from the outside world comes from the
visual system, which is obtained from images. The information in an image mainly
includes the position of each pixel and the intensity value of the position of this pixel.
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The relation between different pixels not only has the spatial position relation, but also
has the digital size relation between the intensity value of different pixels. In the field of
hyperdimensional computing, the existing coding methods for continuous values are to
quantify a large number of continuous values to a smaller range and then encode, which
leads to inaccurate coding and loss or weakening of part of the basic feature information.
Another limitation of this method is that the reversibility of hyperdimensional comput-
ing is damaged. Once some reversible operations are performed on the encoded image
hypervector, the original accurate value can only be restored to a range value. In this
paper, we propose an image coding method suitable for hyperdimensional calculation
to overcome the above limitations.

2 Hyperdimensional Computing

There are a large number of neurons and synapses in the nervous system, and hyperdi-
mensional computing uses hypervectors to simulate neurons and synapses to represent
some characteristics.When dimensions aremeasured in thousandswe call them hyperdi-
mensional, and hyperdimensional computing is based on such hyperdimensional vectors.
High-dimensional modeling of neural circuits can be traced back decades to artificial
neural networks, parallel distributed processing, and connection mechanisms, and these
models are supported by features of high-dimensional space. [12] Take the binary vector
space, for example. A 10,000 dimensional binary vector space contains 210,000 indepen-
dent vectors. This space forms a hypercube of higher dimensions, and the distribution
of other points is always the same from any point. [13] Hyperdimensional computing
is based on three basic operations. Addition, multiplication and permutation operations,
all operations are based on d-dimensional hypervectors, operation results are also d-
dimensional hypervectors. These three operations can be applied to both binary and
non-binary hypervectors.

2.1 Addition (Bundling)

Hyperdimensional addition refers to the operation of adding two vectors bitwise, also
known as bundling, commonly uses to represent a set. Suppose you have two hyper-
vectors A and B, add A + B point by point to get an intermediate vector of A and B,
and the resulting hypervector contains information from both vectors. When a series
of hypervectors are added, the resulting hypervector is the representation of the set of
these hypervectors. Compared with the randomly generated hypervector, the distance
between this hypervector and either of the two hypervectors is the smallest, and the
resulting hypervector is the most similar to each of the hypervectors contained in the
addition. For the addition of two or more binary hypervectors, we use the majority
principle to obtain the binary vector by thresholding the hypervector. However, for the
addition of even number of vectors, the number of 0 and 1 May be equal. In this case,
we randomly introduce a hyper vector to add it into an odd number of hyper vectors,
and then perform addition operation according to the majority principle [14].
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2.2 Multiplication (Binding)

The multiplication of hypervectors refers to the bitwise multiplication of two hypervec-
tors, also known as binding, in order to form an association between a pair of related
hypervectors. The multiplication results in a hypervector that is not similar to either of
the two hypervectors involved in the multiplication, that is, a hypervector that is nearly
orthogonal to both of the two hypervectors involved in the multiplication. This is also
verified by 3000 point-by-point multiplications of two randomly generated 10,000-bit
binary hypervectors in [15]. X = A ∗ B is used to represent the bit-multiplication of two
hypervectors A and B to obtain X. For binary hypervectors, XOR operation (XOR) can
be used to achieve this process, so it can also be written as X = A ⊕ B. According to the
commutative law of the XOR operation, it can be known that there are two hyper vectors
A ⊕ B = B ⊕ A. According to the commutative law, it can be inferred that the XOR
operation has reflexivity, that is, A ⊕ A = O (here O represents the vector of all zero).
In addition, the XOR operation has the property that a vector XOR with any all-zero
vector yields itself, namely A ⊕ O = A. Due to generate vector and participate in the
operation of two ultra vector is similar, also means in hyperspace, the hypervector is
mapped to a place far away from the original hypervector, the multiplication operation
is the purpose of binding together of pairs of vectors respectively mapped to different
subspace of hyperspace, reduce the interference between the pairs of hypervector. Since
the multiplication is reversible, no matter where the vector is mapped, it can be restored
to the original hypervector by inverse operation [14]. The multiplicative mapping pre-
serves position information, and the binding of X ∗ A can also be understood as x = a,
thus linking each position to intensity value.

2.3 Permutation

Permutation operation is to reorder the components of the hypervector, commonly uses to
present a sequence. Permutation is the only unitary operation among the three operations
of hyperdimensional computing. It generates a hypervector that is nearly orthogonal to
the one before the permutation by permutation of the hypervector itself. A mathematical
permutation is achieved bymultiplying a vector with a permutation matrix in which each
row and column has one and only one 1. But because permutation itself is represented
by matrix, not by vector addition and multiplication, the hypervector uses a list of 1, 2…
D integers to represent the permutation order. A random permutation of n! Choose one
of the possible permutations at random. Permutation is distributed over vector addition,
similar to multiplication, and it is distributed over any coordinate operation, including
XOR multiplication – it preserves distance, and is invertible. But unlike multiplication,
it is not its own inverse, and permutation of a permutation of a hypervector is not the
original hypervector, which makes permutation suitable for encoding sequence data.
In a geometric sense, permutation rotates a hypervector in space, which works well
for sequences where only the order is different. In this paper, there is no permutation
operation involved.We use two operations ofmultiplication and addition in hyperdimen-
sionl to realize the improvement of image coding based on hyperdimensionl calculation,
and use hamming distance as a measurement method to measure the distance between
hypervectors after binary.
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3 Proposed Method

When coding the intensity value,we generate two randomhypervectors for themaximum
value 255 and the minimum value 0 in the intensity value respectively, as the maximum
hypervector and the minimum hypervector. According to the properties of hyperspace,
the maximum hypervector and the minimum hypervector are nearly orthogonal to each
other in the hyperspace. Generate the intermediate hypervector according to the maxi-
mum and minimum hypervector. In this step, first generate the intermediate hypervector
representing the intensity value i, where i is any number from 1–254. Then randomly
select i × d/255 dimensional positions from the intermediate hypervector and perform
XOR operation with 1. As a middle position vector in the dimension of number, query
in the maximum hypervector position dimensions of number is not selected, and the
numerical exclusive or operation with 1, as a middle position vector in the dimension of
number, get the first i intensity values in the middle of the vector, and generate on behalf
of all the hypervector between 1–254. On this basis we introduce a turnover rate p, the
hyperparameter p is determined from 0–1 to be used as the ratio of flipping. After flip-
ping all intermediate hypervectors, maximum hypervector and minimum hypervector,
the intensity hypervector representing each intensity value is obtained. XOR operation
is performed on the selected dimension and 1 to obtain the flipped hypervector. At this
point, the final intensity value hypervector table is obtained. All the above hypervectors
are binary hypervectors, and the number of dimension is d. The median hypervector that
is close to the minimum value has more bits in the minimum value, and the remaining
values are selected from themaximumvalue, and so on, all the hypervectors representing
pixels are generated. As for positions, since there is no continuous relationship within
them, we generate random hypervectors to build position hypervector table according
to the size of images.

The pipline for image coding are as follows: based on the generation of the intensity
value hypervector table and position hypervector table, read the image to be encoded.
Starting from the first pixel, multiply the corresponding intensity hypervector and posi-
tion hypervector as pixel hypervectors. Add up all the pixel hypervectors to obtain the
integer image hypervector. Finally, binarization processing for it to get final binary image
hypervectror. Taking 28*28 Gy image as an example, the process of hyperdimensional
image coding is shown in Fig. 1.
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Fig. 1. The pipeline of image encoding

4 Experiment

4.1 Setup

We use software to verify the performance of the hyperdimensional computing image
encodingmethod.We encode and restore theMNIST dataset image using Python on Intel
Core I5 8265 CPU. Compare with existingmethods.We compare the performance of our
proposed method with the previous piecewise encoding method, and verify the advan-
tages of our proposed encoding method through distance comparison and restoration of
effect pictures.

4.2 Experimental Results

Table 1 shows the distance comparison between the current method and the adjacent
hypervectors with different flipping probabilities proposed by us when encoding all 256
intensity values of the image. The existing methods usually quantize the image intensity
value of 256 to ten levels, and the normalizedHamming distance of the level hypervectors
is about 0.17. When the level of the original method is set to 256, it can be understood
as the encoding of the intensity value whose turnover rate is p = 0. Table1 lists the
normalized Hamming distances for different inversion rates. As shown in Table1, when
p is set to 0.1, the effect of normalized Hamming distance between 256 levels is almost
the same as that of 10 levels originally. However, if the original method is directly used,
the space between the hypervectors will be too small, almost no discrimination.

We compared the image restoration effect when p is 0.05 and l is 10 in the original
coding method. It can be seen from the Fig. 2 that the image information preservation
effect is better after the introduction of turnover rate. Obviously the former performs
better.
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Table 1. The normalized Hamming distance of different inversion rates

p = 0 p = 0.05 p = 0.1 p = 0.2

0.0078 0.097 0.18 0.27

Fig. 2. Comparison of reduction performance between original method and proposed method

5 Conclusion

In this paper, we have proposed a flexible image encoding method suitable for hyper-
dimensional computing, which can preserve the information of each pixel and flexibly
adjust the hypervector spacing with continuous value relationship. In addition, the image
information encoded by our method has good reversibility. Experimental results show
that ourmethod is better than the current hyperdimensional encodingmethod in restoring
information on image datasets.
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Abstract. Smart water construction is not only an important part of the devel-
opment process of smart city, but also a key link in the implementation of urban
people’s livelihood guarantee. Urban water supply dispatching realizes artificial
intelligence, which can carry out real-time dynamic control and ensure the sta-
bility of the overall water supply pattern. At the same time, it is also the primary
platform for the most direct business connection between production technology
management and grass-roots units. It also establishes channels for various sections
in the field of urban water supply, such as engineering management, measurement
management, water quality management, water plant technical measures man-
agement and so on. With the continuous innovation and development of urban
water supply dispatching, it has experienced the traditional manual experience
stage, the primary information stage of production process monitoring and data
transmission. At present, we are in the artificial intelligence construction stage
including SCADA system, pipe network geographic GIS system and hydraulic
model system as comprehensive dispatching auxiliary means.

Keywords: Artificial intelligence · Process control · Urban water supply · Plan
library

1 Introduction

The application of artificial intelligence in the field of water supply dispatching is to
model the experience of urban water supply operation and management, automatically
collect, track and analyze various data, and give analysis reports and solutions [1–4].
Managers can modify the scheme and confirm the final scheme according to the actual
working conditions [5–8]. On this basis, on the one hand, continuously improve the
plan database and increase the accuracy and operability of the plan formulated through
artificial intelligence, on the other hand, further improve the efficiency and scientificity
of urban water supply dispatching [9–12]. For excellent urban water supply dispatching,
the most important link is to predict and plan in advance, such as how to predict the
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change of pipe network pressure after one hour, the change range of water level after
one day, the increase and decrease trend of water volume after one week, and so on
[13–15]. The realization of artificial intelligence will intervene in advance according
to the change of water supply working condition trend, analyze and judge from the
perspectives of balancing rawwater supply, water production of water plant and stability
of pipe network, so as to ensure that the implementation effect of dispatching order is
connected with the change of working condition, so as to continuously maintain the
integrity and stability of the whole water supply ecological chain, and control the hidden
dangers of water supply safety and various risks in the embryonic stage [16–18].

2 Conventional Intelligent Control and Early Warning Function
of Urban Water Supply

Intelligent controlmainly carries out overall control from three aspects: rawwater config-
uration, water plant pressure and flow adjustment and maintaining the overall operation
stability of the pipe network, and organically combines the three to carry outmore refined
water volume prediction and analysis, and predict and plan in advance. Continuously
monitor the changes of various parameters (water pressure, water volume, water level,
water quality, etc.) 24 h a day, implement key early warning for sensitive data, carry out
intelligent work according to the changes of working conditions in different periods and
the requirements of operation safety, adhere to the primary goal of ensuring the water
supply safety of water plants in the city, never issue instructions at the cost of increasing
hidden dangers of water supply safety, and take the safety of urban water supply as the
top priority. Shown in Fig. 1, which means how is the free water pressure surface of
urban water supply distributed.

Fig. 1. Pressure distribution diagram of free water pressure surface of urban water supply
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2.1 Overall Planning and Intelligent Dispatching of Urban Water Supply
Facilities

Artificial intelligence can timely change the overall water supply dispatchingmode of the
city according to the layout of urban water plants, production and water supply capacity
and the improvement and transformation process, so as to ensure that the pipe network
pressure in the central city is not less than 0.20mpa. The matching of pump units shall
be based on the principle of high efficiency first, near first and far later, balance the water
supply of each region, and strive to reduce energy consumption and realize relatively
economic operation on the premise of ensuring water quality and pressure. Shown in
Fig. 2, which means how to optimize the pump set of water plant. At the same time, by
integrating the change trend and the setting of upper and lower limits, we can realize
artificial intelligence control, further refine the upper and lower limits of the factory
pressure and flow of each water plant in the city, carry out more accurate process control
and adjustment by time and water distribution volume, eliminate the potential safety
hazards in the process of urban water supply in time, and improve the safety guarantee
rate of water plant production and water supply and pipe network operation. In addition,
through the continuous monitoring of the water purification process of the water plant,
we strive to further tap the potential of the water plant in terms of water production
capacity, regulation and storage of clean water reservoir and allocation of pump units,
establish an operation mode of continuous optimization and adjustment, and maximize
the water supply capacity of the whole city in the peak period of water supply.

Fig. 2. Matching optimization diagram of pump set in water plant

2.2 Accurate and Intelligent Dispatching of Urban Water Supply Network

According to urban development and social needs, AI can focus on the targeted analysis
of a small number of low-pressure areas and new water supply areas in the water supply
network, and study new water matching schemes according to the water demand along
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the line. After checking the water volume of the system, the adjustment of the pipe
network shall be checked.

Specific flow qs = (Q −
∑

qt)/
∑

I

Q: total water consumption of pipe network (L/s)
zat: total centralized water consumption of large users (L/s)∑

: total length of main pipe.
Calculate the flow along the line ql = qs*1 1: the length of the pipeline
Calculate node flow qj = gt + 0.5

∑
ql

When calculating the node water pressure elevation of the pipe network, the head
loss of each pipe section is usually calculated. Starting from the constant pressure node
(generally from the most unfavorable point of the pipe network), the upstream node
water pressure elevation is calculated by using Bernoulli equation. However, for the
actual uniform water supply, the flow between the two nodes changes along the way.
The flow velocity V1 of upstream node 1 is large and the flow velocity V2 of downstream
node 2 is small. Therefore, the head loss HW between the two nodes is greater than the
actual water pressure elevation difference,

hw = (Z1 + p1/y + v12/2g) − (Z2 + p2/y + v22/2g) > (Z1 + p1/y) − (Z2 + p2/y)

In this way, thewater pressure elevation of the upstream node of the constant pressure
node calculated by the above method is greater than the actual water pressure elevation
of the pipe network node, resulting in error. However, because the urban water supply
network adopts the economic velocity, for different pipe diameters, the velocity is in the
range of 0.6–1.4 m/s, and the velocity head V22/2G changes in the range of 0.02–0.1
M, the difference between velocity and head is slightly flat, which is usually ignored for
the actual pipe network. Therefore, it is feasible to use the node flow model to calculate
the water pressure elevation. Again according to

The corresponding calculation result of Zeng Hai can be obtained

V = 0.44 ∗ C ∗ (Re/C)0.075∗(g ∗ D ∗ I)0.5

Re = V ∗ D/v

2.3 Intelligent Control of Urban Water Supply Leakage

The addition of artificial intelligence will make statistics and detailed analysis on the
flowmeter data of water transmission network and water distribution network, so as
to improve the accuracy of hydraulic model calculation and the reliability of working
condition simulation application. Figure 3 shows accurately prediction the water volume
and continuously check it According to the distribution of main pipelines and the setting
of water distribution pipelines, combined with the design capacity, reasonably match the
water demand of upper and end users of water supply pipelines, booster pump stations
and upstream and downstream users. For those pipelines that have been operating at
full capacity during peak hours, we can no longer increase users, so as to avoid new
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low-pressure areas of water supply, resulting in the forced booster operation of the water
plant, and the leakage rate may also rise.

In addition to the direct water transfer of the water plant, there are also many sec-
ondary booster pump stations in the urban pipe network. Their water inlet and water
supply are highly subjective and generally lack overall management and coordination,
resulting in unreasonable water distribution in the local pipe network, large and small
flow in the surrounding pipes, good and bad water inspection by users, which is not
conducive to the smooth operation of the overall water supply pipe network. Artificial
intelligence can effectively link the secondary dispatching platform of urban water sup-
ply, cooperate with the primary dispatching platform to monitor the water plant and pipe
network, and carry out regional joint control over the water supply facilities such as the
secondary booster pump station under its jurisdiction, so as to coordinate and use the
water supply operation of each pump station in a planned way.

Fig. 3. Comparison between actual water volume and predicted water volume

3 Intelligent Application in Urban Water Supply Emergency

Urban water supply needs to be safe and stable all the time, but it is inevitable that there
will be occasional equipment failures and improper operation in the operation process,
resulting in chain reactions. When a water supply emergency occurs, artificial intelli-
gence enables the urbanwater supply emergency to have the ability of rapid response and
efficient disposal. It establishes a rich pre plan database in terms of raw water shortage,
water plant power failure, pipeline explosion, etc., quickly retrieves the most matching
corresponding disposal scheme from the pre plan database, and orderly eliminates the
fault according to the type of accident, restores normal operation, or switches the water
source, or adjusts the process and power supply equipment. After the accident is handled,
summarize the data and operation methods, measure the actual use effect of the plan,
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add and correct the unqualified parts, and improve the guiding significance of timely
disposal.

3.1 Emergency Intelligent Control of Urban Water Supply Facilities

When the water demand of the water supply pipe network is large, the urban water
production scale is smaller than the pipe network demand, and the water production
equipment is in the overload operation state, the situation that the supply is less than
the demand in the city appears; Or the water production process of urban water supply
fails, resulting in the decline of water production and the limited regulation and storage
capacity of clean water reservoir, which may further lead to water quality problems and
water supply hidden dangers of insufficient water. In order to solve this problem, the
artificial intelligence system will generate early warning through different parameter
changes and determine it as the corresponding emergency event. Once the system finds
a plan with high matching, it will carry out step-by-step implementation according to
the plan at the first time. For example, the relevant urban water plants are instructed to
reduce the factory pressure and the amount of factory water to prevent the water level of
the clean water reservoir from falling further. At the same time, the pressure balance and
water supplement of the pipe network are carried out by simultaneously increasing the
water supply of other water plants in the city, so as to buy time for emergency disposal
and continue to ensure the safety and stability of urban water supply.

3.2 Emergency Intelligent Control of Urban Water Supply Network

In case of pipe explosion and water leakage in the urban water supply pipeline, the
artificial intelligence will make a preliminary judgment in combination with the pres-
sure monitoring points and flow meters around the leakage point, lock the approximate
location and pipeline distribution that may cause water leakage, and immediately give
the gate closing scheme of rapid water stop. Display detailed information such as the
number of gates closed, the number of pipelines closed, the affected area and the number
of users, and provide ideas for water supply adjustment after water stop. On the basis
of relatively perfect response and emergency plans, the artificial intelligence system
can even carry out the dispatching and control of urban water supply under the adverse
conditions of lack of some monitoring data.

4 Conclusion

The development of artificial intelligence in the field of urban water supply dispatching
is to integrate and apply multi-disciplinary and multi field knowledge, give innovative
thinking, give full play to the technical capacity and plan library role of intelligent control
in multiple links of urban water supply from the aspects of energy conservation and con-
sumption reduction, quality and efficiency improvement and solving practical production
problems, and provide solid technical support for the high-quality and sustainable devel-
opment of water supply sector in smart city, Combined with the construction of smart
operation, smart water plant and smart pipe network, we will realize a new situation of
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scientific urban water supply from digitization and informatization to intellectualization
and intellectualization.

Acknowledgement. Thisworkwas supported by the 1st batch of IndustryUniversity Cooperative
Education Projects ofMinistry of Education in 2021 (202101186002 and 202101186014); the 2nd
batch of Industry University Cooperative Education Projects of Ministry of Education in 2021
(202102296002); the 2021 Self-made Experimental Teaching Instrument and Equipment Project
Fund of Nankai University (21NKZZYQ01); the 2022 Undergraduate Education Reform Project
Fund of Nankai University and the 2022 Undergraduate Experimental Teaching Reform Project
Fund of Nankai University.

References

1. Lu, M., Zhang, T., Zhao, H. modeling method for optimal operation of large-scale water
supply system. Water Supply Drainage 27(6), 81–86 (2001)

2. Yimei, T., Jiangtao, L., et al.: application of genetic algorithm in optimal operation of water
supply system. China Water Supply Drainage 17(12), 63–65 (2001)

3. Fang, Y., Hongwei, Z.: optimal operation of urban water supply network under water-saving
conditions. China Water Supply Drainage 18(3), 82–84 (2002)

4. Zheng, D., Wang, N., Yang, J.: Optimal operation of multi-source large-scale water supply
network. J. Water Conserv. 2, 1–13 (2013)

5. Zhiguang, N., Hongwei, Z.: Genetic algorithm for optimal operation of urban water supply
system. China Water Supply Drainage 19(4), 42–44 (2003)

6. Shan, J., Dai, X.: Using BP network to establish a prediction model of urban water
consumption. China Water Supply Drainage 17(8) (2001)

7. Liu, S.: Optimal distribution of water supply in pumping stations of multi-source water supply
system. China Water Supply Drainage 5(4) (1988)

8. Zhong,W., Xu, N.: Hierarchical optimal operation of urban water supply system with booster
pump station. Syst. Eng. Theory Pract. 9(5), 60–68 (1989)

9. Minnan, L.: hydraulic calculation and optimal operation of water supply network. J. Water
Conserv. 9, 32–39 (1995)

10. Mackle, G., Savie, D.A., et al.: Application of genetic algorithms to pumpscheduling for
water supply. In: 1995 GALESIA, First International Conference on Genetic Algorithms In
Engineering Systems: Innovations and Applications, pp. 400–405

11. Pezeshk, S., Helweg, O.J.: Adaptive search optimization in reducing pump operating costs.
J. Water Resour. Plann. Manag. ASCE 122(1), 57–63 (1996)

12. Niranjan Reddy, P.V., Sridharan, K., Rao, P.V.:WLSmethod for parameter estimation inwater
distribution networks. J. Water Resour. Plann. Manag. 122(3). 157–164 (1996)

13. Scholkopf, B., Simard, P., Smola, A.J:. Prior knowledge in support vector kernels. In: Jordan,
M., Kearns, M., Solla, S. (eds.) Advance inNeural Information Processing Systems, pp. 640–
646. MIT Press, Denver (1998)

14. Sakarya, B.A., Mays, L.W.: Optimal operation of water distribution pumps considering water
quality. J. Water Resour. Plann. Manag. ASCE 126(4), 210–220 (2000)

15. Jowitt, P.W., Germanopoulos, G.: Optimal pump scheduling in water-supply networks. J.
Water Resour. Plann. Manag. 118(4). 406-422 (1992)

16. Lansey, K.E., Awumah, K.: Optimal pump operation considering pump switches. J. Water
Resour. Plann. Manag. 120(1), 17–35 (1994)



58 P. Zhang et al.

17. Ormsbee, L.E., Lansey, K.E.: Optimal control of water supply pumping systems. J. Water
Resour. Plann. Manag. ASCE 120(2), 237–252 (1994)

18. Jain, D.A., Joshi, U.C.: Short-term water demand forecasting using artificial neural net-
works: IIT Kanpur experience. In: Proceedings of 15th International Conference on Pattern
Recognition, vol. 2, pp. 459–462 (1994)



Remote Sensing Image Object Detection Based
on Improved SSD Algorithm

Xu Pan1, Bingcai Chen1,2(B), Menglin Qi1, and Zeqiang Sun1

1 School of Computer Science and Technology, Xinjiang Normal University, Urumchi 830054,
China

px85@qq.com
2 School of Electricity and Computer, Jilin JianZhu University, Changchun 130000, China

Abstract. Aiming at the problems of complex background, serious illumination
and small target in optical remote sensing image, a remote sensing image object
detection algorithm based on decoupling head and attention mechanism (DHA-
SSD) is proposed. The algorithm is based on the combination of resnet-50 and SSD
algorithm. Firstly, the decoupling head structure is added to decouple the classifi-
cation task and positioning task of object detection, so as to alleviate the conflict
between the two tasks; Secondly, in the multi-scale detection stage, SimAM atten-
tion module is introduced to improve the multi-scale detection performance of the
model without adding parameters; Finally, the experimental results on the public
RSOD optical remote sensing image data set show that the mAP value is improved
by 4.4% compared with the benchmark algorithm.

Keywords: Optical Remote Sensing Image · Decoupling Head · Attention
Module · SSD

1 Introduction

The object detection task on optical remote sensing image is often used in UAV recon-
naissance, traffic monitoring, land survey, wildlife tracking, disaster observation and
other application scenarios. This is the basic work of many follow-up studies [1].

In recent years, there are many object detection algorithms based on convolutional
neural network (CNN [2]), such as SSD [3], Faster R-CNN [4], YOLOX [5], etc. These
algorithms are usually used to solve these tasks. When moving to remote sensing object
detection task, some new problems will appear. For example, the complex background
and small targets in optical remote sensing images lead to the low accuracy of con-
ventional object detection algorithms. Based on this, a large number of scholars have
improved the traditional object detection algorithm, and achieved good results in optical
remote sensing images.

Using the multi-scale features of different depths of the network, FPN generates a
feature pyramid by transforming the feature mapping of the image, which effectively
improves the detection accuracy [6].WangHT [7] by changing the preset anchor point of
SSD algorithm, the adaptability of the algorithm to remote sensing targets is improved.
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Wang D L [8] use the improved dense connection network to replace the darknet53
network in YOLOv3, and add the feature enhancement module to improve the detection
effect of remote sensing images. Ju M [9] add a high-resolution feature fusion line on
the basis of YOLOv3 algorithm to enhance the effect of small object detection.

In this paper, SSD algorithm is used to realize object detection in optical remote
sensing image. In order to make SSD algorithm more suitable for remote sensing image
object detection task, the following improvements are made to the algorithm:

1) The decoupled detection head is used to decouple the classification and regression
tasks to alleviate the degradation of detection performance caused by the conflict
between the two tasks.

2) In the multi-scale detection stage, SimAM attention mechanism [10] is introduced
to improve the learning and expression ability of the network.

3) Experiments are carried out on the public RSOD remote sensing image dataset [11]
to verify the feasibility and effectiveness of the improved strategies.

2 Improved SSD Algorithm

2.1 Overall Network Structure Design

The background of optical remote sensing image is complex, and the targets are small
and dense, which brings challenges to target classification and positioning. According
to the characteristics of convolutional neural network, the local features learned in the
shallow layer of the network are used to detect small targets, while the global features
learned in the deep layer are used to detect large targets. In SSD algorithm, the output of
the conv4_3 layer of backbone network and five additional convolution blocks are used
to realize multi-scale target detection. Taking an image with input size of 300 * 300 as
an example, the output feature size of conv4_3 layer in SSD algorithm is 38 * 38, while
the output feature size of the additional five convolution blocks are 19 * 19, 10 * 10, 5 *
5, 3 * 3 and 1 * 1 respectively. Six default boxes with different scales are constructed at
each point on feature maps, Then match these default boxes to the ground truth boxes,
and predict both the shape offsets and the confidences for all object categories. Finally,
the default boxes are combined, and use non maximum suppression (NMS) to generate
the final detection result.

Due to the lack of learning and expression ability of SSD algorithm in remote sensing
image object detection task, it is can not to satisfy people’s needs. Therefore, this paper
takes the improved version of SSD algorithm, which uses resnet-50 as the backbone,
as the benchmark algorithm. Then the SimAM attention mechanism and decoupling
detection head are introduced to obtain better detection effect. The network structure of
the improved SSD algorithm is shown in Fig. 1.
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Fig. 1. The Structure of The Improved SSD Algorithm

2.2 SimAm Attention Mechanism

Facts have proved that attention mechanism is a potential means to enhance deep CNN.
Attention mechanism can help the model give different weights to different parts of
neurons and extract more interesting information. In order to enhance the multi-scale
detection ability of SSD algorithm, attention mechanism is added to the multi-scale
detection network.

SimAM attention module [10] consists of spatial attention and channel attention.
The module first calculates the linear separability between neurons, then uses the energy
function to calculate the energy of different neurons, and weights each neuron accord-
ing to the energy. Because neurons add weight to each position in the feature map, the
network can focus on the target of interest and ignore or weaken irrelevant informa-
tion. Because the attention mechanism of SimAM is nonparametric, it will hardly bring
additional calculation and storage to the model (Fig. 2).
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2.3 Decoupling Head

The detection head in SSD algorithm uses the extracted multi-scale features for classi-
fication and location tasks at the same time. Because the coupling of classification task
and location task will lead to conflict, and affect the detection performance. In order
to satisfy the decoupling of two tasks and the real-time requirements of the algorithm,
this paper Construction the decoupling head using convolution layer. For the multi-scale
features of the input, the prediction head corresponding to the classification and posi-
tioning tasks is 1× 1 convolution and 3× 3 combination of convolutions. The structure
of the decoupling head is shown in Fig. 3.

Conv 1*1

Conv 3*3

FC_Location

Conv 1*1

Conv 3*3

FC_Confidence

Multi-scale Feature Extracter

Fig. 3. Decoupling head module

3 Materials and Methods

3.1 RSOD Dataset

Wuhan University released the RSOD remote sensing image dataset in 2016 [11], which
has 800 images, including four types of targets: aircraft, playground, overpass and oil-
tank. This study takes RSOD dataset as the research object. In order to increase the
training samples, the pictures are randomly rotated and flipped during training.

3.2 Evaluating Indicator

The experiment mainly uses map (mean average precision), AP (average precision) and
FPS (frames per second) as evaluation indexes.

Precision (P) is used to measure the proportion of all positive samples detected that
are also labeled as positive samples, also known as precision. Recall (R) measures the
ratio of the number of positive samples correctly detected to the number of all positive
samples in the dataset, also known as recall.

Precision = TP

TP + FP

Recall = TP

TP + FN

(1)
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In formula 1, TP is true positives, representing the number of samples correctly detected
as positive; FP is false positives, representing the number of negative samples misjudged
as positive samples; FN is false negatives, which represents the number of positive
samples misjudged as negative samples.

P and R conflict with each other, and a single index cannot comprehensively evaluate
the advantages and disadvantages of the algorithm, so AP is used as the evaluation index.
AP is the offline area of (PRC, precision–recall curve). The higher the AP value, the
better. Map is the average value of AP of different categories. As shown in formula 2.

AP =
∫ 1

0
P(r)dr

mAP =
∑n

1 APi

n

(2)

where n represents the number of target categories.
FPS is used to evaluate the speed of the model, indicating the number of pictures

detected in the unit second of the model.

4 Experiment and Result Analysis

This study discusses the influence of learning rate on the convergence speed and accuracy
of the model, and explores the influence of attention mechanism and decoupling head
on the detection performance of the model through experiments. In order to verify the
effectiveness of the improved algorithm, the improved algorithm is compared with the
classical object detection algorithm. The comparison algorithm includes two-level object
detection algorithm Faster R-CNN and single-level object detection algorithm SSD and
YOLOv3.

4.1 Experimental Environment

The software and hardware configuration of the experiment is as follows: the CPU is
R7–5800, the graphics card is NVIDIA RTX3060, the operating system is windows 10,
the deep learning platform is pytorch, and the development language is python.

In order to verify the effectiveness of the improved model, comparative experiments
are carried out on the same dataset, and the parameter settings of the comparative algo-
rithm refer to the original text. The parameter settings of SSD algorithm are as follows:
select SGDM optimizer, set the optimization model and momentum to 0.9, and set the
learning rate to 0.001. In order to achieve better results, crossentropy loss is selected as
the confidence loss and smoothl1loss is selected as the positioning loss.
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4.2 Comparative Test of Different Algorithm

In order to compare the performance of each comparison algorithm, the evaluation index
mentioned in Sect. 2.2 is used to verify the performance of the model. The results are
shown in Tables 1 and 2.

Table 1. AP(%) and mAP(%) Comparison of SSD and DHA-SSD on RSOD dataset

Model AP mAP

playground Overpass Oiltank Aircraft

SSD 97.2% 80.5% 88.2% 79.8% 86.4%

DHA-SSD 99.5% 89.6% 93.3% 80.7% 90.8%

As shown in Table 1. Comparedwith the benchmark algorithm,DHA-SSD algorithm
improves greatly in the categories of overpass and oiltank, which are 9.1% and 5.1%
respectively. Because the background in the overpass image is complex, while the targets
in the oiltank image are dense,which verifies the effectiveness of the improved strategy in
complex background and dense target scenes. The improvement in the aircraft category
is small, about 0.9%, mainly because the background of this category of images is
complex, there are many and dense small targets, which is a great challenge to the object
detection algorithm.

Table 2. mAP(%) and FPS comparison of algorithms

Model mAP FPS

YOLOv3-Tiny 63.9% 40

YOLOv3 78.6% 38.6

Faster R-CNN 93.2% 3.4

SSD 86.4% 23

DHA-SSD 90.8% 21

By analyzing the experimental results in Table 2, it can be seen that the DHA-
SSD algorithm proposed in this paper is superior to the single-stage object detection
algorithms YOLOv3, YOLOv3-Tiny, and SSD algorithm in detection performance, and
is 26.9%, 12.2% and 4.4% higher in average accuracy (map) respectively. The map of
the improved algorithm is slightly worse than the Faster R-CNN algorithm, with a gap
of 2.4%, but the detection speed is about 6 times that of the Faster R-CNN algorithm.
The test results are shown in Fig. 4.

Thanks to the advanced nature of the baseline algorithm and the effectiveness of the
improved strategy for remote sensing object detection, the improved model can meet the
real-time and accuracy requirements of remote sensing image detection.
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Fig. 4. Prediction Results of DHA-SSD in RSOD Dataset

5 Conclusion

Aiming at the problems of complex image background, small and dense targets in remote
sensing image detection, an improved method based on decoupling head and attention
mechanism is proposed, which provides a way to solve the problems in remote sensing
image detection. This method selectively focuses on the region of interest in the feature
map through the attention module, and uses the decoupling head to decouple and sum
the classification task and regression task. Several groups of comparative experiments
show that the proposedmethod has good performance in remote sensing image detection
task. This has certain significance for solving the problem of object detection in remote
sensing images in the future. This paper does not consider more remote sensing image
datasets. In the future, relevant experiments of multi-source data fusion will be carried
out to further improve the performance of the model.
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Abstract. With the development of smart water conservancy construction, a real-
istic demand for using computer vision technology to assist in the supervision of
floating objects on the water surface has arisen. To address the problem that the
current research on water surface floating objects detection mainly focuses on
detecting scattered individual floating objects, and an improved YOLOv3 algo-
rithm embeddedwith the SE attentionmodule is proposed for detecting aggregated
water surface floating objects. A self-made dataset containing aggregated floating
objects “mixed garbage” and “water pollution” is developed and augmented with
four data enhancement methods. The K-means++ algorithm was used to replace
the K-means algorithm for clustering the dataset with ground truth box sizes to
reduce the negative effects of randomly selecting the initial clustering centers. The
localization loss in the loss function of the YOLOv3model is improved, and GIoU
Loss is introduced to improve the localization accuracy. The experimental results
show that S-YOLOv3 outperforms othermodels in the field of water surface object
detection on the self-made dataset compared with YOLOv3 and other commonly
used models in the field of water surface object detection, and the mAP reaches
83.1%.

Keywords: YOLOv3 · Attention Mechanism · Water Surface Floating Object
Detection

1 Introduction

Water surface floating objects pose a serious threat to the safety of thewater environment,
but the current supervision of water surface floating objects is still based on manual
inspection, and the scope of supervision is limited and less efficient. Compared with this,
the use of object detection technology for water surface floating objects supervision not
only reduces the required manpower but also can monitor the water surface environment
in real-time without interruption. Therefore, image-based water surface floating object
detection research is gaining attention.
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The algorithm in water surface floating object detection proposed by Senhao Li [1]
mainly takes countermeasures against the disturbing factor of water ripples, but its self-
made dataset images are taken under good lighting conditions, so there is still some room
to improve the robustness of this algorithm against lighting changes. Lieshout C V et al.
[2] constructed a plastic floating litter monitoring dataset, and the detection of plastic
floating litter was completed by Faster R-CNN [3] and Inception V2 [4], performed two
stages of detection from coarse to fine to complete the identification of plastic floating
debris. Guojin Li et al. [5] constructed a floating litter dataset using images of the lake
on campus and used Faster R-CNN as the base model for more accurate localization of
small scattered objects on thewater surface using pixel points instead of bounding boxes.
However, most of the existing studies focus on detecting sparsely dispersed objects on
the water surface, and due to the influence of factors such as water mobility and wind,
floating garbage tends to accumulate in the direction of water flow, resulting in a large
amount of mixing of multiple types of garbage together, and there is less research on
this kind of aggregated floating garbage. Moreover, most of the self-made datasets have
a single image acquisition scene and location, some only divide the training set and test
set, leading to a lack of convincing generalizability for those models that achieve good
detection results on these datasets.

Therefore, this paper researches aggregated water surface floating objects and con-
structs a water surface floating object detection dataset containing aggregated mixed
garbage and water pollution objects. The YOLOv3 [6] model, which is widely used
in industry, is used as the base detection model, GIoU is introduced in its localization
loss calculation, the anchor frame size is reset using the K-means algorithm, and the SE
attention module is embedded into YOLOv3 to obtain the S-YOLOv3 model, to achieve
reliable detection of aggregated floating objects.

2 YOLOv3 Model Improvement

2.1 Anchors Presetting Based on K-means++ algorithm

The setting of anchor size has a direct relationship with the detection performance of the
model. Theoretically, the closer the anchor size is to the GT frame size in the dataset, the
higher the detection performance of the model. Therefore, YOLOv3 uses the K-means
clustering algorithm to cluster the GT frame sizes in the dataset, where K is set to 9. The
process of IoU-based K-means clustering of anchor frames is as follows (K = 9).

(1) Read the annotation files of the dataset, parse the size information of GT boxes, and
initialize the clustering center by selecting the size information of 9 boxes randomly
from all ground truth boxes.

(2) Calculate the distance between each GT frame and the cluster center in turn, which
is equal to 1-IoU, where IoU is the intersection ratio of GT frames and the cluster
center. A GT box is divided into clusters belonging to the cluster center with the
smallest distance from it.

(3) Recalculate the center of each cluster, and the center of the cluster is equal to the
mean of all GT boxes contained in that cluster.

(4) Repeat steps 2 and 3 until the centers of the clusters no longer change.
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In the above process, it can be found that the Initial clustering centers in the K-means
algorithm are selected randomly, and this randomness1 is mainly caused by the random
selection of the initial clustering centers in the first step, so K-means++ improves K-
means in this regard. The idea of K-means++ initializing the clustering centers is that
the first clustering center is selected randomly, and the xth clustering center (x > 1) is
then selected as far as possible from the first x−1 cluster centers, thus ensuring that the
cluster centers are as dispersed as possible.

2.2 Localization Loss Function Improvement

The loss function of YOLOv3 consists of localization loss, classification loss, and con-
fidence loss. IoU is equal to the ratio of the intersection area of the prediction bounding
box and the GT box to the union area of the two and is used to measure the accuracy of
the prediction. However, IoU does not accurately reflect the degree of overlap between
the prediction bounding box and the GT box and the distance between them when they
do not intersect. H Rezatofighi proposed GIoU [7], which inherits the advantages of IoU
while quantifying the distance between the prediction bounding box and the GT frame.
Therefore, GIoU is added to the calculation of the YOLOv3 localization loss function
as shown in Eq. 2.1, to improve the model detection performance.

Lbox = λcoord

S2∑

i=0

B∑

j=0

1obji,j (2 − ωi × hi)(1 − GIoU ) (2.1)

3 S-YOLOv3 Network

3.1 SE Attention Module

The SE module proposed by hu et al. [8] is an attention mechanism belonging to the
channel dimension, and its name is derived from the combination of the initials of the
two core operations of the module, Squeeze and Excitation. In terms of the overall
architecture, the SE module assigns weights to the features of each channel through
the three steps in Fig. 1: first, it compresses all the feature maps of dimension h × w
on the channels, compressing each feature map into one element and obtaining C2 real
numbers; then, it converts the real numbers into corresponding weight values through
the excitation operation; and finally, the scale operation applies these weights back to
each channel. After these three steps, the features that were originally of the same rank
in each channel are given different weights, allowing the introduction of attention into
the neural network. As seen in the figure, the SE module does not change the structure
of the neural network before and after its processing, so it can be easily embedded in
other neural networks with excellent portability.
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Fig. 1. Structure of SE attention module

3.2 S-YOLOv3 Network Structure

Specifically, the S-YOLOv3 network consists of three main components, the CBL com-
ponent corresponds to the Convolutional convolutional block in Fig. 2, which consists of
a convolutional layer, a batch normalization layer, and an activation function. The Res-
unit residual connection component is a residual module with a shortcut structure, which
ensures that the complex model after network hierarchy deepening necessarily contains
the model before deepening by an addition operation, avoiding model bias caused by
network hierarchy deepening. The first convolutional block in each ResN component
plays the role of down sampling, and the convolutional blocks in the five ResN com-
ponents down sample the feature map by a factor of 2 to 5, i.e., 32 times. S-YOLOv3
embeds a SE attention module before each YOLO layer, thus improving the detection
accuracy of the model.

Fig. 2. S-YOLOv3 network structure

4 Experimental Results and Analysis

4.1 Dataset Preparation

Since there is no common dataset such as ImageNet and COCO in the field of water
surface floatingmatter detection, we need to make our dataset. The images in this dataset
are all from the Wuxi public data open platform, mainly consisting of images that were
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intercepted from the river monitoring videos and the real-world images from the water
surface pollution reports. The specific steps are as follows. The training set, validation set,
and test set are divided in the ratio of 3:1:1 bymanually cleaning the data and normalizing
the annotation, and the training set is augmented with offline data using horizontal
flipping, random brightness, random panning, and adaptive histogram equalization to
perform offline data enhancement on the training set to expand the sample size. The
dataset has 1752 images and contains two types of targets, namely “mixed garbage” and
“water pollution”. Aggregated garbage often consists of a large number of targets of
multiple types, so it is regarded as a whole - “mixed garbage”, and no longer separately
identifies the sub-targets in mixed garbage. Water pollution type targets refer to cases
where non-water surface objects cause, but rather, a situation where the water body is
polluted and has a special color due to phenomena such as water bloom.

4.2 Experimental Environment and Conditions

The experiments were conducted in theWindows 10 system environment with a Graphic
Processing Unit of NVIDIA RTX2060 with 6 GB of video memory, CPU model i7-
9750H, and a deep learning framework of Pytorch 1.10.2. The initial learning rate was
1.19E−4, which decreased to 9.69E−5 at the 40th training epoch, for a total of 80
training epochs.

4.3 Experiments and Analysis of Results

The first set of experiments compares the detection performance of YOLOv3 before
improvement and YOLOv3(1), which adds GIoU to the localization loss calculation.
The second set of comparison experiments compares the effects of using the K-means
clustering algorithm and the K-means++ clustering algorithm for pre-defined anchors,
respectively. Since the K-means clustering algorithm randomly initializes the clustering
centers, the clustering results are not stable. 20 K-means clusters were performed on the
dataset, and the clustering result with the highest mean IoU value of the final clustering
center and ground truth boxes was selected as the configuration of YOLOv3(2). The
result of using the K-means++ clustering algorithm is used as the preset anchor size for
YOLOv3(3). Figure 3 shows a visualization of the clustering results used inYOLOv3(2).
Table 1 shows the anchor sizes used for each model in the second set of comparison
experiments when the input image size is 416. Combining Fig. 3 and Table 1, it can be
seen that the larger-scale ground truth boxes in the homemade dataset in Sect. 3.1 are
more numerous and relatively concentrated. Therefore, the anchor sizes clustered out
by K-means will be relatively concentrated, but the K-means++ algorithm will spread
out the clustering centers and distribute them evenly across the scales due to the way it
initializes the clustering centers. In the third set of comparison experiments, S-YOLOv3
adds the SE attention module to YOLOv3(3).

Table 2 shows the detection results of these three sets of experiments. In the first
set of comparison experiments, the mAP of YOLOv3(1) is improved compared with
the YOLOv3 before improvement. In the second set of comparison experiments, the
YOLOv3(3)modelwith anchor sizes obtained using theK-means++clustering algorithm
achieves higher mAP. When the ground truth box sizes of the dataset span a large-scale
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range but are not uniformly distributed across scales, setting the anchor sizes using theK-
means++ clustering algorithm ismore favorable forYOLOv3. In addition, the addition of
the SE attention module makes the model pay more attention to the global information
and the relationship between channels in the detection, which further improves the
detection capability of the model.

Fig. 3. Results of clustering the self-made dataset using the k-means clustering algorithm

Table 1. Comparison of preset anchor sizes

Clustering algorithm Small scale Middle scale Large scale

K-means clustering (106,64)
(133,173) (243,87)

(252,284)
(336,148) (378,192)

(382,347)
(384,241) (389,29)

K-means++ clustering (27,21)
(65,16) (77,31)

(108,83)
(157,195) (357,221)

(373,346)
(378,278) (381,133)

Table 2. Results of ablation experiments

Model GioU K-means K-means++ SE mAP

YOLOv3 0.709

YOLOv3(1)
√

0.726

YOLOv3(2)
√ √

0.781

YOLOv3(3)
√ √

0.794

S-YOLOv3
√ √ √

0.831

In the field ofwater surface object detection, themost commonly used detectionmod-
els besides YOLOv3 are Faster R-CNN and SSD. Therefore, the proposed S-YOLOv3
was compared with Faster R-CNN and SSD on the self-made dataset for experiments.
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The experimental results in Table 8 show that S-YOLOv3 achieves 83.1%mAP, which is
better than SSD and Faster R-CNN and can meet the needs of water surface aggregated
floating object detection.

Figures 4 show the detection results of YOLOv3 and S-YOLOv3 on the self-made
dataset, and it can be seen that the improved S-YOLOv3 has improved both in reducing
the redundant bounding boxes and improving the confidence of the prediction bounding
boxes. For some objects not detected by YOLOv3, S-YOLOv3 can also identify them
better. However, S-YOLOv3 also fails to detect the mixed garbage which is similar to
the background color and consists of multiple scattered small objects.

(a) Ground truth box (b)YOLOv3 detection (c)S-YOLOv3 detection

Fig. 4. Example of YOLOv3 and S-YOLOv3 detection

5 Conclusions

In this paper, we focus on the detection of aggregated water surface floating objects
and improve the YOLOv3 model. To further improve the detection performance of
the YOLOv3 model, the SE attention module is introduced into YOLOv3, and the S-
YOLOv3model is proposed by combining experiments to improve the loss function and
anchor size of YOLOv3. In addition, the S-YOLOv3 proposed in this paper is compared
experimentally with the YOLOv3 model before improvement, and the SSD and Faster
R-CNN models commonly used in the field of water surface floating object detection,
and the detection performance of S-YOLOv3 is improved significantly, which can meet
the needs of surface floating object detection and exceed the effect of the comparison
models under the same index.
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Abstract. In recent years, natural language generation of SQL sentences
(Text2SQL) has received a lot of attention as an important research
direction natural language processing (NLP). Text2SQL makes it eas-
ier for users to query complex databases without learning SQL sentences
and the underlying database schema. The current mainstream Text2SQL
method is the grammar-based IRNet, which attempts to present an effi-
cient method with explanations from the perspective of constructing rea-
sonable grammars and provides a good solution for solving complex nested
queries. Still, it makes simple use of external database ontology knowl-
edge, resulting in natural language problems in which words do not cor-
respond well to tables and columns in the database. To address this prob-
lem, a new method that considers the entity relationships between natu-
ral language problems and data in the database - SLESQL is proposed,
which extends some of the functionality of IRNet by using schema linking
enhanced Experiments show that SLESQL achieves 6.8% improvement in
accuracy over IRNet on the publicly available dataset Spider.

Keywords: Deep learning · IRNet model · Text2SQL · schema linking

1 Introduction

Most of the previous studies have focused on converting natural language prob-
lems into SQL query statements that can be executed by existing database soft-
ware, and now providing users with similar convenient interfaces to query data
directly through natural language is the focus of any data opening work that
cannot be ignored [1].

The typical Example of Text2SQL is shown in Fig. 1. An effective SQL query
sentence is generated by a natural language query sentence, the corresponding
database schema (DB Schema), and database content. For example, a query
sentence: “Show origin and destination for flights with a price higher than 300.”
reflects some problems faced by the current Text2SQL method. In fact, “higher”
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is supposed to refer to the height column (not in table flight) and cannot be
extracted directly from the problem. There is also another case: “flights” refers
to table flights, and the tag “flights” in natural language problems cannot be
mapped directly to a value in a column, table, or database content in a database.

Fig. 1. A Typical Example of Text2SQL

Choosing the correct columns, tables, and values in the data tables involves
a major challenge for Text2 SQL - Schema Linkling [4]. Schema linking refers to
identifying references of columns, tables, and conditional values in the natural
language query sentence. Schema linking involves three difficulties. Firstly, any
Text2SQL model must encode the database schema into a representation suit-
able for decoding into SQL queries, and the decoding process may involve given
columns or tables. Secondly, these represent all the information encoded about
the schema, such as its column type, foreign key relationship, and the main key
used for table connection in the database, as well as external knowledge not in
the database and natural language queries, such as the entity type and relation-
ship of each word. Finally, even if the table names, column names, and values in
the data tables in the query are different from those encountered during training,
the model must identify natural language queries that refer to the values in the
table names, column names, and data tables.

Given the above difficulties, we start from the schema linking so that the
model can not only extract important information from natural language query
sentences but also take into account the relevance of database schema and
database content. At the same time, a new named entity recognition method
is used to provide more sufficient external knowledge for the model, and a com-
plete candidate strategy is designed to help model selection. Finally, the model
generates correct executable SQL query sentences.

2 Related Work

Most current methods use advanced neural network architecture to synthesize
SQL queries for given user problems. The SQLOVA method developed by Hwang



Research on the Text2SQL Method Based on Schema Linking Enhanced 77

et al. [5] in 2019 introduces BERT preprocessing model. IRNet [7] used a Trans-
former encoder and decoder based on an LSTM network, and the general pro-
cessing flow is shown in the blue part of Fig. 2. In the stage of schema linking,
the segmentation method of IRNet is only based on the N-gram method of the
string. This will cause the input information to be redundant, and a large num-
ber of invalid word segmentations are input, which increases the difficulty of
neural network selection. At the same time, IRNet uses a largescale open knowl-
edge map ConceptNet to predict the relationship between the values in the data
table in the natural language query sentence and the columns in the database
model and puts the fragments in the natural language query sentence into the
knowledge map ConceptNet. The results returned by ConceptNet contain two
noteworthy information, namely, “relevant terms” and “the same type”. This
only by looking up the “upper words” to filter the database schema matching
column name effect is not ideal, can not accurately understand the relationship
between the data table median and the column in the database schema, and
because of some spelling errors and ignore the relevant words, thus reducing the
accuracy of generating SQL.

We propose a Text2SQL model based on schema linking enhanced (SLESQL)
by combining external knowledge and database content. Starting from the
schema linking, a new candidate strategy is adopted to make up for the defects
of single string comparison (such as N-gram). It not only considers the associ-
ation between natural language query sentences and database schema, but also
considers linking the values in the data table to the database schema so that the
model can extract the correct entity type, enhance the reasoning ability of the
model, and improve the accuracy of generating SQL sentences.

3 Algorithm Description

The input of IRNet is the natural language query sentence and database schema,
and the SLESQL proposed in our work adds the database content (DB Content)
as the input on this basis, as shown in the orange section in Fig. 2. In the encoder,
SLESQL introduces the named entity recognition model-TENER [8] to enhance
the ability of the model to extract the correct entity. After screening and ver-
ification of candidate sets, the encoder can more accurately align the database
schema with each part of the natural language query sentence, and the process
can be seen in Fig. 3.

Fig. 2. SLESQL Overall Flow
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3.1 Schema Linking Enhanced

The schema linking enhanced phase mainly completes two tasks : (1) Propose an
appropriate candidate set. (2) Provide adequate information for predicting values
in table names, column names, and data tables. In addition to the database
schema and natural language query sentences, the model can predict the correct
table name, column name, and value in the data table in the decoder by viewing
the database content to provide more information for the neural network.

Fig. 3. Schema Linking Enhanced

Candidate Extraction. For a natural language query sentence, we use the
named entity recognition (NER) model to extract potential candidates. Since
Spider is an English dataset, the TENER model proposed by Yan et al[17] in 2019
has also been applied in our work. This model is an improvement on the original
Transformer based on the NER task. The improved Transformer encoder is used
to model the character-level features and word-level features. The TENER model
is the best indepth learning method on the English dataset CoNLL-2003 so far.
we also make an entity analysis of the Question section in Spider [2]. In addition,
some simple and effective heuristic methods are used to extract and generate
candidates : (1) Content in quotation marks. (2) Terms in capital letters. (3)
Single alphabet.

Candidate Generation. After extracting the value from the problem, the can-
didate needs to be generated. For the value in the data table, the extracted value
itself is likely to be the only necessary candidate. Three candidate value gener-
ation methods are used in SLESQL : (1) method based on string similarity, (2)
heuristic method based on artificial production, and (3) N-gram method based
on a string. To evaluate the similarity between the text value extracted from the
problem and the value in the database, using the text distance based on word
embedding, the model only scans the value of the similarity in the database that
exceeds a certain threshold. we further use Damerau-Levenshtein [9] to measure
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the similarity between each marker, because Damerau-Levenshtein has a good
performance between accuracy and running time.
Verify Candidate and Encode. Since candidate generation will generate a
large number of potential candidates, it is necessary to verify the candidate set.
Three aspects should be considered : (1) the similarity threshold, (2) the num-
ber of candidates extracted from natural language problems, and (3) the total
number of values in the database. Since the number of candidates directly affects
the accuracy of the model, too many candidates make it difficult for the model
to select the correct value. Therefore, this article uses database content again to
reduce the number of candidate sets. In contrast, Exact Matching is used instead
of using similarity to verify the candidate set. We exclude candidates extracted
from quotation marks from database validation. In the validation process of the
candidate set, the SLESQL model will record the table column position of the
candidate in the database.

The work of candidate encoding is similar to that of the table and column
encoding. The position of the candidate (table and column) is encoded with the
candidate itself. Because of the extra table and column information, not only
for the numerical itself, the encoder can also find the location of the numerical
attention. Each candidate, together with its location, is separated from other
values by using the [SEP] specified by the encoder. Each marker value is further
marked as a lexical chunk using the WordPiece segmentation algorithm. Encoder
input is a pretrained embedded list, and each lexical block corresponds to it.

3.2 Encoder-Decoder

SLESQL encoder input is information about database schema and candidates
extracted from database content. Therefore, SLESQL encoders can also learn
the relationship between the tag of natural language problems and the actual
values in the database. The nonoverlapping sequence of queries is expressed as
x = [(x1, T1), . . . , (xn, Tn)], where x1 is the first sequence and is the type of
x1. The encoder takes as input and converts each word into its vector. Then,
running bidirectional LSTM for all sequences, the output states of forwarding
LSTM and reverse LSTM are connected as the output of natural language query
sentences in the encoder. The database model is expressed as a set of different
columns and their types assigned in the preprocessing, which is a set of tables.

The decoder receives the encoding of natural language query questions, table
names, column names, and data table medians from the encoder as the input,
and the output is the synthesized close semantic query language (SemQL).
The decoder is composed of LSTM architecture and multiple pointer net-
works, which are used to select tables, columns, and values. Using a syntax-
based decoder (TRANX), LSTM is used to simulate the generation process of
SemQL. Formally, the generation process y of SemQL can be formalized as
p (y | x, s) =

∏T
i=1 p (ai | x, s, a < i), where is the action taken at the time i,

a < i is the action sequence before i, and is the total number of the whole
action sequence. The decoder interacts with three types of actions to gener-
ate SemQL, including APPLYRULE, SELECTCOLUMN, and SELECTTABLE
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[10]. APPLYRULE(r) applies a generation ruler to the current derivation tree of
SemQL, where r is the generation rule designed in IRNet. Also, using a Coarse-
to-Fine framework [11], the decoding process for SemQL is shown in Fig. 4.

Fig. 4. Encoder-Decoder Processing Flow

4 Experiments and Analysis

The experiment uses the Spider public dataset of Yale University and com-
pares SLESQL with SyntaxSQLNet [3] and IRNet to verify the effectiveness of
SLESQL.

4.1 Dataset and Evaluating Indicator

The experiment uses the public dataset Spider, which contains most SQL opera-
tors (ORDER BY/GROUP BY/HAVING and nested queries) and is distributed
in 200 publicly available databases in 138 fields. Each database has multiple
tables, and each database has an average of 5.1 tables. The dataset is divided
into a training set, validation set, and test set. The validation set covers 20
different databases that have not appeared in the training set.

To quantitatively evaluate the accuracy of SQL generated by Text2SQL, this
paper conducts a comparative test based on the Spider dataset. Exact Matching
index is used for evaluation. If the complete statement is correct, the accu-
racy rate is used as a measure. The specific calculation formula is shown in
Formula (1).

Exact Matching =
#count
#total

(1)
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where #total is the total number of samples, and #count is the consistent num-
ber of complete SQL sentences.

4.2 Experiment Setting

The model uses an Adam optimizer, the encoder is 2e–5, the decoder is 1e–3, and
the intermediate connection parameter is 1e–4. The learning rate of the encoder
is the default parameter for BERT [6] fine-tuning, and all other hyperparameters
are set based on experience hyperparameters. After experimental verification, the
optimal parameter configuration is as follows: BatchSize = 64,Dropout = 0.3.

4.3 Experimental Results and Analysis

To verify the effectiveness of SLESQL proposed in this paper, SyntaxSQLNet
and IRNet models are mainly used as the comparison models of experiments.
Spider evaluation index defines difficulty according to the number of SQL com-
ponents, selection and conditions, so queries containing many SQL keywords
will be considered difficult. Spider defines four difficulty levels, simple, medium,
Hard and Extra Hard. According to the difficulty level of SQL defined in the
Spider dataset, this experiment further studies the performance of SLESQL in
different difficulty parts of the test set.

Table 1. SLESQL Exact Match Results in Four Difficulty Levels on the Test Set

Algorithms Easy Medium Hard Extra Hard

SyntaxSQLNet(BERT) 42.9% 24.9% 21.9% 8.6%

IRNet(BERT) 77.2% 58.7% 48.1% 25.3%

SLESQL 77.6% 60.1% 52.2% 32.1%

As shown in Table 1, SLESQL has higher accuracy than SyntaxSQLNet and
IRNet at all difficulty levels. Moreover, the experimental data show that for
the more Hard queries, SLESQL is more sufficient to show excellent analytical
power and accuracy. For example, compared with IRNet (with BERT to enhance
IRNet), SLESQL improves the matching rate of SQL sentences at the Extra Hard
level by 6.8%. Experiments show that schema linking enhanced can better solve
the problem of containing more database schemas and data tables.

Some problems can be solved by BERT, such as field prediction error and
operator misuse, but the improvement for complex nested queries is not obvious.
In Fig. 5, we can see that the highest accuracy of SLESQL is 65% in the Spider
training set. Moreover, with the increase of training rounds, the accuracy of
SQL generated by the model steadily increases. After the convergence in the
late training, SLESQL has a higher performance. Similarly, using BERT as the
pretraining model, SLESQL performs significantly better than IRNet, indicating
that the research work on SLESQL in complex nested queries is effective.
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Fig. 5. Encoder-Decoder Processing Flow

5 Summary

In this paper, the method of schema linking enhanced is proposed to link the val-
ues in the data table with the database schema, to propose the correct candidate
set. The neural network is used to determine the most consistent with the prob-
lem intention in these candidate sets as the filling value in the decoder, aiming
to solve the mismatch problem between the schema linking and the intermedi-
ate representation. The experiment proves the effectiveness of SLESQL in the
Spider dataset under complex cross-domain scenarios, which enables the tech-
nology to quickly adapt to the enterprise database, simplify the process of data
fetching and text analysis, help enterprises freely interact with the database, and
effectively activate the knowledge value of the enterprise database.
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Abstract. Emotion-Cause joint extraction is to extracting both the
emotion and its corresponding cause from the given text, which has a
wide range of application scenarios. Previous work only considered emo-
tion extraction, cause extraction and emotion-cause relation classification
tasks. This paper proposes a multi-task learning model based on emo-
tion classification to perform emotion-cause joint extraction in a unified
model, which obtains semantic features of different granularity based on
Bert and attention mechanism. We also introduce focus loss function to
deal with the sample imbalance problem. Experimental results show that
the emotion classification subtask can effectively extract the emotional
features of documents. Compared with the existing models, the exper-
imental results show that our model outperforms the state-of-the-art
model on emotion-cause joint extraction.

Keywords: Emotion Classification · Emotion-Cause Extraction ·
Multi-task Learning

1 Introduction

The massive texts produced by Internet media contain rich information such as
people’s opinions and emotions, which has great social and commercial value.
Therefore, sentiment analysis has become a hot research direction in the field
of natural language processing. Sentiment analysis focuses on mining people’s
views, feelings, evaluations, attitudes and emotions about an entity in the objec-
tive world, which are generally divided into three categories: positive, neutral
and negative. On this basis, a more fine-grained emotional classification task
is extended to further subdivide human emotions. The American psychologist

The National Ethnic Affairs Commission of the People’s Republic of China (Training
Program for Young and Middle-aged Talents, MZR20007).

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): AIC 2022, LNEE 871, pp. 84–94, 2023.
https://doi.org/10.1007/978-981-99-1256-8_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1256-8_11&domain=pdf
https://doi.org/10.1007/978-981-99-1256-8_11


A Multi-task Learning Model for Emotion-Cause Extraction 85

Plutchik identified eight basic emotions: grief, fear, surprise, acceptance, ecstasy,
rage, vigilance and hatred, and psychologists suggested many more categories.
However, only knowing the emotions or emotions expressed by people is not
enough to meet the needs of practical application. It is more meaningful and
valuable to dig out the real causes of emotions.

The task of emotional reason extraction aims to extract the corresponding
reasons of emotion expressed in a given text, which was first proposed by Sophia
[1]. In 2010 Based on the balanced Chinese corpus, this study artificially con-
structed a data set and corresponding linguistic rules, and found that most of
the emotion-expressing texts in the data set had corresponding causal text cues.
Lin Gui [2]. pointed out that there are three challenges in the field of emotional
reason extraction: I. There is no open and accessible data set; II. The extraction
of emotional reasons lacks some formal definitions; III. The lack of good public
data sets makes the research progress in this field slow.

Most of the emotion cause extraction tasks are based on the pre-marked
emotion and then the corresponding cause extraction, which greatly limits the
specific application scenarios. In 2019, Rui Xia [3] proposed a deep learning
framework for the joint extraction of emotion and reason, realizing the end-to-
end simultaneous extraction of emotion and reason. Based on previous studies,
this paper finds that Emotion Classification (EC) is closely related to emotional
reason pair extraction task. Because sentiment classification task goal is to iden-
tify emotional categories in clause and thus can promote the emotion and reason
extraction task in emotional clause identification, so as to improve the extraction
of emotional reasons for performance as a result, we built contains emotion classi-
fication and emotional reasons for extraction of ECPE-EC multitasking learning
model, compared with existing methods, This model has the best comprehen-
sive performance in emotion-cause pair extraction. The main contributions of
this paper are as follows:

(1) A bert-based emotion-reason joint extraction multi-task learning model is
proposed by introducing emotion classification tasks.

(2) In order to fully capture semantic features in documents, feedforward neural
networks and attention mechanisms at different levels are used to capture
contextual semantic features.

(3) Experimental results show that the proposed model significantly improves
the performance of emotion-reason pair extraction task, and has the best
comprehensive performance compared with existing models.

2 Related Work

After the task of emotion cause mining was proposed by Sophia [1] in 2010,
Sophia [4] identified seven groups of language clues through the analysis of corpus,
and generated language rules for detecting emotional causes. Neviarouskaya [5]
explored the causes of implicit emotion from the phrase level. The causal relation-
ship of eight emotions is analyzed by combining semantic features and dependency
syntax. Gao [6] adopted the rule-based method to detect emotional causes on Chi-
nese micro-blogs, and obtained the fine-grained corresponding emotional causes
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from the event results, subject behavior and object. Li Yiwei [7]. Regarded emo-
tional cause extraction as a sequence labeling problem, and significantly improved
the accuracy of emotional cause extraction by using the context features of the
text. As Chinese microblogs contain rich text data, Lin Gui [8] constructed data
sets of emotional reason extraction task based on Chinese microblogs.

As Attention Model was proposed and proved to be effective in many fields,
it was also introduced into emotional reason extraction task. Xiangju Li [9] con-
structed an emotion-reason clause extraction model combining BiLSTM and
CNN based on collaborative attention mechanism. XiangjuLi [10] applied atten-
tion mechanism to extract emotional reasons from different perspectives. These
methods mainly explore the semantic relationship between emotion clauses and
cause clauses, and need to extract the corresponding emotional reasons under the
premise of emotion labeling, which makes the extraction cost of emotional reasons
high and limits the application scenarios. In 2019, Rui Xia [11] regarded emotion
and reason extraction as the joint extraction of two sub-tasks, realizing the simul-
taneous end-to-end extraction of emotion and reason. Subsequently, Zixiang Ding
et al. [12] used two-dimensional Transformer to model the relationship between
emotion clauses and cause clauses. Penghui Wei [13] ranked candidate emotion
and cause pairs based on a ranking method, and then selected emotion and cause
pairs based on the maximum probability. Hao Tang [14] proposed emotion detec-
tion and emotion-reason pair multilevel attention model. Most of these methods
adopt a two-step framework: firstly, emotion and cause are extracted, and then
emotional cause pairs are paired and filtered, making the extraction results of
emotion-cause pairs depend on the extraction results of emotion and cause, and
the correlation features between subtasks are not fully utilized. Although Sixing
Wu [15] proposed a unifiedmulti-task emotion-reason pair extractionmodel, which
could obtain training samples for relationship classification without relying on the
extraction results of emotion and reason, they failed to further study the degree of
feature association between similar sub-tasks.

3 Model

3.1 Problem Description

The objective of emotion-cause Pair extraction task is to extract clause pairs con-
taining emotions and their causes from a given document D, known as emotion-
cause pairs [11]. D = C1, C2, ..., Cn. Every clause Ci in the document refers to
the sequence of M characters separated by Chinese punctuation marks, that is,
Ci = w1, w2, ..., wm. These clauses contain the emotional clause Ce and the cause
clause Cc.

3.2 Model Framework

As shown in Fig. 1, the multi-task learning model of extraction (ECPE) and
emotion classification (EC) based on emotional reasons is ECPE-EC. On the



A Multi-task Learning Model for Emotion-Cause Extraction 87

left is the task model that implements end-to-end extraction of emotional rea-
sons, and on the right is the emotion classification task model that implements
clauses. They jointly use BERT to encode clauses in documents and share basic
text features. Emotional reason to be due to emotional clause and clause, and
emotional clause is to describe the mood of clause, therefore, in order to further
study the correlation of two tasks, sentiment classification task of extracting pro-
vide important task for emotional reasons emotional characteristics, can catch
clause characteristics of emotional expression, emotion clause in help model iden-
tification document. Thus improving the performance of the task for emotional
reasons.

Fig. 1. ECPE-EC Affective cause pairs and multi-task models of emotion classification.
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Performance on Emotional Categorization Tasks
The task of emotional classification is to identify the emotional categories
expressed by each clause in a given document, which can be divided into six emo-
tional categories (happiness, sadness, fear, anger, Disgust, Surprise, and other).
There are also clauses that do not express any emotional categories. D of each
clause on a given document, first by BERT of coding sequence of text, every
word semantic expression, again through the Bi-LSTM coding clause word level
of context information, due to the influence of different word to express senti-
ment has different, so the application level of attention mechanism, to learn the
different weight of each word. Highlight the characteristics of certain keywords
to better distinguish the categories of emotions expressed in the clauses.

Encode clause information by using BERT, the vector of Ci is obtained to
represent CiR

d (i is the serial number of the clause in the document and D is the
word vector dimension). Then Bi-LSTM is used to encode clause information,
and the output of time step in two directions is spliced to obtain the context
information hij of clause at the word level (j is the time step), as shown in
formula (1)–(2).

ci = BERT (Ci), (1)

hij = [
←−−−−−−−−−
(LSTM(ci)),

−−−−−−−−−→
(LSTM(ci))], (2)

Using the word level, highlight related to emotional words, through the hid-
den layer output hfiand Bi-LSTM each time step the output of the dot product
similarity calculation, through softmax function calculating the probability dis-
tribution of similarity scores, to get to a focus on different words, multiplied to
obtain the final clause information he

i , softmax function is used to determine
the probability of each category and obtain the emotional label ye

i of the clause
based on the maximum probability.

ye
i = softmax(linear(

m∑

j

softmax(hijhfT
i )hij)), (3)

where linear is the linear layer.

Draw Tasks Based on Transformer for Emotional Reasons
The objective of emotional reason pair extraction task is to extract emotional
clauses and cause clauses from a given document. Firstly, for the given document
D, the encoding information Ci of each clause in the document is obtained
through BERT coding (i is the clause number). Then the relative position feature
RP between clauses is obtained by using the position feature extraction network
in Sect. 3.3, and the attention information between clauses is calculated by the
self-attention mechanism in Transformer. Finally, by combining the feature of
clauses and the emotion feature of emotion classification task, we can judge
whether each clause in the document is the corresponding emotion cause pair.

Assume that the linear layer is used to directly integrate the text feature
ri of the i clause and rj of the j clause, as well as the emotional feature pe

i
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of the clause. Then softmax function is used to calculate the probability of
different categories of clauses and obtain the final label yij to achieve end-to-
end extraction of emotional causes. Reduce the propagation error in the two-step
method, as shown in Formula (4)–(5).

fij = linear([ri; rj ; pe
i ]), (4)

yij = softmax(fij), (5)

where linear is the linear layer of fusion features.

3.3 Position Feature Coding

Statistical analysis of the data set found that the relative distances between
emotion clause Ce and cause clause Cc in each document were close in most
cases, as shown in Table 1. The Relative Position (RP ) of emotion-cause clause
pairs less than 2 is more than 85%, and the Relative distance between emotion-
cause clauses is less than 5%, indicating that there is a strong Relative Position
relationship between emotion-description clauses and emotion-cause clauses.

Table 1. Relative distance statistics

RP 0 1 2 >2

Value 507 1302 209 87

Percentage 24.09% 61.85% 9.93% 4.13%

We use position embedding (PE) matrix to represent the relative position
relationship between emotion and cause clauses. Firstly, a random matrix is used
to represent the Position embedding feature. PV = PE(P ) represents the Posi-
tion Vector (PV). Then, the relative position features of the emotion clause and
the cause clause are adjusted by linear network and nonlinear function ReLU.
During the model training, the value of the position matrix PE is dynamically
adjusted by back propagation mechanism, and the position feature coding Pf is
finally obtained.

3.4 Focal Loss Function

The modulation coefficient (1 − y
′
)γ (γ is the focus parameter) is added to the

basic cross entropy function to reduce the proportion of easily distinguishable
samples, so that the neural network model can pay more attention to the samples
with no obvious distinction in the learning process. Finally, combined with the
characteristics of the above formula, the loss function with weight parameters
can be adjusted for different types of samples, as shown in formula (6).

Lfl =

{
−α(1 − y

′
)γ logy

′
, y = 1

(1 − α)y”γ log(1 − y
′
), y = 0

(6)
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3.5 Training Objectives

In this multi-task model, emotion classification and emotion-cause pairs are
jointly trained to extract two subtasks using the focus loss function in Sect. 3.5,
as shown in Formula (7).

L = λeL
e
fl + λpL

p
fl + λ2 (7)

where λe and λp are the weight coefficients of the loss of two subtasks respec-
tively, is the regularization term of L2.

4 Experimental Analysis

4.1 Dataset Analysis

This paper uses a data set constructed based on emotion-reason extraction task
[17]. This dataset consists of different documents, each of which contains multiple
clauses, in which each document is marked with one or more pairs of emotional
reasons, as well as corresponding emotions expressed, as shown in Table 2. There
were 1,945 documents in the whole data set, including 1,746 documents contain-
ing 1 pair of emotional cause pairs, 177 documents containing 2 pairs, and 22
documents greater than 2. The data set labeled six emotions: happiness, sadness,
fear, anger, Disgust, and surprise. Each emotion clause corresponds to one or
more cause clauses.

Table 2. Dataset information statistics

Item(pair) Num Item(emotion) Num

All 1945 happiness 551

1 1746 sadness 568

2 177 fear 402

≥ 3 22 other 564

4.2 Experimental Parameter Setting

This chapter builds the model based on neural network framework Pytorch1.7,
uses Google’s open source Chinese pre-training language model BERT, and
fine-tunes the implementation scheme of third-party library pytorch-pretrained-
BERT. The learning rate of BERT fine tuning is set to 1E–5. Adam optimizer
[18] was used to update the neural network model parameters, and training
was carried out on G200eR2 graphics card equipment. The dataset was ran-
domly divided for 10 times in a ratio of 9:1 to obtain the training set and test
set. The experimental result in this section is the average of ten experiments.



A Multi-task Learning Model for Emotion-Cause Extraction 91

The learning rate of the model was set to 1E–4, batch size was set to 5, and
weight decay was set to 1E–5. The model adopted an early termination strategy,
the number of training rounds (EPOCH) was 40, and the test was performed
every 200 steps. Other detailed parameters of the model are shown in Table 3.

Table 3. Dataset information statistics

Item Value

Bi-LSTM layers 1

hidden layers of Bi-LSTM 1024

Position embedding size 200

γ 1.5

Dropout Value 0.5

4.3 Experimental Results and Analysis

In order to verify the effectiveness of the model, the neural network-based models
in recent years are selected for comparison. The specific information is as follows.

E2EECPE [19]: A neural network model for end-to-end extraction of emotional
reasons

MTNECP [15]: A multi-task learning network model. Emotion clause extrac-
tion and emotion reason clause extraction are combined with emotion reason
extraction for joint learning of extraction task to improve model performance.

TDGC [20]: A neural network model based on directed graph structure, which
transforms the emotional reason pair extraction task into a problem of finding
whether there are edges between the neutron sentences in a document.

RANKCP [13]: An end-to-end neural network model based on ranking, which
uses ranking mechanism to screen candidate emotional cause pairs.

Ecpe-2d [12]: is an end-to-end model based on Transformer two-dimensional
cross-paths.

Table 4. Emotional reasons for data set model performance comparison

Model Emotion Extraction Cause Extraction Emotion-Cause Pair Extraction

P R F1 P R F1 P R F1

E2EECPE 0.8595 0.7915 0.8238 0.7062 0.6030 0.6503 0.6478 0.6105 0.6280

MTNECP 0.8595 0.7915 0.8238 0.7062 0.6030 0.6503 0.6478 0.6105 0.6280

RANKCP 0.8662 0.8393 0.8520 0.7400 0.6378 0.6844 0.6828 0.5894 0.6321

TDGC 0.8548 0.8703 0.8406 0.6824 0.6927 0.6743 0.6610 0.6698 0.6546

ECPE-2D 0.8716 0.8244 0.8474 0.7562 0.6471 0.6974 0.7374 0.6307 0.6799

ECPE-EC 0.8627 0.9221 0.8910 0.7336 0.6934 0.7123 0.7292 0.6544 0.6889

The experimental results are shown in Table 4. ECPE-EC is a joint learning
model proposed in this paper based on emotion-cause pairs and emotion clas-
sification tasks. In order to conduct a comprehensive performance comparison
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with the baseline model, the extraction of emotion clauses and cause clauses in
ECPE-EC were extracted separately during the training process as intermediate
products of the model. It can be seen that our model has the best performance on
recall rate R and F1 of extraction task for final emotional reasons. Because of the
feature of emotion classification task, it has the highest performance on all task
indexes of emotion clause extraction. The recall rate of reason clause extraction
is also the highest. In summary, the multi-task model proposed in this paper has
obvious advantages. In order to test the relationship between each sub-task, we
compared the experimental results of multi-task joint training and independent
training, as shown in Table 5. “Joint” refers to the joint training of ECPE and
EC, and “independent” refers to the independent training of ECPE and EC.

Table 5. Comparative experimental results of multi-task learning based on emotion
categorization task

Method Emotion-Cause Pair Extraction Emotion Classification

P R F1 P R F1

Joint 0.7004 0.7146 0.7061 0.6435 0.7200 0.6736

Independent 0.6114 0.6437 0.6250 0.7511 0.8035 0.7710

It can be seen that multi-task joint learning based on emotion classification
can effectively improve the performance of emotion-reason pair extraction. The
results showed that the affective categorization task positively moderated the
affective cause-pair task. However, for The EC task, the emotion classification
task index was better when trained separately, indicating that joint learning has
a negative effect on the emotion classification task, which is also a prominent
problem in multi-task learning, that is, the performance of one task needs to
be sacrificed to promote the performance of another task. In the ECPE-EC
multi-task learning model proposed in this paper, the performance of emotion
classification task should be sacrificed to improve the performance of emotion
reason pair extraction task. This is due to the difference in learning efficiency of
different sub-tasks in the process of model training.

5 Summarize

This paper proposes a bert-based emotion-reason pair extraction framework for
multi-task learning. Emotion classification was regarded as a subtask of emotion-
cause extraction, and the performance of emotion clause extraction was improved
by sharing the emotion characteristics of the emotion classification task, thus
improving the extraction effect of the target task – emotion-cause pair. In order
to fully capture semantic features in documents, feedforward neural networks and
attention mechanisms at different levels are used to capture contextual semantic
features. The focus loss function is introduced to solve the problem of data set
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label imbalance. Compared with the existing multi-task model of emotion-cause
pair extraction, the proposed model has the best comprehensive performance,
and the F1 value of emotion-cause pair extraction is improved by 1.72% points.

Although the experimental results show that the proposed model can effec-
tively improve the F1 value of emotion-reason pair extraction, the accuracy of
emotion-reason pair extraction is slightly reduced in the task of reason clause
extraction, which affects the accuracy of emotion-reason pair extraction. In the
future, we will further explore the correlation between the sub-tasks of emotion-
reason pair extraction, and try to use the graph model to further improve the
extraction performance of emotion-reason pair.
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Abstract. The construction environment is complex and dangerous, and it is
difficult to achieve all-round, whole-process and real-time helmet detection. In
order to ensure the safety of personnel, this paper proposes a helmet detection
algorithm based on improved YOLO v5s. First, replace the backbone feature
extraction network of YOLOv5s with the end-side neural network architecture
GhostNet, which greatly reduces the amount of network parameters. Introduce the
lightweight module attention mechanism ECA-Net in the C3 module to improve
the feature extraction ability, and finally use the CIOU as the loss function to
improve the positioning accuracy. The average accuracy (mAP) of the improved
model on the SHWD dataset reaches 93.86%, and the processing speed (FPS)
reaches 49. Compared with the original YOLOv5s, the amount of parameters is
reduced by 13.33%without reducing themAP, and the size of themodel is reduced.
26.6%, processing speed increased by 22.5%. The experimental results show that
it can effectively reduce the amount and size of model parameters and meet the
real-time detection requirements of embedded devices.

Keywords: Safety helmet detection · YOLOv5s algorithm · GhostNet ·
ECA-Net

1 Introduction

Proper wearing of safety caps is an important guarantee for the life and property of
construction workers. It mainly protects the head against falling, striking and collision
of high-altitude objects, and has the functions of buffering, dampening and dispersing
shocks. Due to the complex environment of the construction site and the high risk factor,
it is difficult for the supervisors to achieve all-round, whole-process and real-time safety
supervision and management, and there are problems such as high labor management
costs, low supervision efficiency, and poor timeliness. Regarding the wearing detection
of helmets, there are mainly traditional machine learning methods and methods based
on deep learning. The detection of traditional methods needs to rely on manual labor
and cannot meet the current detection needs.
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Q. Liang et al. (Eds.): AIC 2022, LNEE 871, pp. 95–102, 2023.
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Detection algorithms based on deep learning can effectively solve the above prob-
lems. Wu Di et al. [6] optimized the network structure based on the YOLOv3 model in
three aspects: target dimension clustering, multi-scale detection, and dense connection,
and proposed a helmet wearing detection method based on the OpenPose algorithm.
Zhong Zhifeng et al. [9] replaced the YOLOv4 backbone network with the Mobilenetv3
structure and proposed a lightweight target detection algorithm (ML-YOLO). In this
paper, GhostNet is used to replace the backbone feature extraction network of YOLOv5s
to reduce the amount of network parameters, and a lightweight module attention mech-
anism ECA-Net is introduced into the backbone network C3 module to improve the
feature extraction ability. Real-time detection requirements of type equipment.

2 Related Algorithms

2.1 YOLOv5 Algorithm Principle

The YOLOv5 target detection algorithm is a lightweight detection model based on the
Python framework. Its network model is divided into 4 parts, including the input end,
the backbone network (Backbone), the Neck module and the output end. For the input,
Mosaic data enhancement, adaptive anchor box calculation, and adaptive image scaling
are used. Backbone is the benchmark network for YOLOv5, consisting of Focus, Conv,
C3 and Spatial Pyramid Pooling (SPP) modules [8]. Among them, the Focus module
first slices the input image to obtain four images. After splicing the images, the number
of channels is expanded to 4 times the original number. Finally, the obtained new image
is subjected to convolution operation, and finally a 32 × 320 × 320 image is obtained.
Feature map. Convmodule is the convolution operation unit of YOLOv5, which consists
of convolutional layer BN layer and SiLU activation function. The C3module consists of
multiple Bottleneck modules, which is a residual structure. The input features of the SSP
module are first convolved by theConvmodule and then subjected to amaximumpooling
operation with convolution kernel sizes of [8] respectively, the results are concatenated
by Concat, and then the results are output through the Conv operation. The structure
of FPN + PAN is used in Neck; GIOU_Loss is used as the loss function of the target
detection frame in the output end, and theNMSnon-maximumsuppressionmechanism is
introduced at the same time. YOLOv5 is constantly updated iteratively, and it contains 4
versions: YOLOv5s, YOLOv5m, YOLOv5l, YOLO5x [9]. Themain difference between
the different versions is that the depth and width of the feature map are different. The
YOLOv5s network is the network with the smallest depth and the width of the feature
map in theYOLOv5 series, and it is also the versionwith the least amount of computation.
Its model parameters are about 7.5M, which has low performance requirements and is
easy to deploy. It is good to meet the needs of real-time rapid detection of helmets.

2.2 YOLOv5s Algorithm Principle

Aiming at the problems of complex background, strong interference, small and few
objects to be detected, and high requirements for detection speed faced by safety helmet
detection under on-site monitoring of construction sites. In this paper, the lightweight
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YOLOv5s algorithm is used for improvement. The YOLOv5s network mainly uses the
C3 structure [5], and the structure is shown in Fig. 1. The C3 structure is divided into
two parts, the first part performs the Bottleneck operation, which is a classic residual
structure [6]. After a 1 × 1 and 3 × 3 convolution operation, the convolution result is
added to the input. The other part is reduced by 1 × 1 convolution to reduce the number
of channels by half; the last two are combined for output.

Fig. 1. C3 structure

There are many practical application scenarios of helmet detection, and the detection
effect is greatly affected by the environment. In order to eliminate the influence of
the background on the detection performance, the mosaic (Mosaic) data enhancement
algorithm is used, which is a very important data enhancement method in the YOLOv5s
algorithm [4]. Randomly select 4 pictures, first cut them randomly, then splicing them
clockwise into one picture, and finally adjust to the set input size, and pass them into
the model as new samples. This fusion of different detection backgrounds enriches
the contextual information of images, increases the number of small targets, effectively
enhances the robustness of themodel, and achieves a balance between targets of different
scales [7] (Fig. 2).

Fig. 2. Mosaic data enhancement renderings

YOLOv5s loss function includes classification loss, localization loss (error between
prediction box and GT box) and confidence loss; the total loss function: classification
loss + localization loss + confidence loss. The DIOU [5] is proposed by combining
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the distance between the center point of the ground-truth box and the predicted box and
the IOU. Considering the overlapping area, center point distance, and aspect ratio, the
CIOU is proposed. YOLOv5s uses CIOU Loss as the loss of bounding box regression.
CIOU combines the center point distance, overlap rate, scale and penalty between the
predicted box and the real box to make the target box regression more stable. The CIOU
calculation formula is as in formula (1), where: ρ2

(
b, bgt

)
is the Euclidean distance

between the center point of the real box and the center point of the prediction box; c is
the diagonal distance of the smallest area that can contain both the prediction box and
the real box; v is the similarity of the aspect ratio of the real box and the prediction box.
α is the penalty factor. The calculation formulas of α and v are as formulas (2) and (3).
wgt , hgt , w, h are the width and height of the ground-truth box and the predicted box,
respectively. Therefore, the loss function of CIOU can be defined as Eq. (4).

CIOU = IOU − ρ2(b,bgt)
c2

− αv (1)

α = v
1−IOU+v (2)

v = 4
π2 (arctan

wgt

hgt − arctanw
h )

2
(3)

LOSSCIOU = 1 − IOU + ρ2(b,bgt)
c2

+ αv (4)

3 Algorithm Improvement

3.1 GhostNet

GhostNet [6] is a new end-to-side neural network structure proposed by Huawei Noah’s
Ark Lab. The overall structure is modeled after the structure of MobileNet-v3, but the
effect is better than MobileNet. Using Ghost Module as a basic component, it aims to
generate more feature maps through cheap operations. Based on a set of original feature
maps, a series of linear transformations are applied to generate many features that can
extract the required information from the original features at a small cost. Picture. The
Ghost module is plug-and-play, and the Ghost bottleneck is obtained by stacking the
Ghost modules, and then a lightweight neural network, GhostNet, is built. Based on the
Ghost module, the size and channel size of the output feature map of the convolution
are not changed, so that the entire calculation amount is reduced. And the number of
parameters is greatly reduced. GhostNet is mainly a lightweight network designed for
mobile devices. While reducing the amount of calculation and improving the running
speed, the accuracy is reduced less, and it is suitable for any convolutional network.
Ghost bottleneck is shown in Fig. 3

3.2 ECA-Net

ECA-Net is a very lightweight plug-and-play block based on SE-Net extension, which
can tune up the performance of various CNNs, ECA-Net proposes an efficient corre-
lation channel (ECA) module. The module consists of one-dimensional convolutions
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Fig. 3. Ghost bottleneck

determined by nonlinear adaptation, and adopts grouped convolutions to improve the
CNN architecture, where high-dimensional (low-dimensional) channels include long
(short) convolutions with a fixed number of groups, channel dimension C and volume
The kernel size k is proportional to. A nonlinear function is used, and the number of
convolution kernels is set to the k power of 2, as shown in formula (5), and the convo-
lution size is shown in formula (6). In the formula |t┤|odd represents the nearest odd
number, and γ and b are 2 and 1, respectively.

(5)

(6)

The structure of ECA-Net is shown in Fig. 4. (1) Global avg pooling generates
feature maps of size 1*1*C1*1*C1*1*C; (2) Calculate the adaptive kernel_size; (3)
Apply kernel_size to one-dimensional convolution to get the weight of each channel.

Fig. 4. ECA-Net structure
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4 Experimental Results and Analysis

4.1 Experimental Environment Configuration and Data Introduction

The experimental environment is Windows 10 operating system, AMD R7 5800H pro-
cessor, NVIDIA RTX 3070 graphics card, through the Pytorch deep learning framework
to achieve model building, training and verification, using CUDA 11.1 computing archi-
tecture, and adding cudnn to the environment to accelerate the computer’s Calculate
ability.

This experiment selects the safety helmet public dataset SHWD (Safety Helmet
Wearing-Dataset), It includes 7581 images with 9044 items of human safety helmet
wearing (positive) and 111514 items of normal head (unworn or negative). Divide the
dataset and validation set with a ratio of 8:2, and convert the format from XML to txt
format, the image resolution size is 640 × 640, the training batch is set to 8, and the IoU
threshold is set to 0.5, and all reference models are trained for 300 epochs according to
this parameter.

4.2 Evaluation Indicators

In order to verify that the improvement points of the network have an effect on the
performance improvement of the model, this paper conducts comparative experiments,
using Precision, Recall, Single Category Precision (AP), Average Precision (mAP),
Compare the performance of each model with the amount of parameters, calculation
amount, and model size.The specific formula is as follows:

Iou = A∩B
A∪B (7)

Precision = TP
TP+FP (8)

Recall = TP
TP+FN (9)

AP = TP+TN
TP+TN+FP (10)

mAP =
∑n

i=1APi
n

(11)

In the above formula (7), A and B are the prediction frame and the real frame,
respectively. In formula (8–10), TP refers to the number of people who wear a helmet
and detects the correct number, and FN refers to the number of people whowear a helmet
but the detection is wrong. Quantity, TN refers to the number of people who did not wear
a helmet and detected the correct number at the same time, FP refers to the number of
people who did not wear a helmet but detected errors, n in formula (11) represents the
number of categories, i represents the i-th category, APi represents the precision of the
ith class.
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4.3 Analysis of Experimental Results

In order to verify the reliability of the model, under the same hardware conditions and
helmet data set, different detection algorithms are used to conduct comparative experi-
ments. The recall rate (recall), average precision (mAP), parameter amount, calculation
amount, and model size are evaluated. Common indicators of training model perfor-
mance and reliability, this paper also uses the above evaluation indicators to evaluate
the performance of the helmet wearing detection model. The experimental results are
shown in Table 1.

Table 1. Comparative experimental results

Detect
Model

Recall mAP Parameter quantity FPS Model
size

YOLOv3 91.80% 92.62% 58.7M 27 236M

YOLOv3-SPP 92.75% 93.13% 20.8M 31 240M

YOLOv5s 85.23% 93.84% 7.5M 40 27M

YOLOv5s + GhostNet 96.00% 93.47% 5.6M 47 12.3M

YOLOv5s + GhostNet +
ECA-Net

96.32% 93.86% 6.5M 49 10.7M

It can be seen from Table 1 that the size of the original YOLOv5s model is 27M and
the parameter amount is 7.5M. The backbone network is replaced by the end-side neural
network architecture GhostNet, and the lightweight ECA-Net attention mechanism is
added. After the model is reduced to 12.3 MB, After adding the ECA-Net attention
mechanism, themodel is reduced to 10.7M, the average accuracy (mAP) reaches 93.86%,
and the processing speed (FPS) reaches 49. Compared with the original YOLOv5s, the
amount of parameters is reduced by 13.33%without reducing themAP., themodel size is
reduced by 26.6%, and the processing speed is increased by 22.5%. Compared with the
YOLOv3 andYOLOv3-sppmodels, the number of parameters is reduced by 88.78% and
68.75%, the model size is reduced by 95.46% and 95.54%, and the mAP is increased by
1.24% and 0.73%. %, to sum up, the improved model ensures a high mAP while greatly
reducing the parameter quantity and model size, and the FPS can also meet the real-time
monitoring requirements.

In order to more intuitively compare the difference between the improved model
and the original model, some of the detection results are visualized. Figure 5 shows the
detection effect of the original model of YOLOv5s. It can be seen that the detection
effect is not good for dense small targets and occlusions. It is obvious that the small
targets behind are seriously missed. Figure 6 shows the detection effect of the improved
model. This experimental model For dense small targets and high detection accuracy
in the case of occlusion, the above-mentioned missed detection problem is effectively
solved, and the desired effect is achieved. In order to make the detection effect of the
improved model more intuitive, some detection results are visualized. Figure 5 shows
the detection effect of the improved model.
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Fig. 5. Improved model detection effect

5 Conclusion

In order to detect the wearing situation of helmets in real time and accurately, in view of
the problems of the existing helmet wearing detection algorithm with many parameters,
complex network, large amount of calculation, and unfavorable deployment in mobile
devices, this paper makes lightweight improvements based on the YOLOv5s model. For
the first time, the end-side neural network architecture GhostNet replaces the backbone
feature extraction network of YOLOv5s, and adds a lightweight module attention mech-
anism ECA-Net. The improved model can effectively improve the average detection
accuracy rate while meeting real-time monitoring needs and ensuring personnel lives.
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Abstract. Automatic essay scoring techniques can automatically evaluate and
score essays, and they have become one of the hot issues in the application of
natural language processing techniques in education. Current automatic essay
scoring methods often use large pre-trained models to obtain semantic features,
which do not perform well in the field of automatic essay scoring because the
training corpus does not match the content domain of the essay, and the extraction
of features for long essays is not effective. We propose a label embedding-based
method for scoring secondary school essays, using a modified bidirectional long-
and short-term memory network and a BERT model to extract domain features
and abstract features of essays, while using a gating mechanism to adjust the
influence of both types of features on essay scoring, and finally automatic scoring
of essays through feature fusion. The experimental results show that the proposed
model performs significantly better on the essay auto-scoring dataset of theKaggle
ASAP competition, with an average QWK value of 81.22%, which verifies the
effectiveness of the proposed algorithm in the essay auto-scoring task.

Keywords: Automatic essay scoring · pre-trained embeddings · semantic
enhancement · feature fusion · natural language processing

1 Introduction

Automated Essay Scoring (AES) is a technology that uses linguistic, statistical and nat-
ural language processing techniques to automatically evaluate and score written essays.
AES has a wide range of applications in the education field, helping markers to improve
the accuracy and reduce the workload of markers, and helping markers to eliminate the
influence of subjective factors in the marking process. At present, there is still a gap
between the accuracy of automatic marking of essays using computer technology and
that of manual marking, which is one of the problems that need to be solved in this field.

Essays can be divided into lower grade essays and upper grade essays depending on
the age of the writer. Unlike adult writers, the vocabulary used in the lower grades is
relatively basic and the structure of the essay is simple, even though the content of the
essay is sometimes long, the sentences are still mainly simple and the grammatical struc-
ture used is more standardized. Therefore, there are significant differences in semantic
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expression, grammar and syntax between the compositions in the early grades and the
texts on the Internet.

The main approach of early AES techniques was to extract the grammatical [1],
syntactic [2], and shallow semantic features of compositions by means of feature engi-
neering [3], and to use traditional machine learning methods such as logistic regression
for automatic scoring of compositions. Such methods cannot extract the deep seman-
tic features of compositions and have poor generalization ability. In recent years, deep
learning methods have been widely applied in the field of AES, such as CNN [4], LSTM
[5], etc., and their performance has been improved to a certain extent, but essay scoring
is a complex task that requires the marker to deeply understand the main idea of the
essay and evaluate the ideas and wording expressed in the essay, and obviously using
a single neural network cannot capture the semantic meaning expressed in the essay
comprehensively, so The model performance of neural networks is therefore somewhat
constrained. Pre-trained models have achieved SOTA performance in many natural lan-
guage processing tasks, but the performance of pre-trained language models represented
by BERTmodels applied to AES domain is not satisfactory, mainly because the training
corpus of pre-trained language models such as BERT is mostly from BooksCorpus and
EnglishWikipedia, which is different from the samples inAES tasks in terms of semantic
expressions, logical structures, and language styles are very different from those in the
AES task. Second, the corpus used in the pre-training model has a looser line structure,
the semantic expressions are more random, and the logical structure is much less clear
than that of the lower grade compositions. In addition, the maximum input length of
the BERT model is 512, and the text exceeding this length will be truncated, thus caus-
ing the loss of semantic information. Using a single-level semantic embedding alone
will not only not improve the performance of AES tasks, but will also make it difficult
to fine-tune the parameters of the pre-trained model effectively due to the insufficient
amount of data and the “biased” information in the pre-trained corpus, resulting in lower
performance [6].

To address these problems, we propose a label embedding-based automatic scoring
method (LEM) for lower grade essays. For the pre-training model based on large corpus
data for training, we use the abstract feature extraction (AFE) unit of the feature fusion
layer to extract the deep semantic features of the composition text. Also, we employ
a Domain Feature Extraction (DFE) unit consisting of a modified bidirectional long
and short-term memory network to adapt to the domain characteristics of lower grade
students’ compositions and to solve the long text modeling problem. In addition, we
incorporate a gating mechanism to adjust the weights of the extracted features from the
AFEmodule and the DFEmodule, enabling the deep semantic features to be beneficially
adjusted to obtain domain features that aremore relevant to the composition scores. Since
the parallel use of maximum pooling and average pooling can fuse features at different
levels [7], we also use a dual pooling approach to further improve the performance of
the model. Our contributions are as follows:

(1) We use the AFE module to extract abstract features from composition texts and
the DFE module to extract AES domain features, and the DFE module is a useful
complement to the AFE module.
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(2) We propose a simple and effective method to improve the performance of the
pre-trained model on automatic essay scoring tasks by category-labeled text (e.g.,
“excellent”, “good”, “fair “, “poor”, “poor”) to enhance contextual representation
learning while not changing the original encoder network structure.

(3) We employ a gatingmechanism to adjust theweights of the features extracted by the
pre-trained and self-trained models, and employ a maximum and average pooling
strategy to fuse different features for automatic scoring of essays.

(4) Our proposed LEM model achieves SOTA performance on the open dataset of the
Kaggle ASAP competition, and the experimental results show that the LEMmodel
can significantly improve the performance of automatic scoring of essays.

2 Related Work

Research on automatic essay scoring started in the 1960s, and early studies mainly
used artificial features and traditional machine learning methods. In recent years, neural
network models and pre-trained language models have achieved better performance in
the field of AES. In general, the two most important aspects of AES technical-level
development are feature extraction and model construction. The selection of features
has gradually transitioned from a single shallow text feature to a trend toward diverse
and discriminative features that reflect the linguistic, structural, and content aspects of
compositions. At the same time, the feature extraction methods gradually transitioned
from basic statistical methods to hybrid methods combining new NLP technologies. We
will introduce the development of AES from three aspects: feature engineering, neural
network model, and pre-trained language model.

(1) Automatic scoring of essays based on feature engineering. Constructing artificial
features mainly considers the features of composition such as topic, content, struc-
ture and language. Ming-Yang Liu and Bing Qin et al. [8] proposed a heuristic
approach to automatically identify prose as well as metaphorical rhetorical devices,
the shortcoming of this approach is that it cannot cope with the existence of rewrit-
ing in quotations, which affects the recognition accuracy. Cai Li et al. proposed a
method to calculate the difficulty coefficient of word use [9], using the sum of the
difficulty coefficients of all words used in the text as the writing level characteris-
tic of the composition. Ming Zhou et al. [10] extracted fine-grained features such
as structure, vocabulary and syntax of chapters to construct an automatic scoring
model of chapter structure based on linear regression. Yang Zhengxiang and Liu Jie
[11] used Markov chain model and sentence ranking correlation algorithm, incor-
porated Word2Vec and synonym word forest for semantic expansion, and analyzed
the inter-sentence coherence and paragraph logic rationality of compositions.

(2) Neural network-based automatic scoring of essays, which uses an end-to-end app-
roach to train the extracted features. Dong et al. [7] used a hierarchical convolutional
neural network model based on an attention mechanism to automatically learn fea-
tures from two levels, sentence structure and text structure, and score essays. The
SkipFlow neural network model proposed by Tay et al. [12] can better Liu et al.
[13] proposed a two-stage learning framework that first uses a deep neural network
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to obtain the semantic representation of the composition and then passes it to the
XGboost classifier to predict the composition score. Zhou Xianbing [14] et al. con-
structed an essay scoring model based on multi-level semantic features from the
perspective of hierarchical semantics and achieved better performance.

(3) Pre-training based automatic scoring of essays, which first trains a model on a
large dataset with annotations and later performs the model as a pre-trained model
for downstream tasks. Rodriguez et al. [15] applied BERT and XLNet models
to the field of automatic scoring of essays and achieved good results. Li et al.
[16] proposed a cross-topic knowledge transfer deep neural network model and
achieved SOTA performance in cross-topic essay scoring. Ormerod [17] proposed
an efficient language model based on Transformer structure to address the problem
that large-scale languagemodels are difficult to train, which can predict essay scores
accurately and efficiently.

3 Method

Our proposed LEMmodel can be mainly divided into a feature extraction module and a
feature fusion module, and the model diagram is shown in Fig. 1. The feature extraction
layer contains the AFE module and the DFE module. First, in order to better extract
deep semantic features, we freeze the weights of the first eleven layers of the BERT
model and only fine-tune the weights of the last layer. Secondly, to better adapt to long
texts and reduce “bias” we use a bidirectional long and short-term memory network to
extract text features. In order to make the network interact more thoroughly with the
text embedding inherent in the BERT model, we also classify and label the scores of
different essays and incorporate them into the training sample. Next, in order to adjust
the contribution of different features to the essay scores, the feature vectors extracted
by the DFE module are multiplied by a linear layer with the fused vectors to adjust the

Fig. 1. Our proposed fused label embedding model framework
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feature weights extracted by the DFE module and the AFE; in the feature fusion stage,
we use both average pooling and maximum pooling strategies to fuse the text features;
finally, we fuse the fused vectors The final score of the essay is obtained by passing the
fused vectors through the linear layer and Sigmoid activation function.

3.1 Feature Extraction Module

The semantic content of an essay and its expressive effect play an important role in
scoring the essay [18]. The pre-trained model is trained from a large-scale corpus con-
taining rich semantic information, which enables the neural network model to acquire
text structure and underlying semantic features, thus enabling the model to understand
the information embedded in the composition at a deeper level [11]. The pre-trained
BERT model can learn rich external knowledge and deep semantic expressions from a
large amount of unstructured text data, thus obtaining deep features of the text data [22].

The self-attention mechanism in the BERT model connects any two words in a
sentence by computing the semantic similarity and semantic features of each word in
the sentence with other words to obtain better distance dependence, and this section uses
the multi-headed self-attention proposed by Ashish [19]. For giving a specific Query,
Key, Value all have Q ∈ R(n1×d1), the K ∈ R(n1×d1), the V ∈ R(n1×d1), we use the dot
product operation to compute the attention parameter. The formula is as follows.

Attention(Q,K,V ) = softmax

(
QKT

d1

)
V (1)

where d1 is the number of neurons in the hidden layer.
The multi-headed attention mechanism maps the input vector X to Query, Key, and

Value by linearly varying. in our task, key = value. Subsequently, the model learns
the semantic features between words by the attention mechanism, set i be the number
of attention heads in the attention mechanism. For the first i attention head, let the

parameter matrix WQ
i ∈ R(n1× d1

l ), WK
i ∈ R(n1× d1

l ), WV
i ∈ R(n1× d1

l ), we use the dot
product operation to calculate the semantic features between them. The formula is as
follows.

Mi = Attention(QWQ
i ,KWK

i ,VWV
i ) (2)

The vector representation obtained from themultiple attentionmechanism is stitched
to obtain the final feature representation.

Hs = concat(M1,M2,M3)Wo (3)

where Wo is the parameter matrix, and concat denotes the connection operation.
The use of pre-trainedword vectors in the composition scoring domain is not effective

in improving the performance of themodel due to insufficient data volume and the “bias”
of pre-trained word vectors [19]. In order to better extract features from the training
corpus in the composition domain and adapt to long texts, we used a modified two-way
long and short-term memory network. Inspired by the BERT model that fuses textual
representations of sampleswith location vectors [11], we classified different essay scores
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into five categories of labeled texts. Scores of 80% ormore of the total composition score
were labeled as “excellent”; scores of 60%–80% of the total composition score were
labeled as “good”; scores of 40%–60% of the total composition score were labeled as
“fair”; and scores of 80%–80% of the total composition score were labeled as “good”.
“Fair”; 20%–40% of the total composition score is marked as “Poor”; 0%-20% of the
total composition score is marked as “Poor”. Next, the marked text is stitched with the
original sample as input. The formula is as follows.

(4)

Ti = concat(Orii,Labeli) (5)

where for the first i sample, the Label is the corresponding labeled text for different
essay scores, and Ti is the semantic representation of the essay.

3.2 Feature Fusion Module

To better mitigate the semantic bias caused by the word vectors output by the pre-trained
model, we used a gating mechanism to adjust the weights of AFEs and modules. The
formula is as follows.

Bi = Sigmoid(W · D + b) (6)

X feature = Concat(Xsh,Xdp) (7)

Si = Bi � X feature (8)

where D is the random embedding representation of the composition, b is the bias term,
Xsh,Xdp are the shallow features and deep features of the composition, respectively. �
is the dot product operation.

In order to capture the salient features and average semantics in the composition, we
employ both average pooling and maximum pooling strategies to fuse the text features
The formula is as follows.

Pmax = Pooling_max(S
′
1 + S

′
2 + · · · + S

′
L) (9)

Pavg = Pooling_average(S
′
1 + S

′
2 + · · · + S

′
L) (10)
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PW = Concat(Pmax + Pavg) (11)

of which Pmax and Pavg are the eigenvectors of the two pooling layers, and L is the
composition length, and PW is the feature vector after fusion.

3.3 Essay Scoring Module

In summary, we used both BERT and a modified bidirectional long and short-term
memory network to extract features, a gating mechanism to adjust the feature weights
of different modules, and dual pooling for feature fusion to finally obtain a vector rep-
resentation of the essay using Sigmoid activation function to get the score of the essay.
The formula is as follows.

Pi = Relu(W · Pw + b) (12)

Score = Sigmoid(W
′ · Pi + b

′
) (13)

of whichW andW
′
are the parameter matrices, the b and b

′
are the bias terms, and Relu

and Signoid is the activation function, and Score is the final score of the essay.
For the scoring process, we use the mean square error as the loss function. The

formula is as follows.

MSE = 1

n

n∑
i=1

(yi − y
∧

i)
2 (14)

where n is the number of essay samples, and each essay sample xi is the true score of yi
and the model’s prediction of xi The predicted value of the score is yi.

4 Experiments and Analysis of Results

This section first introduces the dataset and the evaluation method, followed by the
experimental parameters, then a detailed comparison of the performance of our pro-
posed model and the baseline model, and finally an ablation experiment to analyze the
performance of the different modules in detail.

4.1 Data Sets and Evaluation Metrics

We use publicly available datasets from the Kaggle ASAP (Automated Student Assess-
ment Prize) competition, which is widely used in the field of automated essay scoring.
The ASAP dataset is divided into eight subsets based on the subject matter of the essays,
and each subset contains one essay writing requirement and multiple essays on related
topics, all written by students in grades 7–10. The details of the datasets are shown in
Table 1.
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Table 1. ASAP Data set information

Essay Data Subset Number of essays Average length Score range Text Length

D1 1783 350 2–12 600

D2 1800 350 1–6 600

D3 1726 150 0–3 300

D4 1772 150 0–3 300

D5 1805 150 0–4 300

D6 1800 150 0–4 400

D7 1569 250 0–30 500

D8 723 650 0–60 800

To maintain consistency with the baseline model, we use the quadratic weighted
kappa coefficient (QWK) as an evaluation index. QWK is a consistency evaluation index
to assess whether the model results are consistent with the actual results. Assuming that
the papers are classified into N levels, the QWK is calculated as follows.

QWK = 1 −
∑

Wi,jOi,j∑
Wi,jEi,j

(14)

Wi,j = (i − j)2

(N − i)2
(15)

where O is a n histogram matrix of order, and Oi,j denotes an expert score of i and the
model score is j the number of essays, and Wi,j denotes the quadratic weighting matrix
based on the difference between expert and model scores, and Ei,j denotes the number of
essays with an expert score of i and the probability that the model score is j the product
of the probabilities of Ei,j and Oi,j are normalized.

4.2 Experimental Configuration

The test set for the Kaggle ASAP competition is not yet publicly available, and similar
to references [4, 20, 21], we used a 5-fold cross-validation approach to evaluate the
proposed model in our experiments, with 60% of the training data, 20% of the validation
set, and 20% of the test set in each fold.

In the training process, the input to theAFEmodule is theBERTword vector [11] and
the input to the DFE module is the random initialization vector. The number of layers of
the two-way long and short-term memory network is 2, and the output space dimension
is 64. The number of neurons in the fully connected layer is 100. The optimization
function is Nadam, the decay rate is set to 0.1, and the learning rate is set to 0.00005.
an early stop mechanism is used during the training period to prevent overfitting. In
addition, depending on the length of the dataset, different maximum text lengths were
used for the input to the AFE module, up to 512.
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4.3 Analysis of Results

To verify the validity of the proposedmethod,we compared it with the following baseline
methods.

CNN, LSTM [5] Methods: Convolutional neural networks or long and short-term
memory networks alone were used to extract essay features and to score the essays.

SkipFlow LSTM [6]: The SkipFlow mechanism is added to the LSTM network,
which uses the semantic relationships between the LSTM hidden layers as auxiliary
features for essay scoring.

CNN + LSTM [5]: Using the integrated learning method, the prediction results of
10 CNN models and 10 LSTM models are averaged and used as the final prediction
results.

CNN + LSTM + ATT [1]: A hybrid neural network using CNN and LSTM with an
attention mechanism.

Topic + BiLSTM + ATT [22]: The semantic representation of the essay and the
semantic representation of the prompt are obtained using a bidirectional long and short-
term memory network and an attention mechanism, respectively, and then the topic
relevance of the essay is obtained using vector multiplication, and finally the topic
relevance is incorporated into the semantic vector of the essay for essay scoring.

BERT [3]: Use BERT model to extract text features for automatic scoring of essays.
BERT + XLNet [17]: Using an integrated learning approach, the prediction results

of six different BERT models and six different XLNet models are averaged and used as
the final prediction results.

Stacking [24]: Firstly, different encoding methods are used to obtain the lexi-
cal vectors of the text. Secondly, features of the seven aspects of the text are fully
extracted.Finally, a model based on the stacking method is proposed.

Electra + Mobile-BERT [20]: Applying the efficient language models Electra [23]
and Mobile-BERT [24] to automatic scoring of essays, while using integrated learning
to further improve scoring performance.

LEM: Our proposed automatic essay scoring model based on label embedding.

Table 2. Performance comparison between our method and other baseline methods

模型 D1 D2 D3 D4 D5 D6 D7 D8 Avg QWK (%)

CNN* 79.70 63.40 64.60 76.70 74.60 75.70 74.60 68.70 72.25

LSTM* 77.50 68.70 68.30 79.50 81.80 81.30 80.50 59.40 74.63

SkipFlow
LSTM*

83.20 68.40 69.50 78.80 81.50 81.00 80.00 69.70 76.51

CNN + LSTM* 82.10 68.80 69.40 80.50 80.70 81.90 80.80 64.40 76.08

CNN + LSTM +
ATT*

82.20 68.20 67.20 81.40 80.30 81.10 80.10 70.50 76.38

(continued)
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Table 2. (continued)

模型 D1 D2 D3 D4 D5 D6 D7 D8 Avg QWK (%)

Topic + BiLSTM
+ ATT*

82.70 69.60 69.10 81.60 81.10 82.30 80.90 70.70 77.30

BERT* 79.20 67.99 71.52 80.08 80.59 80.53 78.51 59.58 74.75

BERT + XLNet* 80.78 69.67 70.31 81.90 80.82 81.45 80.67 60.46 75.78

Stacking* 86.30 71.90 69.00 79.1 80.40 80.50 78.20 73.70 77.40

Electra +
Mobile-BERT*

83.10 67.90 69.00 82.50 81.70 82.20 84.10 74.80 78.20

LEM 85.52 78.13 74.00 85.20 81.40 83.22 84.58 77.66 81.22

A comparison of our proposed label embedding-based scoringmethod for secondary
school essays with previous work is presented in Table 2, and the experimental results
show that:

(1) The low performance of training separate CNN or LSTM networks in an end-to-
end form indicates that separate neural network models are not good at extracting
semantic features of longer documents and using them for essay scoring.LSTM
has a small performance improvement after adding the SkipFlow mechanism to
model the semantic relationships between hidden layers. Compared to LSTM, the
performance improvement is only significant for D1 and D8 subsets, while the
performance is comparable for other subsets. The overall performance of BERT
alone is 0.12% higher than the LSTM model, but still does not surpass the effect
of SkipFlow LSTM, indicating that large pre-trained language models do not work
well for topic-specific compositions.

(2) The hybrid model with CNN and LSTM can effectively improve the overall per-
formance of essay scoring, with improvements in all six subsets compared to the
single model; the average performance of the hybrid model with Electra+Mobile-
BERT improves 3.45% over the single BERT model; and, the model performance
is further improved by using the attention mechanism. This indicates that the per-
formance of the hybrid model is better than the single network model in most of
the data sets, and the attention mechanism can effectively capture the semantics of
the composition, which is crucial for the performance improvement of the model.

(3) For long text datasets, the performance advantage of the pre-trained model over
the traditional neural network is not significant, and for D1, D2 and D7 datasets,
Electra + Mobile-BERT with SkipFlow LSTM model does not achieve a great
improvement. This indicates that since the long text is truncated in the pretrained
model, which leads to the loss of semantic information, simply using the semantic
embedding of the pretrained model will not improve the performance of the AES
task, but will make it difficult to effectively fine-tune the parameters of the upstream
pretrained model due to the insufficient data samples and the “biased” information
of the pretrained corpus. This results in lower performance.
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Our proposed method achieves SOTA performance on all data subsets with an aver-
age quadratic weighted kappa value of 81.22%, which is 3.11% better than the Electra+
Mobile-BERT method, especially on the longer composition datasets D1, D2, D7, and
D8, and 10.23% better on the D2 dataset. Compared with other deep pre-trained lan-
guage models, our proposed model has fewer parameters, is faster to train, and achieves
better performance on longer composition datasets. The experimental results show that
the combination of self-training and pre-training approaches helps the model to better
understand the overall writing level of compositions.

4.4 Feature Extraction Layer Analysis

In order to verify the impact of AFEmodule andDFEmodule on themodel performance,
we compare the performance of the two modules in detail. The experimental results are
shown in Fig. 2, where red represents using only the AFE module, yellow represents
using only the DFE module, and green represents using both modules.

The experimental results show that, except for the D5 dataset, the performance of
extracting text features using the DFE module alone is significantly better than that of
using the AFE module alone. This is mainly due to the fact that the self-training embed-
ding approach uses a random initialization method, while the pre-training embedding
approach includes a certain semantic representation, so the pre-training embedding app-
roach can better adapt the model parameters to the representation of the downstream
composition corpus in the task. However, the difference between the pre-trained corpus
and the task text makes the pre-trained model also carry the “bias” of its own corpus.
This “bias” does not improve the performance of the model in the task, but causes dis-
tortions in the model’s understanding of the written expressions of the compositions in
the training set. We note that using both AFE and DFE to extract essay features on the
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Fig. 2. Model performance with different embeddings
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D2, D7, and D8 datasets significantly outperforms using one module alone. This fur-
ther indicates that using a combination of self-training and pre-training not only enables
the embedded word vectors to have deep semantic expressions, but also facilitates the
incorporation of semantic information beyond the maximum text length processed by
the pre-trained model into the model. At the same time, using the self-trained embedded
word vectors as biases can effectively correct the “biased” information in the pre-trained
model.

To verify the effectiveness of the label embedding method, we compare the perfor-
mance of label embedding for different modules in detail. The experimental results are
shown in Fig. 3. Blue represents no label embedding; orange represents label embed-
ding for AFE module only; gray represents label embedding for DFE module only; and
yellow represents label embedding for both modules at the same time.

The experimental results show that the label embedding approach in the AFEmodule
only outperforms the other two label embedding schemes in most cases. We believe that
the reason for this phenomenon is due to the fact that the Next Sentence Prediction (NSP)
task, which is used in BERT to learn sentence-level representations, is to concatenate
two natural language sentences with a [SEP] label. When we splice a labeled text with
a training sample, the [SEP] token combines a non-natural language sequence with
a natural language sentence. This difference may cause a bias between pre-training
and fine-tuning in BERT, resulting in a degradation of performance. Therefore, simply
adding a tagged text as a prefix to the AFE module can be more effective in providing
information gain, resulting in more consistent improvements.
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Fig. 3. Performance comparison of different label embedding

When the BERT model is fine-tuned for downstream tasks, it is often necessary
to freeze some parameters to obtain better performance if the fine-tuned dataset differs
significantly from the original training dataset. To verify the effect of freezing theweights
of different layers of network parameters in the BERT model on the performance of
the essay scoring task, we gradually freeze each layer of BERT in order to obtain the
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best performance. As shown in Fig. 4, all_train indicates that all parameters of the
BERT model are open for training; embedding indicates that only the parameters of
the embedding layer of the BERT model are frozen; emb + 4 indicates that the first
four layers of the embedding layer and encoder are frozen; emb + 8 indicates that the
first eight layers of the embedding layer and encoder are frozen; emb + 10 indicates
that the first eight layers of the embedding layer and encoder are frozen; emb + 10
indicates that the parameters of the BERT model are frozen. Emb + 8 means freeze
the first eight layers of embedding layer and encoder; emb + 10 means freeze the first
ten layers of embedding layer and encoder; emb + 11 means freeze the first eleven
layers of embedding layer and encoder; emb+ 12 means freeze the first twelve layers of
embedding layer and encoder; onlyBert_emb+ 11means use only freeze the first eleven
layers of embedding layer and encoder. Emb + 11 means freeze the first eleven layers
of embedding and encoder; emb + 12 means freeze the first twelve layers of embedding
and encoder; onlyBert_emb + 11 means use only the BERT model that freezes the first
eleven layers of embedding and encoder.

As shown in Fig. 4, the experimental performance is poor if the parameters of the
DFEmodule are not frozen. This ismainly because theDFEmodule uses theBERT_Base
version, which has nearly 110 million parameters, and our dataset has fewer samples
involved in training, which not only fails to fine-tune the parameters of the model well,
but also destroys the data distribution in the network layer and exacerbates the bias of
the parameters in the pre-trained model for the semantic representation. Secondly, when
freezing the shallower layers, the model performance fails to reach the best, which is due
to the fact that the word embedding representations obtained by the DFEmodule, whose
training corpus are all from BooksCorpus and EnglishWikipedia, have large differences
in semantic expressions, logical structures, and linguistic styles from the samples in our
AES task, and thus the performance is not satisfactory. The experimental results show that
the model performs best when the embedding layer and the first eleven layers of encoder
of the AFE module are frozen, and the performance decreases when the parameters are
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Fig. 4. Freeze model performance of different layer parameters
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all frozen instead. This is due to the fact that freezing the weight parameters of the final
encoder layer prevents the upstream pre-trained model parameters from fitting the AES
task in a targeted manner, making the model performance poor. Therefore, the method
of freezing the first 11 layers of the embedding layer and encoder of the BERT model
can effectively solve the problem of semantic bias due to insufficient task data samples
and poor relevance of the training corpus.

4.5 Feature Fusion Layer Analysis

Our proposed model includes two modules, AFE and DFE, to extract the semantic
features of compositions, andboth contribute differently to the classificationperformance
of the model, and we experimentally compare the model performance with and without
the gatingmechanism.As shown inFig. 5, blue iswithout the gatingmechanismand red is
with the gatingmechanism.The experimental results show that the gatingmechanismcan
be used as away to adjust the parameterweights of theAFEmodule and theDFEmodule.
When the AFE module is combined with the DFE module, it is essentially a repetitive
splicing of two sentence vectors that imply similar semantics. In the prediction process,
sometimes the deep semantic knowledge possessed by the AFE module is required, and
sometimes the bias brought by theDFEmodule for theweights of the pre-trainedmodel is
required. Therefore, the gatingmechanism can be used to adjust the semantic knowledge
weights at different levels. The gating mechanism not only enables the model to extract
multiple semantic features, but also eliminates the redundant information brought by the
combination of the two approaches to the sentence itself, thus improving the performance
of the model.

The pooling layer can speed up the computation to prevent overfitting by using
maximum pooling to obtain the most significant feature expression of each word vector
in the sentence and average pooling to obtain the average semantic expression of each
word vector in the sentence [5]. We experimentally compare the performance of the two
pooling methods in automatic scoring of essays. As shown in Fig. 6, blue represents the
scheme without pooling; orange represents the scheme with average pooling only; gray
represents the scheme with maximum pooling only; and yellow represents the scheme
with double pooling. The experimental results show that the performance of the model
without pooling degrades significantly, and using average pooling or maximum pooling
alone can improve the model performance. In this task, maximum pooling outperforms
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Fig. 5. The effect of gating mechanism
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Fig. 6. The impact of different pooling schemes
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average pooling, and the combined use of the two pooling strategies can improve the
model performance to some extent.

5 Conclusion

We use a combination of pre-training and self-training modules for feature extraction,
which can add semantic bias to the “bias” of the pre-training model. Also, in order to
better extract features in the composition domain, we enhance the training samples by
classifying and labeling the composition scores. Second,we adopt a gatingmechanism to
adjust the weights according to the contribution of different modules to the classification
performance of the model; in addition, we use a dual-pooling strategy to obtain different
semantic expressions of essays. Experimental results on the open dataset of automatic
essay scoring in the Kaggle competition show that our proposed label embedding-based
secondary school essay scoring model can significantly improve the performance of the
automatic essay scoring task, achieving the best known performance so far.

There are multiple types of essays, and the semantic features of different types of
essays vary greatly, making it difficult to solve the automatic scoring problem for all
essay types with a unified model. In the next work, we will further explore more domain
features of essays into the neural network model. In addition, for problems such as the
long text length of essays, how to perform long text processing on pre-trained models is
also a direction worthy of attention.
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Abstract. Wheat ears detection and counting play a crucial role in
wheat yield prediction and breeding. In this paper, a deep neural net-
work wheat ears detection method Wheat-YOLOv5 based on improved
YOLOv5 is proposed for the problem of low accuracy of traditional wheat
ears detection methods. Fusion of the ECANet attention module with
the Backbone part of the YOLOv5s network to improve network feature
extraction. Using SPConv convolution to replace the original ordinary
convolution in the neck layer to improve the model’s ability to cope with
complex scenes of wheat ears. Using αEIoU Loss instead of GIoU Loss
as the target bounding box regression loss function to improve the accu-
racy of wheat ears localization. The detection average accuracy AP value
of the improved algorithm reaches 94.30% and F1 value reaches 91.50%,
which has certain recognition accuracy and robustness and can effectively
improve the detection of wheat ears in actual agricultural scenes.

Keywords: Wheat ears detection · YOLOv5 · ECANet Attention
Modules · Detection layer · αEIoU

1 Introduction

Yield prediction is one of the important aspects of wheat production management,
which can provide an important reference for wheat breeding, etc. Early meth-
ods of wheat yield prediction mainly include manual field judgment prediction,
etc., which have low accuracy and high workload, in addition, in the actual field
environment, the growth of wheat is complex and diverse, and the ears of wheat
overlap and shade each other, etc., so the detection effect of traditional methods
on wheat ears is not ideal. In recent years, machine learning has become an indis-
pensable key technology for China’s agriculture to enter into intelligence, and it is
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the core of artificial intelligence. Fan Mengyang et al. [1] used the SVM learning
method to accurately extract the wheat ears contour, refine the binary image of
wheat ears to obtain the wheat ears skeleton, and infer the yield of wheat ears by
calculating the number of wheat ears skeleton and the number of effective intersec-
tion points of wheat ears skeleton with an accuracy of 93.1%; the related method
has achieved some success, but the calculation process is tedious and less robust.
With the rapid development of deep learning, the development of convolutional
neural network has brought a new direction for wheat detection, among which the
deep learning detection models represented by Faster R-CNN algorithm [2] and
YOLO algorithm [3–5] have made significant breakthroughs with their high accu-
racy and high robustness, etc. Meanwhile, many deep learning-based image anal-
ysis techniques have been applied to wheat image localization and detection tasks
with good results. Zhang Quanbing et al. [6] introduced a channel attention mech-
anism and a spatial attention mechanism in the encoding and decoding regions
of the original feature extraction network, respectively, in order to improve the
detection performance of the network for obscured wheat ears and generate more
accurate detection frames for smaller ears that are difficult to detect, in response to
the problems such as false detection or missed detection in the detection results. In
addition, many methodological research pairs were self-constructed datasets and
validated on a limited dataset with little variation in genotype, size, etc. of wheat
ears with a single limitation, but in practice, the complex diversity of wheat ears
such as differences in genotype makes the task of ears detection more complex.
In May 2020, David et al. made public the global wheat ears detection dataset
GWHD 2020 [7], which contains 4700 high-resolution RGB images and 193,634
marked wheat ears from different regions of different countries in the world, with
a wide range of genotypes, different sizes, overlapping shading, and other com-
plex and diverse scenarios. GWHD 2020 successfully attracted the attention of the
computer vision and agricultural science community, further pinning wheat ears
diversity as well as labeling reliability for improvement, re-checking and labeling
the dataset, supplementing it with 1722 images from four new countries, adding
81,553 wheat ears to strengthen the quantity and quality of the dataset, consti-
tuting the dataset GWHD 2021 [8], which is richer and more complex and diverse,
and how to effectively improve the detection performance of the network under
complex situations such as wheat ears genetic diversity and overlapping occlusion
are yet to be solved.

2 Problems with YOLOv5 in the Detection of Wheat
Ears

The Yolov5s model has good performance in target detection in terms of accuracy
and other indicators, but for the problem solved in this paper, the following
defects still exist.

(1) The backbone network in the algorithm has more Bottleneck structures, and
the convolution kernel in the convolution operation contains a large number
of parameters, leading to a large number of parameters in the recognition
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model, which increases the deployment cost of the model. Due to the differ-
ent genotypes of wheat ears, the smaller wheat ears are more dependent on
the shallow features, and the feature extraction is easy to cause certain infor-
mation loss for the feature extraction of small target objects after passing a
large number of conventional convolutions.

(2) The FPN [9] combined with PANet structure is used in Neck network,
although the CSP structure [10] is fused in PANet, and the deep feature
map and shallow feature map are stitched to fuse different levels of feature
information, but the redundancy within the features is not considered, which
has some impact on the detection of wheat ears with overlapping occlusion.

(3) In the process of wheat ears detection, when the prediction frame is inside
the target frame and the prediction frame size is the same, the bound-
ary frame regression loss function GIoU completely degrades to the IoU
loss function, which will lead to the situation of missed detection and false
detection and cannot realize the high accuracy of wheat ears localization.

3 Wheat-YOLOv5 Detection Algorithm

In this paper, we take GWHD 2021 wheat ears as the research object, consider
the complex scenario of wheat ears, and improve the model to improve the
detection effect of wheat ears for the problems of YOLOv5 in the process of
wheat ears detection as follows.

(1) Incorporating ECANet attention mechanisms [11] in backbone to enhance
the semantic information of the network, reduce noise information, enhance
feature propagation and generate more accurate detection frames for dense
wheat ears with overlapping occlusions.

(2) Replace the original neck layer ordinary convolution with SPConv [12] to
eliminate the redundancy problem existing in the input feature map of wheat
ears within the same layer and improve the detection of obscured overlapping
wheat ears.

(3) Combining the ideas of EIoU [13]and Alpha IoU [14], αEIoU is proposed as the
loss function of bounding box regression to improve the original loss function
GIoU [15]and reduce the missed and false detection of wheat ears. Therefore,
this paper uses a neural network based on improved YOLOv5 for detection
and analysis, aiming to achieve efficient and accurate wheat ears detection.

3.1 Fusion ECA Effective Channel Attention Mechanism

Due to the large variety of wheat ears size and shapes in different regions, the
features of different sizes are easily ignored, and the attention mechanism is an
important method to improve the target detection performance. In this paper,
after feature extraction of images by backbone network, we add a channel atten-
tion mechanism ECANet after part of the C3 layer of the backbone network and
use a local cross-channel interaction strategy without dimensionality reduction
and an adaptive selection of one-dimensional convolutional kernel size, which
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helps the model to locate the target of interest more accurately and achieve
performance improvement.

As shown in Fig. 1, this paper incorporates the ECANet attention module
in the backbone network of YOLOv5s to weight and adjust the feature weights
of different channels to enhance the network’s ability to extract cross-channel
information features and improve the accuracy of detection. For the input wheat
ears feature map X, all channels are subjected to an averaging pooling operation
and then learned by a one-dimensional convolution with shareable weights to
translate neurons in such a way that each channel interacts with its k neighboring
elements to achieve cross-channel interaction. The information on different sizes
of wheat ears obtained in the feature extraction network is fused at 3 different
scales, and the attention mechanism is used in the channel dimension for adaptive
learning of weights to improve the performance of the model for wheat ears
detection.

Fig. 1. Converged ECANet module

3.2 Introduction of Separation-Based Convolution

In the process of wheat detection, conventional convolution directly convolves
the input feature map to obtain the output feature map when performing the
operation, but many features within the same layer have similar but not iden-
tical presentation patterns, and these similar features are difficult to determine
whether they are redundant or contain important detail information.

In this paper, the SPConv convolution module is used to rethink the fea-
ture redundancy problem in conventional convolution, replacing the conventional
convolution in the neck layer with the separation-based convolution operation
SPConv, reducing the number of parameters while effectively eliminating the
redundancy between the feature maps of each layer, and improving the model
AP while reducing the model redundancy.
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3.3 Improved Loss Function

The YOLOv5 loss function is defined as shown in Formula 1, and its loss function
consists of three components, which are confidence loss lobj , classification loss
lcls, and position loss lbox.

Loss = lobj + lcls + lbox (1)

where the target box position error lbox is defined using the GIoU loss function
as shown in Formula 2.

LGIoU = 1 − IoU +
C − (A ∪ B)

C
(2)

YOLOv5s uses GIoU Loss as the bounding box regression loss function to
measure the distance between the predicted box and the real box, but when the
predicted box is inside the real box and of the same size, resulting in the GIoU
value being the same, then GIoU Loss completely degrades to IoU Loss, which
cannot distinguish the wheat detection regression, and such a scenario is more
common in the actual wheat detection task.

Therefore, this paper combines the ideas of EIoU and Alpha IoU, consid-
ers the aspect ratio, overlap area, and distance to the center point between the
predicted frame and the real frame, as well as the problem that the gradient is
difficult to converge in the actual training process, introduces the power trans-
formation in the existing IoU Loss, idempotents the loss function, and obtains
more accurate bounding box regression by focusing more on high IoU targets,
and proposes EIoU Loss is proposed as the regression loss function for the target
detection task, and the adjustment factor (α is taken as 3 in this paper) is used
to make the model more flexible for the regression process of complex wheat
detection, reduce the situation of wheat miss detection and false detection, and
improve the detection performance of the model for wheat ears. The equation
used is as in Formula 3.

LαEIoU = 1 − IoUα +
ρ2α(b, bgt)

C2α
+

ρ2α(w,wgt)
C2α

w

+
ρ2α(h, hgt)

C2α
h

(3)

where IoU is the ratio of intersection and concatenation between the prediction
frame and the real frame, the prediction frame centroid is denoted by b, the
target frame centroid is denoted by bgt, and ρ represents the Euclidean distance
between the two centroids of the prediction frame and the real frame, C repre-
sents the diagonal distance of the smallest outside frame that can contain both
the prediction frame and the real frame, Cw and Ch are the width and height
of the smallest outside frame, w and h represent the width and height of the
prediction frame, and wgt and hgt represent the width and height of the real
frame.
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4 Experimental Results and Analysis

4.1 Experimental Dataset

The experimental dataset in this paper is derived from the global wheat ears
detection dataset GHWD 2021. 6515 high-resolution RGB images with different
genotypes from 11 different countries and regions, consisting of 1024×1024 pixel
images, are converted to image annotation format by scripting and are also
processed for manual verification. 6375 images are selected in total. The global
wheat ears dataset has different genotypes, and there will be some differences in
the color and size characteristics of wheat ears, etc. Some visualization results
of the above scenarios are shown in Fig. 2.

Fig. 2. Some pictures of wheat ears

For algorithm training, 4590 data sets were selected as the training set, 510 as
the validation set, and 1275 as the test set. Mosaic data blending enhancement
was also performed on the high-resolution wheat images to ensure that the wheat
images at different resolutions were used as the dataset for this study. 4 wheat
images were randomly selected for each image, randomly scaled and distributed
then stitched into one image.

4.2 Experimental Environment and Parameters

The operating system for this experiment is Linux Ubuntu 20.04.1 LTS, the
GPU is Tesla K80 with 11 GB video memory, the CPU is Intel(R) Xeon(R)
CPU E5-2609 v4 @ 1.70 GHz, and the framework is Pytorch.

The processed data set is fed into the improved neural network for training.
In the training phase, the input image size is set to 640 × 640, the batch size
is set to 16, the initial learning rate value is 0.01, the momentum and decay
weights are set to 0.937 and 0.0005, respectively, to prevent overfitting, and the
epoch is set to 100 rounds. The iterative loss curves of the Wheat-YOLOv5
algorithm during the training of the model are shown in Fig. 3, from which it
can be seen that the loss of the model decreases rapidly in the first 25 epochs,
after which there is a small oscillation and the loss gradually plateaus, and the
loss almost ceases to change after 100 training epochs, and the algorithm has
reached convergence.
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Fig. 3. Loss decline curve during training

4.3 Experimental Analysis

4.3.1 Effect of Improved Methods on Model Performance

In order to verify the effectiveness associated with the improved methods in
this paper, ablation experiments were set up to evaluate the effectiveness of
each improvement point for this algorithm, and the original YOLOv5 algorithm,
the algorithm YOLOv5-ECA after adding the attention module ECANet to the
backbone network, the algorithm YOLOv5-αIoU using EIoU as the loss function,
the algorithm YOLOv5-SP after introducing SPConv, and the algorithm Wheat-
YOLOv5 after fusion of all the improvements proposed in this paper were used
for comparison, and the experimental results are shown in Table 1.

Table 1. Comparison of detection performance of different improvement strategies(%)

Algorithms P R F1 AP

YOLOv5 92.40 87.10 89.60 92.30

YOLOv5-ECA 93.00 87.00 89.90 92.80

YOLOv5-αEIoU 92.40 88.10 90.20 93.10

YOLOv5-SP 92.80 89.20 90.96 93.90

Wheat-YOLOv5 93.30 89.70 91.50 94.30

Comprehensive results of all experiments can be seen that the improved
algorithm Wheat-YOLOv5 proposed in this paper is better than the original
YOLOv5 algorithm, and the fusion experimental effect of the improvement
points proposed in this paper is generally higher than the effect of each ablation
experiment, in which the accuracy P of Wheat-YOLOv5 is 93.3%, the recall R
is 89.7%, the F1 value is 91.5%, and the AP value is 94.3%, which has a certain
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improvement effect, indicating that the improved algorithm in this paper, which
is beneficial to the detection of complex and diverse wheat ears, reduces the error
detection as well as the leakage detection situation, and effectively improves the
detection accuracy, and the changes of the average accuracy of detection during
the training of some different models are shown specifically in Fig. 4.

Fig. 4. Variation of AP during the training of some different models

4.3.2 Comparison of the Improved Algorithm with Other Target
Detection Algorithms

In order to further verify the effectiveness of the proposed algorithm in this
paper, the proposed algorithmWheat-YOLOv5 is comparedwith other algorithms
widely used in target detection for experiments, the compared algorithms are deep
learning based YOLOv3, YOLOv4, and Faster R-CNN networks, each model is
trained with 100 epochs, and the experimental results are shown in Table 2.

Table 2. Comparison of the improved algorithm with other target detection algo-
rithms(%)

Algorithms P R F1 AP

YOLOv5 92.40 87.10 89.60 92.30

YOLOv3 81.70 91.50 86.32 91.30

YOLOv4 82.30 91.80 86.79 91.80

Faster R-CNN 81.90 88.60 85.11 89.20

Wheat-YOLOv5 93.30 89.70 91.50 94.30

As can be seen from Table 2, compared with other target detection algo-
rithms, the algorithm proposed in this paper has a higher accuracy with an
AP value of 94.30%, which is a 3% improvement compared with YOLOv3, and
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a 2.5% improvement compared with YOLOv4; and compared with the Faster
R-CNN algorithm, there is also a certain improvement, which verifies the effec-
tiveness of the improved strategy proposed in this paper, the applicable to wheat
ears detection.

4.3.3 Detection Results

In order to more intuitively verify the effectiveness of this paper on the detection
of wheat sheaves in complex environments, YOLOv5 and Wheat-YOLOv5 are
used to compare the detection. Some of the test results are shown in Fig. 5 below,
with the original image on the left, the original YOLOv5 algorithm results in the
middle, and the Wheat-YOLOv5 results on the right, with the word “wheat”
above the wheat ears and the confidence level. Figure 5(a) shows the detection
under the fuzzy scene, and it can be seen that the original YOLOv5 model has
incomplete detection and missed detection for the fuzzy boundary of the wheat
ears, while the improved model can detect the wheat ears completely.Figure 5(b)
shows the wheat ears in near background color, the wheat ears and the back-
ground color are highly similar, and the comparison shows that the improved
model detects the wheat ears missed by the original model.Figure 5(c) shows the
mutually occluded and overlapping wheat ears, and it can be seen that the origi-
nal model missed some of the mutually occluded and overlapping ears. From the
above comparison of the detection under various wheat scenarios, it is clear that
the improved YOLOv5 model is more effective in detecting wheat in complex
environments.

Fig. 5. Comparison of detection results in some different scenarios
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To better observe the feature information possessed by different network
layers of the Wheat-YOLOv5 module for complex wheat ears, the wheat ears
feature information is displayed using a heat map. From Fig. 6, it can be found
that as the number of network layers increases, the extracted semantic features
of wheat ears become stronger and stronger, which can better express the image
information that humans can understand, verifying that the improved YOLOv5
model has a stronger feature extraction ability for wheat ears in complex and
diverse environments, and to a certain extent, it can remove the influence of
interference information such as complex background and enhance the robustness
of the model.

Fig. 6. Heat map of different layers of Wheat-YOLOv5

5 Summary

This paper addresses the problem that the complex and diverse global wheat
ears dataset GWHD 2021 is difficult to detect with high accuracy in a gen-
eral deep learning target detection model, and proposes a wheat ears detection
model Wheat-YOLOv5 with improved YOLOv5, which integrates the ECANet
network into the YOLOv5 backbone network to enhance the feature extrac-
tion effect for different sizes of wheat ears; introduces SPConv eliminates the
redundancy of feature maps and strengthens the model’s ability to cope with
obscured overlapping wheat ears, and uses EIoU as the loss function of border
regression to improve the localization accuracy of wheat ears detection bound-
ing boxes. Experiments show that the detection method proposed in this paper
can locate wheat ears more accurately, and the method provides useful help for
wheat breeding as well as yield prediction.
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Abstract. Aiming at the characteristics of multi-scale, diversity and complex
background of aircraft targets, in order to improve the average detection accuracy
of YOLOv5s algorithm, an improved aircraft target detection algorithm based
on YOLOv5s model is proposed, Firstly, replace conv module in the backbone
network of YOLOv5s with RepVGGBlock to reduce the number of parameters;
Secondly, a small target detection head is added to enhance the recognition ability
of small targets; Finally, GAM_Attention mechanism is introduced in front of
each detection head to improve the detection accuracy. The research shows that
the RG-YOLOv5s (Repvggblock GAM_Attention you only look once) algorithm
proposed in this paper improves the average accuracy by about 1% and reaches
97.3%when IOU= 0.5, which is more suitable for the detection of aircraft remote
sensing targets.

Keywords: RepVGGBlock · YOLOv5s · GAM_Attention

1 Introduction

Remote sensing image technology has great development space in both military and
civil fields. It has great application value in military war. Because of the low resolution
of aircraft image, the detection process is more difficult. In the field of deep learning,
target detection algorithms mainly include RCNN series [1–3], SSD and YOLO [4].
Researchers at home and abroad have done a lot of research in the field of target detec-
tion and achieved phased results. Zhong Zhifeng et al. Proposed a lightweight target
detection algorithm based on improved YOLOv4 [5], which improved the detection
speed, but reduced the detection accuracy; Chen et al. Proposed the research on traf-
fic sign recognition based on the improved YOLOv4 model [6], which improved the
detection accuracy, but reduced the detection speed of the model. Therefore, this paper
proposes a network structure RG-YOLOv5. The improved algorithm is mainly reflected
in the following aspects:

1) Replace conv module in the backbone network of YOLOv5s with RepVGGBlock
to reduce the number of parameters.

2) Add a small target detection head to enhance the recognition ability of small targets.
3) GAM_Attentionmechanism is introduced in front of each detection head to improve

the detection accuracy.
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2 Related Algorithms

2.1 YOLOv5 Algorithm

YOLOv5s algorithm is a simple and efficient target detection model, which reduces the
training threshold. Only a conventional gtx-1660ti can be used to train YOLOv5. The
main body of the algorithm is composed of input terminal, backbone network, neck
feature enhancement module and head detection module. Compared with YOLOv3 and
YOLOv4 [7], YOLOv5 puts forward some improvement ideas in the model training
stage, mainly including mosaic data enhancement, adaptive anchor frame calculation
and adaptive image scaling.The structure diagram of YOLOv5 [8-9] is shown in Fig. 1:

Fig. 1. YOlOv5 structure diagram

2.2 RepVGG

RepVGG is a simple VGG structure, which uses 3 × 3 convolution, BN layer and
relu activation function in large quantities. It uses parameterization to improve perfor-
mance. It is characterized by using multi branch network during training and fusing
multi branches into single branches during reasoning. During training, add parallel 1 ×
1 convolution branches and identity mapping branches to each 3 × 3 convolution layer
to form a RepVGGBlock. Learn from the practice of Resnet, the difference is that Resnet
adds a branch every two or three layers, and RepVGGBlock adds a branch every layer.
The structure of RepVGGBlock is shown in Fig. 2:
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Fig. 2. RepVGGBlock structure diagram

2.3 GAM_Attention

GAM_Attentionmechanism can enlarge the global dimension interaction features while
reducing information diffusion. The sequential channel spatial attention mechanism is
adopted and the CBAM sub module is redesigned [10]. The whole process is shown in
Fig. 3 and in formulas 1 and 2. Given the input characteristic mapping F1 ∈ RC×H×W ,
the intermediate state F2 and output F3 are defined as:

F2 = Mc(F1) ⊗ F1 (1)

F3 = Ms(F2) ⊗ F2 (2)

Mc and Ms are channel attention map and spatial attention map respectively; ⊗
Represents multiplication by element.

Fig. 3. GAM_Attention structure diagram
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3 Algorithm Improvement

The improvement of RG-YOLOv5s algorithm is mainly in the following three aspects:
first, replace convmodule inYOLOv5s backbone networkwithRepVGGBlock to reduce
the number of parameters; Second, add a small target detection head to enhance the
recognition ability of small targets; Third, the GAM_Attention mechanism is introduced
in front of each detection head to improve the detection accuracy. The improved RG-
YOLOv5s network structure is shown in the Fig. 4:

Fig. 4. RG_YOLOv5s structure diagram

After the image passes through the backbone feature extraction network, the feature
maps of the second, fourth and sixth layers are extracted respectively and input into
the neck network for feature fusion between different scales. The decoding algorithm
of YOLOv5s is carried out through four YOLO detection heads to generate the final
prediction.

4 Experimental Results and Analysis

4.1 Experimental Environment Configuration and Data Introduction

Because there are few aircraft images in a single remote sensing data set, this experiment
selects 446 aircraft images in the RSOD remote sensing data set marked by Wuhan
University and 784 aircraft images in the Dior optical data set marked by Han Junwei
research group of Western Polytechnic University, a total of 1230 images. The ratio of
training set and test set is 7:3. The operating system used in the experiment is ubantu16
4. Processor model: Intel (R) Xeon (R) CPU e5–2630 V4 @ 2.20GHz, graphics card
model: NVIDIA Tesla K80, using NVIDIA cuda10 2 acceleration toolbox.
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In order to comprehensively evaluate the performance of the model and prove the
effectiveness of the algorithm proposed in this paper, the following evaluation indexes
are selected.

1) Average precision and mean average precision (mAP): are the average values of
accuracy of all categories. The calculation formula of sum is as follows:

Pr ecision = TP

TP + FP
(3)

AP =
∑

Pr ecision

images
(4)

AP =
∑

Pr ecision

images
(5)

whereTP is the number of positive sampleswith correct prediction,FP is the number
of positive samples with wrong prediction, and N is the number of total categories.
TP and FP are determined according to the IOU (intersection over union) threshold.

2) Parameters: reducing parameters can reduce the amount of calculation and training
time.

3) Frame per second: represents the number of pictures that can be detected by the
model per second. This index can evaluate the detection speed of the proposed
model.

4.2 Ablation Experiment and Result Analysis

In order to verify the optimization effect of each module used in RG-YOLOv5s on
YOLOv5s, ablation experiments were carried out in this paper. As shown in Table 1:

Table 1. Model test results

Algorithm Backbone Neck Aircraft(mAP%) Parameters FPS

YOLOv5s Focus + Conv FPN + PAN 96.4 7063542 166

YOLOv5s RepVGGBlock FPN + PAN 96.7 5441922 160

YOLOv5s RepVGGBlock FPN + PAN
+
detect(small)

97.1 5947028 151

RG-YOLOv5s(Ours) RepVGGBlock FPN + PAN
+ GAM +
detect(small)

97.3 6383764 142

It can be seen from Table 1 that the accuracy of YOLOv5s + repvggblock is slightly
improved and the amount of parameters is reduced compared with YOLOv5s. After
adding a small target detection head to YOLOv5s+ repvggblock, the accuracy is further
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improved while adding a few parameters. The algorithm RG-YOLOv5s proposed in this
paper improves the accuracy after introducing gam attention mechanism in the neck
part.The detection effect of RG-YOLOv5s algorithm is shown in Fig. 5:

Fig. 5. RG_YOLOv5s detection effect

4.3 RG-YOLOv5 Compared with Other Algorithms

Comparative tests are conducted on RSOD and Dior data sets respectively. The exper-
imental results are shown in Table 2. The experimental results show that the RG-
YOLOv5s backbone network proposed in this paper adopts RepVGGBlock module,
and GAM_Attention is introduced into the feature fusion module,Adds a small target
detection head, enhances the receptive field, greatly improves the detection accuracy,
and can meet the real-time requirements of remote sensing target detection. From the
perspective of map and FPS, RG-YOLOv5s has superior performance.

Table 2. RG-YOLOv5s compared with other algorithms

Algorithm Backbone mAP/% FPS

SSD Resnet50 85.68 281

Faster RCNN VGG16 94.71 207

YOLOv3spp Darknet53 88.09 201

YOLOv5s Focus + Conv 96.5 166

RG-YOLOv5s(ours) RepVGGBlock 97.4 142



136 L. Zhang et al.

5 Conclusion

In this paper, RepVGGBlock is used to replace the conv module in the YOLOv5s back-
bone network, which reduces the amount of parameters, adds a small target detection
head in the head, and improves the recognition rate of small target detection.In the neck
part, GAM_Attention mechanism is introduced to improve the detection accuracy, and
the mAP value of the improved model reaches 97.3%.However, the algorithm in this
paper also has shortcomings. Although the model size is greatly improved compared
with the original algorithm, there is still room for improvement. In view of this prob-
lem, the backbone network and neck enhancement network will be improved in the later
stage, which will be the focus of further research in this paper.

References

1. Han, C., Gao, G.Y., Zhang, Y.: Real-time small traffic sign detection with revised faster-
RCNN. Multimedia Tools and Appl. 78(10), 13263–13278 (2019)

2. Hung, G.L., Sahimi, M.S.B., Samma, H., et al.: Faster R-CNN deep learning model for
pedestrian detection from drone images. SN Computer Science 1(4), 17–23 (2020)

3. Ren, S.Q., He, K.M., Girshick, R., et al.: Faster R-CNN; towards real-time object detection
with region proposal network. IEEE Trans. Pattern Anal. Mach. Intell. 39(6), 1137–1149
(2017)

4. Zhao, J., Han, R., Sun, J., et al.: Research on the ETC vehicle detection algorithm based on
improved YOLOv3. Computer and Digital Engineering 50(01), 90–94 + 139 (2022)

5. Zhong, Z., Xia, Y., Zhou, D., et al.: Lightweight object detection algorithm based on improved
YOLOv4.Computer application: 1–8 [2021–10–22]. http://kns.cnki.net/kcms/detail/51.1307.
TP.20210929.1334.012.html

6. Chen, M., Yu, S.: Study on Traffic Sign Identification Based on improved YOLOV4 Model.
Microelectronics and Computers: 1–10 [2021–10–27]. http://kns.cnki.net/kcms/detail/61.
1123.TN.20210923.0115.001.html

7. Du, S., Zhang, P., Zhang, B., et al.: Weak and occluded vehicle detection in complex infrared
environment based on improved YOLOv4. IEEE Access 9, 25671–25680 (2021)

8. Matthew, C., et al.: Rapid DNA origami nanostructure detection and classification using the
YOLOv5 deep convolutional neural network. Sci. Rep. 12(1), 3871 (2022)

9. Upesh, N., Hossein, E.: Comparing YOLOv3, YOLOv4 and YOLOv5 for Autonomous
Landing Spot Detection in Faulty UAVs. Sensors 22(2), 464 (2022)

10. Yuteng, X., et al.: TReC: transferred resnet andCBAMfor detecting brain diseases&13. Front.
Neuroinform. 15, 781551 (2021)

http://kns.cnki.net/kcms/detail/51.1307.TP.20210929.1334.012.html
http://kns.cnki.net/kcms/detail/61.1123.TN.20210923.0115.001.html


A Survey in Virtual Image Generation Based
on Generative Adversarial Networks

Xiaojun Zhou1(B), Yunna Wei1, Gang Xing1, Yanan Feng1, and Li Song2

1 MIGU Co., Ltd, Beijing, China
zhouxiaojun@migu.cn

2 Institute of Image Communication and Network Engineering Shanghai, Jiao Tong University
Shanghai, Shanghai, China

Abstract. With the rapid development of themetaverse, this is the inevitable trend
content form from 2D to 3D, from real to virtual to virtual-real combination. The
demand for virtual scenes will surge in the coming period. How to quickly gener-
ate a large number of high-quality scene graphs has sparked extensive academic
attention. GAN being the most popular generation algorithm, and we discuss the
prevalent architectures to solve the problems of training collapse and uncontrol-
lable images during training. Besides, this paper focuses on the development of
GAN and its variants in the field of image synthesis. A comprehensive review of
recent advances in virtual image generation in the last two years is presented, with
a summary of the classification of algorithms and an introduction to techniques
related to multimodal generation. Finally, some suggestions for future research
directions are proposed.

Keywords: Metaverse · GAN · Virtual image synthesis · Multimodal generation

1 Introduction

GANS has received a lot of academic attention since it was proposed, and has been
applied to many fields such as computer vision [1, 2], medicine [3], and natural semantic
processing [4]. As shown in Fig. 1, GAN is one of the research hotspots in recent years,
and it also occupies a large proportion in thefield of virtual image generation. In computer
vision, in addition to the image generation introduced in this paper, image restoration,
super-resolution reconstruction, image captioning, image segmentation, imagedenoising
and other applications are also relatively active application research. The traditional
GAN consists of two parts, the generator(G) and the discriminator(D), which can be
vividly expressed as the story of a thief and a policeman. The thief (G) is responsible
for learning the data probability distribution from the input noise to fake images in an
attempt to fool the police (D), and the discriminator is responsible for improving the
discrimination ability and trying to distinguish real samples from fake ones. The two
sets of adversarial networks are trained to improve their capabilities and eventually form
a Nash equilibrium [5] that outputs a perfect fake picture.

Virtual image generation is an interesting and important task because it has many
practical applications, such as art generation, image editing, virtual reality, video games,
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Fig. 1. It shows the most frequent keywords in CVPR conferences from 2020 to 2022. The
“GAN”,“visual” and “generation” keywords are often have been used.

and computer-aided design [6]. We divide virtual image generation into two categories
according to the input. When the input and output are both images, we consider this as a
direct method for generating images from images, which aims to use pairs of images as
training sets [1, 7] and learn the mapping from the input image to the output image.The
development of various GAN variants [8–14] has gradually eliminated the limitation
of data [15, 16]. Although the current image generation effect has been able to reach
the point of being fake, it cannot generate images according to the required semantic
information. So researchers turned their attention to multimodal generation techniques.
It can be seen as an extension of conditional GANs, which can generate target images
from text describing images. Besides text, one or more of layout, scene graph, semantic
mask, mouse traces can also be supported as input [17].

In this paper, we first introduce the classification of recent variants of GAN in terms
ofGANarchitecture, and focus on the field of virtual image generation. The development
history of representative algorithms and problem optimization are described in terms of
direct and step-by-step classification. Finally, problems and researchable directions are
pointed out.

2 GAN Preliminaries

In this section, we review the network architecture and core concepts of GANS and its
representative variants.

The original GAN architecture consists of a single generator(G) and
discriminator(D),as shown in Fig. 2 (a). It can be composed of various types of neu-
ral network structures, first MLP, and later there are deep fully convolutional networks
to enhance the results [10]. Letting θ and ϕ be the learnable parameters in G and D
respectively, GAN training can be generalized as a minimax problem. Reduce the gap
between the generated data distribution ρ(G(z : θ)) and the real data distribution ρ(x);
the discriminator does the opposite.

min
�

max
θ

V (θ, φ) (1)
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As an unsupervised learning algorithm, GAN can generate uncontrollable pictures
only by random noise z, and often produce unexpected effects. CGAN [8] solves the
problem that traditional GAN algorithms cannot control the generated data by adding
category labels C on G to guide data generation with prior knowledge. The architecture
is shown in Fig. 2(b). C can be another image (image to image conversion), text (text to
image synthesis) or categorical labels (label to image synthesis) The proposal of CGAN
is particularly crucial and many subsequent algorithms have been improved based on
this idea. [1, 7, 9, 18, 19].

Suppose we want to control certain features of the input to change the thickness or
skew angle of the font in MNIST. However, the feature is very messy and we cannot
control it clearly in practice. The purpose of Infogan [9] is to clarify and regularize these
disorganized features. It uses mutual information to constrain C and optimise the model
objective function. Assuming that C is interpretable with respect to the generated data
g, then c and g should be highly correlated and their mutual information large. And if it
is unconstrained, the mutual information is close to zero. Borrowing ideas from CGAN
[8], ACGAN [19] reconstructs auxiliary information by adding an auxiliary encoder
network,such as image categories. But when discriminating the output of the network,
ACGAN feeds back the label as the target and submits it to the discriminating network.
The architecture of Infogan and ACGAN is shown in Fig. 2(c).

Fig. 2. Architecture diagram of GAN and its variants

GAN has the problem of training collapse [20], and insufficient feature learning is
an important reason. This is especially evident on small sample data. BAGAN [12] (as
shown in Fig. 2(d))performs data augmentation by introducing an auto-encoder. The
problem of insufficient GAN features is addressed by learning common data features
for both few-shot and multi-shot categories. In addition, when the two output losses of
ACGAN are generated in small sample data, since the discriminator is biased towards
the real data with more occurrences, it will generate a data imbalance problem that the
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small sample category data generates less. BAGAN merges the outputs into one class,
which resolves the potential conflict brought by the two parts of the output.

3 General Approaches of Virtual Scene Generation

3.1 Direct Method

In terms of applications, direct methods are defined as methods to generate virtual image
using image transformation, such as style transfer, image transformation, animation, and
image dehazing. Divided from the algorithm structure, direct methods are defined as a
class of methods that use a set of G/D to generate images,as shown in Fig. 3.

Fig. 3. The method of direct of virtual image synthesis and related applications

Early GANs all follow a generator and a discriminator structure [7, 9, 12, 13, 19, 21].
The same is true for srargan [23] for multi-domain transformation. Traditional multi-
domain image translation requires mutual feature extraction between different domains,
which leads to the need to learn C*(C-1) generators for transformations containing C
domains. Therefore, the versatility is not strong when performing image conversion in
different domains. StarGAN solves this problem, being able to train multiple datasets
with different domains simultaneously in a singleG. The role ofD is not only to determine
whether the input image is true, but also to determine the domain to which the input
image belongs. G accepts an image and target domain label C, and generates a fake
image.

Cyclegan [15] is a ring structure with two sets of generators and discriminators. It
eliminates the limitation that the pix2pix data field must be one-to-one, and does not
need to have a strict correspondence. In order to make up for the lack of information
caused by unpaired images, CycleGAN adds an opposite mapping F : Y− > X to
the mapping G on the basis of GAN, and proposes a cycle consistency loss function to
ensure that F(G(X )) ≈ X (and vice versa). The two parallel G/D network structures
of Cyclegan have no difference in processing images. There are also two-layer GANS
algorithms responsible for processing the structure/texture, foreground/background of
the image, respectively [0][0][0].
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3.2 Staged Method

Divided in terms of application, the stagedmethod is defined as generating virtual images
usingmultimodal information such as semantics and text. Secondary editing using latent
space is supported, such as text-generated images,image editing, and image latent space
editing. In termsof algorithmic structure,stagedmethods are defined as a class ofmethods
that usemultiple sets ofG/D combinations or pre-trainedG to generate images,as shown
in Fig. 4.

Fig. 4. The method of direct of virtual image synthesis and related applications

Multiple groups can be composed of the same network structure side by side, sharing
weights with each other, and also use different network structures in cyclic, parallel
or sequential [14, 15, 27–29]. StackGAN is a typical representative of the step-by-step
method,which consists of twoparts. TheStage-I networkgenerates 64x64 low-resolution
thumbnails of basic colors and sketches, with Stage-II adding more detail to generate
256x256 photorealistic images with text guidance. Pixel2style2pixel (pSp) [30] relies
on a pre-trained StyleGAN to expand the style vector generated based on the encoder
network into a latent space. The emergence of Psp breaks the traditional image editing
process of flipping first and then editing [31–35], but uses the encoder to directly solve
the image conversion task, which simplifies the training process.

4 Summary

This paper reviews the development of the basic architecture of Generative Adversarial
Networks and its variants. The related algorithms in the field of virtual image generation
are divided into direct method and staged method. For direct methods, generalization
models for multi-domain adaptation(DA) will be the focus of research for some time.
For the staged method, how to better control the characteristics of the latent space to
generate anthropomorphic images quickly and accurately is a worthy research direction.
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Abstract. The development of modern science and technology has brought us a
far-reaching and significant impact. Artificial intelligence is an important prod-
uct of this era. With the continuous development of society, the status of social
vulnerable groups has been paid more and more attention. As a country with a
large population, China has the highest number of disabled people in the world.
The existing products and services for the disabled can not meet the needs of
users. The application of artificial intelligence technology in interior design and
product design practice is still in the exploratory stage, and there is a large space
for development. Through the user research of observation method and experi-
ence prototype method, this paper deeply excavates the communication needs and
expectations of Chinese disabled people. Through user research and design, a set
of smart home technology service system is proposed,which provides a reasonable
and feasible solution for the daily communication of the disabled.

Keywords: Artificial intelligence · People with disabilities · Smart home ·
Interior design · Product design

1 Introduction

As a branch of computer science, artificial intelligence technology, together with genetic
engineering technology and nanoscience and technology, is called the three major scien-
tific and technological achievements in the 21st century [1–3]. It is an advanced technol-
ogy type that is currently focused on in various fields。In recent years, with the expansion
of the application scope of artificial intelligence technology and the continuous improve-
ment of technical application conditions, It gradually appears in the interior designwork,
In addition, it has also provided strong programs and technical support for the improve-
ment and help of the living and working conditions of some disabled people [4]. Under
the background of actively promoting innovation and development in the field of interior
design and product design, more and more designers take artificial intelligence technol-
ogy as an important entry point for technology and method innovation, By optimizing
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design tools, methods and ideas, we can make full use of artificial intelligence technol-
ogy to provide more considerate and better services for different groups of people [5,
6].

2 Application Analysis of Artificial Intelligence in Interior Design
and Product Design

The development of artificial intelligence promotes the progress of the smart home
industry. The continuous growth in the number of smart home enterprises is a strong
proof. From the market sales of smart home enterprises, the overall development of
the smart home industry continues to grow upward. “Smart home” is the main form of
artificial intelligence in daily life, Smart home is bound to havemore advanced perception
and perception of the preferences of the users of the house. Analyze users’ preferences
and habits through data [7].

Smart home essentially belongs to household appliances, interior design and some
related product design. But it is more intelligent. Compared with traditional household
appliances, it looks like another brain. Get along with them for a long time, it will
remember your preferences and habits, and put everything in order. This is a major
advantage of smart home. Smart home serves people, security must be ensured while
providing services, including ensuring the security of its own smart home system, the
security of the whole residence, information security, network security, communication
security, etc. [8].

The application of artificial intelligence technology in interior design is mainly
reflected in the presentation of interior design effect and the layout of smart home.
Product design is a series of technical work from the formulation of new product design
specification to the design of product samples.The main idea of the product service sys-
tem is to derive physical products in a sustainable way from the content of enterprise
production, that is, the material products exported from the traditional manufacturing
industry, Foreseeable factors or outcomes that evolve into a post industrial society, The
secondary foreseeable factors and the manifestation of achievements are no longer the
products understood in the traditional manufacturing industry, it is a service that can
extend the product life cycle, that is, product service system, which links intangible
services with tangible products, become an integrated system. The value of this process
is that it can enhance the relevant technical systems in the system composed of different
participants, technical products, services, business models and driving forces such as
sustainable development and dematerialization. Its task is to provide consumers with
products and services that meet their needs, and to meet the ecological, economic and
social requirements in the whole product life cycle [9].

3 Analysis of the Disabled and Special Groups

The disabled are divided into the disabled in the broad sense and the disabled in the
narrow sense.

In a broad sense, people with disabilities can be understood as those with weak
physical functions, such as injured children, pregnant women, the elderly and patients.
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In the narrow sense, people with disabilities can be understood as visual, hearing and lan-
guage disabilities, physical disabilities, intellectual disabilities and mental disabilities.
The United Nations World Health Organization divides disability into three categories,
namely: “(1) functional and morphological disability refers to the defect or abnormal-
ity of human structure or function due to accidental injury and disease sequelae; [10]
(2) Disability refers to the structural defect and dysfunction of the human body, which
makes the human body lose the ability it should have; (3) The term “handicap” refers
to the situation that the disabled participate in normal social activities due to the defects
or abnormalities of the body’s shape and function. Artificial intelligence in smart home
system and product designmainly solves the problem that disabled peoplewill encounter
limited activity space in life. The range of daily activities of the physically disabled is
obvious, they mainly focus on their own family, a large proportion of the disabled are
physically handicapped,and they don’t want to add trouble to others, seldom go out
every week, about once or twice a week. At the same time, the unreasonable design of
public activity space and the limited resources of barrier free public facilities have also
led to the reluctance of the physically disabled to go out for activities. It also leads to
the limited activity space for the physically disabled [11, 12].

4 The Application of Artificial Intelligence in Residence

Artificial intelligence is applied in many aspects. It is changing our living habits and also
better serving the disabled. The application of artificial intelligence in interior design
enables the disabled to have a “professional housekeeper” to provide services 24 h a
day. Because each user is an independent individual, they face different problems [13].
No product can meet the needs of all users. The intelligent home system can provide
personalized services according to the needs of each family. It changes our special living
habits and bringsmany conveniences to life.With the further development of science and
technology, this simple and fast model will be more recognized and widely used. While
the intelligent home system serves people to improve their life experience, its security is
another major advantage. Safety hazards can be eliminated from the source. Compared
with traditional home furnishings, it shows strong advantages in fire prevention and theft
prevention [14, 15].

4.1 Application Research of Artificial Intelligence in Interior Space Design

The application of artificial intelligence in all aspects of bedroom and product design is
analyzed from four aspects that are closely related to public life: bedroom, living room,
kitchen and bathroom.

4.1.1 Application Analysis of Bedroom Space

The bedroom is an important place for daily rest. In the design of ordinary people’s living
and use, the space should be transparent, bright, quiet and private. Artificial intelligence
elements can be added through remote control and mobile app, Voice or gesture can
meet the special needs of people with disabilities who are unable to move, it can also
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better adapt to the needs of different scenarios, normal sleep, rest and reading. The
artificial intelligence system can adjust the indoor temperature and brightness according
to different needs. For example, the curtain is automatically closed and the light is turned
off during the afternoon nap, and the night light is automatically turned on according to
the induction at night. When setting the wake-up time, the curtain can be automatically
opened to reduce human limb operation, andmore simulate personal life clock and living
habits to meet the needs of users.

4.1.2 Application Analysis and Design of Bathroom Space

The toilet is an important and dangerous space for the disabled, and a living and bathing
space for ordinary users. In the face of the special situation of the disabled, attention
should be paid to the installation of reasonable handrails and anti-skid floor tiles in the
basic interior design stage. The height of the toilet should match the height of the user’s
body.Artificial intelligence can control thewater outlet,water stop andwater temperature
through waterproof remote control or voice recognition, prepare in advance according
to the user’s habits, such as opening the toilet cover or hot water before bathing. It can
avoid the embarrassment of forgetting to turn on the water heater when hot water is
needed, and also avoid the energy waste caused by the water heater working all the time
when no one is using it.

4.1.3 Application Analysis of Living Room Space

The living room is the most frequently used space for ordinary people and some disabled
people who do not need to stay in bed. The functions of the living room are more
diversified, which need to meet more needs such as hospitality, movie viewing, reading,
family gatherings, etc. These requirements require different conditions. It is laborious
to arrange the conditions according to the needs during use. At this time, the importance
of artificial intelligence is highlighted. For example, you can close windows, lights and
curtains with one button or voice control while watching the movie. Automatically put
the screen down or turn on the TV. After watching the movie, it will automatically return
to the normal state and start automatic cleaning. As a user, all you need to do is simply
follow two instructions.

4.1.4 Application Analysis of Household Appliances

Artificial intelligence is not only applied to intelligent systems in home space, but also
widely used in household appliances. There are many kinds of intelligent household
appliances, ranging from refrigerators, televisions, washing machines and air condi-
tioners to rice cookers, induction cookers, desk lamps, night lights and bedside lamps.
The functions of these intelligent appliances are different, but the human-computer
interaction mode after connecting the network to realize intelligence is the same. The
refrigerator temperature can be saved and the rice can be cooked through the intelligent
terminal.

Key control can even achieve voice control. Compared with the cumbersome oper-
ation methods in the past, the application of artificial intelligence in the home appliance
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industry has created a new interaction mode and improved the control efficiency, which
also plays a significant role in improving the user experience.

5 Application of Artificial Intelligence in Product Design
for the Disabled

5.1 Proposed Framework for Face Detection and Recognition in CCTV Images

The maximum and minimum thresholds are selected initially. If the pixel’s value is
greater than the specified threshold, then one is assigned to the pixel, and if the value of
the pixel is less than the threshold, then it is set to 0. Another case is when the value is
the same as the threshold; it remains the same. Lastly, the edges are added to the original
image to get the final enhanced image. Thus, detection and extraction of facial features
become easy and increase the efficiency of the overall system [16].

5.2 Intelligent Monitoring

Intelligent monitoring is mainly through artificial intelligence technology. And Internet
technology to design a comprehensive artificial intelligence system that can dynamically
monitor, track and alarm indoor and outdoor conditions. With the support of this system,
the owner can view the status of the indoor space through the system anytime and
anywhere, grasp the indoor security status in time, and strengthen the safetymanagement
of the indoor space. At present, the more commonly used intelligent monitoring is
embedded in the video server. This monitoring device integrates the intelligent behavior
recognition algorithm, which can accurately identify and judge the human behavior in
the picture scene, and send out alarm prompts under appropriate conditions (Fig. 1).

Fig. 1. Intelligent monitoring
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At present, with the continuous improvement of functions and the continuous enrich-
ment of products, intelligent monitoring equipment has gradually become a popular
artificial intelligence technology product in interior design.

5.3 Intelligent Voice Prompt

The intelligent voice prompt function is mainly applicable to the environmental space
that provides various services for the public, such as banks.When designing such spaces,
designers and users will consider the personalized needs of the public in terms of services
as much as possible. For this, artificial intelligence technology can be used to reduce the
complexity of relevant operations. For example, some artificial intelligence voice prompt
systems will be designed in the bank hall. Through the prompt function, customers can
find the corresponding business counterpart faster and reduce the difficulty of customer
business handling. When this technology is applied to the indoor smart home, it will be
more helpful to some disabled people, such as those with visual impairment, blindness
or mobility difficulties. Voice prompts can be more convenient for interaction.

5.4 Intelligent Security System

With the help of artificial intelligence technology, the intelligent security system has built
residential alarm system, perimeter alarm system, electronic patrol system, closed-circuit
television monitoring system, visitor intercom system and other systems with intelligent
security protection functions for indoor space security and protection, so as to enhance
the intelligence and security of indoor space protection.in terms of performance, the
intelligent security system not only has the function of intelligent security, but also has
the characteristics of low cost and strong function.

The above is to analyze the service design for the disabled from the field of smart
home interior design and product design.

6 Conclusion

The application of artificial intelligence in interior design andproduct designwill become
more and more extensive with the development of technology. As an important technical
tool, it has the advantages of expanding the design scheme, improving the service value in
design and innovation ability in the service application to the disabled in interior design
and product design. Smart home is the concrete manifestation of this phenomenon, and
will be more and more widely used in more design fields to better serve mankind.
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Abstract. With the rapid development of artificial intelligence, the application
of Computer vision and Machine learning in the field of photogrammetry and
remote sensing continues to enrich. Cognitive reasoning based on spatiotempo-
ral big data has gradually deepened, which greatly promotes the development
of remote sensing and surveying and mapping geographic information technol-
ogy. The natural resource survey and monitoring technology system presents the
characteristics of intelligence, spatialization, ubiquity and multi-source, which
promotes the development of natural resource survey and monitoring business.
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1 Introduction

In the survey and monitoring of natural resources, remote sensing technology plays a
important role. Compared with the traditional research work of land use and coverage
change, remote sensing technology has the advantages of fast, accurate and real-time,
and has been widely used in large-scale land use change monitoring. Remote sensing
image refers to the image data obtained through an imaging sensor mounted on an
aviation or space vehicle that contains the detailed object information of the observation
scene. Remote sensing image classification aims to infer the correct object category by
analyzing the object information contained in remote sensing images, which can provide
theoretical basis and scientific guidance for practical application in natural resource
survey such as environmental monitoring, geological exploration, precision agriculture
and urban planning.

Remote sensing image classification usually extracts its features, and then use a
classifier to divide its categories. In terms of feature extraction, it is mainly divided
into manual design and deep learning. Based on manually designed feature extraction,
artificial feature descriptors are usually used to extract the visual features of remote
sensing images. Among them, Yang and Newsam [1] proposed to use the word bag
model to encode the scale-invariant feature [2] of the local image blocks, and Zhao
[3] introduced the Fisher kernel [4] to encode the manual features according to the
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gradient vector. Negrel et al. proposed the use of a second-order feature coding method
to aggregate square deep network-based remote sensing image classification studies to
the gradient histogram [5]. To effectively express high-resolution remote sensing images,
Cheng et al. have proposed using pre-trained component detectors to capture the visual
element [6].

In recent years, the spatial resolution of remote sensing images reaches submeters,
which greatly improves the visual differentiation of ground objects, so that the morphol-
ogy and the interval between them can be clearly captured. At the same time, due to the
improvement of spatial resolution, in the case of constant geographical coverage, the
remote sensing image information is also increased, this is the change of the traditional
remote sensing image classification algorithm, can not make full use of and express
complex abstract ground features in high resolution remote sensing image, resulting in
the classification process, both in form and type accuracy and the actual difference, as
shown in Fig. 1.

Fig. 1. High-resolution remote sensing image

Facing the massive data in high-scoring remote sensing images, the remote sensing
image processing technology based on deep learning has become a research hot spot.
Deep learning simulates the multi-layer nested neural structure of the human brain,
extracts the features of the data layer by layer, and automatically learns the intrinsic
laws and feature representation of the data.

2 Deep Learning

Deep learning, as a branchofmachine learning, is a very importantway to realize artificial
intelligence. Compared with the traditional machine learning, deep learning has a deeper
network structure, and the extracted features are highly abstract. In 2012, Alex designed
AlexNet that won the ImageNet International Image Classification Competition, and
defeated the shallow structure of machine learning methods such as support vector
machine by an absolute advantage, which completely triggered the research boom of
deep learning. The field of deep learning is huge, and its core algorithms include: CNN
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(Convolutional Neural Network), RNN (Recurrent Neural Network) and FCN (Fully
Convolutional Networks). Today, CNN are almost the dominant approach for image
recognition and detection tasks. Since remote sensing image data is the basis of earth
observation research, it is feasible for to apply deep learning algorithms in the field of
remote sensing [7].

2.1 Convolutional Neural Network

Convolutional neural network is one of the important models in deep learning, through
the convolutional layer and pooling layer staggered setting, as well as local feeling field
and weight sharing two characteristics, makes CNN can efficiently extract abstract fea-
tures in remote sensing image, general convolutional neural network structure includes
convolutional layer, pooling layer and fully connected layer. The LeNet-5 model as an
example is shown in Fig. 2. LeNet-5 consists of three convolutional layers, two pooling
layers, and two fully connected layers.

Fig. 2. LeNet-5 structure diagram

The convolution layer is used to extract features. Through the convolution layer,
the network can convolve the input original image or the output feature map of the
upper layer with the convolution kernel, and the output feature map passes through the
activation function f(x) to further Get the feature mapGL

j output by the L-layer, as shown

in Eq. (1). WhereMj is the set of feature graphs under multichannel, X L−1
i is the feature

map of the input in layer L-1.

GL
j = f

⎛
⎝∑

i∈Mj

X L−1
i ∗ k1ij + b1j

⎞
⎠ (1)

The pooling layer is the downsampling layer, which is generally used in conjunction
with the convolutional layer. The image after the operation of the convolutional layer
has local features, and each pixel region of the image usually has a high similarity.
The pooling layer represents the output in this area through a certain statistic, which
can not only effectively reduce the amount of data, prevent the neural network from
overfitting, but also further extract features. Common methods include mean-pooling
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and max-pooling, as shown in Eq. (2) and Eq. (3).

Vmean - pooling =

N∑
i=1

ai

N
(2)

Vmax - pooling = Max(a1, . . . , ai) i = 1, 2 . . . ,N (3)

The role of the fully connected layer is to reduce the dimension of the feature matrix
and transform it from high-dimensional data to a one-dimensional vector. However,
because the fully connected layer maps the data from one one-dimensional data to
another one-dimensional data, the fully connected layer cannot operate directly for the
two-dimensional data. Therefore, in the practical application process, the model usually
places the Flatten layer between the fully connected layer and the convolutional layer,
expanding the data, and reducing it from two-dimensional data to one-dimensional data.

Similarly, CNN play a huge role in remote sensing image processing. Based on the
LeNet-5 network structure, Qu proposed a remote sensing image classification method
based on the CNN model, which achieves 91% accuracy on the QuickBird remote
sensing satellite image dataset. Dang trained AlexNet on surface coverage map spot
data of high-resolution remote sensing images, and verified the accuracy of this model
in surface coverage information classification through testing [8]. Wang has developed
a high-resolution remote sensing image classification method that combines deep CNN
and multi-kernel learning to improve the accuracy of image classification [9].

2.2 Fully Convolutional Neural Networks

In remote sensing image classification, the object-oriented classification method can
obtain higher classification accuracy. The classification method adopts the segmentation
and then classification, and extracts the segmentation objects and then uses the classifier.
However, in the field of image processing, image semantic segmentation technology can
extract fine-grained information and targets from image data without separate steps such
as object-based feature merging, extraction and classification. This feature shows that
image semantic segmentation is very suitable for remote sensing image processing [10,
11].

In 2014, Long proposed the FCN to solve the semantic segmentation problem. The
FCN replaces the fully connected layer in the CNN with a convolutional layer to accept
an input of any size and output pixel-level predictions of the same size.

MaggioriE et al., for the first time, the FCN network was successfully applied to the
identification of remote sensing images. The network subsamples and extracts features,
deconvolution samples to the original resolution, produces the final dense prediction,
and can obtain more accurate classification results in a short computational time [12].

At present, the emergence of excellent semantic segmentation networks like FCN,
SegNet, U-Net, DeepLabv3, MaskR-CNN, and RefineNet provides a lot of theoretical
basis for the practical applications of deep learning. GuangshengChen et al. adopted
DeepLabv3 architecture to increase void convolution and spatial pyramid pooling struc-
ture to improve the multi-scale expression ability of the network. The results show that
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this method has well improved for small target extraction and boundary accuracy of
high-resolution remote sensing images [13]. ZhangK used the DenseNet structure to
construct multiple circuit connections, and the network can adapt to different sizes of
targets, and effectively extract road in high-resolution images [14].

3 Application and Prospect of AI Image Analysis Technology
in Natural Resources Survey and Monitoring

3.1 LSTM Networks Model

At present, the means of natural resources investigation has been transformed from the
traditional investigation method to a new method supported by relying on scientific
and technological innovation and modern information technology construction. The
rapid development of emerging technologies such as artificial intelligence is leading the
innovation of natural resource survey methods.

Prof. Liangpei Zhang of Wuhan University used deep learning algorithm to iden-
tify house location and house damage, providing support for humanitarian rescue and
disaster emergency response, and applied the high-resolution basic element mapping in
Jiangsu Institute of Surveying and Mapping. Alibaba DAMO Academy using remote
sensingAI to help the river four chaosmonitoring, realize the nationalwater, river houses,
sand mining field, barrage, forest, greenhouses, photovoltaic electric field, cage farming
and other typical target intelligent identification and change detection, provide technical
support for law enforcement personnel; and using remote sensing image data and AI
artificial intelligence technology, realize the comparison analysis of natural resources
ecological environment elements, power ecological red line monitoring and supervision.
Based on deep learning detection, big data analysis application and semantic segmen-
tation algorithm, through the technical process of “positioning first before screening”,
Aerospace Hongtu realizes the greenhouse target detection and semantic segmentation
detection, to meet the national needs of greenhouse detection and engineering detection
accuracy.

3.2 Application Prospect

In the field of remote sensing, the basic software development has large investment,
complex technology, high professional threshold, mainly with foreign products as the
mainstream. For example, ERDAS Imagine of ERDAS, ENVI of Harris, ArcGIS of
ESRI, Google Earth Engine of Google, PCIGeomatica of PCI of Canada, and eCognition
of Germany are shown in Fig. 3.

With the rapid development of artificial intelligence technology in China, a number
of innovative enterprises have also emerged in China to process remote sensing images
through artificial intelligence technology. Taking Zhongke north latitude as an exam-
ple, its independently developed remote sensing image annotation software ArcGis Pro
can process a sample of a whole remote sensing image before slicing it, and export
it according to the overlap degree, which can easily increase the sample data volume
by multiple times. In addition, the company and Baidu have jointly developed Learth
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  (a) ERDAS Imagine             (b) Google Earth Engine

Fig. 3. Examples of Remote Sensing Products

Tianshu, a remote sensing intelligent vision platform based on deep learning, which inte-
grates many services such as massive data management, data annotation, model training,
model testing, and release, and remote sensing reasoning, as shown in Fig. 4.

Fig. 4. Learth Tianshu Remote Sensing Intelligent Vision Platform

4 Summary

Artificial intelligence technology, as a current social hotspot, has received a lot of atten-
tion. In the natural resources survey, various types of objects, complex environment,
large data problems represented by the traditional remote sensing technology of natu-
ral resources survey, and the rise and development of artificial intelligence technology,
improve the ability of remote sensing image feature extraction and change detection, to
provide the natural resources survey is a more rapid, accurate and efficient method.

The production activities of the natural resources department have accumulated a
large number of high-quality images and vector achievements over the years, laying
a solid foundation for the construction of high-precision sample database. These high-
precision sample data are also the data fuel for carry out deep learning intelligent training,
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which can help the more rapid development of artificial intelligence technology in the
natural resource survey.

The technological revolution and industrial revolution set off by artificial intelli-
gence will have a revolutionary impact on the development of surveying and mapping
technology and the natural resource survey and monitoring business, and promote the
significant improvement of the information extraction efficiency of natural resource ele-
ments, and the continuous innovation of natural resource governance mode. The future
research work should focus on the difficult problems in the practical application of arti-
ficial intelligence, promote the deep integration of artificial intelligence technology and
natural resource management, and improve the ability and intelligent level of natural
resource governance.
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Abstract. Natural resources are thematerial basis for human survival and national
economic and social development. Natural resources survey is related to major
national decision-making and deployment, fully supports and serves the economic
and social development and ecological civilization construction in the new era, and
systematically grasps the quantity, quality, spatial distribution, development and
utilization, ecological status, and dynamic changes of national natural resources
and landmark substrates. Computer vision technology uses computers to process,
analyze and understand images to identify targets and objects in various patterns.
The natural resources are photographed and imaged by industrial unmanned cam-
eras or remote sensing satellites, and the characteristics are compared according
to image processing, to realize the investigation and analysis of natural resources,
improve the efficiency of natural resource management investigation, and provide
a reference for planning decision-making and implementation.

Keywords: Natural Resource Survey · Image Classification · Object Detection ·
Semantic Segmentation

1 Introduction

The comprehensive survey of natural resources refers to the whole chain business of
investigation, monitoring, evaluation, and zoning of natural resources such as land,
minerals, forests, grasslands, water, wetlands, oceans, underground space, geological
landscape, surface matrix, etc., to find out the quantity, quality, structure, and ecological
function. The core objectives of the natural resources investigation and management
plan are to meet people’s living needs and protect natural resources, provide monitoring
data sets for the investigation of the natural resources, provide scientific and reliable data
support for the coordinated and sustainable development of resources, environment, and
regions, promote green development, and promote the harmonious coexistence of human
and nature.

Computer vision is one of the most popular researches in deep learning, and it is
now widely used in all walks of life. Computer vision refers to simulating biological
vision with cameras, computers, or other related equipment so that the computer can
understand the contents of pictures or videos. In recent years, with the rapid development
of computer vision technology, [1] proposed aGPUaccelerationmethod to parallelize the
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eye detection algorithm based onViola and Jones. The implemented algorithm is applied
to the human-machine interface with fast feedback response to control the intelligent
wheelchair specially designed for the disabled. To shorten image registration time and
improve image quality, [2] proposed a vision image restoration algorithm based on a
fuzzy sparse representation. The algorithm extracts the visual features of fuzzy medical
computer vision images by constructing an image acquisitionmodel. Then, the 3D vision
reconstruction technology is used for the image feature registration. Next, establishing
the model of the multidimensional histogram structure, and realizing the gray-level
feature extraction of the imagewith the wavelet multidimensional scale feature detection
method. Finally, the fuzzy sparse representation algorithm is used for automatic image
optimization. [3] studied the application of computer vision and fuzzy logic in forensic
medicine. This research not only focused on the most critical technology in forensic
medicine but also deconstructed many computer vision, image processing, and fuzzy
logic methods in the major subject of forensic medicine research.

The remainder of the paper is organized as follows: Sect. 2 analyzes common com-
puter vision techniques, Sect. 3 describes the application of computer vision techniques
in natural resource surveys, and Sect. 4 concludes.

2 Computer Vision Technology

Computer Vision(CV) uses cameras, computers, and other related equipment to iden-
tify, interpret and process images to simulate the human eye’s recognition, tracking,
and measurement of targets so that computers can understand. According to the dif-
ferent realization goals, computer vision can be divided into three classic tasks: Image
Classification, Object Detection, and Semantic Segmentation.

2.1 Image Classification

Image classification is one of the most basic tasks in a CV. Its goal is to divide different
images into several categories determined in advance with the minimum classification
error. Specifically, according to the size of the categories, there are coarse-grained image
classification and fine-grained image classification.

Coarse-grained image classification, also known as cross-species semantic classi-
fication, aims to identify different categories of objects at different species levels, for
example, to identify whether an image belongs to buildings, bicycles, or people. There
is often a large inter-class variance between classes and a small intra-class error within
a class.

Fine-grained image classification is also known as sub-classification, which is more
difficult than coarse-grained classification. It is often the re-classification of a large
category, such as further breed identification of dogs. Fine-grained classification is to
classify sub-categories more precisely based on distinguishing the basic categories. Due
to the similar appearance and characteristics among images, and the presence of posture,
angle of view, illumination, occlusion, background interference, and other effects during
the acquisition process, the classification is also more difficult. At present, fine-grained
image classification is solved by deep learning, which has achieved good results. These
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methods can be divided into strong-supervised fine-grained image classification and
weak-supervised fine-grained image classification. The strong supervision uses addi-
tional manual annotation information such as bounding boxes and the key point to
obtain the position and size of the target, which is conducive to improving the associ-
ation between local and global, thus improving the classification accuracy. DeepLAC
[4] model integrates the component positioning subnetwork, alignment subnetwork, and
recognition subnetwork in the fine-grained image into a network, and proposes the valve
connection function (VLF) to optimize the connection of the positioning subnetwork
and recognition subnetwork, which can effectively reduce the error generated during
recognition and alignment and ensure the accuracy of recognition. DeepLAC first uni-
fies the resolution of the input image and then inputs it into the positioning subnetwork.
The positioning subnetwork consists of five convolution layers and three full connec-
tion layers. The last full connection layer is used to regress the coordinate values of the
upper left and lower right corners of the target box. The alignment sub-network receives
the target position of the positioning sub-network, aligns the template, and inputs the
aligned part image into the recognition sub-network for recognition. In the alignment
process, basic operations such as offset, translation, scaling, and rotation are performed
on the aligned subnetwork to generate the part area with attitude alignment, which is
very important for recognition. In addition to attitude alignment, the identification and
alignment results are used to further refine the positioning of the homogeneous sub-
network in the backpropagation of the DeepLAC model. The recognition sub-network
is the last module. The fine-grained category of the target is obtained by inputting the
components with attitude alignment (Fig. 1).

Fig. 1. Deep LAC

Weak supervision only uses the category annotation information of the image and
does not use additional annotation. It can be divided into image filtering and bi-linear
network. Image filtering filters the object-independent modules in the image with the
help of image category information, such as Two Attention Levels (TAL) [5]. TAL uses
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object-level and local-level information to filter out irrelevant background information
through the Selective Search algorithm, and then sends the filtered background to the
CNN network for training to obtain object-level classification results. Then, it uses the
clustering algorithm to refine the features of different locations and splices the features
of different regions into SVM for training. The bilinear network coordinates the local
feature extraction and classification by constructing two linear networks. The algorithm
achieves 84.1% accuracy on the CUB-200 dataset. However, this method will generate
high dimensions in the merging stage, making the whole calculation very expensive.
The subsequent improvement direction of the bilinear network is to optimize or simplify
bilinear convergence and reduce overhead calculation, such as Compact Bilinear CNN,
Multivision Bilinear Convergence, etc.

2.2 Object Detection

Classification tasks care about thewhole, describing the content of the entire image,while
detection focuses on specificobject targets, determining their location and size.Due to the
different appearances, shapes, and postures of various objects, as well as the interference
of factors such as illumination and occlusion during imaging, object detection has always
been the most challenging problem in the field of machine vision. The target detection
algorithm can be divided into two-stage target detection and one-stage target detection.

After feature extraction, the two-stage target detection algorithmfirst performs region
proposal (RP) (a pre-selection box that may contain objects to be detected) and then
performs sample classification through a convolutional neural network. Common two-
stage algorithms are R-CNN, SPP-Net, Fast R-CNN, Faster R-CNN, R-FCN, etc., which
are characterized by high detection accuracy, but the detection speed is not as high as
the one-stage method. Taking R-CNN [6] as an example, after inputting the image to
be detected, select the area frame for the image input in the first step, and use the edge,
texture, color, color change, and other information of the image to select the area that
may contain objects in the image. Then use the CNN network extracts features from
the potential regions of the selected objects, and send the extracted features to the SVM
classifier to obtain a classification model, where each category corresponds to an SVM
classifier, and for each category of classifiers, it is only necessary to judge whether it is
of this category. If multiple results are positive at the same time, the one with the highest
probability is selected. This Regression is mainly for precise positioning and is used to
correct the image area obtained by the second step Region proposals. Like the SVM
classifier, each category corresponds to a Regression model (Fig. 2).

One-stage object detection algorithms extract feature values directly in the network to
classify objects and locate them. Common one-stage target detection algorithms include
OverFeat, YOLOv1, YOLOv3, SSD, RetinaNet, etc., which are characterized by fast
detection speed, but the accuracy is not as high as that of the Two-stage method.

2.3 Semantic Segmentation

As one of the three classic computer vision problems, semantic segmentation is the most
informative task among the three. It assigns the high-level semantic label of the image to
each pixel, that is, classifies each pixel. The high-level semantic label refers to a variety
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Fig. 2. R-CNN

of object categories (such as people, animals, cars, etc.) and background categories (such
as the sky) in the image. Semantic segmentation tasks have high requirements for both
classification accuracy and positioning accuracy: on the one hand, we need to locate the
contour boundary of the object accurately, and on the other hand, we need to accurately
classify the area within the contour, so that the specific objects are segmented from the
background. Therefore, howmaintaining the balance between localization accuracy and
classification accuracy is a crucial issue in semantic segmentation. Generally speaking,
to improve the classification accuracy, we need to increase the receptive field of the deep
neural network, to integrate more information, but expanding the receptive field of the
deep network will lead to a much loss of image details, which is not conducive to our
positioning of the boundary. Therefore, an improvement goal in the direction of semantic
segmentation is to fusemore global informationwithout losing local details of the image.
Before the popularity of deep learning methods, semantic segmentation methods such
as TextonForest and random forest-based classifiers were common. With the popularity
of deep convolutional networks, the performance of deep learning methods has greatly
improved compared to traditional methods. The encoder-decoder structure is now more
popular in image segmentation. The encoder gradually reduces the spatial dimension due
to pooling, while the decoder restores the spatial dimension and detailed information
gradually. Usually, there is a shortcut connection from the encoder to the decoder. U-net
[7] is one such architecture. It is designed based on the idea of an FCN network. The
entire network has only convolutional layers and no fully connected layers. In the enrich-
ment path of FCN, the image resolution is reduced gradually, and the context information
is enhanced. In the expansion path, the resolution of the feature map is increased grad-
ually by up-sampling. At the same time, to incorporate the strong location information
of low-level feature maps, the corresponding parts in the enriched path are combined
into the extended path. This architecture can perform better location positioning. The
modifications made by U-net are: 1) In the up-sampling part, the number of channels of
the feature map is large, and the author believes it can transfer context information to
higher resolution layers. A consequence of this is that it is essentially symmetrical to the
enrichment path, thus looking like a U-shaped structure; 2) To predict the pixels in the
image boundary area, the overlap-tile strategy is used to complete the missing context;
3) Since the training data is too small, a large amount of elastic deformation is used
to enhance the data, which allows the model to better learn deformation invariance; 4)
Another challenge in the cell segmentation task is how to separate objects of the same
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class that are in contact with each other. This paper proposes to use a weighted loss.
In the loss function, segmenting the pixels of cells that touch each other gets a larger
weight.

3 Application of CV Technology in Natural Resource Survey

3.1 Remote Sensing Image

Land and resources survey and monitoring are mainly completed by using optical satel-
lite remote sensing with sub-meter spatial resolution. However, with the development of
society and the economy, the demand for land and mineral resources is increasing day
by day. Only using optical satellite remote sensing data can not meet the requirements
of land and resource surveys, planning, supervision, and remediation requirements for
the accuracy and effectiveness of information. Satellite remote sensing data combined
with computer vision can be used to extract new hypothetical land use and occupied land
information that is focused on monitoring, and provide a new method for the compre-
hensive application of multi-source remote sensing images in land use remote sensing
monitoring. After being processed by GIS technology, through image fusion, geometric
correction, image enhancement, image stitching, and analysis and comparison, changes
in the utilization of land resources can be displayed (Fig. 3).

Fig. 3. Remote Sensing Image Examples

3.2 Wildlife Monitoring

Wildlife resources are also an important part of natural resources. The reduction of wild
animals will lead to serious ecological problems, such as natural disasters, pests and
diseases, and soil settlement and degradation. A variety of wild animals constitute a
complete food chain. Once a node is broken, it will trigger a series of chain reactions,
resulting in irreversible serious consequences. Therefore, the investigation of wild ani-
mal resources is also an indispensable part of natural resources investigation. However,
comparedwith other natural resources, there are certain difficulties in the investigation of
wild animal resources. First, the population of many wild animals is gradually decreas-
ing, and it is difficult to find them in the wild; secondly, many animals have different
habits from humans, like nocturnal and nocturnal, andwhereabouts. It is relatively secre-
tive and difficult to track and observe; in addition,wild animals arewidely distributed and
have a variety of living environments. Environmental factors make monitoring difficult
and costly. Therefore, compared with traditional wildlife survey methods, such as the
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transect surveymethod and trace surveymethod, using cameras to track and survey them
is themost suitable and timelymethod. Combinedwith artificial intelligence technology,
important information such as species distribution, population size, and behavior of wild
animals can be effectively analyzed, helping us to better monitor and protect wildlife
resources (Fig. 4).

Fig. 4. Wildlife Monitoring

4 Conclusion

As a common hot topic of science and technology and society in today’s world, artifi-
cial intelligence technology widely exists in all aspects of people’s production and life
and has greatly changed people’s way of life. In natural resource surveys, computer
vision technology is used to analyze and process images to achieve unified scheduling
and management intelligently. Provide scientific and reliable data support for the coor-
dinated and sustainable development of resources, environment, and regions, promote
green development, and promote harmonious coexistence betweenman and nature.With
the support of CV technology, the investigation of various natural resources has under-
gone revolutionary changes. A large number of data resources combined with a variety
of artificial intelligence algorithms can efficiently and comprehensively analyze various
natural resources. A large number of case studies can give a more reasonable decision-
making deployment plan. Future research work should focus on “innovation” and “in-
tegration”, integrating new technologies and new needs, continuously improving the
integration, integration, and intelligence of facilities, and enhancing the comprehensive
management and governance capabilities of natural resources.
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Abstract. Generative Adversarial Network (GAN) has become a research focus
in the field of deep learning, and its research output has grown exponentially. This
brand-new technology provides new ideas and methods for object detection, and
has achieved remarkable success. Firstly, this paper introduces the basic GAN
model and its derivative models in the field of object detection. Then analyzes
the application status of GAN from object detection fields, such as industrial
defect detection, medical image detection, remote sensing image detection, and
face detection. Finally, summarize and prospect the technology development of
generative adversarial networks.
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1 Introduction

In recent years, with the surge of data volume, the research of neural network algorithm
and the improvement of computing power, the field of artificial intelligence has devel-
oped rapidly. Unsupervised learning has received more and more attention due to its
unique methodology, becoming a hot direction of deep learning in recent years. Varia-
tional Auto-Encoder, Deep Belief Network, Flow-based model have emerged, however,
the generalization ability of these models is insufficient. The proposal of Generative
Adversarial Network (GAN) brings a new breakthrough in the field of artificial intel-
ligence in the direction of generation. At present, generative adversarial network has
become a research hotspot in deep learning, which has been applied in computer vision,
language processing, anomaly detection and localization, information security, object
detection and other fields.

2 GAN and Its Derivative Models in the Field of Object Detection

In 2014, Goodfellow et al. [1] proposed a new framework, Generative Adversarial
Network (GAN), to estimate generative models through adversarial training.
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The generative adversarial network consists of a generator network and a discrim-
inator network. The generator G captures the original data distribution and transforms
the random noise into pseudo samples that are close to the real samples, while the dis-
criminator D is used to determine whether the input data comes from the original data
distribution or from the pseudo data generated by the generator. The output of the dis-
criminator D is fed back to the generator G, which is constantly trained to make the
generated data closer to the real data. The core idea of generative adversarial network is
derived from the two-person zero-sum game [2]. When training GAN, the generator and
the discriminator play a minimax game. After training, iteratively optimizes and finally
reaches a Nash equilibrium [3]. The model structure of GAN is shown in Fig. 1.

Fig. 1. Model structure of GAN

Compared with traditional generative models, GAN has many advantages: 1) It does
not need to use Markov chain, only need to use back propagation to obtain gradient. 2)
No inference is required in the learning process, and a large number of training tricks
and loss functions that have been proposed can be used. 3) The generator of GAN is
trained indirectly by discriminator, which means that the input source data is not directly
copied into the parameters of the generator. 4) GAN can represent very sharp or even
degenerate distributions.

GAN solvesmany problems of generativemodels, but it also has some limitations: 1)
GAN training needs to achieve Nash equilibrium, but how to find the Nash equilibrium
point is a difficulty and challenge [4, 5]. 2) The training process needs to ensure that
the discriminator and the generator are trained synchronously, otherwise there will be
a mode collapse problem. 3) Poor interpretability, unable to use mathematical formulas
or parameters to represent the sample distribution generated. In addition, there are also
problems such as vanishing gradients, too free models, difficulty in evaluating model
training, and unsuitability for processing discrete data.

2.1 Perpetual GAN

Jianan Li et al. [6] proposed the Perceptual GAN in 2017, which is mainly used for small
object detection. Bymining structural correlation between objects of different scales, the
feature representation of small objects is improved to make them similar to large objects.
Perceptual GAN includes a generator network and a perceptual discriminator network.
The generator network is a deep residual feature generation model, which converts
the original poor features into high-score deformed features by introducing low-level
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fine-grained features. On the one hand, the discriminator network distinguishes the high-
resolution features generated by small objects from the real large objects, and on the
other hand, it could use the perceptual loss to improve the detection rate. Experiments
on Traffic-sign Detection Datasets and Pedestrian Detection Datasets demonstrated the
effectiveness of Perceptual GAN for small object detection.

2.2 MTGAN

YanchengBai et al. [7] proposed an end-to-endmulti-task generative adversarial network
(MTGAN). The model consists of a generator network and a discriminator network. In
the generator, a super-resolution network (SRN) is introduced, which can up-sample
smaller target images to a larger scale, and SRN can generate higher quality images. The
discriminator is a multi-task network that simultaneously distinguishes real and gener-
ated super-resolution images, predicts object categories, and refines predicted bounding
boxes. Furthermore, in order for the generator to recover more details for detection, the
classification and regression losses in the discriminator are back-propagated into the
generator during training. Extensive experiments on the COCO dataset demonstrate the
effectiveness of themethod in recovering sharp super-resolved images fromsmall blurred
images, and show improved detection performance over the new technique. Based on
this model, reference [8] combines the reconstruction error with the discriminator output
to improve the performance of anomaly detection.

2.3 CGAN

Mirza et al. [9] proposed Conditional Generative Adversarial Networks (CGAN) in
2014. The main contribution is to add extra information y to the input of the generator
and discriminator of the GAN. In the generator, prior input noise Pz(z) and conditional
information y are combined as joint hidden layer representation. In the discriminator,
the real data x and extra information y are used as input to the discriminant function.
Reference [10] proposed an image-to-image conversion framework based on CGAN,
using CGAN loss LcGAN and reconstruction loss LL1 to learn and observe the normal
internal characteristics of crowd moving scenes. Alarge number of training G and D
are performed on the normal frame of the moving scene and its corresponding optical
flow images, and anomalies are detected by calculating the local difference between the
generated content and the real frame.

3 GAN’S Application in the Field of Object Detection

Object detection is one of the classic tasks in the field of computer vision. With the
large-scale application of deep learning in the field of object, the accuracy and speed
of detection technology have been greatly improved, so it has been widely used in
industrial defect detection, medical image detection, remote sensing image detection,
face detection and other fields. Although the current object detection algorithm has
achieved good results compared with traditional methods, it still cannot meet the needs
of some special detection problems. The proposal of generative adversarial network
provides a certain solution to the challenges in the field of object detection. Table 1
summarizes the models applied in different fields of object detection.
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Table 1. GAN’s application in the field of target detection

Field Model

Industrial Defect Detection AnoGAN [11], GANomaly [12], MVAE-GAN [13],
Two-stage material surface defect detection based on
CycleGAN [14], Defect simulation algorithm based on
GLS-GAN [15]

Medical Image Detection Sparse-GAN [16], MADGAN [17], Detection of lesion
area based on GAN [18]

Remote Sensing Image Detection Attention-GAN-Mask R-CNN [19], Ship identification
based on GAN [20], FPN-GAN [21], EESRGAN [24]

Face Detection SRGAN [29], GAN-based end-to-end convolutional
neural network [30], C-GAN [31], GAN-based
de-occlusion architecture [32]

3.1 Industrial Defect Detection

With the in-depth integration of the new generation of information technology and the
manufacturing industry, people have higher and higher requirements for product quality.
Product surface defects not only destroy the appearance quality of the product, but also
may cause serious damage to the performance of the product. Surface defect detection
is very important in order to detect problems in time, so as to effectively control product
quality. The challenge of surface defects lies in the lack of sufficient training samples,
especially defective samples. Insufficient training samples are prone to the problem of
overfitting of deep learning models, so the research process of unsupervised learning
methods is greatly accelerated. The manifestations of deep learning methods based on
unsupervised learning are defect-free sample training methods and simulated defect
sample training methods.

The defect-free sample training method obtains the defect detection result by learn-
ing the sample distribution, reconstructing the defect-free sample, and comparing the
difference between the reconstructed sample and the input sample. Schlegl T et al. [11]
proposed AnoGAN, the first method to introduce generative adversarial networks into
defect detection. In this method, non-defective samples are used as training samples for
unsupervised training. The idea is to learn the distribution of normal samples through
GAN, and then map defective samples to the latent variables, and then reconstruct the
samples from the latent variables. The reconstructed image will eliminate the defective
part on the basis of retaining the original image characteristics, so the defect could be
located by the residual between the reconstructed image and the input image. Akcay
et al. [12] proposed a new anomaly detection algorithm, GANomaly, which utilizes
conditional generative adversarial networks to jointly learn the generation and latent
reasoning of high-dimensional image space and uses encoder-decoder-encoder in the
generator network. The network, by comparing the latent variables obtained by coding
and the latent variables obtained by reconstructing coding, could judge whether it is an
abnormal sample. Through experiments on datasets from different fields, the validity
of the model is verified. Li [13] proposed an image reconstruction model MVAE-GAN
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based on the generative adversarial network and the variational autoencoder. By train-
ing non-defective samples, it could learn the latent feature information of non-defective
samples and make it have the reconstruction ability of normal samples. Experiments
show that the model performs better in various indicators such as structural similarity
and peak signal-to-noise ratio.

The simulation defect sample training method solves the problem of insufficient
defect samples in practical applications by generating annotated simulation defect sam-
ples and training the defect detection model. Tsai et al. [14] proposed a two-stage Cycle-
GAN to automatically synthesize and annotate local defective pixels. The first stage
uses two CycleGAN models to automatically synthesize and annotate defective pixels
in images. Then, the defect images synthesized in CycleGAN model and their cor-
responding annotation results are used as input-output pairs to train U-NET network.
Experiments show that the scheme has sufficient generality for industrial detection appli-
cations. Liu [15] proposed a defect simulation algorithm based on GLS-GAN, which
fused the network structure of U-shaped network and residual network characteristics.
The region training strategy for local defect generation enables the generator network
to create simulation defects based on the real image. Using simulation samples to train
defect identificationmodel and defect segmentationmodel can greatly reduce the number
of necessary real defect samples.

3.2 Medical Image Detection

Medical images reflect the internal structure or internal function of anatomical area,
and are one of the main bases for modern medical diagnosis. There are many types of
images in the medical field, and they are greatly affected by the environment of the
equipment, which will affect the doctor’s diagnosis to a certain extent. Introducing deep
learning into medical image detection, training the network based on imaging data and
theoretical guidance, and improving the accuracy of diagnosis. Traditional segmentation
and classification methods are mainly based on supervised learning and good matching
of images or voxel labels, relying on large-scale unlabeled images of healthy subjects.
2D/3D single medical image reconstruction to detect outliers in the learned feature space
or from high reconstruction loss.

Deep learning has been successful in retinal disease detection, but usually relies on
large-scale labeled data. To break this limitation, Kang et al. [16] proposed a sparse
constrained generative adversarial network (Sparse-GAN) for image anomaly detection
using only health data. Sparse-GAN maps the reconstructed image into the latent space
and attaches an encoder to reduce the effect of image noise, is able to predict anoma-
lies in the latent space rather than image-level anomalies, and is also constrained by a
novel sparse regularization network. The feasibility of OCT image anomaly detection
and the effectiveness of the method are verified by public datasets, and the abnormal
activation map of lesions is displayed, which makes the results more interpretable. Han
et al. [17] proposed MADGAN, a two-step unsupervised medical anomaly detection
method based on GAN-based multi-slice reconstruction. Combined with the WGAN-
GP gradient penalty term and the L1 loss, train on three healthy brain MRI axial slices
and reconstruct the next three slices, the L1 loss only generalizes well to unseen images
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with similar distribution to the training images, and the WGAN-GP loss captures recog-
nizable structures. Since squared error is sensitive to outliers, L2 loss is used to clearly
distinguish healthy samples from abnormal samples. Using 1133 healthy T1 MRI scans
for training, the AUC was 0.727 when AD was detected in early MCI and 0.894 when
AD was detected late. Based on a GAN model, Chen et al. [18] realized the detection
of diseased regions in an unsupervised manner by learning the brain MRI data distri-
bution of healthy subjects. The model is trained using T2-weighted health MRI images
extracted from the Human Connectome Project dataset. The generator uses an adver-
sarial autoencoder (AAE) and a variational autoencoder (VAE) to generate the health
data distribution. The discriminator detects the lesion area by the pixel-wise intensity
difference between the original image and the reconstructed image. The results showed
that the AUC of the AAE model reached 0.923.

3.3 Remote Sensing Image Detection

Remote sensing image object detection has a wide application prospect in environ-
mental supervision, military, transportation, civil industry and other fields. With the
development of remote sensing platforms and high-performance sensors, the detailed
information of ground objects obtained ismore abundant. However, the traditional object
detection algorithm is not ideal in the case of variable environment, complex background,
object aggregation, too many small objects and so on, and could not extract valuable
information.

Li et al. [19] proposed a remote sensing image object detection model Attention-
GAN-Mask R-CNN based on attention mechanism and generative adversarial network.
The model introduced a generative adversarial network in the Mask branch. The gener-
ators in the adversarial network are defined the same, so use a separate generative adver-
sarial network to pre-train the Mask generation network of the Mask branch, thereby
improving the accuracy of the generator in the original Mask branch. Lin et al. [20] pro-
posed a SAR image ship object recognition method based on GAN pre-training CNN.
Under the condition of limited training data, GAN was used to generate samples of cor-
responding categories, and then real samples with category annotations were used for
fine-tuning to achieve higher feature extraction capability. The MSTAR dataset proves
that the algorithm has good classification and recognition performance for multi-class
objects.

To solve the problemof low detection performance of small objects in remote sensing
images, Ahmad et al. [21] constructed a novel end-to-end FPN-GAN network architec-
ture to solve the problem of small object detection. In the generator network, the feature
pyramid is combined with the convolution layer, and the least squares loss is used for
both global and local images in the discriminator network [22]. In order to improve the
quality and efficiency of the model, Resnet-50 is used as the backbone network archi-
tecture. Through the experiments on the large-scale benchmark dataset DIOR [23] of
optical remote sensing image object detection, the performance of the model in terms
of accuracy, precision, recall, and validation loss is analyzed, and the superiority of the
method is verified. Rabbi et al. [24], inspired by Edge Enhancement GAN (EEGAN) and
ESRGAN, studied a novel Edge Enhancement Super-Resolution GAN (EESRGAN) to
improve the quality of remote sensing images and train the network in an end-to-end
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manner. The whole architecture consists of EESRGAN network and detector network.
For generator and edge enhancement network, residual dense block (RRDB) [25] is used.
These blocks contain multi-level residual networks with dense connections and perform
well in image enhancement. And the Charbonnier loss [26] is used in the edge-enhanced
network, and finally different detectors are used to detect small objects from SR images.
The method is applied to the created oil and gas storage tank (OGST) dataset [27] and
COWC dataset [28], and the detection performance of different use cases is compared.
The results show that the method is superior to the latest research results.

3.4 Face Detection

In recent years, face detection has been applied to people’s daily life. With the rapid
development of deep learning, a large number of face detection algorithms have emerged.
However, due to the gradual expansion of the application scope and the complex use
scenarios, the current technology have problems of misjudgment in the case of low
resolution, angle, occlusion, different face image styles, and face forgery. The emergence
of generative adversarial networks has played an important role in solving the above
problems.

Generative adversarial network improves the face detection effect in different envi-
ronments and scenes by using context information, super-resolution reconstruction,
image enhancement and other methods. SRGAN [29] is the first deep learning algorithm
to apply generative adversarial network to the field of super-resolution reconstruction.
However, in low-resolution face images, the obtained images are blurry and lack details.
Bai et al. [30] proposed based on GAN end-to-end convolutional neural network. In the
generator, using a super-resolution network (SRN) to upsample small faces, and make
use of the surrounding region information of the face cropped by enlarged window to
train GAN, but there are still problems of ambiguity and lack of detailed information.
Then further introduce an improved sub-network (RN) to restore themissing information
and generate high-resolution images. In the discriminator, designed a new loss function
to complete the discrimination of real/fake face and face/non-face. Zhang et al. [31]
proposed a Contextual based Generative Adversarial Network(C-GAN), which added a
regression branch to improve the border detection of difficult faces. Through ablation
experiments, the effectiveness of C-GAN on blurring small faces is verified. Gu [32]
proposed a de-occlusion architecture with generative adversarial network as the main
body. By improving U-net network, convolution with padding was used, and the edge
information was fully utilized to improve the network performance. The improved SU-
net network is used as generator network, which effectively improves the face detection
accuracy.

4 Conclusion

This paper reviews the basic theory of GAN and its research progress, focusing on a
systematic review of its application in object detection fields, such as industrial defect
detection, medical image detection, remote sensing image detection, and face detection.
As a generative model, GAN provides a good solution to the problems of insufficient
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samples, low image resolution, and difficulty in feature extraction, and it could make
the network more robust to occlusion and deformation problems, improve the accuracy
of detection.

Object detection has very important value for the current information society. The
application of GAN in object detection could be deeply explored. It could innovate the
algorithm, select an appropriate loss function, optimize the network structure, and then
combine with specific application scenarios to improve the real-time and accuracy of
detection. GAN could be used for sample generation to expand the datasets to address the
lack of training data for many object detection scenarios. Improving the interpretability
and the evaluation criteria of the model also have very important research value.
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Abstract. Convolutional neural networks have become one of the important
research directions in the field of computer vision based on deep learning, and
they are widely used in object detection with excellent performance. Based on
the research results of many scholars, the paper reviews the application research
of convolutional neural networks in object detection, introduces its application
research from three aspects: object detection based on candidate region, object
detection based on regression and video object detection, and finally summarizes
the development of convolutional neural networks in the field of object detection.
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1 Introduction

In recent years, Convolutional Neural Networks (CNN) have made a series of break-
throughs in the field of computer vision and receivedwide attention from all walks of life.
In the field of computer vision, object detection is a fundamental problem, which aims
at object classification and object localization of images by object detection algorithms.
The traditional object detection methods mainly include three stages of region selection,
feature extraction and classification, but they cannot effectively meet the application
requirements at this stage. After continuous attempts, many scholars have proposed
the model of CNN and it is widely used in object detection. Based on this, the article
reviews the research on the application of CNN in object detection, mainly from three
aspects: object detection application based on candidate region, object detection appli-
cation based on regression and video object detection application, and concludes with
an outlook on the development of CNN in the field of object detection.

2 Application of Object Detection Based on Candidate Region

The object detection algorithm based on the candidate region firstly searches the region,
and then classifies the candidate region to obtain the final detection result. The main
algorithms are shown in Table 1.
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Table 1. Object detection algorithms based on candidate region

Years Scholar Algorithm Applicable scene

2014 Girshick et al. [1] R-CNN Object Detection

2015 He et al. [2] SPPNet Object Detection

2015 Girshick et al. [4] Fast R-CNN Object Detection

2015 Ren et al. [6] Faster R-CNN Object Detection

2016 Dai et al. [10] R-FCN Object Detection

2017 He et al. [13] Mask R-CNN Object Detection and Instance Segmentation

2018 Cai et al. [18] Cascade R-CNN High precision object detection

2019 Li et al. [21] TridentNet High-precision, multi-scale object detection

2.1 R-CNN

In 2014, Girshick et al. [1] proposed the R-CNN (Regionswith CNN features) algorithm,
which is the beginning of usingCNN in the field of object detection. Its structure is shown
in Fig. 1. R-CNN is based on CNN, linear regression and support vector machine (SVM)
algorithms to implement object detection techniques. Its detection is mainly divided into
three stages, firstly, candidate regions are generated by selective search, then CNN-based
feature extraction is performed on the candidate regions, and finally, SVM is used for
result prediction. R-CNNN is not only able to extract advanced features, but also speeds
up detection. However, R-CNN is not perfect and has defects such as incomplete picture
information and low detection accuracy.

Fig. 1. R-CNN network structure diagram [1]

2.2 SPPNet

In 2015, in order to overcome some difficulties of R-CNN, He et al. [2] artificially
equipped the network with “Spatial Pyramid Pooling (SPP)” and proposed Spatial Pyra-
mid Pooling Network (SPPNet). Specifically, an SPP layer is added to the last convo-
lutional layer, and the SPP layer pools features in a single convolutional operation and
produces a fixed-length output, which is then fed to the fully connected layer. Although
SPPNet achieved good results in the 2014 ILSVRC competition, it has shortcomings,
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such as the need to store a large number of features and high space consumption. Since
then, CNN has been widely used in network traffic classification.

The traditional CNN model has some drawbacks in using traffic data set in the net-
work. Therefore, Zhou et al. [3] proposed a new CNN traffic classification model based
on SPPNet. Based on the CNNmodel of LeNet-5, the newmodel replaces the maximum
pool with a spatial pyramid pool in the pooling layer before the fully connected layer,
which can achieve network traffic with indeterminate long datasets. It is also demon-
strated that this model reduces the influence of human factors on traffic classification
for traffic applications.

2.3 Fast R-CNN

In 2015, Girshick et al. [4] developed Fast R-CNN (Fig. 2), which overcomes the short-
comings ofR-CNNandSPPnet, and enhances its performance and accuracy. The original
image and multiple regions of interest are fed into the fully convolutional network, and
each region of interest is in turn integrated into a feature mapping of constant size, which
is thenmapped to a feature vector through a fully connected layer. Fast R-CNN has faster
training speed and testing speed than R-CNN and SPPnet, so it is widely used in object
detection.

In face detection applications, to avoid the drawbacks associated with complex envi-
ronments, Lin et al. [5] proposed a multiscale Fast R-CNN method based on upper and
lower layers (UPL-RCNN). The network consists of a spatial affine transform compo-
nent and a feature region component (ROI). This method plays a crucial role in face
detection.

Fig. 2. Fast R-CNN network structure [4]

2.4 Faster R-CNN

In 2015, Ren et al. [6] introduced the Region Proposal Network (RPN) and proposed
Faster R-CNN. Figure 3 is a diagram of the detection process of Faster R-CNN. RPN
is implemented by a fully convolutional network and has the ability to simultaneously
predict the object boundary and occurrence probability at each location. Compared with
Fast R-CNN, Faster R-CNN has improved both accuracy and speed, and is widely used
in the field of object detection. For example, Zhu et al. [7] applied Faster R-CNN to train
detection network on book digital image database and achieve automatic recognition
and localization of books.
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Fig. 3. Detection process diagram of Faster R-CNN [6]

In order to meet the application requirements, some researchers have also pro-
posed improvements to Faster R-CNN. Gong Shengbin et al. [8] proposed a lightweight
improvement method of Faster R-CNN algorithm, that is, to improve the feature extrac-
tion network of the algorithm Inception-V2, and improve the defects of traditional object
detection methods such as difficult feature extraction and low detection accuracy. Xu
Degang et al. [9] proposed an improved Faster R-CNN grainworm object detection
method based on deep learning to improve the performance of grainworm detection by
introducing a pyramid pooling module after the feature map and optimizing the loss
function.

2.5 R-FCN

In 2016, Dai et al. [10] designed R-FCN based on regional full convolutional network
and proposed a new convolutional layer, Position Sensitive ScoreMap, which guarantees
the invariance of position information and is widely used in vehicle object detection and
pedestrian object detection.

In response to the problems of traditional vehicle object recognition algorithms and
pedestrian detection algorithms, Zhou et al. [11] proposed a vehicle object detection
method based on R-FCN. The method is based on the idea of full convolutional network
and applies the R-FCN framework to avoid the feature selection problem that occurs in
traditional detection. Liu Wanjun et al. [12] introduced R-FCN algorithm in performing
pedestrian detection and proposed a small-scale pedestrian detection algorithm with
improved R-FCN model to improve the accuracy rate of pedestrian detection.

2.6 Mask R-CNN

In 2017, He et al. [13] proposed Mask R-CNN, which combines the ideas of Faster
R-CNN and FCN, and extends the faster R-CNN by adding a branch to predict the
segmentation mask on each region of interest, performing classification and bounding
box regression in parallel with existing branches. Mask R-CNN can not only perform the
object detection task, but can also perform the instance segmentation task. Wang Zhibo
et al. [14] applied the Mask R-CNN model to road traffic sign recognition for instance
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segmentation of traffic signs. Safonova et al. [15] completed Mask R-CNN based multi-
resolution image olive tree biovolume segmentation by using Mask R-CNN and UAV
images for olive tree crown and shadow segmentation to further estimate biological
volume of individual trees.

In order tomeet the application, some improvementmethods have also been proposed
based on the existing Mask R-CNN. Shi et al. [16] improved on the original Mask R-
CNN, removed the Mask branch, and adjusted the ratio of the anchor boxes in the
RPN network, which greatly improved the speed of the algorithm while ensuring the
detection accuracy. To address the problem of poor detection accuracy when Mask R-
CNN algorithm is applied to pedestrian instance segmentation, Yin Song et al. [17]
proposed an improved Mask R-CNN algorithm. Add the concatenated feature pyramid
network module to the Mask branch, and then fuse the multi-layer features generated
by the network to make full use of the semantic information of different feature layers.

2.7 Cascade R-CNN

In 2018, Cai et al. [18] proposed a multi-stage object detection framework Cascade
R-CNN for improving the quality of object detectors. Cascade R-CNN can be viewed
as a cascaded Faster R-CNN structure consisting of a series of detectors trained with
increasing cross-joint thresholds. This architecture was shown to avoid the problems of
training overfitting and inference quality mismatch [18].

Wu Jun et al. [19] applied the Cascade R-CNN algorithm to the detection of trans-
mission line defects, and used a multi-level cascade detector to discriminate and classify
the small objects of the transmission line. Aiming at the problem that the defects of anti-
vibration hammer components of high-voltage transmission lines are difficult to accu-
rately locate and identify, Bao et al. [20] proposed a method for detecting anti-vibration
hammer defects based on the improved Cascade R-CNN algorithm, and proved that in
the anti-vibration hammer defect test set It has a high detection accuracy rate, which is
better than other mainstream object detection algorithms.

2.8 TridentNet

Scale variation is one of the key challenges in object detection.In 2019, Li et al.
[21] proposed a novel network structure-TridentNet, a three-branch network, which
aims to generate scale-specific feature mappings with uniform representation capabil-
ities.TridentNet constructs a parallel multi-branch architecture, in which each branch
shares the same TridentNet achieves a significant accuracy improvement over previous
multi-scale object detection algorithms, with an accuracy of 48.4% on the COCO dataset
[21].

3 Application of Object Detection Based on Regression

The regression-based object detection algorithm does not directly generate the region of
interest, but regards the object detection task as a regression task for the entire image,
which truly achieves end-to-end. Its main algorithms include YOLO series and SSD
series.
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3.1 YOLO Series

In 2015, R. Joseph et al. [22] proposed YOLO (You Only Look Once), which is a
pioneering one-stage detection algorithm. Its network structure is shown in Fig. 4. The
network regards the problem of object detection as a regression problem to solve. It only
needs to process the input image once to obtain the category and position of the object.
The advantage is that the detection speed is very fast.

Fig. 4. YOLO network structure diagram [22]

In 2017, an improved version of YOLO, YOLOv2 [23], was proposed, mainly
improving on the 2015 YOLO model by (1) using BN operations for each convolu-
tional layer, (2) using Darknet-19 as the YOLOv2 backbone network, and (3) using
anchor box and convolution to do prediction.

In 2018, YOLOv3 [24] was proposed to be used mainly for multi-scale object detec-
tion. YOLOv3 uses Darknet-53 as the backbone network. In order to enhance the accu-
racy of small object detection, the FPN architecture is applied to three feature maps of
different scales.

In 2020, Bochkovskiy et al. proposed YOLOv4 [25], which is mainly used for high-
precision real-time object detection. This model uses CSPDarknet53 as the backbone
network, increases the receptive field by introducing the SPP idea, and replaces the FPN
with PANet to improve the detection effect of small object detection objects.

The YOLO series is a commonly used object detection algorithm, which is widely
used in various scenarios. In order to solve the problem of low accuracy of infrared object
detection in complex ground scenes, Liu Dong et al. [26] proposed a lightweight infrared
real-time object detection model MCA-YOLO. Mobilenet-v2 is used as the backbone
network, combinedwith deep separable convolution, and the coordinate attentionmodule
CA (Coordinate Attention) is embedded in the neck network of the model to enhance
the feature extraction ability of the model. Yu et al. [27] proposed a face recognition and
standard wear detection algorithm based on improved YOLOv4 to solve the problems
of low accuracy, low real-time performance and poor robustness caused by complex
environment.

3.2 SSD Series

In 2016, Liu et al. [28] proposed the SSD (Single Shot Multibox Detector) model, which
for the first time realized object detection with multi-scale feature maps. SSD discretizes
the output space of bounding boxes into a default set of boxes with different aspect ratios
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and scales at each feature map location. At prediction time, the network generates scores
for each object class present in each default box and adjusts the box to better match the
object shape [28]. And SSD ensures the accuracy of object detection by adopting the
anchor point mechanism in Faster R-CNN.

There are two deficiencies in SSD: one is that the same object is easily detected by
frames of different sizes at the same time; the other is the missed detection of small-scale
objects. To address these deficiencies, some optimization models are proposed. In 2017,
Jeong et al. [29] proposed theRSSD algorithm to fuse the feature information of different
layers by combining up and down sampling. In the same year, Fu et al. proposed DSSD
[30], which used ResNet-101 as the backbone network, introduced a residual module
and added some auxiliary convolutional layers, which effectively improved the accuracy
of small object detection.

The feature pyramid detection method of SSD is difficult to integrate features of
different scales. Li et al. proposed an enhanced SSD, FSSD [31], which mainly borrows
the idea of FPN and reconstructs a set of pyramid feature maps to connect features
of different scales and layers. Although the detection speed did not change much, the
accuracy of object detection was improved.

4 Video Object Detection Application

Video is composed of continuous images, and its object detection can be regarded as an
extension of image object detection in the field of video, which is more challenging and
practical than image object detection.

With the explosive growth of video data, more and more researchers are working
on the field of video object detection. In 2016, the team of Dai Jifeng of Microsoft
Research Asia proposed the deep feature flow algorithm DFF [32] (Deep Feature Flow).
Its network structure can be roughly divided into feature extraction network and detection
network. The feature network only acts on the feature extraction of key frames, and the
detection network is used to detect the feature map. Since object detection in video is
affected by various environmental factors, it is difficult to successfully detect objects in
a single frame image. In 2017, Dai Jifeng’s team proposed a new algorithm FGFA [33]
(Flow-Guided Feature Aggregation) based on DFF, which is mainly composed of two
modules: feature extraction and feature fusion, and won the championship in the 2017
ILSVRC competition. In 2018, Gedas Bertasius et al. [34] proposed Spatiotemporal
Sampling Networks (STSN), which adopted the Deformable Conv structure to extract
adjacent frame spatial features to perform video object detection. In 2020, a learnable
spatio-temporal samplingmodule (LSTS)was proposed in [35] to achieve the ultimate in
accuracy and speed, and to achieve the purpose of spreading advanced features between
frames.

In the last two years, several researchers have been improving the accuracy and speed
of video object detection in their improvement innovations. Gao Hui [36] used YOLOv5
as the basic network for video object detection in video object detection, and a subset
of the ImageNet VID dataset as the dataset. Using the great similarity and temporal
correlation between adjacent frames of video data, the detection speed is improved by
selecting key frames and frame-level propagation, and the global semantic information
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of video data is used to improve the detection accuracy through memory module. Shi
Yuhu et al. [37] proposed a lightweight video object detection method. By designing a
feature propagation model and constructing a dynamic allocation key frame module, the
detection speed is accelerated and the real-time online video object detection is realized
on the premise of ensuring the detection accuracy.

5 Conclusion

Object detection based on CNN has become a research hotspot, and new object detection
results appear every year, with great progress in both accuracy and speed. In general,
the object detection process based on candidate regions is simple and has high accuracy,
but the speed is slow. The regression-based object detection is slightly faster, but the
accuracy is not as good as the former. Although some achievements have been made
in object detection in the video field, there are still many difficulties. How to use the
temporal context information of the current image frame to improve the performance of
the detection model remains to be solved. Although object detection has been widely
used in various fields, there are some difficult problems to be broken through, and the
future can be approached in the direction of small object detection problem, weakly
supervised object detection problem, 3D and video object detection, etc.
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Abstract. This paper proposed an optimal deployment algorithm for large-scale
wireless sensor networks based on graph topology. The algorithmmines the intrin-
sic property of sensor measurement data as node quality through auto encoder and
defines topological potential to describe the relationship between sensor nodes as
the distribution of the topological potential field, thereby dividing the large-scale
graph into several subgraphs. Next, singular value-QR decomposition is used to
find the crucial nodes in each sub-network, and achieve the optimal deployment
of large-scale sensor networks. We experiment with this algorithm on the CIMIS
dataset. The results show that the mean square error of this algorithm is only
0.02116.

Keywords: Large-scale Wireless Sensor Network · Topological Potential · Auto
Encoder · Singular-Value-QR Decomposition

1 Introduction

A Large-scale Wireless Sensor Network (LWSN) is a wireless network constructed
by massive sensor nodes through self-organization and multi-hop. A large number of
researches have shown that there are many redundant nodes in the sensor network.
These redundant nodes seriously affect the transmission efficiency and data accuracy of
the LWSN. Therefore, it is necessary to reduce redundant nodes as much as possible
and achieve optimal deployment to prolong network life and reduce resource waste
without losing crucial information about the sensor network. There has been a lot of
research works devoted to this in recent years. In [1], an improved swarming spider
algorithm based on chaos is proposed. The algorithm searches for the optimal node
deployment scheme by simulating the behaviors of cooperation and attraction between
spider populations, effectively reducing energy consumption and improving network
coverage performance. Research [2] builds a Hebbian neural network model to solve
the data redundancy between sensor nodes. Specifically, when two sensors perceive the
same data, the correlation between the data increases the weight of the Hebbian model,
which also represents a strong connection between the two nodes. If the nodes are fully
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connected and the environment has not changed, these sensor nodes can be replaced
by one. Malathy et al. proposed an electronic track topology algorithm for the seismic
monitoring sensor network, which covers a vaster area with fewer sensor nodes. Firstly,
the multiple sectors are divided around targets, and a “supervisor” is selected for each
sector. Next, a “cluster supervisor” is selected from a group of sector supervisors that
are farthest from the target and have the maximum remaining energy. Several cluster
supervisors are connected to form a polygonal network, and the optimal positions of all
cluster supervisors are determined by calculating the centroid of the polygon to achieve
the optimal deployment of the sensor network [3].

Graphs are usually used to represent the relationship between multiple entities. With
the continuous development of multi-sensor technology, the number of sensors and the
complexity of the network structure continues to increase. Such irregular data rela-
tionships can be analyzed and processed efficiently and conveniently based on graphs.
Therefore, this paper proposes a set of optimal deployment algorithms for large-scale
wireless sensor networks that combine graph clustering and matrix factorization. The
algorithm first uses an auto encoder to learn the inherent properties of sensor nodes.
Next, the topological potential is defined, and the intrinsic relationship between sensor
nodes is transformed into the distribution of the topological potential field, and then
the sensor nodes are clustered. Then, singular value-QR decomposition is used to find
the crucial nodes in each sub-network to achieve the optimal deployment of large-scale
wireless sensor networks.

The rest of this paper is organized as follows: Sect. 2 introduces the theory andprocess
of the proposed algorithm in detail; Sect. 3 verifies the reliability and effectiveness of
the proposed algorithm through experiments; Sect. 4 is the conclusion and discussion.

2 Theory and Algorithm

2.1 Adaptive Graph Clustering Based on Topological Potential

This paper defines a topological potential to measure the interaction between the sensor
node i and surrounding neighbor nodes

ϕi =
∑

j∈N
mje

−
(

dij
σ

)2

(1)

where dij is the practical distance between node i and node j, which can be calculated by
the latitude and longitude coordinates of the two nodes; σ is called the influence factor,
which is used to control the influence range of each node. From the properties of the
Gaussian function, the influence range of each sensor node is the neighborhood space
with the center of the node, and the radius of 3σ√

2
; mj is the node mass of neighbor node

j. As shown in Fig. 1, the node mass of each sensor node is obtained by representation
learning through a multilayer nonlinear under-complete auto encoder, which represents
the intrinsic relationship between feature samples.

Specifically, the encoder extracts features from the original graph signal and embeds
them as a node mass

m = α(Wencx + benc) (2)
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Fig. 1. Multilayer nonlinear under-complete auto encoder model

where Wenc ∈ R
d ′×d is the transformation matrix of the encoder, d is the graph signal

dimension, and d ′ is the embedded dimension; x ∈ R
d is the row of the graph signal

matrix X = [x1, x2, · · · , xN ]T ∈ R
N×d , which represents the measurement values of

the sensor node, and N is the number of sensor nodes; benc ∈ R
d ′
is the bias; α(·) is the

nonlinear activation function.
The decoder reconstructs the graph signal based on the extracted features

x̂ = α(Wdecm + bdec) (3)

whereWdec ∈ R
d×d ′

is the transformation matrix of the decoder; bdec ∈ R
d is the bias;

α(·) is the nonlinear activation function.
An auto encoder is an unsupervised neural network model that does not require

labels for supervised learning. Instead, iterative training is performed by minimizing the
reconstruction error between input and output. This paper uses the mean squared error
as the reconstruction loss function

L = 1

N

N∑

i=1

(
x̂ − x

)2 (4)

Then the parameters Wenc, Wdec, benc, and bdec are continuously optimized using
the Adam optimization algorithm. Finally, the embedded representation of sensor nodes
is realized, and the node mass is obtained.

In addition, in order to calculate the topological potential better, we normalize the
obtained node mass

m∗
i = mi

N∑
i=1

mi

(5)

After constructing a complete topological potential field, we use the attraction of the
high-potential region to the low-potential in the potential field to get the cluster division.
First, we find all topological potential local maximum nodes as sources in the potential
field

s = argmax
i

ϕi s.t i ∈ Ni ∪ {i} (6)
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where Ni is the neighborhood of node i.
In order to achieve better clustering, we merge several source nodes whose distance

is less than the topological potential’s influence range 3σ√
2
into one Attractor k. Each

attribute of an attractor (e.g. mass and position) is determined by the average value of
those source nodes that generate the attractor. The remaining nodes that cannot bemerged
become attractors naturally and their attributes are inherited from the corresponding
source nodes. The attractor has an attractive effect on all nodes in the field, which is
shown as a topology attractive force

fki = m∗
km

∗
i e

−
(
dki
σ

)2
(7)

A node in the field will be subject to the topology attractive force exerted by all
attractors simultaneously, and the cluster corresponding to the attractor that exerts the
maximum topology attractive force component on it is the cluster to which the node
belongs

Ck = argmax
k

fki (8)

We summarize the proposed Adaptive Graph Clustering based on Topological
Potential in Algorithm 1.
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2.2 Optimal Nodes Selection Based on SVD-QR

After dividing the sensor network according to the clustering algorithm proposed in
Sect. 2.1, we continue to obtain the subgraphs {G1,G2, · · · ,GK } of each cluster, where
Gk = G[Ck ] is the induced subgraph of the original sensor network.

We perform singular value decomposition on the graph signal matrix Xk of the
subgraph Gk

Xk = Uk�kV
T
k (9)

where Uk ∈ R
Nk×Nk and Vk ∈ R

d×d are the singular vector matrices of Xk ; Nk is the
number of subgraph nodes; �k is the singular value matrix.

Then we partition Uk according to the optimized number of sensor nodes

Uk = [
Uk1 Uk2

]
(10)

where Uk1 ∈ R
Nk×Mk , Uk2 ∈ R

Nk×(Nk−Mk ), and Mk is the number of nodes after
optimization selection.

Next, perform column pivoting QR decomposition on the singular vector sub-matrix
Uk1 corresponding to the first Mk singular values, and a permutation matrix Pk can be
obtained

UT
k1Pk = Qk Rk (11)

where Qk is a unitary matrix and Rk is an upper triangular matrix.
The Mk columns with a value of 1 in the permutation matrix Pk correspond to the

Mk most crucial sensor nodes in the least square sense of the sub-network. So we can
get the graph signal matrix of the optimized sub-network

X′
k = PkXk (12)

Finally, we combine the optimized graph signal matrices of all sub-networks to
achieve the optimized deployment of the LWSN.

3 Experiment

3.1 Dataset and Parameter Settings

The algorithm proposed in this paper is tested on the California Irrigation Management
Information System (CIMIS)1. In this paper, the hourly average air temperature data
of 31 days is selected as the measurement value of sensor nodes to build a wireless
sensor network for experiments, in which there are 144 active nodes and the data feature
dimension is 744.

1 http://www.cimis.water.ca.gov.

http://www.cimis.water.ca.gov
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The K-nearest neighbor algorithm is used to construct the sensor network as a graph
topology, where the value of K is 8, and the constructed graph has 576 edges. The
number of neurons in the input layer of the auto encoder is 744, the hidden layer has 2
layers, the numbers of neurons are 128 and 64 respectively, the number of neurons in
the output layer is 1, and the number of neurons in the decoder part is set corresponding
to the encoder. Except that the activation function of the decoder output layer is the
hyperbolic tangent function, the activation functions of the other layers are all Leaky
Rectified Linear Unit functions. The learning rate of the Adam optimizer is 0.001, and
the number of iterations is 50. The topological potential influence factor is 172.79.

3.2 Experimental Results and Analysis

This paper learns the intrinsic relationship between the features of each sensor node
based on the auto encoder described in Sects. 2.1 and 3.2 to obtain the node mass. The
result is shown in Fig. 2(a), where the node position in the figure is determined by latitude
and longitude, and the node mass can be judged by color. Next, calculate the topological
potential value of each sensor node and find 5 attractors, as shown in Fig. 2(b), the
topological potential value of each node can be judged by color, the purple star in the
figure is the attractor.

(a) Node mass (b) Topological potential

Fig. 2. Node mass and Topological potential distribution

All sensor nodes are divided into 5 clusters under the attraction of 5 attractors, the
topological attractive force components of each node under different attractors are shown
in Fig. 4, and the clustering results are shown in Fig. 5.
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Fig. 3. Topological attractive component

Fig. 4. Clustering results

In order to prove the applicability of the proposed algorithm in this paper, it is
compared with five classical wireless sensor network optimal deployment schemes,
namely MinPinv [4], MaxVol [4], MinSpec [5], Entropy [6], MI [7]. The results are
shown in Fig. 6. The number of optimized nodes increases by 10 from 5 to 140. It can be
seen from the figure that when the number of optimized nodes is 15, a good optimization
effect can be achieved. Moreover, the optimal deployment algorithm proposed in this
paper outperforms other algorithms, and its mean square error is as low as 0.02116.

Fig. 5. Performance comparison
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4 Conclusion

Aiming at the optimal deployment of large-scale wireless sensor networks, this paper
proposes a solution based ongraph topology. In this solution, an adaptive graph clustering
algorithm based on topological potential is firstly proposed, which divides a large-scale
sensor network into several sub-networks. By performing singular value-QR decom-
position on the graph signals of each sub-graph divided, a set of independent node
subsets that minimize the residual in the least square sense can be found. The nodes in
this subset are not only significantly less correlated with each other but also retain the
crucial information of the wireless sensor network. However, the optimal deployment
algorithm proposed in this paper is mainly designed for vast-area sensor networks, and
further research is needed for the optimal deployment of high-density sensor networks.
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Abstract. Structured Query Language (SQL) is a query language
widely used in databases, Text2SQL automatically parses natural lan-
guage into SQL, which has great potential to facilitate non-expert users
to query and mine structured data using natural language. Current
research focuses on improving the matching accuracy of SQL clause tasks,
but ignores the correctness of SQL syntax generation, and SQL genera-
tion involving multi-table joins still suffers from a large number of errors.
Therefore, a neural network-based Text2SQL approach is proposed. To
implement a practical Text2SQL workflow, the model associates natu-
ral language queries with an inverse normalized database schema, called
INSL (Inverse Normalized Schema Link Generation Network). Through
theoretical analysis and experimental validation on the public dataset
Spider, INSL can effectively improve the quality of Text2SQL tasks.

Keywords: inverse normalization · schema linking · semantic
parsing · Text2SQL

1 Introduction

Text2SQL is at the heart of intelligent question and answer systems for relational
databases and is an essential task in natural language processing. To implement
a practical Text2SQL workflow, the model must associate a natural language
query with a given database.

Text2SQL consists of two subtasks, the first is to construct the correct frame-
work for the SQL statement (which can be referred to as the syntax generation
task), and on top of this, each subelement of the framework is matched to the
corresponding value (which can be referred to as the value matching task). As
shown in Fig. 1, the single-round Text2SQL task takes a single natural statement
(Query)–Find the number of pets for each student who has any pet and student
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Fig. 1. Multi-table Text2SQL problem example

id, a database schema as input, and a SQL query statement as output. Among
them, solutions to syntactic problems are dedicated to constructing suitable slot-
filling structures bearing string matching and heuristic fusion coding to support
the transformation of complex papers into SQL statement models. RYANSQL [1]
converts syntactic problems into concrete nested syntactic problems, converting
nested SQL statements to nonnested SQL statements by annotating statement
location information to improve the accuracy of sketching slot-filling methods;
however, table join selection errors still exist in abundance.

This paper proposes a schema inverse normalization method based on
database schema information mining, which is used to optimize the Text2SQL
technique. Through the inverse normalization method, the database schema is
reconstructed to reduce the schema boundaries in the database and further gen-
erate queries by decomposing associative queries. The reconstructed database
schema is encoded-decoded by a neural network. The advantages of inverse nor-
malization are the reduction in the need for join operations, the reduction in the
number of indexes and foreign keys in the database schema.

2 Related Work

The application of Text2SQL to deep neural networks relies heavily on the
encode-decode framework. The encoding part of the encode-decode framework
is to transform the input sequence into vectors, while the decoding part of
the encode-decode framework is to transform the generated vectors into output
sequences. The encode-decode framework has been used in many applications,
from machine translation and text generation in the early stages of development,
to document extraction and question and answer systems.

RYANSQL proposes a sketch-based slot-filling method to generate SQL state-
ments that convert a nested SQL query into a set of non-nested SELECT state-
ments for complex Text2SQL problems. RYANSQL presents a detailed sketch of
complex SELECT statement predictions and statement location code to handle
nested queries.

The introduction of schema linking is one of the new research priorities, such
as entity linking in the domain of knowledge graphs [8–10] and slow filling in dia-
logue systems [11,12], where a large amount of annotated data and models have
been proposed to address their specific properties. In the general area of seman-
tic analysis, decoupling the underlying structure from the vocabulary has been
shown to facilitate cross-domain semantic analysis [13]. However, when it comes
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to text-to-SQL problems, existing approaches often treat schema linking as a
secondary preprocessing process using simple heuristics, such as string matching
between natural language statements and column or table names [14]. Simple
heuristics have difficulty accurately identifying the columns or tables involved
in natural language discourse and understanding the relationship between the
discourse and the corresponding database schema. Therefore, they take the first
step towards schema linking as a particular research problem. However, the dif-
ficulty of this problem is further illustrated by the limited improvements they
achieve on the challenging Spider dataset due to the lack of direct supervision of
schema linking. In contrast to previous approaches, recent models [15–16] have
made pattern linking sets learnable.

This paper proposes a Text2SQL method based on inverse normalization,
which introduces inverse normalization technology to link database schema and
build an encode-and-decode semantic parser, INSQL, to simplify the multi-table
join query problem into a single-table query problem by inverse normalization,
reducing table joins, thereby improving query accuracy and query speed, and
effectively improving the quality of the solution.

3 Definition

The Text2SQL task is expressed formally as Eq. (1):

sqlq = SL(q,D) (1)

The input consists of a natural language statement and a database schema set,
the output represents a SQL statement, and the database schema set contains
table names, column names, primary key tags, foreign key relationships, and
other information, which represents a collection of table names in the database,
represents a collection of column names in the database, PK represents a collec-
tion of primary key tags and FK represents a collection of foreign key relation-
ships. The work in this paper can be expressed formally as Eq. (2):

f = max
∑

∀qi∈Q

G(sqlqi |sqlqi = SL(q,D), sqlqi′ |sqlqi′ = SL(q,D′) (2)

DC is the database schema after inverse normalization, sqlqi is the SQL statement
generated after inverse normalization, and is the inverse normalization process,
which is formalized in Eq. (3).

D′ = IN(D) (3)

The output of the inverse normalized SQL statement is correct when
EMA(sqlq) = 1, and incorrect when EMA(sqlq) = 0. The aim of this work is to
find the IN model that maximizes the sum of any input function G in Eq. (2),
i.e., the optimal quality improvement of the SQL query statement generation.
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Fig. 2. Input encoder construction diagram

4 Database Schema Inverse Normalization

To investigate in depth the role of database schema on multi-table joins, this
paper proposes the INSL model, which is based on an encoding-decoding frame-
work. The encoding part of the model is shown in Fig. 2 and consists of a five-
layer structural input encoder base model, with an inverse normalized schema
reconstruction component (IN).

4.1 Basic Model

The basic model is based on an encoding-decoding framework, with the encoding
part consisting of an embedding encoder layer,an inverse normalization partand
a schema linking layer, and the decoding part consisting of ten padded slots
designed according to SQL syntax.

The slot-filling based decoder predicts the values of the slots in the template,
based on the basic structure of the SELECT statement, i.e. the presence of con-
stituent clauses and the number of conditions in each clause. The statement
encoding vectors are first combined to obtain the statement encoding vector
which uses a heuristic matching method to splice the function. An algebraic rep-
resentation of the existence of clauses and the number of each clause is obtained
by applying two fully concatenated layers on top of each other to classify the
presence of the FROM and SELECT clauses that must be present to form a valid
selection statement, indicating that one of INTERSECT, UNION or EXCEPT.
If the value is one of INTERSECT, UNION or EXCEPT, the corresponding
SPC (query statement location code) is created and the SELECT statement
structure is generated recursively, with the resulting SQL statement combining
encoded column and table vector to predict the value of the filled slot in each of
the existing subtasks. Output the generated SQL query statement.
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4.2 Inverse Normalization

There are three types of multi-table join errors that occur more frequently in the
base model. The first is a multi-table join error, which is reflected in reversing
the order of table joins, the second is a multi-table join error, which is reflected
in connecting extra tables when the query task can be completed, resulting
in unnecessary table joins, or incorrect table selection due to multiple tables
containing the same name resulting in incorrect multi-table join paths, and the
third is a special type where the SQL query statement has multiple errors but
the query results are correct.

The base model error case points to significant room for improvement in the
multi-table join problem. Primary and foreign key relationships are an integral
part of the multi-table join problem. In the base model, foreign key relationships
are used to construct join paths, and the inverse normalized schema reconstruc-
tion component mines the foreign key information to exploit it (Fig. 3).

Fig. 3. Example of inverse normalization

Each set of relationships in the database schema set is inverse normalized to
obtain multiple sets of schema, and the reconfiguration is named after the IN
relationships, and the inverse normalized reconfiguration schema set is added to
the original database schema and put into the base network.

4.3 Schema Linking

The schema linking section covers two important tasks, which are question col-
umn alignment and question table alignment. The table encoding part integrates
the column vectors of each table to obtain the encoded table vectors. In the table
alignment part of the problem, which has the same network architecture as the
question-to-column part of the problem, contextual information from the prob-
lem statement is used to model the table vectors and output the encoded table
vectors. The words in the question and column names are encoded in the col-
umn encoding layer model using DenseCNN to capture the semantic features and
output the question word encoding and hidden column vector. At the problem
column alignment part, the problem tokens are associated with the correspond-
ing columns, and the column vectors are modeled with contextual information
about the problem. The problem tokens are aligned with the column vectors
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using scaled dot product attention. For larger values of the scaling factor, the
dot product exhibits a large increase in order of magnitude, pushing the softmax
function into regions with very small gradients. To reduce the impact of the large
growth of the dot product, an expansion of the dot product is done. Heuristic
fusion is to obtain the fused column matrix, and Transformer is applied on the
fused column matrix to capture the contextual column information and output
the column encoding vector.

5 Experiments and Analysis of Results

5.1 Datasets

The experimental dataset uses the Spider dataset, in which the training, devel-
opment and test sets are not duplicated and the test set is hidden from the
public. The Spider dataset was introduced in 2018, which is in the Text2SQL
dataset and reaches the highest difficulty and complexity level available.

5.2 Evaluation Indicators

The Spider dataset provides two validation metrics-Exact Match (EMA) and
Execution Accuracy (EA). The exact match metric means that the predicted
SQL query statement matches the correct SQL query statement provided by the
dataset exactly on each keyword subtask module, while the execution accuracy
metric means that the predicted SQL query statement is executed so that the
database can be executed correctly and with consistent execution results.

5.3 Quality Assessment

The WikiSQL dataset is a large scale Text2SQL corpus containing 80,654 sam-
ples on 24,241 tables from Wikipedia [17], which is a substantial simplification
compared to the actual SQL query generation scenario. On WikiSQL, a question
is associated with only one table, whereas on the Spider dataset, a question is
associated with multiple tables. The experiments on the dataset Spider based
on the sub-task division, listing the number of training set samples for the five
sub-tasks in single-table and multi-table queries. The Spider dataset is unevenly
distributed between single-table and multi-table, and across different tasks, and
the validation set is divided into one-time table connection subset, two-time
table connection, and mixed subset in this paper.

In summary, the performance of the INSQL model on the validation set is
shown in Table 1, with a large improvement in matching accuracy compared
to RYANSQL, and a slight disadvantage in execution accuracy compared to
RYANSQL, the underlying reason being the huge redundancy caused by the
inverse normalization of the database schema causing significant interference in
execution accuracy. An accuracy of 68.55% was achieved on the validation set.
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Table 1. Model assessment

MODEL DEV:EMA(%)

RYANSQL 43.40

RYANSQL(+BERT) 66.60

INSL 68.55

INSL(once join) 71.39

INSL(twice join) 59.22

According to Eq. (2), the combined index value of the inverse normalization
process is, which proves that Text2SQL generation based on inverse normaliza-
tion outperforms the base model and brings a new and effective solution to the
multi-table join problem.

6 Summary

This paper proposes a Text2SQL approach based on inverse normalization for the
multi-table join problem, introducing inverse normalization techniques, recon-
structing the database schema and building an encode-decode semantic parser,
INSQL, which reduces table joins by reducing the multi-table join query problem
to a single table query problem through inverse normalization. The model was
experimented on the Spider dataset and the quality of SQL statement genera-
tion was effectively improved. The selection of the inverse normalized pattern
reconstruction pattern is also an important influence factor on the degree of
redundant information interference.
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Abstract. In recent years, China’s auto manufacturing industry has been devel-
oping rapidly and Chinese car companies are facing both internal and external
pressures. As a result, managers of automobile enterprises are now paying more
attention to the financial situation of their enterprises, hoping to avoid the risk
of bankruptcy by predicting financial distress in advance. Most of the existing
research findings are based on financial index data or annual financial reports to
build quantitative and qualitative models to predict the risk of financial distress
of automobile enterprises. This study innovatively proposes to combine financial
indicators data, financial text data and non-financial text data to predict the risk
of financial distress of automobile enterprises, and constructs a set of prediction
models based on deep learning algorithms, which is a useful attempt of cross-
disciplinary research in this field. In terms of experimental analysis, we found that
the introduction of financial text data and non-financial text data into the model
significantly improves the prediction performance compared with the traditional
prediction model based on financial indicator data, which indicates that the com-
bination of online user reviews and financial annual reports can be more helpful
for predicting the financial distress risk of car companies.

Keywords: Deep Learning · Natural Language Processing · Business
Intelligence · Financial Distress Prediction

1 Introduction

In recent years, the Chinese automobile manufacturing industry has achieved better
results in competing with foreign brands, but in the face of the rapidly changing market,
Chinese car companies are facing both internal and external pressure. Therefore, at this
stage, managers of car companies are paying more attention to the financial situation of
their companies, hoping to avoid the risk of corporate bankruptcy by predicting financial
difficulties in advance [1].

With the advent of the big data era, more and more researchers and managers have
started to apply machine learning algorithms to corporate financial distress prediction.
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Tsai andWu compared single-layer neural network algorithms with multiple neural net-
work algorithms, and the results showed that the performance of multiple NN algorithms
was not greatly improved in the field of financial distress prediction [2].Besides, Lee
andWu confirmed the superior performance of neural network algorithms in the field of
financial distress prediction compared to traditional statistical methods in their subse-
quent studies [3]. Hosaka used convolutional neural network models to extract features
from financial indicators of insolvent firms [4] to predict the financial risk status of firms
and determine whether they are in financial distress, while Ristolainen compared neural
network algorithms with traditional machine learning algorithms and found that ANN
models outperformed logistic regression and weak classifiers such as SVM in the area
of financial distress crisis prediction in the banking industry [5]; in addition, a growing
number of researchers have found that text-based data related to business operations
can help in corporate financial distress prediction. Rastin used CNN and RNN models
for deep prediction of corporate financial distress risk and mined the feature patterns
[6]. Li’s study investigated online reviews and combined with empirical analysis to con-
clude that online reviews have a close relationship with corporate business performance
[7]. However, there is a lack of studies combining financial data with textual data such
as financial statements and public opinion reviews to predict the financial distress of
enterprises.

Therefore, we will combine financial indicator data, textual data from corporate
annual reports and textual data from online user reviews to predict the risk of financial
distress of Chinese car companies by building a deep learning model. This study finds
that the introduction of text data will effectively improve the model prediction accuracy.

2 Methodology

The overall framework of the model is shown in Fig. 1. The data input mainly contains
three parts, namely financial indicator data, financial text data and non-financial text
data. The model first processes the three data sets and then stitches them together, then
inputs them into a CNN network for feature extraction, and finally inputs them into an
RNN network for prediction.

2.1 Financial Text Feature Extraction Model

As the financial text data contains long chapters with complex contextual links, a BiL-
STM model was used to extract deep features and generate financial text feature vector
data [8].

ht = LSTM (xt, ht−1) (2.1)

h
′
t = LSTM

(
xt, h

′
t−1

)
(2.2)

ot = wht + vh
′
t + bt (2.3)
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Fig. 1. Financial distress prediction model based on financial index data and text data

where xt is the model input, ht is the forward hidden state, h
′
t is the backward hidden

state, and ot is the model output. In addition, in order to improve the training efficiency
of the model, we also introduced a soft attention mechanism in modelling [8].

Ut = tanh(Wht) (2.4)

αt = exp(score(Ut))∑T
i=1 exp(score(Ui))

(2.5)

St = �n
i=0αtht (2.6)

where ht is the hidden state and αt constitutes the probability vector for the attention
distribution and St is the attention scoring function.

2.2 Non-financial Text Sentiment Indicator Model

We first used word2vec to vector transform the non-financial text data, and then used
CNN-LSTMmodel to calculate the sentiment tendency of the text data [9]. After obtain-
ing the sentiment tendency of the text data, we constructed a sentiment index model of
online user reviews by borrowing the calculation of the bullish index [10] to generate
non-financial text sentiment index data, which reflects the evaluation and opinion of
online users on the future development trend of car companies within a certain time
period.

Qi = ln

(
1 + Dpos

t

1 + Dneg
t

)
(2.7)

where Dpos
t represents the number of positive comments after sentiment analysis, while

Dneg
t represents the number of negative comments obtained after sentiment analysis.
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2.3 Financial Distress Forecasting Model

Finally, we stitch the financial text feature vector data, non-financial text sentiment
indicator data and financial indicator data into a CNN network for feature extraction,
and input the obtained feature vectors into an RNN network to predict the financial
distress of car companies. Evaluation of model performance we used F1 − score:

R = TP

TP + FN
,P = TP

TP + FP
(2.8)

F1 = 2 × P × R

P + R
(2.9)

where TP is the number of true case samples, FN is the number of false negative case
samples, FP is the number of false positive case samples, R is the recall of the model,
and P is the precision rate, F1 is F1 − score.

3 Experiment and Analysis

3.1 Data Preparation

We selected 188 listed car companies in China for our study, with data spanning 2015–
2020, of which 56 had experienced financial distress (i.e. were labelled as ST). We mark
the period in which the ST sample is located as period T, thus predicting their financial
distress.

The data for the financial indicators were mainly obtained from the balance sheets,
income statements and cash flow statements of the vehicle companies, totalling 47
indicators. After obtaining the data, we used the min-max method to standardise the
data:

X ′ = X − min(X)

max(X) − mim(X)
(3.1)

wheremax(X ) andmim(X ) are the maximum andminimum values corresponding to the
financial indicator in the sample, and X

′
represents the standardised financial indicator

data.
The financial text data was obtained from the annual report data on Juchao Infor-

mation Website (http://www.cninfo.com.cn), and we extracted the “Business Operation
Discussion” and “Important Matters” sections from the annual report for model training.
The non-financial text data was obtained from online user reviews on theOrientalWealth
website (https://www.eastmoney.com/) and the Car Quality website (http://www.12365a
uto.com/). For the textual data, the following steps were taken:

1) Remove punctuation, line breaks, tabs and numbers from the text
2) Remove non-important words such as stop words
3) Build a glossary and remove words that occur less than 10 times

http://www.cninfo.com.cn
https://www.eastmoney.com/
http://www.12365auto.com/
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In addition, previous research findings have found that it is more effective to predict
the T-period financial status of a company using its T-3 period financial indicator data [1],
so we trained the model with the T-3 period financial indicator data of the car company
as the model input, and the output was set to the T-period financial status (1 being ST
and 0 being normal).

3.2 Experiment I - Based on Financial Indicator Data

First, we predict the financial distress of car companies based on financial indicator data
only, and select XGboost, random forest and CNNwith good classification performance
to construct the prediction model and tune the parameters by grid search technique. The
core parameters of the model are shown in Table 1, and the experimental results are
shown in Table 2.

Table 1. Experiment I key model parameters

Xgboost Random Forest CNN

model parameters value model parameters value model parameters value

eta 0.2 n_estimatiors 51 conv kernel size 4 × 4

max_depth 4 criterion gini conv kernel number 300

max_child_weight 6 max_depth 8 pooling layer 4 × 4

subsample 0.08 max_samples_split 4 CNN layer number 4

regularization lambda 1 max_features 16 dense layer neurons 128/64

Table 2. Experiment I model prediction performance

Xgboost Random Forest CNN

Evaluation Metrics value Evaluation Metrics value Evaluation Metrics value

accuracy rate 77.14% accuracy rate 70.93% accuracy rate 78.01%

precision rate 89.12% precision rate 75.66% precision rate 89.12%

recall rate 54.58% recall rate 63.58% recall rate 54.58%

F1-score 0.677 F1-score 0.691 F1-score 0.677

Comparing the results of the above experiments, we can find that the deep learn-
ing algorithm CNN is better in terms of accuracy and precision when predicting the
financial distress of car companies using only financial indicator data, reaching 78.01%
and 89.12%, while the traditional machine learning algorithm Random Forest is better
in terms of recall and F1-score, reaching 63.58% and 0.6910. Since this experiment is
to predict the financial distress risk of Chinese car companies’ financial distress risk,
more attention is paid to the recall and F1-score in the model’s prediction performance.
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Therefore, we believe that the performance of the model based on the random forest
algorithm is more representative, and use it as the baseline model to compare with the
results of the subsequent experiments.

3.3 Experiment II - Based on Financial Indicator Data, Financial Text Data
and Non-financial Text Data

We used the model framework mentioned in Chapter 2 to construct a prediction model
for financial distress of car companies based on financial indicators data, financial text
data and non-financial text data,with core algorithms including deep learning algorithms
CNN and RNN,etc.The main experimental parameters are shown in Table 3 and the
experimental results are shown in Table 4.

Table 3. Experiment II main model parameters

CNN RNN

model parameters value model parameters value

convolution kernel size 5 × 5 input dimension 200

convolution kernel number 256 hidden layer number 5

pooling layer 5 × 5 dropout 0.3

CNN layer number 6

dense layer neurons 128/64

Table 4. Experiment II model prediction performance

Random Forest Combine Model

Evaluation Metrics value Evaluation Metrics value

accuracy rate 70.93% accuracy rate 85.86%

precision rate 75.66% precision rate 93.38%

recall rate 63.58% recall rate 77.67%

F1-score 0.691 F1-score 0.848

Comparing the Above Experimental Results, It Can Be Found that the Experimental
Results in Experiment II Outperformed the Baseline Model in Experiment I in All
Aspects, with the Accuracy, Precision and Recall Rates Being 21.0%, 23.4% and 22.7%
Higher Respectively, and the F1-Score Being 22.7% Higher. The Experimental Results
Demonstrate that the Inclusion of Financial Text Data and Non-financial Text Data
Effectively Improves the Performance of theModel for Predicting the Financial Distress
Risk of Vehicle Companies.
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4 Conclusion and Future Works

In terms of model construction, we innovatively proposed to combine financial indicator
data, financial text data and non-financial text data to predict the risk of financial distress
of vehicle enterprises, and built a set of prediction model framework based on deep
learning algorithms, which is a useful attempt in cross-disciplinary research in this field
and also lays the foundation for subsequent research.

In terms of experimental analysis, we found that the introduction of financial text
data and non-financial text data into the model significantly improved the predictive per-
formance of the model compared to the traditional predictive model based on financial
indicator data, which indicates that text data such as online user reviews and finan-
cial annual reports are more helpful in predicting the risk of financial distress of car
companies. Therefore, in addition to paying attention to their own financial indica-
tors, car company managers should also pay attention to the online user reviews of the
relevant companies when choosing their business strategies, so as to avoid financial
risks; and industry investors should also extract and analyse the information from the
texts in annual reports when conducting investment analysis, which will provide useful
directional guidance for their investment behaviour.
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Abstract. Rain and snow contain particles generated by different phys-
ical and chemical processes. Weather radars send directional pulses of
microwave radiation, on the order of a microsecond long. Between each
pulse, the radar station serves as a receiver as it listens for return signals
from particles in the air. This is the measurement principle of microwave
weather (meteorological) radar. Limited by the information processing
capability, the weather radar data published by the meteorological web-
site often have a large time interval, such as 6 min. Video frame interpo-
lation technology has made great progress in recent years with the devel-
opment of deep learning technology. The frame interpolation of weather
radar charts will bring users more accurate weather descriptions and
more intuitive decision-making references. This paper propose a novel
video frame interpolation algorithm for weather radar data, which is able
to generate the intermediate frames between the frames at the sampling
time.

Keywords: Weather radar · Convolutional neural networks · Deep
learning · Machine learning

1 Introduction

Weather radar is more sensitive to rain and snow in the air, so its reflectivity
can intuitively reflect the number of water molecules in the air. Weather radar
currently plays a huge role in many fields. Taking severe weather forecast as
an example, for areas with a particularly high incidence of hail severe weather,
hail will reduce the total output of grain and oil in the entire region to a large
extent, sometimes even as high as tens of thousands of catties. In aviation,
accurate weather forecasts will determine whether or not flights can take off on
time, affecting the travel plans of thousands of travelers [1,2].

Figure 1 shows a weather radar data of China at 10:30 a.m. on July 4, 2022.
The reflectance is marked with false color in the figure. High reflectivity indicates
that the size or number of precipitation particles per unit volume is large, which
in turn indicates that the region has a high possibility of precipitation.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): AIC 2022, LNEE 871, pp. 211–218, 2023.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1256-8_25&domain=pdf
https://doi.org/10.1007/978-981-99-1256-8_25


212 H. Ge et al.

Fig. 1. Weather radar data.

The weather radar data published by meteorological websites often have
a large time interval. Taking the Central Meteorological Observatory (http://
www.nmc.cn/publish/radar/chinaall.html) as an example, the data published
by it exists 6 min intervals. For some fields with high time precision, the time
interval of 6 min is difficult to meet its requirements.

In the field of aviation, the operation of aircraft is heavily dependent on
weather conditions. Whether it is flight time slot allocation, flight planning
or real-time diversion, the participation of the meteorological department is
required. With the development of 4D trajectory technology [3], the trajectory
planning of aircraft has reached the second level. Therefore, the 6-minute update
frequency of weather radar data has been difficult to support the needs of real-
time aircraft trajectory planning. Therefore, we propose a frame interpolation
algorithm based on optical flow and depth of field, which is used to provide
meteorological radar data with shorter time intervals, and is used for aircraft
trajectory planning in the aviation field and similar fields which require real-
time meteorological data.

In the field of computer vision, researchers have done a lot of research on the
problem of video frame interpolation. Video frame interpolation methods are
divided into three categories: flow-based, kernel-based, and phase-based. These
methods all estimate the optical flow field between two frames, and generally
obtain the intermediate frame by warping the previous frame. Video frame inter-
polation is particularly difficult in some scenarios, such as scenes and objects that

http://www.nmc.cn/publish/radar/chinaall.html
http://www.nmc.cn/publish/radar/chinaall.html
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are constantly moving and changing, or when there is occlusion, there will be
multiple solutions to the frame interpolation problem.

The contribution of our method can be summarised as:

(1) We propose a optical flow based frame interpolation framework to pre-
dict the motion trajectories of weather phenomena between images with
6-minute intervals.

(2) We propose to use the depth-of-field to optimize the effect of frame insertion
algorithm in weather radar data.

The rest of the paper is organized as follows. In Sect. 2, we first review related
work. The details of the proposed method are illustrated in Sect. 3. In Sect. 4,
we would presents and discuss the experimental results. Section 5 provides con-
clusions.

2 Related Work

In this section, we briefly introduce data processing methods for weather radar
data and different video frame interpolation algorithms.

2.1 Data Processing Methods for Weather Radar Data

YL Qin [4] proposes a method based on motion estimation and compensation,
which analyzes the evolution of the predicted radar date by calculating the
motion vector and chromaticity changes on the texture of the first two or more
images, so as to predict the texture content of the radar data in the next one or
more images.

Cică R [5] use three-dimensional single polarization weather radar data to
detect the hail clouds, using data including composite reflectivity, vertically inte-
grated liquid density and so on. The results show that radar variables have a
good detection effect on the areas where hail clouds were reported.

It can be seen that the weather radar data contains a lot of information, which
can provide help for many applications in many fields, so the data processing of
weather radar data is of great significance.

2.2 Video Frame Interpolation

Video frame interpolation is a fundamental computer vision task. The goal of
Video Frame Interpolation is to composite several frames between two adjacent
frames of the original video. It has become a compelling strategy for numerous
applications, such as frame rateup-conversion [6], video compression [7], and slow
motion generation [8–12].

In recent years, with the rapid development of deep neural networks, a large
number of researches have been conducted in this area. The mainstream app-
roach is to estimate the optical flow field between two frames, and generally
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obtain the intermediate frame by warping the previous frame [8,9,11,12]. In this
work, we use the model of Bao W [13], which is a video frame interpolation
framework, which utilized flow estimation, depth estimation, context extraction
and kernel estimation to generate the output frame.

2.3 Depth Estimation

Divided from the number of signal sources, depth estimation can be divided into
two types: depth estimation from stereo images [14] and depth estimation from
single image [15]. According to the type of input signal, depth estimation can
be divided into two types: depth estimation for image [14] and depth estimation
for video [16].

In this work, we use the model of Casser V [16], which is an depth estimation
network trained on the KITTI dataset [17]. This work addresses the monocular
depth problem by modeling individual objects’ motion in 3D.

3 The Proposed Approach

3.1 Algorithm Overview

Fig. 2. Architecture of the proposed video frame interpolation model. Solid boxes rep-
resent models and dashed boxes represent images.

Given two frames Ft(0) and Ft(1), our goal is to estimate an intermediate frame
Ft at time t ∈ [0, 1]. In this work, we adopt the flow estimation layer in Bao et
al. [6] to estimate the flow vector. Similar to Bao W et al. [13], after estimate
the intermediate flows, we adapt a warping layer to warp the input frames,
contextual features and depth maps. The warped frames is the output of our
framework (Fig. 2).

3.2 Flow Estimation

We adopt the state-of-the-art model ARFLOW [18] as our flow estima-
tion netrowk. We initialize our flow estimation network from the pre-trained
ARFLOW. It is an unsupervised learning of optical flow, which leverages the
supervision from view synthesis, has emerged as a promising alternative to super-
vised methods.
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3.3 Depth Estimation

We adopt the depth prediction model proposed by Casser et al. [16] as our depth
estimation network. The model is trained on KITTI dataset, and fine-tuned on
our weather radar data to obtain better performance on radar data.

3.4 Context Extraction

Unlike many traditional video frame interpolation models that use Resnet for
context ectraction, we adopt a context extraction network [13] with one 7×7
convolutional layer and two residual blocks, as shown in Fig. 3.

Fig. 3. Structure of the context extraction network.

3.5 Implimentation Details

Training Dataset. We constructed a dataset using the weather radar data
published by Central Meteorological Observatory (http://www.nmc.cn/publish/
radar/chinaall.html). This database contains weather radar data for 2020 with
a sampling interval of 6 min. The resolution of a single radar data is 1024*880.
We train our network to predict the frame that is not at the sampling time. We
augment the training data by horizontal flipping.

Training Strategy. We use a batch size of 10 to train the proposed network.
The initial learing rates of the context extraction is set to 1e−4. The flow estima-
tion and depth estimation networks are initialized from pre-trained models, so
we use learning rates of 1e-6 to train them. We train the network for 20 epochs
on an NVIDIA 3080Ti GPU card, which takes 2 days to converge.

http://www.nmc.cn/publish/radar/chinaall.html
http://www.nmc.cn/publish/radar/chinaall.html
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Fig. 4. The experimental results on our weather radar data. The proposed method is
able to generate the intermediate frame between the original frames.

4 The Experiments

We tested the proposed method on our weather radar dataset. In Fig. 4, we show
the experimental results of our method. As can be seen, we successfully generate
the intermediate frame between the frames at the sampling time points. In order
to be able to see clearly, the pictures in Fig. 4 are all cropped. The original picture
contains the entire territory of China. The size of the cropped picture is about
1% of the original picture.

Also, we are able to interpolate more frames between frames, like 3 frames or
5 frames or even more. The effect of frame interpolation is difficult to fully display
in the form of a small number of pictures. More detailed experimental results
can be seen in my github(https://github.com/ghghgh0001/frame-interpolation/
tree/main/examples) in the form of more pictures or gifs (Fig. 5).

Fig. 5. The proposed method is able to generate 3/5/7 or even more intermediate
frame between the original frames.

In Table 1, we provide quantitative performances on our weather radar
dataset. Our approach performs favorably against existing methods. “Avg”
means fill all the pixels with the mean of the corresponding pixels of adjacent

https://github.com/ghghgh0001/frame-interpolation/tree/main/examples
https://github.com/ghghgh0001/frame-interpolation/tree/main/examples
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frames. The experiments are tested on 1024 × 800 images for each method in
Table 1. It can be seen that our method performs better than the current main-
stream video frame interpolation algorithms on our weather radar dataset.

Table 1. Quantitative performances on our weather radar dataset.

Method PSNR SSIM

Avg 25.79 0.9441

DVF [9] 34.27 0.9645

SepConv-lf [11] 34.76 0.9661

SepConv-l1 [11] 34.81 0.9668

Our method 35.02 0.9684

5 Conclusion

In this work, we propose a novel video frame interpolation algorithm for weather
radar data, which is able to generate the intermediate frames between the
frames at the sampling time. Quantitative evaluations shows that the proposed
method outperforms existing frame interpolation algorithms on our weather
radar dataset. The effectiveness of the proposed method provides ideas for future
research on frame interpolation algorithms in the field of weather radar data.
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Abstract. Currently, many deep learning based methods for music gen-
eration have been proposed. However, these methods use time-domain
audio data to train their networks; consequently, these methods generate
low-quality music. This paper proposes using frequency-domain data that
are transformed from time-domain data to train a hybrid neural network
that combines a recurrent neural network with a generative adversarial
network to generate music in an end-to-end way. The automatic music
generation method proposed in this paper explores a new representation
of music data, and the results prove the effectiveness of our method.

Keywords: Deep neural network · long short-term memory(LSTM) ·
generative adversarial network(GAN) · music generation

1 Introduction

In recent years, deep learning based methods have been widely used in automatic
music generation [1]. A deep learning-based generator can automatically learn
models and styles from any music corpus and then generate music by making pre-
dictions or classifications based on the learned distributions and correlations [2].

Although convolutional neural network(CNN)-based methods have per-
formed well on music generation, they cannot express emotive music [3]. Because
recurrent neural networks (RNNs) can better learn long-term correlation, they
have been used in music generation and prediction [4]. To overcome the short-
comings of RNNs, variants known as LSTM networks [5] have been developed.
Eck et al. [6] proposed an LSTM method for automatic music generation by
learning the long-term correlation between data and the corresponding music
style. Furthermore, Goodfellow et al. [7] proposed a new framework network,
namely, the GAN, to learn data information through the mutual confrontation
between the generator and the discriminator. GANs have achieved good results
in both image generation and data augmentation by extracting salient features
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): AIC 2022, LNEE 871, pp. 219–228, 2023.
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from complex data and understanding the true underlying data generation dis-
tribution [8]. However, these methods use time-domain audio data to train their
networks; consequently, these methods generate low-quality music. This paper
proposes using frequency-domain data to train a hybrid neural network that
combines a RNN with a GAN to generate music in an end-to-end way. The main
contributions of this work can be concluded as follows:

1) A new data processing algorithm that can convert time-domain waveform
data into frequency-domain spectrogram data is proposed.

2) To better learn the long-term correlation between the spectrogram data, a
hybrid neural network that combines LSTM with a generative adversarial
network is proposed to generate music in an end-to-end way.

2 Related Works and Preliminaries

Some traditional algorithms, such as hidden Markov models [9], random sam-
pling generation and statistical models based on composition rules [10], are used
for music generation. However, they depend heavily on handcrafted image fea-
tures, as their modelling capabilities are still significantly limited. Recently, deep
learning has been used for music generation. However, deep learning methods
need time-domain audio data to train their networks; consequently, these meth-
ods generate low-quality music.

2.1 Music Data Representation

With the continuous deepening of the research on automatic music generation,
the data used for training are constantly changing in various forms. For instance,
the earliest form of data used for deep learning music generation tasks is the
one-hot vector [11]. By converting each note in a piano piece into a one-hot
vector, the piano pieces are represented in matrix form for subsequent processing
and network training. Other ways of processing music data into symbolic form
include the MIDI form [12], which represents music as note-on and note-off
information, corresponding to the start and end of notes. Each note-on and
note-off message is also accompanied by a MIDI note number, key velocity value,
channel specification and timestamp. MusicXML [13] is an extensible markup
language that converts music data into textual data. A rule is defined to encode
documents in a human- and machine-readable manner. In addition, CSV [14]
and Rendering [15] are both symbolic data forms. Later, time-domain waveform
data appeared [16]; these data are sorted by time and follow a certain standard
or standard coding.

This work proposes transforming time-domain data into frequency-domain
data for training. The difference between our method and the existing method is
that the audio data are converted into spectrograms; thus, our method explores
a new way of processing music data.
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2.2 Discrete Short-Time Fourier Transform

Speech signal is a typical non-stationary signal, and the characteristics of non-
stationary signal will change with time where the characteristic is frequency
in signal processing [17,18]. To learn this time-varying characteristic, the time-
frequency analysis of the signal is performed using a short-time Fourier transform
(STFT). The main idea of the STFT is to consider not the whole signal but only
a small part of the signal. An STFT window function, which is nonzero for a
short period, is used. A window function in STFT is used, which is is non-zero
for a short period of time. Then multiply the original signal by the window
function to get the window signal. Then, the original signal is multiplied by the
window function to obtain the window signal. To obtain frequency information
at different instants, the window function is moved in time, and the Fourier
transform is calculated for each resulting window signal. The definitions are
given as follows:

X (m, k) :=
N−1∑

n=0

x(n + mH)w(n) exp(−2πikn/N) (1)

let x : [0 : L − 1] := {0, 1, . . . , L − 1} → R be a real-valued discrete-time (DT)
signal of length L obtained by equidistant sampling with respect to a fixed
sampling rate Fs given in Hertz. Furthermore, let w : [0 : N − 1] → R be a
sampled window function of length N ∈ N, with m ∈ [0 : M ] and k ∈ [0 : K].
The number M :=

⌊
L−N
H

⌋
is the maximal frame index such that the window’s

time range is fully contained in the signal’s time range. (Later, some variants will
use padding strategies.) Furthermore, K = N/2 (assuming that N is even) is the
frequency index corresponding to the Nyquist frequency. The complex number
X (m, k) denotes the kth Fourier coefficient for the mth time frame.

The spectrogram is a two-dimensional representation of the squared magni-
tude of the STFT:

Y(m, k) := |X (m, k)|2 (2)

the spectrogram can be visualized by a two-dimensional image, where the hor-
izontal axis represents time and the vertical axis represents frequency. In this
image, the spectrogram value Y(m, k) is represented by the intensity or colour
in the image at the coordinate (m, k).

3 Model and Formulation

The overall architecture of this study is shown in Fig. 1. First, the data are
preprocessed into the frequency-domain spectrogram. Then, we use the combined
LSTM-GAN network we used for training. Through the system proposed in this
paper, we can better learn the long-term and spatial correlation of audio data,
and the combination of the two results in smoother and more harmonious music.
The method and model adjustment strategy are described in detail.
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Fig. 1. Overall research framework flow chart.

3.1 Data Preprocessing

In this study, songs of the same genre were collected from the same singer for
training; each of these songs was processed into segments of the same length.
Eighty percent of these segments are used for training, and twenty percent are
used for testing to learn the frequency-domain features of music and to generate
the same music style based on the frequency-domain features.

Because of the nature of the human perception of sound, we know that each
fixed note corresponds to a fixed frequency value. We can associate to each pitch
p ∈ [0 : 127] a centre frequency Fpitch(p) (measured in Hz) defined as follows:

Fpitch(p) = 2(p−69)/12 · 440 (3)

With the intrinsic link between music and frequency, we propose to process
the data in the frequency domain. The overall process of the data preprocessing
is shown in Fig. 2.

Fig. 2. Overall data processing flow chart.
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The form of the time-domain waveform of each segment is obtained by using
the Python standard library; a specific example is shown in Fig. 3(a).

Fig. 3. (a) Sample example time-domain waveform. (b) Sample instance spectro-
gram(linear). (c) Sample instance spectrogram(dB).

Then, the waveform of each segment is transformed into the frequency
domain by using a discrete Fourier transform; a specific example is shown in
Fig. 3(b).

Finally, we convert the linear spectrum into a logarithmic spectrum; the pur-
pose of this transformation is to pull up those components with lower amplitudes
relative to those with higher amplitudes. A specific example is shown in Fig. 3(c).

3.2 Model

The neural network model proposed in this study consists of an LSTM net-
work and a GAN. By combining LSTM with a GAN, the temporal information
and spatial structure information of the spectrogram can be better learned. An
LSTM network can learn the long-term correlation between the time series data
better than a CNN. GANs are very effective generative model. GANs can be
used in the constant game between the generator and the discriminator to com-
pare the generated samples with the real data, and GANs obtain samples with
characteristics similar to those of the real data. The overall architecture of the
proposed model is shown in Fig. 4.

Generator Network. The structure of the generator network is shown in Fig. 4
Generator. By training the generator, the distribution characteristics of real data
are learned. The LeakyReLU function is used as the activation function. We
input random data into the network in the form of a matrix, and the corre-
sponding sample matrix ID is generated through the network.

Discriminator Network. The structure of the discriminator network is shown
in Fig. 4 Discriminator. The discriminator distinguishes the generated samples
from the real data, by estimating the probability that the samples come from
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Fig. 4. Model system framework. The LSTM and GAN are combined into a hybrid
model. The noise vector z is the input and the output G(z) is obtained through the
generator. The discriminator then discriminates between G(z) and real data.

the real training dataset rather than the generator. The resulting sample matrix
is fed into the discriminator network along with the original dataset for training.

3.3 Griffin-Lim Algorithm (GLA)

The GLA [19] (named after their authors) was presented in 1984 in [20]. This
algorithm aims to estimate a signal from its modified short-time fourier trans-
form. The algorithm is a phase reconstruction method based on short-time
fourier transform redundancy. Using the known amplitude spectrum and the
unknown phase spectrum, the phase spectrum is generated by iteration, the
phase spectrum is obtained by summing the known amplitude spectrum and
calculation, and the speech waveform is reconstructed. In this paper, the rela-
tionship between frames is used to estimate the phase information to reconstruct
the speech waveform. The algorithm steps are as follows:

1) Randomly initialize a phase spectrum;
2) Use this phase spectrum and the known amplitude spectrum to synthesize a

new speech waveform by use an inverse short-time fourier transform (ISTFT);
3) Use the synthesized speech to perform an STFT to obtain a new amplitude

spectrum and a new phase spectrum;
4) Discard the new amplitude spectrum, and synthesize new speech with the

known amplitude spectrum and the new phase spectrum;
5) Repeat steps 2, 3, and 4 several times until the synthesized speech achieves

satisfactory results.
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4 Experiment and Evaluation

This section presents the feasibility and experimental results used to verify the
proposed method. The processed dataset is put into the network for training, and
the optimal parameters are obtained by 500 iterations of the gradient descent
method. The learning rate is gradually decreased from 0.1.

The trained generator is used to generate music, and the obtained spectro-
gram is shown in Fig. 5(a). The figure shows that the spectrogram has some
frequencies similar to the original spectrogram.

Fig. 5. (a) Generate sample spectrogram(dB). (b) Generate sample spectro-
gram(linear). (c) Generate sample time-domain waveforms.

Then, we use the GLA method to inversely transform the generated spectro-
gram to obtain its linear spectrogram and time-domain waveform, as shown in
Fig. 5(b). The time-domain waveform diagram shows that the generated wave-
form diagram has some obvious noise, which is also a defect of this research.
Finally, the time-domain waveform is converted into an audio file, as shown in
Fig. 5(c). The music style is very similar to that of the original audio, but the
distortion caused by the transformation is also serious.

4.1 Low-Level Feature Comparison

We use the network to extract low-level features from the generated and original
data. The network structure diagram is shown in Fig. 6. The original data and
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the generated data are put into the network to obtain their corresponding low-
level feature vectors.

Fig. 6. Low-level feature network flowchart.

Figure 7(a) shows the low-level feature map of the original real data, and we
can obtain the results shown in Fig. 7(c) by numerically discretizing the data.
Figure 7(b) represents the low-level features of the generated sample data, and
by numerically discretizing them, we can obtain the results shown in Fig. 7(d).
By representing the low-level features of the original real data and the generated
data, we can analyse the similarity and error values between both types of data.

Fig. 7. (a) Real data low feature waveform. (b) Sample data low feature waveform. (c)
Real data value of low feature. (d) Sample data of low feature.
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Then, we compare the error value between the low-level features of the orig-
inal data and the generated samples to obtain the overall error probability. The
formula for the error probability is expressed as:

Verror = |Ysample − Yreal| (4)

where Verror denotes the error value and Ysample and Yreal represent the low-level
features of the sample and the original data, respectively.

Using the above formula, we can obtain the size of the error difference, and
the size of the obtained error value is shown in Fig. 8.

Fig. 8. (a) The low-level feature error of our proposed method(Our − errm = 0.0118).
(b) The low-level feature error of WaveNet method(WaveNet− errm = 0.0286).

As Fig. 8(a) shows, most of the low-level feature error values are below 0.02,
while the feature similarity is high; this finding proves that our network has
learned the corresponding feature information.

In addition, we used the same data to train the WaveNet model and our
model to compare the low-level feature error rates. The representation of the
low-level eigenvector error rate obtained by WaveNet is shown in Fig. 8(b). The
low-level feature error values of the two methods are averaged separately. It can
be obtained that the mean error value of our proposed model is 0.0118, and
the mean error value of WaveNet is 0.0286. This figure shows that our proposed
method has a lower error rate than WaveNet.

5 Conclusion

In this paper, we transform audio data into the frequency domain to train a
hybrid neural network, and the results prove the effectiveness of our method.
In addition, learning in the frequency domain provides new ideas for processing
audio data multimodally.
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Abstract. Models in previous studies about inclusive finance often include eco-
nomic data while excludes public online statements. In this paper Random Forest
Regression (RFR) model is trained on the annual influencing factors and annual
financial inclusion index to predict quarterly financial inclusion index by the quar-
terly influencing factors to expand the size of data. Then, BOWmodel tf-idf algo-
rithm is used to convert COVID-19 – loan related online statements into word
vectors. Lastly, these influencing factors of different lag periods are passed into
the RFR model to compare their performance. Result of models shows that there
is impact the epidemic has on the development of inclusive finance, and the lag
period of the impact opinion texts on financial inclusion is 2 quarters.

Keywords: COVID-19 · Inclusive Finance · Machine Learning · Data
Augmentation · Natural Language Processing

1 Introduction

Inclusive financemeans that everyone has financial needs to access high-quality financial
services at the right price in a timely and convenient manner [1]. Policy makers in Asian
countries have taken different steps to develop inclusive finance [2] as it is important to
reduce the financial crisis, improve the financial equity, reduce financial exclusion, and
build a sustainable inclusive finance to develop the economy of a country [3].

Many areas have changed dramatically in China during COVID-19 since 2020. Rev-
enues and cash flows of SMEs generally have declining. In order to stimulate economic
development. China has adopted a series of policies, such as reducing taxes and fees
and increasing financing support for SMEs, which likely to have an impact on financial
inclusion. Whether the epidemic has had an impact on the development of financial
inclusion, and if so, what kind of impact it is, are the main research questions.

Scholars have studied the influencing factors of financial inclusion before. Xiaocui
Deng [4] found that the inclusive finance index is positively correlated with the degree of
economic development level, deposit resources utilization level, urbanization level, and
is not related to the education degree. Huang Jie, Zhang Wenshuang, Ruan Weihua [5]
analyzes the network characteristic and impact factors of internet finance development

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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in China, and found that The geographical location of different regions affects the level
of inclusive financial development. Liu X, Guo S [6] consider the relationship between
inclusive finance, environmental regulation and population health under epidemic con-
ditions, but does not consider the impact of the pandemic and pandemic-loan related
online statements. Thus, a quantitative approach is taken to examine the impact of the
epidemic on financial inclusion in this research.

Considering the financial inclusion index is annual data and the data volume is
small, Random Forest Regression [7] model will be trained for data augmentation to
expand the annual data into quarterly data. We will compare the performance of RFR
models includes and excludes COVID-19 related variable to confirm whether there is
a relationship between the epidemic and the development of inclusive finance in this
process. Then, we will transforme the COVID-19 – loan related online statements into
quarterly words vectors by Bag of Words Model [8] TF-IDF Algorithm [9]. All these
influencing factors will be added to the RFR model to explore the lag period of the
impact COVID-19 – loan related online statements on inclusive finance.

2 Methodology and Related Theories

2.1 Bag of Words Model TF-IDF Algorithm

The bag-of-words model (BOW) [8] converts text into word vectors based on the fre-
quency of words in the text, which ignores the information of word order. TF-IDF
values [9] which represent the importance of different keywords in the text, can be used
to replace the frequency of the word vector in the bag-of-words model to represent the
meaning of the document better. The formula for calculating the TF-IDF value is as
follows:

TF − IDFi,j = TermFrenquencyi,j ∗ log2(
D

DocumentFrequencyi
) (1)

i and j represent word and document. TermFrenquencyi,j represents the frequency
of the the word i in the the document j. D represent the number of documents.
DocumentFrequencyi represents the number of documents in the document base that
contain the word i. This paper we adopt the Bag of Words Model TF-IDF Algorithm in
Sklearn module in Python.

2.2 Principles of Random Forest Regression

The Random Forest (RF) algorithm has been widely used for classification and regres-
sion. Multiple binary decision trees composed The Random Forest Regression (RFR).
The selection of segmentation variables and points of every binary decision tree in this
model is exhausted, and weighted impurity of each sub node G(xi, vii) is generally used
to measure the quality of segmentation. This paper we adopt the RandomForestRegres-
sor function in Sklearn module in Python, in which the MSE function (H (Xm)) is taken
as the impurity function.

G
(
xi, vij

) = nleft
Ns

H
(
Xleft

) + nright
Ns

H
(
Xright

)
(2)
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H (Xm) = 1

Nm

∑

i∈Nm
(y − ym)

2 (3)

xi represents a segmentation variable, vij represent a segmentation value of the segmen-
tation variable, nleft , represents the number of training samples of the left sub node after
segmentation, nright represents the number of training samples of the the right sub node,
Ns represents the number of all training samples of after segmentation. Xleft and Xright
are the training sample set of the left and right sub nodes, ym is the average value of the
target variable of the current node sample. The segmentation variable and the segmen-
tation point to minimize G will be find in the training process. The prediction result of
RFR is obtained by averaging the prediction results of all internal binary decision trees
[7].

2.3 Methodology

In this paper, Random Forest Regression model is trained on the annual influencing
factors (Xi) and annual financial inclusion index (y). Quarterly financial inclusion index
(y

∧

) is predicted by themodel trained on the quarterly influencing factors (Xi) to expanding
the size of data. Then, BOW model tf-idf algorithm is used to convert texts into word
vectors (Xi+1 ∼ Xm). All these influencing factors of different lag periods are passed
into the RFRmodel to compare their performance. The framework of this paper is shown
as Fig. 1.

Firstly, we performed data augmentation considering the small amount of data. The
RFR model is employed to illustrate the relationship between annual financial Inclu-
sion index and its influencing factors which include year, the code of province, annual
gross domestic product (GDP), annual per capita disposable income of urban residents,
fluctuation value of annual consumer price index (CPI), and number of new diagnoses.
To confirm that there is impact of the epidemic on financial inclusion, the performance
of model regressions that included and excluded the epidemic indicator of the number
of new confirmed diagnoses are compared. Then, the RFR model is utilized to predict
quarterly financial Inclusion index based on the quarterly factors from the first quarter
of 2010 to the first quarter of 2022.

Secondly, variables reflecting public opinion are introduced into the RFR model
because they may also have an effect on the development of inclusive finance. The
BOW model tf-idf algorithm is adopted to transform the text into 15-dimensional word
vectors and 15-dimensional quarterly word vectors are obtained based on the quarterly
mean of the tf-idf values. Due to the possible time lag effect in public opinion on the
development level of inclusive finance, texts of quarter t-1, quarter t-2, quarter t-3 are
each added into the RFRmodel obtained to investigate the relationship between financial
inclusion index and all these influencing factors of last quarter.

For all models, Root Mean Squared Error (RMSE) (in the unit of thousands) and
MeanAbsolute Percentage Error (MAPE) are used tomeasure their performance.Where
m represents the total number of samples, yj

∧

represents predicted value of samples and
yj represents the mean of true samples [7].

RMSE =
√

1

m

∑m

j=1
(yj − yj

∧

)
2 (4)
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Fig. 1. Methodology Framework

MAPE = 1

m

∑m

j=1
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∣
yj − y

∧

j

yj

∣∣∣∣
∣

(5)

3 Experiment and Analysis

3.1 Data Preparation

We collect data of quarterly gross domestic product (GDP), quarterly per capita dis-
posable income of urban residents, monthly fluctuation value of annual consumer price
index (CPI) of 31 provinces from 2010 to 2022, the number of new confirmed diag-
noses, financial inclusion index and 5263 sample data of epidemic-related texts from 1
quarter of 2020 to 1 quarter of 2022 from CEinet Statistics Database, Provincial Health
CommissionWebsites, WeiboWebsite, and Peking University Digital Inclusive Finance
Index Report.

Considering the availability of data, 31 provinces we selected includes Anhui,
Beijing, Fujian, Gansu, Guangdong, Guangxi, Guizhou, Hainan, Hebei, Henan, Hei-
longjiang, Hubei, Hunan, Jilin, Jiangsu, Jiangxi, Liaoning, Inner Mongolia, Ningxia,
Qinghai, Shandong, Shanxi, Shanxi, Shanghai, Sichuan, Tianjin, Xizang, Xinjiang,
Yunnan, Zhejiang, Chongqing.
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3.2 Experiment I – Data Augmentation Model

Feature Selection. On the base of previous studies, we take year (X1), the code of
province (X2), annual gross domestic product (GDP) (X3), annual per capita disposable
income of urban residents (X4), and fluctuation value of annual consumer price index
(CPI) (X5) as the financial inclusion index influencing factors. The correlation coefficient
between financial inclusion index and the number of new confirmed diagnoses (X6) is
0.107, with a p-value of 0.060. The performance of model regressions that included
and excluded the epidemic indicator of the number of new confirmed diagnoses are
compared. The comparison results are shown as the Table 1.

Table 1. Performance of Models

Include X6 Exclude X6

RMSE 10.697 11.106

MAPE 4.715 4.784

Model Construction. The data are randomly divided into training set and testing set
at a ratio of 9:1, the training set is used to train the Random Forest Regressor model,
and the model trained is used to test the testing set. Results show that the lower RMSE
of testing set in model include X6 is 10.697, and lower MAPE of testing set in model
include X6 is 4.715.

Acquisition of Variables for Prediction. X1, X2, the quarterly data of X3, X4, X5, X6
and X7 (quarter) from 31 provinces are collected from CEinet Statistics Database. The
quarterly data of X6 equals to the average of ring consumer price index during that
quarter.

Prediction Results. The 1519 predicted values of quarterly financial inclusion index of
31 provinces are obtained. Prediction results are shown as Table 2. These data will be
applied to the following model.

Table 2. Prediction Results of Quarterly Financial Inclusion Index

Year Quarter Province F I I

2010 1 Anhui 27.444

2010 2 Anhui 27.459

2010 3 Anhui 26.911

(continued)
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Table 2. (continued)

Year Quarter Province F I I

2010 4 Anhui 26.911

2011 1 Anhui 26.911

…… …… …… ……

2021 3 Chongqing 286.791

2021 4 Chongqing 285.565

2022 1 Chongqing 285.909

3.3 Experiment II – Text Prediction Model

Feature Selection. The quarterly words vectors on 15 dimensions (X8 to X22) are intro-
duced into the RFRmodel, withX1 toX7 remain constant. 5263COVID-19 – loan related
online statements from 1 quarter 2020 to 1 quarter 2022 are obtained from the Weibo
Website. The quarterly words vector ranging from zero to one equals to the average of
all tf – idf values of the 15 most important keywords in texts grouped by quarters during
that quarter. The quarterly words vector on 15 dimensions is returned from BOWModel
TF-IDF Algorithm.

Model Construction. The first model (Model_t-1) takes X3–X6, X8–X22 of the last
quarter, X1,X 2,X 7 of the current quarter as variables. The second model (Model_t-2)
takes the X8 and X22 of the quarter before last month, X3–X6 of the last quarter, and X1,
X2, X7 of the current quarter as variables. The third model (Model_t-3) takes takes the
X8 and X22 of the quarter before last 2 quarters, X3–X6 of the last quarter, and X1, X2,
X7 of the current quarter as variables. The dataset also divided into training and testing
set with ratio 9:1, then the RFR model is trained on train set and used to test the test set.
Performances of models with different lag periods are shown as Table 3.

Table 3. Performances of models

Model_t-1 Model_t-2 Model_t-3

RMSE 1.630 0.163 1.454

MAPE 0.754 0.050 0.758

Comparison Results. Model_t-2 with lowest RMSE andMAPE shows the best perfor-
mance, which means that the lag period of the impact COVID-19 – loan related online
statements on financial inclusion index is 2 quarters.
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4 Conclusion and Future Works

In this paper, we predict quarterly financial inclusion index based on the quarterly influ-
encing factors by using the Random Forest Regression model. And the model which
introduces the number of new confirmed diagnoses works better, which indicate a
relationship between the epidemic and financial inclusion.

The RFR prediction model which introduces COVID-19 – loan related online state-
ments with two-quarters lagging works better than the model with one-quarter and
three-quarter lagging, as it achieves better performance with lowest RMSE and MAPE.

This paper provides a method to expand the amount of data. The result of models
shows that there is impact the epidemic has on the development of financial inclusion,
and the lag period of the impact COVID-19 – loan related online statements on financial
inclusion index is 2 quarters. But there is still a big margin for improvement in the future
work. More quarterly data and more influencing factors will be introduced to improve
the performance of the prediction model.
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Abstract. Visual pose estimation is essential for many space appli-
cations, such as autonomous robots for planetary exploration, asteroid
exploration, and spacecraft pose estimation. However, the high reliability
requirement of space applications cannot be satisfied by general visual
pose estimation algorithms based on heuristic local optimization. This
paper briefly introduce certifiable optimal algorithms for the visual pose
estimation framework to the aerospace research community, including
both visual relative pose estimation problem and pose-graph optimiza-
tion problem. The original optimization problem is reformulated as a
quadratically constrained quadratic program (QCQP) problem, whose
Lagrangian dual function is a semidefinite programming (SDP) problem
which is convex. Simulation results demonstrate the feasibility of certifi-
able optimal visual pose estimation algorithms based on the zero duality
gap for typical application scenarios.

Keywords: 3-D vision · global optimization · Lagrangian duality ·
pose estimation · quadratically constrained quadratic program
(QCQP) · semidefinite programming (SDP)

1 Introduction

Three-dimensional (3-D) vision and visual pose estimation is an enabling tech-
nology for autonomous driving [1], augmented reality (AR) devices as well as
future metaverse applications [2]. Besides that, visual pose estimation is also
essential for many space applications, such as autonomous robots for planetary
exploration [3], asteroid exploration [4], and uncooperative spacecraft pose esti-
mation [5–7].
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Space applications commonly require very high reliability, but visual pose
estimation is normally formulated as a high-dimensional, non-convex, non-linear
optimization problem and heuristic local iterative searching algorithms are usu-
ally adopted to tackle the optimization problem [8,9], which cannot provide
guarantee on obtaining a global optimal solution [10]. Thus, it is urgent to pro-
pose an algorithm to get a certifiable global optimal solution.

In 2006, Banderia proposed the concept about probably certifiably correct
(PCC) algorithms and probabilistic certifier [11]. Motivated by the paper, several
visual pose estimation algorithms with probabilistic certifiers has been proposed
[12,13]. The de-facto visual pose estimation framework is depicted in Fig. 1,
where relative pose (RP) is estimated between two images containing overlapped
scene, then a pose graph is constructed using these relative pose results and a
pose-graph optimization (PGO) is conducted to estimate all poses [14–17].

Fig. 1. The de-facto visual pose estimation framework.

In this paper, certifiable optimal visual pose estimation algorithms are intro-
duced, containing both certifiable optimal relative pose estimation algorithms
(in Sect. 2) and certifiable optimal PGO algorithms (in Sect. 3).

2 Certifiable Optimal Relative Pose Estimation

There are generally two paradigms about relative pose estimation methods, one
is called the direct method based on photometric residual of pixel intensities, the
other is called keypoints-based method based on salient and repeatable points
(called keypoints), which can be obtained by hand-engineered methods or deep-
learned methods [18]. We discuss the keypoints-based method in this paper, since
it usually achieve higher accuracy in visual-feature-rich environments.

As depicted in Fig. 2, relative pose estimation problem is that given a set of N
pair-wise correspondences (fi,f

′
i) between two central and calibrated cameras,

we aim to estimate the relative rotation R and translation t between these two
camera frames.

There are roughly two categories to estimate the relative pose, one is called
the minimal solvers (e.g., the 5 point algorithm [19]), the other is called the
non-minimal solvers based on direct linear transformation (DLT) algorithm [20]
or eigenvalue-based algorithm [21]. Since DLT-based algorithm can leverage all
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Fig. 2. Relative pose estimation problem.

the keypoints, it usually has high accuracy. To achieve higher accuracy, the local
optimization algorithm on essential matrix manifold is proposed using DLT-
based solution as a initial guess [22,23], where the original optimization problem
is formulated as

f�
RP = min

E∈ME

= vec (E)T
Cvec (E) , (RP-Original)

where E is the essential matrix and defined as

E =

⎡
⎣

eT
1

eT
2

eT
3

⎤
⎦ =

⎡
⎣

e11 e12 e13
e21 e22 e23
e31 e32 e33

⎤
⎦ ,

ME �
{
E|E = [t]× R,∃R ∈ SO(3), b ∈ S2

}
is an essential matrix set, the spe-

cial orthogonal group is defined as SO(3) �
{
R ∈ R

3×3|RT R = I,det(R) = 1
}
,

the 2-sphere set is defined as S2 �
{
t ∈ R

3|tT t = 1
}
, vec (E) � [e1;e2;e3],

C =
∑N

i=1 (fi ⊗ f ′
i) (fi ⊗ f ′

i)
T is a Gram matrix, which is positive semidefinite

and symmetric and ⊗ means Kronecker product.
By reformulating the Equation (RP-Original) into a quadratically con-

strained quadratic program (QCQP) form [24,25], we have

f�
RP = min

x∈R12
xT Qx, (RP-Primal)

s.t. xT A1x = 1,

xT Aix = 0, i = 2, 3, ..., 6,

where x � [vec (E) ; t], {Ai}6i=1 are the 12×12 symmetric corresponding matrix
forms of the quadratic constraints, and

Q =
[

C 09×3

03×9 03×3

]
∈ S

12
+ .
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By using the Lagrangian duality theory, we get the dual problem of the
Equation (RP-Primal) as [24,25]

d�
RP = max

λ
λ1, (RP-Dual)

s.t. M(λ) � 0,

where M(λ) � Q − ∑6
i=1 λiAi is the so-called Hessian of the Lagrangian and

λ = {λi}6i=1 are the Lagrange multipliers.
Since the Lagrangian dual problem in Equation (RP-Dual) is a semidefinite

programming (SDP) problem, which is convex and its global optimal solution
can be obtained. According to the Lagrangian duality theory, if the duality gap
ΔRP = f�

RP − d�
RP is numerically equal to zero, then the candidate solution can

be certified as the global optimal solution.
To demonstrate the certifiable optimal relative pose estimation method, we

conduct a series simulation experiments. Random scenes are generated by setting
p1 = 0, R1 = I3×3, random translation is set to less than 2, random Euler angles
is set to less than 0.5 radians, random depth is set between 4 and 8, focal length
is set to 800 pixels, number of correspondences is set to 10, and field of view
(FOV) is set to 100◦ [33]. The initial guess is obtained using OpenGV library
[26], the manifold optimization is obtained using Manopt toolbox [27], and the
SDP problem is solved using CVX package [28].

Some simulation results are summarized in Table 1, where σ is the standard
deviation of Gaussian noise, fDLT is the object function value using DLT-based
initial guess, εrot and εtran are the rotation error and the translation direction
error, which are defined as [25]

εrot = arccos
(

trace(RT
trueR

�) − 1
2

)
· 180

π
,

εtran = arccos
(

tT
truet

�

‖ ttrue ‖ · ‖ t� ‖
)

· 180
π

,

tSDP is the runtime of the SDP solver using MATLAB 2021a installed on a
laptop computer with Intel i5-12500 H processor and 16 GB RAM.

Table 1. Simulation results for relative pose estimation problem.

σ[pixel] fDLT f�
RP d�

RP εrot [◦] εtran [◦] tSDP[s]

0.5 4.4339 × 10−6 5.2777 × 10−8 3.9860 × 10−8 0.0755 0.0701 0.6832

1 1.7964 × 10−5 2.5494 × 10−7 2.2338 × 10−7 0.1619 0.2480 0.6845

2 6.8592 × 10−6 2.6474 × 10−6 1.3980 × 10−6 0.2894 0.8684 0.6751

10 1.2947 × 10−4 1.6305 × 10−5 5.8175 × 10−7 1.3185 1.8726 0.6445

From Table 1, we can observe that (i) the increasing standard deviation of
Gaussian noise leads to larger object function value as well as larger rotation and
translation error; (ii) optimization on essential matrix manifold leads to higher
accuracy compared with the DLT-based algorithm, since fDLT > f�

RP; (iii) for
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small noise scenarios (i.e., σ = 0.5 or 1 pixel), which are also the typical practical
application scenarios, the duality gap ΔRP = f�

RP − d�
RP is numerically equal to

zero, thus the candidate solution can be certified as the global optimal solution,
and this certifiable optimal method cannot be used for large noise cases; (iv)
since the time for estimating the RP is almost determined by the runtime of the
SDP solver, it is possible to conduct realtime RP estimation since tSDP < 0.7 s.

3 Certifiable Optimal Pose-Graph Optimization

After obtaining the relative pose estimation, a directed graph G(V, E) called
the pose graph can be constructed, where each vertex represents a pose xi,
i ∈ V = {1, ..., n} and each edge represents a relative pose estimation x̄ij between
vertex i and j, (i, j) ∈ E .

The measurement model is given as follows:

t̄ij = RT
i (tj − ti) + tε, tε ∼ Gaussian

(
03, ω

2
t I3

)
,

R̄ij = RT
i RjRε, Rε ∼ vonMises

(
I3, ω

2
R

)
,

where vonMises(S, κ) denotes the isotropic von Mises-Fisher (or Langevin) dis-
tribution with mean S ∈ SO(3) and concentration parameter κ [29].

Based on the assumed noise distribution, the original pose graph optimization
problem can be formulated as

f�
PGO = min

ti∈R3,Ri∈SO(3)

∑
(i,j)∈E

ω2
t ‖ tj − ti − Rit̄ij ‖2 +

ω2
R

2
‖ Rj − RiR̄ij ‖2F,

(PGO-Original)

where ‖ · ‖2F is the Frobenius matrix norm and ‖ S − R ‖2F is usually referred to
as the chordal distance between two rotations S and R [30].

By reformulating the Equation (PGO-Original) into a QCQP form [10], we
have

f�
PGO = min

x,y
‖ Ax − by ‖2, (PGO-Primal)

s.t. xT Eiuvx = 1, u = v, u, v = 1, 2, 3

xT Eiuvx = 0, u �= v, i = 1, ..., n − 1

y2 = 1,

where Eiuv is the stacked coefficient matrices with suitable zero blocks for
padding without rows and columns corresponding to the first pose.

By using the Lagrangian duality theory, we get the dual problem of the
Equation (PGO-Primal) as [10]

d�
PGO = max

λ

∑
i=1,...,n,u=1,2,3

λiuu + λy, (PGO-Dual)

s.t. M(λ) � 0,
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where λ is the vector of Lagrange multipliers, λiuu and λy are the associated
Lagrange multipliers for the orthonormality and homogeneity constraints in
Equation (PGO-Primal), respectively.

Since the Lagrangian dual problem in Equation (PGO-Dual) is a SDP prob-
lem, which is convex and its global optimal solution can be obtained. According
to the Lagrangian duality theory, if the duality gap ΔPGO = f�

PGO − d�
PGO is

numerically equal to zero, then the candidate solution can be certified as the
global optimal solution.

To demonstrate the certifiable optimal PGO method, we conduct a series
simulation experiments. A random 3D grid graph with 33 = 27 vertices are
generated and random loop closures with probability 0.1 are added between
nearly nodes [10], as depicted in Fig. 3. We varying the noise levels of translation
σT in meter and rotation σR in radian to check feasibility of the certifiable
optimal PGO algorithm. The initial guess is obtained using chordal initialization
[31], the PGO result is obtained via the Gauss-Newton (GN) algorithm [32], and
the SDP problem is solved using CVX package [28].

Fig. 3. A random generated 3D grid graph.

Some simulation results are depicted in Fig. 4 and summarized in Table 2,
where σ represents the same noise level of both translation and rotation for
simplicity, fchordal is the object function value using chordal initial guess.

Table 2. Simulation results for PGO problem.

σ fchordal f�
PGO d�

PGO tSDP[s]

0.01 8.9049 6.8786 6.8786 2.4849

0.05 1.6688 × 101 1.1126 × 101 1.1126 × 101 2.4895

0.1 2.7159 × 101 2.1879 × 101 2.1870 × 101 2.5293

0.5 4.7391 × 101 2.8264 × 101 1.3927 × 101 2.5245
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From Table 2, we can observe that (i) the increasing noise level leads to larger
object function value; (ii) iterative GN-based local optimization leads to higher
accuracy compared with the chordal initialization, since fchordal > f�

PGO; (iii) for
small noise scenarios (i.e., σ = 0.01 or 0.05), which are also the typical practical
application scenarios, the duality gap ΔPGO = f�

PGO − d�
PGO is numerically

equal to zero, thus the candidate solution can be certified as the global optimal
solution, and this certifiable optimal method cannot be used for large noise cases;
(iv) the time consumed by the SDP solver is about 2.5 s, which may be sufficient
to small-scale applications which do not require realtime PGO calculation, but
the calculation time of general-purpose SDP solver exponentially increase as the
number of nodes in each axis of the random 3D grid graph.

Fig. 4. PGO results with different noise level.

4 Conclusions

This paper introduces the certifiable optimal visual pose estimation algorithms
for both relative pose estimation problem and pose-graph optimization problem.
The core idea behind the algorithms is that the original optimization problem
can be reformulated as a QCQP problem and we can derive its Lagrangian
dual problem, the duality gap can be leveraged to certify the optimality of the
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candidate solution. Simulation results demonstrate the feasibility of the certifi-
able optimal visual pose estimation algorithms for typical application scenarios.
Therefore, it is possible to design and implement a certifiable optimal visual pose
estimation system for future space applications to enhance the reliability.
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Abstract. This research proposes a CNN-based model for automotive manufac-
turing companies to predict quarterly revenue that not only combines the sentiment
variables of online reviews with financial indicators, but also covers four-quarter
indicators of the firm itself, the industry average, and the average of the compa-
nies before and after their ranking. According to the experimental findings, our
suggested model outperforms the conventional machine learning model Random
Forest in terms of prediction accuracy by 75.2%. Business revenue predictions
that use a sample of data from three dimensions, including the company and the
industry average, perform 48.7% better than those that use only the company’s
own data. The model with comment variables outperforms the model without
comment sentiment variables in terms of prediction performance.

Keyword: Revenue prediction · CNN · Automotive manufacturing companies ·
Sentiment variables

1 Introduction

The automobile industry is one of the nation’s pillar industries. The revenue prediction
serves as a critical foundation for businesses to understand the futuremarket development
situation and formulate business plans.

There are numerous well-known models in the area of forecasting time series data,
such as SARIMA [2], VAR [1], etc. However, these models might not have the same pre-
diction performance as some models that use multivariate forecasting. Machine learning
models, includingRandomForests [3, 5], SVM, etc., can implement predictionwithmul-
tiple variables, but cannot use multidimensional variables. Therefore, some researchers
adopt deep learning models such as LSTM [6] or use CNN for feature extraction and
LSTM for time series prediction [7], but they fail to take advantage of CNN’s ability to
handle multi-channel data. Some researchers proposed 3D convolutional models using
information in various stock markets [4], but only commercial data is included. Some
combined textual data with financial information [8], but the texts are just from financial
report.
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We therefore propose a CNN-based model that combines the sentiment variables of
online comments with financial indicators. And this model covers not only the indicators
that combine the three dimensions of the firm itself, the industry average, and the average
data of the companies before and after their ranking, but also all indicators for the four
quarters prior to the current quarter.

2 Methodology

In this research, we apply the CNN model to the task of predicting business revenue for
automotive manufacturing companies.

The experiment is brokendown into four steps. Thefirst step is to convert the collected
comment text into sentiment variables and calculate the corresponding industry average
data as well as the corresponding average data of the companies before and after their
ranking based on their own financial data and the comment sentiment variable data.
The second step is to prepare samples as required by the CNN model’s input layer,
with all of the feature variables from the four quarters preceding each quarter and the
current quarter’s business revenue as a set of samples. The third step is to construct
the CNN model and feed it the prepared sample training set for training and tuning.
The complicated network topology may cause issues like overfitting due to the small
sample size, making the model’s prediction less accurate. We finally suggest a model
structurewith a convolutional layer and two full-connection layers aftermultiplemultiple
attempts. The framework of the proposed model is outlined in Fig. 1.

Fig. 1. Methodology Framework

The output matrix of the convolution layer is z(l−1)
u,v . x(l−1)

i+u,j+v is the input feature
sample, krot is the result of 180 degrees of rotation of the convolution kernel k, and b is
the paranoid unit.

z(l−1)
u,v =

∑∞
−∞

∑∞
−∞ x(l−1)

i+u,j+v · krot(l)i,j · χ(i, j) + b(l) (1)

χ(i, j) =
{
1, 0 ≤ i, j ≤ n

0, others
(2)
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The activation function of the convolutional and fully connected layers are Relu
functions (a(x)).

a(x) = max(0, x) (3)

The fourth step is to predict the test set using the obtained model and to evaluate the
model prediction effect. The Root Mean Squared Error (RMSE)is adopt to measure the
performance. Where m is the total number of samples, yj

∧

represents predicted value of
samples and yj represents the mean of true samples.

RMSE =
√

1

m

∑m

j=1
(yj − yj

∧

)
2 (4)

3 Experiment and Analysis

3.1 Data Preparation

The raw data which collected fromCSMARDatabase and GubaWebsite contains a total
of 11,342 samples of revenue and other 16 financial indicators from 2011 to 2022 for
175 automotive manufacturing companies and 180,191 comments on these companies
from July 2011 to July 2022.

The text of each comment is transformed into two variables. One is the probability
that the emotion expressed by the comment is positive. The other is the emotion tag
formed after the judgment of the comment, with a value of 1 or 0. After that, take the
mean value of all comment emotion variables of a company in a quarter, so that the
sentiment variables of the current quarter can be obtained.

All financial indicators are in quarterly units and the unit of revenue is changed to be
in one hundred million. After matching each company’s quarterly financial indicators to
sentiment variables, 2592 usable samples remained.

For each of the 18 variables including financial indicators and sentiment variables,
for each quarter the average of that variable for all companies in that quarter is taken
as a measure of the industry condition of that quarter. After ranking all companies by
revenue size in each quarter, for each indicator of each company in a quarter the average
of the indicators of the five companies before and five companies after the company’s
ranking is taken as a variable to measure the business status and public opinion of the
company’s industry position.

After the above steps, a total of 54 features containing three dimensions of the
company’s own situation, industry situation, and the situation of the industry in which
the company is located are available.

3.2 Experiment I - Based on Random Forest

To compare the predictive effect of our proposedmodelwith traditionalmachine learning
models, we build a random forest regression model.
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Feature Selection. Since the input values of this model can only accept one-
dimensional data, we use 54 indicators of the current quarter as the feature variables
to predict the revenue of the current quarter.

Model Construction. The training set is fed into the Random Forest Regression model
for training after the processed samples are randomly separated into training and test
sets in a ratio of 9:1.

Prediction Results. The test set’s RMSE is 172.25. In the following we will explore
the CNN-based model.

3.3 Experiment II - with Enterprise’s Own Indicators Only

In order to explore whether our forecast using indicators from three dimensions outper-
form forecast using only the company’s own indicators, we first enter only the company’s
own financial and comment sentiment indicators into the model and forecast operating
revenues below.

Feature Selection. Since only four quarters of the company’s financial indicators and
comment sentiment variables are passed into the model, the shape of each sample
becomes (4×18). To make it easier for the samples to enter the CNN model, their
shape is altered to (4×18×1).

Model Construction. We suggest a model structure with a convolutional layer and two
dense layers. Samples are randomly separated into training and test sets in a ratio of 9:1
and the training set is passed into the model.

Prediction Results. The test set’s RMSE is 83.40, which is much smaller than the
Random Forest model. The following experiment will contain information about the
industry average and businesses close to the company’s rating.

3.4 Experiment III - Without Comment Variables

In order to explore whether adding comment sentiment variables aids the model in
improving the prediction performance, we will first put samples without comment
variables into the proposed CNN model.

Feature Selection. We only consider financial indicators, so the shape of each sample
submitted for this experiment is (4×48×1).

Model Construction. The model structure maintains the previous convolutional layers
and the dense part.

Prediction Results. The test set’s RMSE is 47.90. Themodelwith three-dimension data
prediction performance is significantly improved over the results of the random forest
model and the model with enterprise’s own indicators. Next let’s see if the inclusion of
sentiment variables leads to further improvement of the model.
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3.5 Experiment IV – Proposed Model

Feature Selection. We expect to forecast the company’s revenue for the current quarter
considering all variables from the past four quarters, so now each sample will take the
shape of (4 × 54×1).

Model Construction. The CNN model structure still maintains the previous convo-
lutional layer and the dense part. The processed samples are randomly separated into
training and test sets in a ratio of 9:1.

Prediction Results. The test set’s RMSE is 42.79. The RMSE is much smaller than
each RMSE of the previous models. The model’s prediction results are displayed in the
Fig. 2, where the red line corresponds to predicted data and the blue to actual data. And
the losses for three CNN experiments is shown in Fig. 3. Our proposed model has the
fastest loss reduction.

Fig. 2. Prediction results of the proposed model

Fig. 3. Loss results of three experiments
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4 Conclusion and Future Works

In this research, we not only suggest using the CNN model to predict financial data, but
also expand the feature variables from the firm’s own indicators to include the firm’s
own indicators, the industry average indicators, and the indicators of several firms before
and after the firm’s ranking, thus covering the status of the firm’s own operation, the
operation of the industry, and the status of the firm’s position in the industry.

Furthermore, we expand the model input sample to a two-dimensional panel data set
that includes all indicators for four quarters. We introduce comment data into the model
to improve model performance even further, and we eventually obtain good business
revenue prediction results. We also conduct three sets of experiments to ensure that all
of our proposed innovations improve themodel’s prediction performance. The outcomes
of all experiments are displayed below (Table 1).

Table 1. Performance comparison of different prediction models

Proposed model Random forest Without comments Own indicators

RMSE 42.79 172.25 47.90 83.40

Overall, this research offers a more accurate model for predicting quarterly revenue
for automotive manufacturing companies, but there is still much room for development
in the future. Comment texts will be obtained from additional platforms in the future.
The method of sentiment conversion of review texts will also be further explored to
obtain more accurate sentiment scores. Future developments will also see a wider range
of financial metrics available.
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Abstract. In the conventional iterative blind source separation proce-
dure, the nonlinear function is selected as a fixed mathematical expres-
sion that cannot change with different signals. In this paper, we propose
an enhanced independent component analysis (ICA) network for sub-
Gaussian sources. The basic principle of the network is to replace the
nonlinear function with an explainable neural network, and then to incor-
porate deep learning into the iterative computation for optimization. To
give the explainable neural network a certain function expression ability,
we design its structure and pre-train it. The gradient descent approach
then be used to update the weights of the enhanced ICA network. To
illustrate the effectiveness of the algorithm, we merge four different sig-
nals and perform separation experiments. Experimental results indicate
that the enhanced ICA network can be consistent with the performance
of the iterative algorithm, and in such conditions it can obtain even more
precise waveforms.

Keywords: Independent Component Analysis · Blind Source
Separation · Deep Learning

1 Introduction

Blind source separation works on the statistical independence nature of the
sources by either minimizing the mutual information or maximizing the informa-
tion [1]. The ICA algorithm constrained by the minimum bit error rate criterion
can better achieve the separation of the mixed signal when the mixed source
signal is composed of sub-Gaussian signals. Nevertheless, the iterative processes
of the ICA method rely on mathematical formulas.

Theoretical analysis shows that the optimal the nonlinear excitation func-
tion of the separation matrix is related to the probability density function of
the source signal [2]. If we can adjust the expression of the nonlinear function
automatically according to the probability density function of different signals,
we will improve the separation accuracy. In order to apply an adaptive non-
linear function to the gaussian signal problem in the ICA algorithm, Bell and
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Sejnowski [3] proposed the Information Maximization (Infomax) algorithm in
1995, which can effectively separate the super-gaussian signal. When the source
signal conforms to a gaussian distribution, the nonlinear excitation function is a
tanh function. However, it performs not well in the separation of sub-Gaussian
signals. Scholars such as Lee, Girolami and Sejnowski extended the Infomax
algorithm [4,5] and proposed the Extended Infomax (ExtICA) algorithm, which
used a dual-probability switching model to achieve the separation of the mixed
signals of super-gaussian and sub-Gaussian distribution sources. The nonlinear
excitation function became the K × tanh function. Shi [6] combined the respec-
tive advantages of FastICA algorithm and ExtICA. The combined algorithm
used a mixed exponential model to participate in iterative operations and it
improved the speed of algorithm separation.

All the blind source separation algorithms proposed above use a fixed math-
ematical expression as a nonlinear function to participate in the operation. This
results in the nonlinear function cannot be adaptively adjusted with the differ-
ence of the signal. On the contrary, neural network has great nonlinear ability.
In order to solve the issue of signal separation affected by nonlinear functions.
Deep unfolding technology, which has gained popularity recently, served as inspi-
ration. An enhanced ICA network architecture is suggested in this research. Deep
unfolding takes advantages of traditional mathematical models and deep learning
[7]. The unfolding network can use the neural network to replace iterative oper-
ations, get more precise results, and easy deployment. As a result, the nonlinear
function can be substituted by an explicable neural network in the formula’s
iterative operation, leading to a more accurate representation of the nonlinear
function and a better approximation of the source signal’s properties.

2 Enhanced ICA Network

In this section, we build the enhanced ICA network, an alternative network
model of the ICA method to address the aforementioned issues with the ICA
algorithm. We introduce the steps of the algorithm after suitably constructing
and pre-training the explainable neural network based on the additive exponen-
tial model.

2.1 From Math Iterative Operations to Augmented Networks

The mathematical model of ICA need to minimize or maximize an appropriate
cost function [8]. The ICA algorithm usually constructs the cost function based
on the maximum likelihood principle [8],

̂WWW = arg min
w

[

− log |detW | −
M
∑

i=1

log fyyyi
(yyyi)

]

. (1)

where log means natural logarithm, the parameter WWW is a matrix to be optimized
within RM×M , M represents the number of source signals, yyyi represents a single
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source signal, and fyyyi(yyyi) represents the probability density function of each
component signal in the source signal.

This algorithm obtain the new loss function by constraining the cost function
with the minimum error rate criterion [8],

̂W = arg min
W

[

− log |detW | −
M
∑

i=1

log fyyyi (yyyi)

+ λ tr
(

WWT
)

]

.

(2)

The following formula illustrates the mathematical formula applied to the
iterative operations of the ICA algorithm [8],

W n+1 = W n + μ
(

I − ϕ(y)y − 2λW nW nT
)

. (3)

where μ is the learning factor, λ is a normalization factor, the function φ(y) is a
nonlinear function related to the signal source, yyy = WWWn−1XXX represents a matrix
operation between the result of the previous matrix operation and the observed
signal. The function φ(y) uses a predetermined mathematical expression that
is chosen based on experience as the basis for the nonlinear function. Different
signals require different adaptive signal adjustments.

Thus, we propose the enhanced ICA network. The formula’s nonlinear func-
tion can be replaced by a network structure, and deep learning can be added for
improved training, considerably enhancing the flexibility of nonlinear function
expression. The advantage of this method is that it can automatically learn the
characteristics of the probability density function based on the data provided
and change adaptively.

Compared with mathematical formulas, neural networks are more flexible and
easy to form nonlinear characteristics. Additionally, xNN [9] notes that explain-
able neural networks can fit straightforward functions. At the same time, the
subnets in the explainable network can provide specific visualization properties.

2.2 Structural Design and the Pre-training of Explainable Neural
Networks

The explainable neural network concept put out by Joel Vaughan claims that
explainable neural networks are capable of visualizing and fitting basic func-
tions [9]. Explainable neural networks can learn the characteristics of the data,
approximating the learning goal with arbitrary precision [10]. A more important
feature is that the network displays the visual appearance of the functions it
learns. We can illustrate the functions learned by each sub-network in order to
explore the various characteristics of the nonlinear functions of different signals.

The model consists of three parts: hidden layer, subnet, and combination
layer. Each subnet has an input node and an output node that are separate from
one another and each subnet is configured with a 5-layer structure to assure that
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Fig. 1. Enhanced ICA network

it can effectively convey the data characteristics. Subnetworks are split into two
categories in order to conserve computer resources: one category contains more
nodes for learning complicated characteristics, while the other category contains
fewer nodes for learning simple features. Four predicted values of the four source
signals are assigned as the four output nodes at the output layer. At this layer,
we combined the output values of the subnet output nodes. The design network
is shown as Fig. 1.

We all know that if the node values of the neural network are arbitrarily
initialized, the training time of the network will be as long as several hours
or even days. Calculating a lot of parameters surely lengthens the calculation
time when using the network to optimize the calculation process. Therefore, we
pre-train the explainable neural network to reduce the time consumed by the
training process.

2.3 Enhanced ICA Network Embedded in Deep Learning

After pre-training, the explainable neural network has a certain function expres-
sion ability. Then, for the forward propagation training of the neural network,
we substituted an explainable neural network for the nonlinear function φ(y).
The network weights are corrected with the gradient descent back propagation
algorithm. Algorithm 1 provides a summary of the algorithm.

In the algorithm, WWWn, μ, lambda are the parameters same as ICA algorithm.
Parameter n represents the data range for iterative calculation, which is divided
into certain intervals; ŝssni is the predicted signal, which is obtained by multiplying
the nth separation matrix by the observed signal. And i is the ith source signal.
sssni is the label signal, and it is used to calculate the error with the prediction
signal. In the network, the parameters that can be used as training parameters
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Algorithm 1 Enhanced ICA network algorithm
Input: Initialize WWW 0 = III, μ = 0.0001, λ = 0.005; The observation signal XXX0; Pre-train

explainable neural network f(yyy).
Output: Seperation matrix W n

1: y0 = WWW 0XXX0

2: for n = 3k - 3;k = 1,...,3200. do

3: W n+1 = W n + μ
(
I − f(y)y − 2λW nW nT

)

4: ŝssn
i = W n+1Xn+1

5: sssn
i = sssi/sssimax

6: ŝssn
i = ŝssi/ŝssimax

7: end for

as follow
θ = {μ, λ, f(yyy).trainable variables}n=1. (4)

Due to the addition of explainable neural networks, we cannot extend the depth
of neural networks as DetNet [11]. Because the explainable neural networks that
exist at each layer have no meaning to each other. Since the sampled values of
the signal are continuous, the calculation method of cross entropy cannot be
used. We consider selecting the mean squared error as the loss function of the
network in a single-layer neural network. Calculate the error between the label
signal and the predicted signal ŝss which calculated by the separation matrix WWW

l (sni ; ŝni (Xn ;μ, θ)) =
N

∑

n=1

‖sni − ŝni ‖2 . (5)

We trained the network using a variant of the stochastic gradient descent
method for optimizing deep networks, named Adam Optimizer [11–13]. We
implemented iterative training according to the calculation method of the ICA
algorithm constrained by the minimum bit error rate criterion. In each iteration
calculation, the explainable neural network is used as a function in the iterative
formula to perform forward operation. The error between the predicted signal
and the label signal is taken as loss, and the training parameter θ is optimized
by Adam Optimizer.

3 Simulations

Firstly, we use uniformly distributed random numbers between 0 and 1 to form a
random number matrix to mix four different signals. Then, we used two different
methods to separate them successively. Finally, we use the similarity coefficient
for mathematical analysis to numerically demonstrate the effectiveness of the
proposed algorithm.
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3.1 Training Process and the Result

In order to convert the data of the iterative operation into the form of one
iteration operation and several groups of data comparison, the calculation mode
of the data needs to be designed. The design scheme is shown in Fig. 2.

Fig. 2. Data calculation mode

In essence, fitting training of the function y3 serves as the pre-training of the
explainable neural network. Then, using enhanced ICA network and ICA bound
by the least bit error rate criterion, we did a separation experiment of the mixed
signals. The mixed signals consisted of sine wave, cosine wave, square wave, and
triangle wave signals of different frequencies. The waveforms after the separation
of the two methods are shown in the Fig. 3.

Fig. 3. Separation performance comparison of the second scenario: (a)Source signals,
(b)Mixture signals, (c)Enhanced ICA network separation, (d)Infomax separation.

Comparing the output results of iterative training and network training, it
can be seen that the waveform separated by enhanced ICA network is more in
line with the characteristics of the source signal, and the loss of information is
less. It shows that the separation matrix WWWobtained after the enhanced ICA net
training is more accurate, and the separation matrix WWW can be used to separate
subsequent signals.
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3.2 The Effect of the Enhanced ICA Network

For demonstrating the effectiveness of the designed algorithm, simulation exper-
iments are conducted to evaluate the performance of the enhanced ICA network.
The results are verified through the similarity coefficient defined as follows

ξij = ξ (si, ŝi) =

∣

∣

∣

∑T
t=1 si(t)ŝj(t)

∣

∣

∣

√

∑T
t=1 s2i (t)

∑T
t=1 ŝ2j (t)

. (6)

The similarity calculation of the two methods to separate the waveforms is
shown in Table 1 and Table 2.

Table 1. Similarity coefficient of enhanced ICA network(sine wave, cosine wave, square
wave, triangular wave signals).

s1 s2 s3 s4

x1 0.007025182 0.9999495 0.0066374466 0.0033976801

x2 0.99982595 0.0056461245 0.0021300649 0.016851645

x3 0.00026985112 0.007652181 0.9999026 0.0060464884

x4 0.018917622 0.00082509377 0.00394196 0.9998204

Table 2. Similarity coefficient of ICA constrained by the minimum bit error rate
criterion(sine wave, cosine wave, square wave, triangular wave signals).

s1 s2 s3 s4

x1 0.07968595 0.9903527 0.051673625 0.100712225

x2 0.9772345 0.14983222 0.13201351 0.06532389

x3 0.002949858 0.012996394 0.99356425 0.1086201

x4 0.12443759 0.023711462 0.12806745 0.9832823

For each row in the table, the maximum value means that the separation
signal of the current row best matches the label signal of the current column.
Enhanced ICA network has higher accuracy on all four signals. Furthermore, we
can see that the maximum values in the table do not form a diagonal line, which
is due to the disorder of the ICA algorithm when separating the signals.

4 Conclusion

In this paper, we use an explainable deep learning-based network for ICA
enhancement in blind signal separation. It can achieve better separation perfor-
mance than iterative operations. The minimal bit error rate criterion-constrained
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enhanced ICA network is no longer strictly speaking a blind source separation
network. Because the neural network must be trained with labeled data which
take from the sources. In other words, training necessitated the use of known
signals as data. By utilizing the enhanced ICA network bound by the minimal
bit error rate requirement, we optimize the computation results after each itera-
tion to get a more precise separation matrix WWW , allowing us to do further signal
separation.
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Abstract. Correct and complete aviation data is a prerequisite for SWIM cross-
domain information sharing, which will affect the correct operation of the appli-
cation program of the air traffic control system. The current syntax-based data
verification method can verify the good structure of AIXM exchange documents.
And rule constraints are usually in raw textual form and cannot be automatically
enforced in computerized systems. This paper proposes an automated data seman-
tic verification method for business rules based on SBVR, constructs the semantic
rules meta-model of AIXM data, forms a set of AIXM business rules writing
methods, and realizes the coding conversion path for implementing this method
into system development, which supports automatic verification of more complex
business logic and rule constraints.

Keywords: SWIM · AIXM · SBVR · Semantic validation

1 Introduction

System wide information management (SWIM) is an important way for ICAO to realize
the integration of global data governance of the next generation air traffic control system.
Data consistency and data qualitymanagement are important components of systemwide
informationmanagement. Aiming at the problemof data consistency in the exchange and
sharing of aviation information, Europe and the United States have led the construction
of the aviation information exchange mode (AIXM), adopting the standard based data
exchange mode instead of the special interface to standardize the data exchange, and
defining the information exchanged between systems in detail at the conceptual level
and the data level. Correct and complete high-quality aviation data will affect the correct
operation of many applications of air traffic control system, and may further endanger
the life and property safety of passengers and air traffic control support units. It is a
prerequisite for cross domain information sharing. When it is required to provide or
obtain AIXM data sets through SWIM, it must be verified whether the provided data
meets the agreed specification requirements.

The documents shared byAIXM information exchange include the conceptualmodel
and logical model based on Unified Modeling Language (UML) and the physical model
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based on extensible markup language (XML). Among them, the XML document has
a high degree of flexibility in definition and structure, and supports the free exchange
of structured data between organizations and applications. To ensure that the document
strictly follows the agreed structure and business logic rules, the XML schema definition
(XSD) can usually be used to validate the data represented by the XML document [1,
2, 3, 4], Ensure that the XML document structure of data exchange is good and the
document is valid. However, the XSD model does not contain complex business logic
and rule constraints, such as dependencies between attribute values in different classes,
values beyond the value range, and mandatory attributes of classes.

Combined with the UML concept/logic model of AIXM, this paper proposes a com-
plex business logic verification method based on SBVR (semantics of business vocabu-
lary and business rules) business rules, modeling these complex constraints as business
rules, using SBVR standard to write AIXMbusiness rules Together with their definitions
and data types as the basis for business vocabulary and definition of business rules, and
adjusted according to the requirements of AIXM, a set of writing methods for AIXM
business rules is formed, and the method for implementing AIXM business rules based
on SBVR in software coding is described.

2 Data Verification Method Summary

2.1 Overview of AIXM Data Verification Method

AIXM data sets are shared among different stakeholders in the form of XML, which
comes from the conceptual model and physical model of AIXM. XML data validation
methods mainly include data document structure validation and business rule validation,
as shown in Fig. 1.

Fig. 1. AIXM data verification method1

Document structure verification is a syntax verification method [5, 6]. It uses XSD to
verify the validity of the data represented by XML documents, mainly to check whether
the XML data set conforms to XSD syntax. It can generally be completed by standard
XML parsers, such as Xerxes, MSXML, XMLspy, etc. At present, the conceptual level
model in the aeronautical information exchange model uses UML model to define the
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information items of the aeronautical information domain with class diagram, including
classes, attributes of classes and relationships between classes. For the attributes of a
class, some of its constraints can be included in the UML model, which is represented
as a list of values, a range of values, or a pattern of values. The data level model in the
actual information exchange adopts the XML schema (XSD) model, which is mapped
from the UML model. The elements in the XSD model include classes, attributes, and
class names associated with the current class. The values and data types of the elements
can also be derived from the UML model.

Business rule [7] validation mainly uses semantic method [8], describes business
definitions and constraints, and verifies the behaviors that maintain business structure
or control and affect business [9–11]. UML class diagram can be used to describe the
information structure and some semantics, such as the value range of digital attributes.
However, if the description depends on the values of other attributes, it needs to be
described using business rule constraints, which can be specified on a single model
element. For example, in the process of cross domain sharing of aviation data, can there be
runways outside the airport? If the airport has the International Air Transport Association
(IATA) code, is it necessary to have the International Civil AviationOrganization (ICAO)
code? What is the reasonable value of runway length? These relationships of aviation
data are generally implied in ICAO annex 10, annex 11, annex 14, annex 15, FAA
FNS-ND technical manual, EAD and other international standards or industry practices.
These complex semantic business logic and rule constraints are not included in the
UML model. In practical applications, these business rules are generally encoded in the
program code, This requires that business experts who write rules need to understand the
specific implementation, and when the specific implementation technology is replaced
by another technology at some time in the future, they need to rewrite the rules. Rule
based verification extracts the business logic processed by the system from the program
code.

2.2 Semantics of Business Vocabulary and Rules (SBVR)

“Semantics” refers to the meaning or meaning relationship of a match or a group of
matches. SBVR [12] is a semantic specification for describing business in natural lan-
guage defined by OMG (Object Management Group). It mainly defines how to store the
semantics of business vocabulary, business facts and business rules, so as to communicate
among various organizations and software tools and apply to the business vocabulary
and business rules of business activities of all organizations. SBVR defines a meta model
for rules and vocabulary, which can describe all business activities of any organization.
The main users are business personnel. SBVR is an inseparable part of OMG Model
Driven Architecture (MDA). The location of SBVR in MDA [13] is shown in Fig. 2:

The main purpose of the SBVR model is to describe the business rather than the
technical implementation of the information system supporting the business. SBVR
includes business rules and business vocabulary, as well as related conjunctions used
in the rules. Business processes and organizational structures are not included in the
description scope of SBVR. SBVR is a fact based ontology description method [14].
Its basic element is fact, and fact is based on fact type, which is based on the concept
of expression [15–17]. Figure 3 shows an example of a concept, fact type and fact.
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Fig. 2. SBVR structure and its position in MDA2

This method has the advantages of better readability, semantic stability, expressiveness,
extensibility and flexibility.

Fig. 3. Concept, fact type and fact3

2.3 Business Rule Language Analysis

In order to verify whether the domain knowledge representation is appropriate, the busi-
ness rule constraint set of the conceptualmodel is generally explained and communicated
through natural language expression. According to the maturity of business rules, the
mainstream business rule language includes free text, SBVR and Schematron.

The rules of free text are usually the original English text of the rules. It describes
the requirements of the rules without reference to technical details such as data model.
Domain experts can understand this rule, but to some extent, it may be ambiguous
or ambiguous, or at least not detailed enough to be implemented in the computerized
system.
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Themain purpose of SBVRconstraint specification language is to regularize business
description rather than technical realization. SBVR rule constraint is the formal descrip-
tion of the pure English text rules. It is written according to a set of formal specifications
to limit the possible fuzziness and fuzziness of natural language. SBVR compliant rules
are also more detailed. It usually refers to formal or abstract data structures, rather than
real-life objects or concepts.

Schematron constraint specification language is one of the technical implementation
means of business rules. It is a simple and powerful structural pattern language. Its
specification has been standardized (ISO/IEC 19757). It uses path expressions instead
of syntax to define the content allowed by XML documents, and can express many
structures that are difficult to express for syntax based pattern languages, And the data
set can be automatically verified by the computer.

The characteristics of the three types of business rule writing languages are shown
in Table 1.

Table 1. Comparison of business rule writing languages1

Natural Language Normative Language Programing Language

form Free text SBVR specification text Schematron code

User Domain expert Analysts and business
personnel

Developer

Readability High Middle Poor

accuracy Low High Very high

Automatable Not support Low High

3 AIXM Semantic Rule Meta Model Based on SBVR

3.1 AIXM Business Rule Classification

The goal of business rules is to provide a complete set of operation constraints with stan-
dard format. AIXM business rules define what is reasonable or allowable in the AIXM
data set. According to the application scope of rules, business rules can be divided into
structural rules and operational rules. Among them, the structural rules of AIXMmainly
include the syntax rules of data type enumeration values. Most of these rules have been
encoded in AIXM schema and will not be described in detail in this article. Operational
rules are semantic rules mainly extracted from official documents (ICAO attachments),
such as the requirements of minimum information set and frequency matching rules of
VHF navigation facilities. We specifically divide them into minimum data rules, data
consistency rules, recommender rules, mandatory standard rules, coding rules, etc. the
classification of AIXM business semantic rules is shown in Table 2:
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Table 2. Classification of AIXM Business Semantic Rules 2

Rule classification Rule description Rule example

Data consistency rules Rules for correctness and
integrity verification of logical
relationships between related
data

For the “runway. Type”
attribute, it is necessary to
check that the runway type
‘Rwy’ should not be associated
with the Heliport (HP)

Minimum data rule Rules for attribute referential
integrity verification

For example, for the “runway.
Associatedacportheliport”
attribute, you need to verify
whether the associated actual
element instance exists through
the instance name, and check
whether it matches the element
type defined by the model

Coding rules Mandatory verification rules
for measuring units

For example, for runway The
length accuracy attribute needs
to check whether the
measurement unit is specified if
the value is specified for the
attribute with measurement unit

Mandatory standard rules Relevant verification rules in
ICAO and industrial
mandatory standards

For example, for runway
centrelinepointlocation.
LevatedPoint
Horizontalaccuracy attribute, it
is required to check the
accuracy of runway center point
position, which should be better
than 1m

Recommended procedure
rules

Procedure verification rules in
ICAO and industrial
recommended standards

For example, for runway
directionTruebearing attribute,
it is required to check the true
orientation of the runway and
the final approach and take-off
area. It shall be released
according to the requirements
of 1 / 100 degree resolution

3.2 AIXM Semantic Rule Meta Model

The vocabulary elements of SBVR include many elements such as nouns, verb concepts
(fact types), name words and keywords. It is a general model developed for different
fields such as transportation, finance and power. In order to meet the needs of semantic
rules in the aviation field, the rule elements are expressed according to the characteristics
of AIXM and meet the needs of AIXM rule description, as shown in Table 3. Among
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them, nouns represent objects that can be understood by business and are called classes
in UML; The fact type specifies the relationship between a noun and one or more nouns.
InUML, the fact typewill be the relationship type between classes. The name vocabulary
is an instance of a noun. For example, “CTA” is an instance of the noun “airspace. Type”.
The name vocabulary can also be an instance of a fact type. The keywords include many
concepts such as logical operation, quant, and module.

Table 3. Concept definition of SBVR semantic rule meta model in AIXM

Essential factor SBVR definition SBVR summary representation in AIXM

Concept A unit of knowledge consisting of a
unique set of characteristics

No difference

Noun concept A concept that represents a noun or noun
phrase

Expressed as classes and features in the
AIXM UML model, specifically, the
name, role name, or attribute name of
the AIXM class can be used as
nouncept. Such as: Airport heliport,
airspacetype, Runway.
AssociatedAirportHeliport

Verb concept / Fact
type

• It refers to the concept of verb phrase,
which contains one or more noun
concepts, and it becomes a fact after
instantiation. It is also called fact type,
and the expression form is:

< Fact-type >:: = < concept1 > < verb
> < concept2 >

• verb concepts can be business facts or
relationships between concepts

• Represents the name of the
association relationship between
classes in the AIXM UML model. For
example: Airport heliport has name,
runway hassurfacedescribedby
surfacephysics

Name vocabulary A name is a concept that refers to a single
concept (object). A name is often a
proper noun

• CodeList value, expressed as UML
instance, enumeration literal value,
and assigned feature, etc. For
example, ’CHINA’, ’CTA’, ’CTA’_P’,
‘YES’, ‘NIL’

keyword Used to build structured declarations,
keywords can be combined with other
identifiers to form declarations and
definitions, including keywords such as
logical operators, quant, and modality
• Quant: including full name quantifiers
and existential quantifiers, such as each
x, at least one X, etc

• Logical operation: including “and”,
“or” and “not”;

• Modality: use different sentence
patterns, such as “each…
Should/shall”, “it is impossible that / it
is prohibited that”, etc

• No difference
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When expressing a rule, there will be different statements due to the use of different
word orders and keywords. Therefore, the practicability of AIXMmodel and verification
needs to be considered, and the rule writing syntax supported in the meta model should
be explained from the whole to the part. The general structure of rule statements can be
divided into two types according to different programs, as shown in Fig. 4.

Fig. 4. Overall structure of SBVR rule statements4

It can be seen in the figure that the noun concept (NC) is preceded by a quantifier
(Quant). The first noun concept lays the background for the whole sentence, which
represents a class of objects. Then, a relational clause (relclause) can be added to define
more constraints for the object, that is, Before verifying whether an object meets the
main rules (represented by logical operations and verb concept combinations), you can
first determine whether it meets the predefined preconditions.

4 AIXM Rule Writing Method and Coding

4.1 AIXM Rule Writing Method

On the basis of specifying that AIXM business rules are compiled as the meta model
rules of SBVR text, the following takes the compilation of runway element class and
airport element class rules as an example, and applies the SBVR meta model to compile
the facts established in AIXM and ICAO standards and recommended measures and
other reference documents as rules. The business rule set of AIXM meta model can be
compiled using some standard office tools, Such as Microsoft Excel.

The starting point for writing AIXM rules is the UMLmodel, which describes many
different types of facts. For example, in Fig. 5, we can extract “runway isituatedat airport
heliport” and “name is property of airport heliport”. Some fact types mainly describe
the relationship between classes. This relationship has been expressed by explicit verb
concepts in the figure, such as “issituatedat”; Some represent simple properties of a class,
that is, the properties encapsulated in the class. Although the name of this relationship
is not written, it contains the fact type “is property of”.
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class 1 - Runway

«feature»
Runway

+ designator: TextDesignatorType
+ type: CodeRunwayType
+ nominalLength: ValDistanceType
+ lengthAccuracy: ValDistanceType
+ nominalWidth: ValDistanceType
+ widthAccuracy: ValDistanceType
+ widthShoulder: ValDistanceType
+ lengthStrip: ValDistanceType
+ widthStrip: ValDistanceType
+ lengthOffset: ValDistanceSignedType
+ widthOffset: ValDistanceSignedType
+ abandoned: CodeYesNoType

«feature»
Airport/Heliport::AirportHeliport

+ designator: CodeAirportHeliportDesignatorType
+ name: TextNameType
+ locationIndicatorICAO: CodeICAOType
+ designatorIATA: CodeIATAType
+ type: CodeAirportHeliportType
+ certifiedICAO: CodeYesNoType
+ privateUse: CodeYesNoType
+ controlType: CodeMilitaryOperationsType
+ fieldElevation: ValDistanceVerticalType
+ fieldElevationAccuracy: ValDistanceVerticalType
+ verticalDatum: CodeVerticalDatumType
+ magneticVariation: ValMagneticVariationType
+ magneticVariationAccuracy: ValAngleType
+ dateMagneticVariation: DateYearType
+ magneticVariationChange: ValMagneticVariationChangeType
+ referenceTemperature: ValTemperatureType
+ altimeterCheckLocation: CodeYesNoType
+ secondaryPowerSupply: CodeYesNoType
+ windDirectionIndicator: CodeYesNoType
+ landingDirectionIndicator: CodeYesNoType
+ transitionAltitude: ValDistanceVerticalType
+ transitionLevel: ValFLType
+ lowestTemperature: ValTemperatureType
+ abandoned: CodeYesNoType
+ certificationDate: DateType
+ certificationExpirationDate: DateType

0..*isSituatedAt

+associatedAirportHeliport

0..1

Fig. 5. Runway element class and airport element class

On the basis of these fact types, first capture some constraints used to define the scope
or limit; Next, consider some operation rules that are not directly related to the fact type.
For example, the accuracy requirement of the boundary point of a certain restricted area
needs to depend on whether the current area is inside or outside the TMA. However, the
AIXM model does not specify the fact type of the relationship between R and TMA.
Both are instances of the airspace class. However, such rules can be clearly expressed
by including the business concept “overlapping geometry” in the business vocabulary of
the aviation information domain. In general, the method steps for writing AIXM rules
are as follows:

(1) Determine which aviation element class in the AIXM UML model is targeted by
the rules to be written, such as airport heliport, airspace, navaid, etc.;

(2) Determine the core fact types that the rules need to refer to in the model, such
as class attributes, direct relationships between classes, and indirect relationships
between classes. The aviation element class and the core fact types in the model
are “runway isituatedat airport heliport”, “runway has type”, “airport heliport has
type”; It is specified in UML that the value range of the type attribute of the airport
heliport class is a predefined list (AD ’,’ AH ’,’ HP ’,’ LS, ’OTHER’), where ’HP’
represents the heliport. At this time, a quantifier is added to the third core fact type,
which becomes “airport heliport has type equal to ’HP’”; Similarly, the second fact
type becomes “runway has type equal to ’FATO’”;

(3) Around the core fact type, add quantifiers and logical operations for the noun
concepts involved, express the rules with appropriate programs, and establish the
rule text:

• Add logic operation and program to the three fact types to form “it is probable that
a runway has type equal to ‘FATO’ and runway is situatedat airport heliport and
airport heliport has type equal to ‘HP’”;

• Adjust the sentence to make it simple and easy to understand, “it is prohibited that
a runway with type equal to ‘FATO’ is located at airport heliport with type equal to
‘HP’”. The keyword with is mainly used here.
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Table 4. Example of airport runway constraint rules based on SBVR3

Rule 
requirements Rule type Free text rules SBVR rules

(text)
SBVR rules

(label)

A runway with 
runway type
'Rwy' cannot be 
associated with 
an airport with 
runway type 'HP'

Data 
consistency 
rules

A Runway of type 
'RWY' cannot be 
associated with an 
AirportHeliport with 
type 'HP'

It is prohibited that 
Runway with 
assigned type equal-
to 'RWY' 
isSituatedAt
AirportHeliport 
with assigned type 
equal-to 'HP'

<keyword> It is prohibited that </keyword>
<keyword>a </keyword>
<noun_concept> Runway</noun_concept> <verb_concept> has 
</verb_concept>
<noun_concept> RunwayTimeSlice. type </noun_concept>
<keyword> equal-to </keyword><name> 'RWY' 
</name><keyword> and </keyword> <noun_concept> 
AirportHeliport</noun_concept><verb_concept> has 
</verb_concept><noun_concept> AirportHeliportTimeSlice. 
type</noun_concept> <keyword> not </keyword> <keyword> 
equal-to</keyword>
<name> 'HP' </name>

Although the above rulewill be better understood semantically if it is written as “each
airport helicopter with type equal to ’HP’ shall not have associated runway with type
equal to ’FATO’”, it is noted that this rule is based on the fact type “runway issituatedat
airport helicopter”, It directly reflects the directionality of the relationship between the
runway and the airport/heliport in the established UML model, but only writing such a
statement as “a certain class is related to a certain class” cannot express this. In the XML
message, the runway will point to the airport heliport, so when checking this rule, their
directions are consistent. An example of airport runway rules is shown in Table 4.

4.2 Application of Business Rule Coding

Schematron is a language based on semantic rules. It uses path expressions instead
of syntax to determine the validity of XML documents. By using XPath and various
extension implementations provided by XSLT, it can express many structures that are
difficult to verify for syntax based schema languages, such as DTD, relax ng schema
and XML schema (XSD).

Shapechange [18] is a Java based open source tool for processing geographic infor-
mation application patterns. It can realize automatic conversion from UML models to
XML target patterns and supports GML32. ISO 19139 and inspire coding rules. We
use shapechange V2.11 convert the SBVR rules of AIXM into Schematron codes, and
the generated codes can be directly injected into the application code in the form of
scripts, which can realize the separation of business rules and codes while realizing the
automation of business rules. The coding example of AIXM business rules based on
Schematron is shown in Table 5.

Table 5. Coding Example of AIXM Business Rules Based on Schematron4

Rule requirements Free text rules SBVR rules
(text) Schematron rules

A runway with runway type
'Rwy' cannot be associated 
with an airport with runway 
type 'HP'

A Runway of type 'RWY' 
cannot be associated with 
an AirportHeliport with 
type 'HP'

It is prohibited that Runway with 
assigned type equal-to 'RWY' 
isSituatedAt AirportHeliport with 
assigned type equal-to 'HP'

not(./aixm:type='RWY') 
or 
not(saxon:evaluate(arcext:getXPath((./aixm:asso
ciatedAirportHeliport)/@xlink:href))/aixm:timeS
lice/aixm:AirportHeliportTimeSlice/aixm:type = 
'HP')
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At the same time, in order to make up for the problem of service, service carrying
data, and the lack of relationship description, the model uses srcm:operateOn and its
reverse attribute srcm:usedBy to describe the connection relationship between service
and data, as shown in Fig. 3, and uses RESTful service interface Ways to provide an
index in the semantic registry to improve the level of search and discovery automation.

5 Conclusion

The syntax validity of the data set in AIXM XML format can be verified by the XSD
model conforming to AIXM. For some special applications, it is necessary to check
whether it is correct in semantics through business rules. This article explains the con-
cept of AIXM business rules, the method of business rule modeling, and how business
rules can be implemented in system development. It should be noted that although the
AIXM business rules contain a complete set of semantic verification of AIXM format
messages, for different applications and users, only a subset of this complete set may be
required each time. For example, as for a certain frequency attribute in the elements of
the navigation equipment, we require it to meet a certain value. Such a rule is a necessary
constraint in drawing aeronautical charts or other air navigation support applications,
but it is not required in flight planning applications.

In addition, Not all business rules are universally applicable, and some business rules
are only applicable to specific use cases. Therefore, AIXM business rules are maintained
outside the AIXM UML model. In actual model application, AIXM business rules need
to be loaded item by item. In addition, this method can also be applied to business
rule verification of flight information exchange model (FIXM) and weather information
exchange model (WXXM) of SWIM.

Acknowledgment. This work was sponsored by National Key Research and Development
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Abstract. Data-driven methods are broadly used in analyzing big data in many
fields. ADS-B trajectory data provided the possibility of anomaly detection in
terminal airspace. Approaching and landing accidents are usually originated from
unstable approaches, which are the consequence of go-around failure. Go-around
is an aborted landing process initiated in the event of an unsafe landing. In this
paper, DBSCAN and HDBSCAN clustering algorithms were employed to detect
spatial and energy anomalies using ADS-B trajectory data. Air traffic flow pat-
terns are identified, thus energy safety boundaries are established. Finally, atypical
scores are quantified based on the total energy, which serves as the foundation for
studying, comprehending, and addressing the factors that cause unstable approach
events and go-arounds. This method detects the unstable approach from the spa-
tial and energy perspectives and quantifies the degree of anomaly. It is essential
for detecting and predicting anomalies in terminal airspace, and also explores the
application of data-driven methods to aviation data.

Keywords: Unstable Approach · Go-around · DBSCAN · HDBSCAN ·
Anomaly Detection

1 Introduction

Aviation safety is the eternal theme of air transport. The rapid growth in air traffic flow
and the expected growth on a global scale pose enormous challenges to aviation safety.
Among the components of the airspace system, the terminal airspace is considered to
be the most critical airspace with respect to safety and efficiency at both the individual
flight-level and the system-level as it contains the most critical phases of flight, the take-
off and landing [1]. In the past few decades, 56%of the fatalities and 62%of the accidents
occurred during the final approach and landing phase, even though that phase accounted
for only 16%of the flight time. Generally, unstable approach and failed go-around are the
number one risk factors for approach and landing accidents [2]. Therefore, the study of
unstable approach and go-around in terminal airspace is of great significance to aviation
safety.

In 2018, Haodong Zhang analyzed the trajectory points from coarse to fine according
to the direction distribution information for flight anomaly detection [3]. In 2020, Simon
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Richard Proud proposed a new method for automatic detection of go-arounds based on
flight phase characteristics [4]. In 2021, Lu et al. modeled aircraft mass variation, wind
speed, and other factors to study the risk of energy anomalies in the approach and landing
segment of large civilian aircraft [5]. These physics-based or rule-based approaches are
designed with the expectation that a normal operation should not violate the standard
operation of the system or exceed the boundaries of the nominal dynamics, which relies
on a mathematical model of the system [6]. The airspace, on the other hand, is a very
complex system with a constantly changing and evolving behavior, which makes it
challenging to determine its control equations and limited in practical applications.

Existing tracking and monitoring techniques for aircraft include radar, ADS-B, Air-
craft Communications Addressing and Reporting System (ACARS), etc., which makes
the sources, quantity and availability of aviation operational data more than ever before
[6], especially the mandatory installation of ADS-B. This brings the benefit for data-
driven approaches, which can both detect safety risks and improve the efficiency of the
overall system. Advances in machine learning techniques have greatly facilitated the
use of data-driven approaches to gain insights from operational data, improve aviation
system efficiency and enhance safety.

In 2019, Antonio Fernández et al. address the problem of unknown hazard detection
during the approach phase by integerating two very powerful machine learning algo-
rithms (HDBSCAN clustering and AutoEncoders) from data science and aviation safety
perspective [7]. In 2021, Weizun Zhao et al. proposed an incremental anomaly detection
method based on Gaussian mixture model (GMM) to identify common patterns and
detect anomalies from flight data [8]. In 2021, Samantha J. Corrado et al. performed
a quantitative analysis of spatial and energy anomaly interdependencies of ADS-B tra-
jectory data based on clustering [6]. In 2021, Jiayi Xie et al. conducted a preliminary
exploratory spatial data analysis of unstable approach events [9]. Although previous
studies have given methods for data analysis and detection of unstable approaches, most
of them cut from a single perspective of energy or space, and lacked the combination of
example analysis, or excluded the common case of go-around when analyzing abnormal
data.

The go-around detection was implemented in previous work [10]. Data-driven and
machine-learning techniques were applied to further explore the spatial and energetic
connections of flight data, and the outcomes of the clustering were evaluated along
with examples of go-around. It is successful in identifying air traffic patterns, establish-
ing energy safety bounds, and quantifying atypical scores based on the total energy. It
contributes to a better understanding of the influencing elements and salient features of
unstable approaches and go-arounds, and it serves as the foundation for terminal airspace
anomaly detection and prediction, which enhances in flight safety.

The remainder of the paper is organized as follows: Sect. 2 introduces the data source
and the data pre-processing process. Section 3 identifies air traffic flow from a spatial
standpoint. Section 4 analyzes altitude, ground speed, and total energy in order to define
energy safety bounds and quantify atypical scores. Finally, a summary and future work
outlook are provided.
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2 Data Sets and Pre-processing

ADS-B data are an excellent source of position information for studying unstable app-
roach and go-around events. The ADS-B data used in this paper comes from Opensky
Network [11], a non-profit website that processes and stores ADS-B data from a global
network of sensors. Obtain the position report data from September 1, 2020 to August
31, 2021 within a 100*100 square kilometer range centered on ZUCK from the Opensky
Network.

The downloaded data contains take-off, landing and transit aircraft, so needs to be
pre-processed. First, the position report data is filtered out for barometric altitudes above
10,000ft, as aircraft preparing to land are usually below this altitude. Second, remove
invalid transfers with missing significant values and reports with duplicate timestamps.
The data is then integrated according to the icao24 address to form flights, applying a
multi-level filter to eliminate departures, transits and other flights that are not relevant
to this study. Following these operations, the data can be used for go-around detection,
while DBSCAN clustering for energy and spatial necessitates resampling of the data to
generate a normalized n-dimensional trajectory record. Each trajectory is represented
by 50 data points using time-based resampling. Figure 1 depicts the data pre-processing
framework.

Opensky Network 
Data

Filter out data with barometric 
altitude greater than 10,000ft

Remove invalid transmissions
1)Missing significant values
2)Timestamp duplication

1)Integration into flights
according to icao24 address
2)Removal of unrelated flight
such as departures and transit

Go-around detect

Time based resampling to form a 
standardized 50-dimensional 

trajectory record

Spatial and energy 
clustering

Fig. 1. The data pre-processing framework.

3 Air Traffic Flow and Spatial Anomalies

Spatial clustering is often used to identify air traffic flows and spatial anomaly detection
is a byproduct of it. Luis Basora et al. have used the latitude, longitude, and altitude of the
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entry and exit points of the aircraft through the airspace to represent the entire track, but
thismethod is not ideal in scenarios of high traffic density in the terminal airspace [12]. In
this paper, longitude, latitude, and heading are used as clustering features, with heading
better representing the inflection point of the trajectory than altitude and highlighting
the differences. A random sample of 15 days of data was taken, including approximately
6272 trajectories, each represented by 50 points. Ten data points are sampled at equal
intervals from the trajectory data, each point including latitude, longitude and heading
information. Due to the large size of the data, using Principal Component Analysis
(PCA) to reduce the dimensionality. PCA as a common data analysis method is often
used for dimensionality reduction of high-dimensional data, which can extract the main
feature components of the data. After dimensionality reduction, get a matrix of 6272 ×
5, which is the input of DBSCAN.

DBSCAN relies on two parameters [13], (1) the minimum sample size, which is the
minimum number of samples for a cluster, and (2) ε-neighborhood distance threshold,
where data pointswill be in the same cluster if theirmutual distance is less than or equal to
the specified ε. Euclidean distance is used as the distance function for clustering, which is
the most commonly used. Two n-dimensional vector x and y, where x = (x1, x2, . . . , xn)
and y = (

y1, y2, . . . , yn
)
the Euclidean distance computation proceeds as Eq. (1):

DED(x, y) =
√∑n

i=1
(xi − yi)2 (1)

Usually, the minimum sample size is set to 1% of the sample, but the practice has
found that few clusters are identified at this point, and the percentage of abnormalities is
too high. Eventually, after adjustment, the minimum sample size was set to 0.5% of the
sample, at which point the percentage of anomalous trajectories was 8.71%, which is
similar to the percentage of anomalies identified in other studies. Eight different clusters
were identified, as shown in Fig. 2, with anomalous trajectories in gray.

Each color represents an air traffic flow, representing a different approach path into
the terminal airspace. Four go-arounds were detected in the fifteen days, and these
trajectories were marked as anomalies in the spatial clustering.

The spatial anomaly detection is realized while identifying air traffic flow, which
provides a new perspective for terminal airspace anomaly detection and prediction. At
the same time, the trajectory can be re-planned for unstable approaching aircraft based
on air traffic flow.

4 Energy Management

4.1 Energy Safety Boundary

Additional metrics must be calculated for energy clustering. The data of the runway
center extension is intercepted using air traffic flow and airport runway information, and
the corresponding runway entry point is selected based on the aircraft’s position and
heading. Latitude and longitude are projected onto the UTM coordinate system, and the
distance in nautical miles (NM) between each data point and the runway entry point is
calculated. Only the final approach segment of the flight is taken into account, ignoring
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Fig. 2. Spatial clustering results, with different colors representing different air traffic flows.

the aircraft’s mass variation, and the energy metrics are expressed in terms of altitude
and ground speed [14]. Data points containing distance, altitude, or ground speed are
used as inputs to DBSCAN clustering, and the clustering results are more concerned
with the shape of the clusters.

Based on the shape of the cluster and the approach procedure of ZUCK, the energy
safety boundary is established as Fig. 3. The green in the figure is determined by the
shape of the cluster, the orange is warning, the red is critical. The warning and critical
values are determined by analyzing the approach procedures and operational flight data.
The data in Fig. 3 are from a normal landing aircraft.

(a)                                                                                          (b)               

Fig. 3. Flight data of normal landing aircraft with energy safety boundaries. (a) Altitude and (b)
Ground speed function of the distance to threshold.
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The upper and lower parameters’ limits are estimated using historical datasets, which
can detect parameter anomalies but are not intuitive enough. To quantify the atypical
scores of flight trajectories, the HDBSCAN and GLOSH algorithm are used.

4.2 Atypical Scores

Energy management is the most important challenge for aircraft during the landing
phase. As a result, the anomaly of total aircraft energy is used to characterize the atypical
approach during the final stages of flight before landing.

The ET (total aircraft energy) is defined as follows in this study, and since only the
landing phase is of concern, the aircraft mass variation is ignored:

ET = EK + EP (2)

EK = 1

2

(
G2 + V 2

)
(3)

EP = g · H (4)

where EK denotes specific kinetic energy, EP denotes specific potential energy. The
ground speed is G, the vertical speed is V, the gravity constant is g, and the altitude is
H.

The flight trajectory was divided into multiple trajectory segments using a sliding
window, each represented by data points of total energy as a function of distance. The
segments were then subjected to PCA (principal component analysis), with the k first
principal components retained. Finally, clustering is used to detect and quantify outliers,
as well as to calculate outlier scores. The HDBSCAN algorithm is used, which can
predict new data points as well as provide outlier scores based on the GLOSH algorithm
[15]. The degree of abnormality is quantified on a scale of 0 to 1, with a higher score
value indicating a greater distance from normal clustering and a closer proximity to
abnormality.

Each movement of the sliding window is assigned a coefficient between 0 and 1.
Following testing, the sliding window size is set to 0.3 NM, with an offset factor of
0.05 NM. The average coefficient of all sliding windows containing the point is used to
calculate the final atypical score. The algorithm’s entire process is depicted in the figure
below (Fig. 4).

On October 6, 2020, Hainan Airlines 7409 go-around occurred at ZUCK, and its
approach data before go-around was analyzed in relation to the energy safety boundary
and atypical scores, as shown in Fig. 5. As shown in the graph, there is a small increase
in ground speed around 10 NM, and the atypical scores increases accordingly. At about
7.5 NM, the altitude stopped falling and changed from level to climb, and the atypical
scores sharply increased, at which time the aircraft had started to execute the go-around
procedure. The red dots in the graph represent atypical scores, and the darker the red,
the higher the score.

The aircraft has shown differences from normal landing before go-around, even
beyond criticality, which can be useful for the detection and prediction of unstable
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Sliding Window

Piece of  Trajectory

Principal Component 
Analysis

k first principal 
components

HDBSCAN Clustering

Global Local Outlier 
Score from Hierarchies 

Smoothing Coefficient

Atypical Scores

Fig. 4. The process of obtaining atypical scores.

approaches. If the atypical scores consistently exceed the threshold, or if the flight
parameters exceed the safety boundary for an extended period of time, the flight is
classified as abnormal, and a warning is issued. It is possible to use the energy safety
boundary and atypical scores to monitor aircraft approach data to detect anomalies
earlier, capture precursors, obtain more time for safety management, and realize the
prediction of unstable approach and go-around.

(a)                           (b) 

Fig. 5. Flight data of the go-around aircraft with energy safety boundaries and atypical scores.
(a) Altitude and (b) Ground speed function of the distance to threshold.

5 Conclusions

The clustering algorithm is applied to the terminal airspace in this study, and the appli-
cation of data-driven methods to aviation data is investigated. Air traffic flow and abnor-
mal trajectories are identified spatially, which aids terminal airspace track planning and
management.
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For altitude and ground speed, energy safety boundaries were established, and the
GLOSH algorithm was used for outlier scoring and validated with go-around data to
demonstrate its effectiveness. This method can be used to monitor aircraft approach
data, detecting anomalies earlier, catching precursors and gaining more time for safety
management.

Future work will build on this to develop a complete tool to monitor the app-
roach and landing phases, capture anomalous precursors, and provide path planning
recommendations for unstable approach flights.
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Abstract. Pedestrian detection is a technology that uses computer vision to deter-
mine whether there are pedestrians passing by in the video sequence or pictures,
and realizes the positioning of pedestrians. It is an important task in manless driv-
ing, automobile intelligence and intelligent monitoring. Aiming at the problems
of low efficiency of pedestrian detection and slow running speed on small devices,
a YOLOV6-SE (Yolo Look Only Once-SE) model is constructed to detect pedes-
trian targets。themAPdetected by pedestrians reaches 85.1%,which is 7.3%points
higher than that of the original YOLOv6without adding attentionmechanism. The
three-layer channel attention module is added to backbone(RepVGG) adopted by
YOLOv6, which enables the backbone network to extract more feature informa-
tion, thus improving the accuracy of the network. After experimental comparison,
Good detection performance is achieved.

Keywords: Computer vision · Pedestrian detection · Deep learning · YOLOv6
algorithm · Attention mechanism

1 Introduction

In recent years, with the rapid development of manless driving, intelligent monitoring
and intelligent robots, pedestrian detection and tracking technology has also become a
research hotspot. As a branch of object detection, pedestrian detection has important
application value in security monitoring system, intelligent driving, intelligent trans-
portation and other fields. The pedestrian detection still exist some problems and dif-
ficulties, for example, block phenomenon between pedestrians, pedestrian detection,
special light conditions and the pedestrian detection for small targets, these are serious
influence the pedestrian detection accuracy and real-time performance, therefore, a high
precision, fast detection of pedestrian detection algorithm is very necessary.

Traditional pedestrian detection algorithms often have problems such as missed
detection and false detection due to the lack of deep network layers. The method based

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): AIC 2022, LNEE 871, pp. 281–289, 2023.
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on deep learning can improve the accuracy of pedestrian detection and be more adap-
tive and robust. Usually, the object detection algorithm of deep learning is divided into
two stages: object detection algorithm of two stages and object detection algorithm of
one stage. The object detection algorithm of two stages first generates the candidate
boxes of the object, generates the foreground and background prediction information of
the image, and then performs classification and boundary regression on these candidate
boxes. Representative algorithms include RCNN [2], Fast RCNN [3], Faster RCNN [4],
etc. Because the two-stage target detection algorithm based on candidate box has com-
plex network and slow speed, it is difficult to meet the real-time requirements. Therefore,
the one-stage algorithms based on the idea of regression are gradually emerging, rep-
resentative algorithms include SSD [5], YOLO [6], YOLOv3 [7], etc. Among them,
SSD algorithm adopts the fusion of low-level feature information and high-level fea-
ture information, and YOLO algorithm adopts the network model based on the idea of
regression to divide the image into small squares. The center of the small square is taken
as the center point of the candidate box, and then the confidence of each prediction box
is obtained. The prediction box with low confidence is filtered out by the threshold, and
the final prediction box is obtained by non-maximum suppression.

In order to improve the pedestrian detection effect in the low-light environment,
Zhang Mingzhen [8] proposed a dense-YOLO network based underground pedestrian
detection model, and through Gamma transform, weighted logarithmic transform and
other methods to enhance the light map data, reduce the missed detection rate of under-
ground pedestrian targets. Han Song et al. [9] added a detection layer on the basis of the
original YOLOv3 to improve the recognition accuracy of small-sized pedestrian targets.
Wang Lihui et al. [10] replaced the YOLOv3 backbone network with GhostNet, retained
the multi-scale detection part, and used GIOU to guide the regression task, which greatly
improved the detection accuracy and speed.

Aiming at the problems of missing pedestrian target detection caused by pedes-
trian occlusion and low efficiency of pedestrian target detection, this paper proposes a
YOLOv6-SE algorithm. The main work is as follows:

1. The YOLOv6 model is improved, and the RepVGG module, the backbone network
of the original YOLOv6 algorithm, is improved into RepVGG-SE [11] network. By
adding attention module, the region of interest is located, the attention is focused on
the features to be paid attention to, and some unimportant information is suppressed.

2. Amore efficient structure (DecoupledHead) was used and designed briefly to decou-
ple the classification and regression branches, so as to further improve the accuracy
of the network detection.

3. SIOU loss function is used to not only consider the overlap between the prediction
box and the target box, the distance of the center point, aspect ratio and other factors,
but also add Angle penalty to effectively reduce the loss of degrees of freedom.

2 YOLO Algorithm and Attention Mechanism

2.1 YOLO

YOLOv1 is the first work of YOLO(You Only Look Once) model, which was proposed
by Redmon J Equal in 2016. Since then, the target detection model of YOLO series has
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gradually become mature. With continuous improvement and optimization, the detec-
tion accuracy of YOLO model has been continuously improved, and the detection per-
formance has been getting higher and higher. YOLOv3 algorithm adds FPN(Feature
Pyramid Network) on the basis of YOLOv2 algorithm to make the extracted features
better fused. YOLOv4 algorithm adopts the backbone Network structure of CSPDark-
net53. The Neck part adopts FPN+ PAN(Path Aggregation Network), which effectively
improves the accuracy of Network prediction. The Head part detects the large, medium
and small targets respectively. YOLOv5 algorithm is created and maintained by Ultra-
lytics, which uses many tricks on the basis of YOLOv4 algorithm, includingMosaic data
enhancement, Spatial Pyramid Pooling (SPP) structure and so on. YOLOv6 algorithm
is a target detection framework developed by Meituan Visual Intelligence Department.
Backbone is composed of multiple RepVGGblocks. Backbone not only makes efficient
use of hardware, but also has strong representation ability. At the same time, the feature
fusion network of RepPAN is designed, the CSPBlock used in YOLOv5 is replaced by
RepBlock, and the detection head part adopts a simple and efficient decoupling head
structure.

2.2 SE Attention Module

SENet [11]is a new image recognition architecture unveiled by autonomous driving
company Momenta in 2017. It models the correlation between feature channels and
intensifies importantfeatures to improve accuracy. Its specific operations are as follows:

1. Given an input whose number of feature channels is C, a feature whose number of
feature channels is C can be obtained after a series of general transformations such
as convolution.

2. 2.Squeeze: Squeeze features along the spatial dimension and turn each two-
dimensional feature channel into a real number, which has a global receptive field to
some extent and the output dimension matches the input number of feature channels.

3. 3.Excitation: Based on the correlation between the feature channels, each feature
channel generates a weight that represents the importance of the feature channel.

4. 4.Reweight: The weight of Excitation output is regarded as the importance of each
feature channel. Then, the weight of Excitation output is weighted to the previous
feature channel by multiplication, which completes the re-calibration of the original
feature in the channel dimension (Fig. 1).

2.3 The Improved Network Structure

YOLOv6 mainly makes many improvements in Backbone, Neck, Head and training
strategies. It adopts the hardware-friendly Backbone network design. At the same time,
inspired by the design idea of hardware-aware neural network, YOLOv6 designs a more
efficient Backbone and Neck structure. Based on RepVGG style, reconfigurable param-
eterized and more efficient Backbone:EfficientRep and Neck: rep-pan are designed.
RepVGG [4] style structure is a kind of multi-branch topology in training. In actual
deployment, it can be equivalent to be fused into a single 3x3 convolution, which is a
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Fig. 1. A Squeeze-and-Excitation Block

reparameterized structure. Through the fused 3x3 convolution structure, the computing
power of computationally intensive hardware (such as GPU) can be effectively utilized.
Also available is the highly optimized NVIDIA cuDNN and Intel MKL compilation
frameworks on Gpus/cpus. Experiments show that, through the above strategy, YOLOv6
reduces the delay on the hardware, significantly improves the accuracy of the algorithm,
and makes the detection network faster and stronger.

EfficientRep Backbone: In the aspect of Backbone design, we design an efficient
Backbone based on Rep operator. Compared with CSP-backbone adopted by YOLOv5,
this Backbone can not only efficiently utilize the computing power of hardware (such as
GPU), but also have strong representation ability. The common Conv layer of Backbone
with stride = 2 is replaced by the RepConv layer with stride = 2. At the same time,
the original CSP-blocks are redesigned as Repblocks, where the first RepConv of the
RepBlock will do the channel dimension transformation and alignment. In addition, we
optimized the original SPPF for a more efficient SimSPPF.

Rep-pan: In terms of Neck design, in order to make it more efficient in hardware
reasoning and achieve a better balance between accuracy and speed, we designed a
more effective feature fusion network structure for YOLOv6 based on the hardware
sensing neural network design idea. Based on the PAN topology, REP-PAN replaces
the CSP-block used in YOLOv5 with RepBlock. At the same time, the operators in the
whole Neck are adjusted to achieve efficient reasoning in hardware and maintain good
multi-scale feature fusion ability (Fig. 2).

In YOLOv6, we adopt the decoupled detection header structure and simplify its
design. The detection head of the original YOLOv5 is realized through the fusion and
sharing of classification and regression branches, while the detection head of YOLOX
decouples the classification and regression branches and adds two additional 3x3 con-
volutional layers. Although the detection accuracy is improved, the network delay is
increased to a certain extent. Therefore, we simplify the design of decoupling head. At
the same time, considering the balance between the representation ability of relevant
operators and the computational cost of hardware, we redesign a more efficient decou-
pling head structure by using Hybrid Channels strategy, which reduces the delay while
maintaining the accuracy. Alleviate the extra delay overhead caused by 3x3 convolution
in decoupled head. The simplified decoupling head structure is shown in Fig. 3 below.
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Fig. 2. Improved YOLOv6 network architecture diagram

Fig. 3. YOLOv6 simplified decoupled header
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2.4 Experimental Results and Analysis

2.4.1 Experimental Platform

The experiment of this paper is completed under Windows platform, and the hard-
ware information configuration is as follows: CPU: Intel(R) Core(TM) I3-10100F
CPU@3.60GHz; Graphics processor (GPU):NVIDIA GeForce RTX 2080 TI.

2.4.2 Experimental Data

The data set used in this paper is VOC data set. The original data set is divided into 20
different categories, including ‘aeroplane’, ‘Bicycle’, ‘bird’, etc. In order to better detect
pedestrians, the image data containing only pedestrians is extracted from this data set,
and a total of 9583 images are screened. The data are divided into 6132 training sets,
1534 validation sets and 1917 test sets. The information of training set, validation set
and test set is shown in the following Table 1 the representative images are shown in
Fig. 4 below.

Table 1. Number of images in pedestrian data set division, training set, validation set and test set

training sets validation sets test sets

6132 1534 1917

Fig. 4. Images of pedestrians in the data set

2.4.3 Evaluation Criteria

MAP value was used as the evaluation index in the experiment.mAP is the mean of the
average accuracy of all categories, and its calculation formula is (1).

mAP =
∑n

i=1 APi

N
(1)

where, N is the number of category detection, and AP can comprehensively consider
the influence of accuracy and recall rate.PR curve can be obtained by taking accuracy
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as the vertical axis and recall rate as the horizontal axis. For continuous PR curve, AP
in Eq. (2) is

AP = 1∫
0
P(R)dR (2)

where P is the Precision (3) and R is the Recall (4)

Precision = TP

TP + FP
(3)

Recall = TP

TP + FN
(4)

FPS is used as the standard to measure the speed of pedestrian detection by the
model. The larger FPS is, the more images are detected per unit time, and the better real-
time performance of the model is achieved. The FPS calculation formula is as shown in
formula (5), where NumFigure represents the number of images detected and TotalTime
represents the TotalTime spent on detecting these images.

FPS = TotalTime

NumFigure
(5)

2.4.4 Evaluation Setting

As can be seen from the following Table 2, after adding SE attention mechanism to the
YOLOv6 backbone network, the mAP detected by pedestrians reaches 85.1%, which is
7.3% points higher than that of the original YOLOv6 without adding attention mecha-
nism, and the improvement effect is quite obvious. Meanwhile, the detection speed FPS
value reaches 178. Compared with the original algorithm, the real-time performance is
also significantly improved. The use of YOLOv5 algorithm is not good in pedestrian
detection. Compared with YOLOv5s version, after increasing the network depth and
width, the mAP of YOLOv5l version is increased by 1.8% points, but it brings a serious
decline in FPS and is obviously poor in real-time performance.

When trying to replace YOLOv5 backbone network, the original CSPdarknet53 net-
work is replaced by MobileNetv3 network. The mAP decreases by 2.9% points, and
the FPS also decreases, so the network performance after replacement is not good. By
comparing the improvedYOLOv6 algorithmwith SSDalgorithm andFasterRCNNalgo-
rithm, it can be seen that the detection accuracy of SSD algorithm is not as good as that
of the proposed algorithm. On the basis of mAP reduction of 1.5% points, FasterRCNN
sacrifices a lot of detection speed, and FPS is only 12% of YOLOv6_SE algorithm.
Therefore, it does not meet the actual demand in real time. According to the comparison
in Table 2, YOLOv6_SE improves the average accuracy mAP and the detection speed
is also very fast. This algorithm is suitable for the scene of pedestrian detection.

The detection diagram is shown in Fig. 5 below:
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Table 2. Comparison of detection performance of various target detection algorithms

Model defect recognition
accuracy

mAP GFLOPS detection speed/fps

P R

YOLOv5s 0.757 0.785 0.796 15.8 93.458

YOLOv5l 0.785 0.773 0.814 107.8 52.356

YOLOv5s_SE 0.776 0.759 0.797 16.5 78.125

YOLOv5_MobileNetv3 0.729 0.763 0.767 38.2 63.291

YOLOv6s 0.780 0.665 0.778 44.19 172.413

SSD 0.531 0.705 0.804 – 112.764

FasterRCNN 0.853 0.756 0.836 – 22.290

YOLOv6s_SE 0.731 0.793 0.851 44.09 178.300

Fig. 5. Schematic diagram of pedestrian image detection results
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Abstract. Computer Vision is one of the popular research in the field of Deep
Learning. As a hotspot in the field of computer vision research in recent years,
pedestrian detection has a wide application prospect and great economic value in
urban transportation, social public safety, national defense security construction,
and so on. In this paper, the Yolov4-Tiny algorithm is used as the basic algorithm
to implement pedestrian detection in crowded subway stations, and the network
structure, detection principle, and training process of the algorithm are studied
in detail. The map value achieved by the model after training is 84.42%, and
pedestrian images are selected and then tested with good results. In this paper,
the trained model is tested on the embedded motherboard Jetson Nano, and the
processing speed fps value is about 7,which canmeet the requirements of real-time
pedestrian detection.

Keywords: Computer vision · Deep learning · Pedestrian detection ·
Yolov4-Tiny · Jetson Nano

1 Introduction

As one of the main ways for people to travel, the subway has become the primary choice
for people with its advantages of speed and convenience. With the rapid increase in the
number of people traveling by subway, the crowding of passengers in subway stations
has becomemore andmore serious, especially during holidays and the dailymorning and
evening rush hours. Based on the above problems, the subway station urgently needs
a real-time monitoring system for human flow density, and the technical core of this
system is the target detection of pedestrians.

With the rapid development of Internet technology, the research and development
in the field of computer vision [1] have become more and more mature, and pedes-
trian target detection [2], as one of the important branches of computer vision, has a
wide range of application prospects and economic value. The early traditional target
detection algorithms mainly include the frame difference method, optical flow method,
background subtraction method [3], etc. A single traditional detection algorithm is not
able to achieve the effect we want, and often requires two or more algorithms com-
bined to achieve the demand, which greatly increases the complexity and computational
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power of the algorithm, and also increases the requirements for hardware performance,
so the traditional detection algorithm is not suitable for application in practical scenar-
ios. AlexNet network won the 2012 ImageNet Since then, deep learning has reached a
rapid development stage, and Convolutional Neural Network [4] (CNN) is also applied
to target detection, and target detection based on deep learning is mainly divided into two
categories, one is Two-stage [5] target detection algorithm, which mainly generates a
series of candidate frames by algorithm first, and then uses The representative Two-stage
algorithms include R-CNN, Fast R-CNN, Faster R-CNN, etc. The other category is the
One-stage [5] target detection algorithm, which combines the generation of candidate
frames and the classification of samples into one step, and its representative algorithms
are Yolo series algorithms. Compared with the Two-stage target detection algorithm,
the One-stage target detection algorithm has more excellent detection speed and is more
suitable for application in practical scenarios.

The rest of the paper is as follows. In Sect. 2,wemainly introduce the basic theoretical
knowledge such as convolutional neural networks; In Sect. 3, we introduce the Yolov4-
Tiny algorithm and its network structure; In Sect. 4, we migrate the trained pedestrian
model to the Jetson Nano motherboard; Sect. 5 is the conclusion.

2 Theoretical Basis

2.1 Convolutional Neural Network

Aconvolutional neural network is aMultilayer Perceptron (MLP) [6]with two additional
parts, the Convolutional Layer and the Pooling Layer, on top of theMLP.A convolutional
neural network is generally composed of an input layer, a convolutional layer, a pooling
layer, and a fully connected layer. The final result is obtained by extracting the features
of the image and dimensionality reduction for images [7] through the computation of
convolution and pooling, and by extracting the features of the image through a fully
connected layer for classification.

(1) Input layer

Whenwe input an image into the neural network, the image needs to be pre-processed
to reduce the impact on training caused by image noise and image overexposure, etc.
There are usually three types of processing: homogenization, normalization, and PCA
dimensionality reduction [8].

(2) Convolutional layer

The convolution layer is themost important layer of the convolutional neural network,
and its main function is to extract the features of the input image. The convolutional
calculation mainly involves two parameters: the size of the convolutional kernel and the
step size of each move. Therefore, a certain number of pixels are filled in the input to
ensure that the size of the output feature map remains unchanged. The output feature
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size after convolution is calculated as in Eqs. 2, 3, 4.

nout × nout =
[
N + 2p − n

s
+ 1

]
×

[
N + 2p − n

s
+ 1

]
(1)

where nout is the output size, N is the input size, p is the number of zero padding, n is
the convolution kernel size, and s is the step size of the move.

(3) Pooling layer

Pooling is mainly a process of down-sampling, which can reduce the dimensionality
of each feature map and thus retain most of the important information. Common pooling
operations include Average Pooling and Maximum Pooling.

(4) Fully-connected layer

The fully connected layer is usually placed at the end of the convolutional neural
network and consists of multiple neurons. Its main role is to combine feature information
to achieve the classification of image features.

3 Yolov4-Tiny Algorithm-Based Pedestrian Detection Counting

3.1 Introduction of the Yolov4-Tiny Algorithm

Yolov4 algorithm was proposed in 2020, compared with the previous Yolo series algo-
rithm, it hasmade certain changes from data enhancement, backbone network, activation
function, network training, etc., and the detection accuracy and detection speed have been
significantly improved, which can be called a quality algorithm with both accuracy and
speed. The yolov4-Tiny algorithm is a lightweight version of the Yolov4 algorithm It
mainly reduces the number of residual blocks and data stacking in the backbone net-
work structure of the Yolov4 algorithm and keeps the CSP Net [9] and Res Net [9] in
the backbone network, so that the lightened model has good detection accuracy, and the
network parameters of Yolov4-Tiny are about The network structure of the Yolov4-Tiny
algorithm is shown in Fig. 1.

As we can see from the Fig. 1, the Yolov4-Tiny network consists of three parts: the
CSPDarknet53-Tiny backbone network, the FPN data enhancement network, and the
Yolo Head. The backbone network consists of three DarknetConv2D_Leaky and three
Resblok_body stacked, and the Data Enhancement Network has only Convolution and
one Up-sampling process, so the network structure of the Yolov4-Tiny algorithm can be
very simple, which makes it have a very good detection speed, but there is a loss in the
accuracy of small target detection.
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Fig. 1. Yolov4-Tiny algorithm network structure

3.2 Evaluation Criteria

Themetrics for evaluating the accuracy of the trainingmodel are Average Precision (AP)
[10] and Mean Average Precision (mAP) [10], where the formula for calculating mAP
is in Eq. 3–1.

mAP = 1

n

∑n

i=1
APi (2)

where n is the number of target categories to be detected. Since only the category of
pedestrians is detected in this paper, the mAP value is the same as the AP value.

The Precision is the proportion of correctly predicted sample frames in the total
sample frames, and the Recall is the proportion of correct sample frames in all real
frames, which is calculated as follows.

Precision = TP

FP + TP
(3)

Recall = TP

FN + TP
(4)

TP is the number of models correctly detected and classified to the corresponding
species, FP is the number of targets detected wrong by the model, and FN is the number
of targets missed by the model.

The Average Precision (AP) is determined by both Precision and Recall, which is
calculated as follows.

AP = 1∫
0
P(R)dR (5)

where P is the precision value, R is the recall value, and the AP value is equivalent to
the integral of Precision to Recall.



294 C. Chen and W. Wang

3.3 Experimental Environment and Parameter Settings

The deep learning framework used is TensorFlow2.2.0, and the image processing is per-
formed byOpenCV4.2.0. The editor is pycharm, and the python libraries: Numpy1.18.4,
Scipy1.4.1, H5py2.10.0, Tqdm4.46.1, Pillow8.2.0, Matplotlib3.2.1.

3.4 Experimental Results

After training, the YOLOv4-tiny algorithm is used to achieve the detection of pedestrian
density, and when the Score_Threhold is set to 0.5, the accuracy value can reach 91.23%,
the recall rate can reach 65.04%, and the AP value can reach 84.42%. The changes in AP
value, accuracy, and recall rate when the model reaches convergence during the training
process are shown as follows (Fig. 2).

(a) AP values after trainng (b) Accuracy values after training (c) Recall values after training

Fig. 2. Train effect

4 Embedded Jetson Nano-Based Human Flow Density Detection
Implementation

4.1 The Choice of Embedded Hardware

Nowadays, there are many kinds of embedded devices on the market, such as Raspberry
Pi series, NVIDIA TX2, Xavier, and Jetson Nano, in terms of processing data and
computing power, Jetson Nano 4GB is equipped with 128-core NVIDIAMaxwell GPU
and Quad-Core The Jetson Nano 4GB is equipped with a 128-core NVIDIA Maxwell
GPU and a Quad-Core ARM Cortex-A57MPCore CPU and has good data processing
capability. The small size is the most obvious advantage of the Jetson Nano, which is
100 x 80 x 29mm and can be flexibly used in real-world scenarios. In terms of power
consumption, the Jetson Nano can be powered by Micro USB with a minimum power
of 5W, which is sufficient for simple operations, and up to 10W when powered by the
DC port, which allows complex data processing and other operations, and overall the
Jetson Nano has low power consumption. It also has good video encoding and decoding
capabilities, itself equipped with 16GB of eMMC5.1 flashmemory, and an external hard
disk to expand the space while having a variety of interfaces for development, specific
parameters and specifications are shown in the table below (Table 1).
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Table 1. Jetson Nano hardware parameter specifications

Components Parameter Specification

CPU Quad-Core ARM Cortex-A57MPCore

GPU 128-core NVIDIA Maxwell GPU

AI Arithmetic 473 GFLOPS

Video Memory 4GB 64-bit(LPDDR4 25.6GB/s)

Storage 16GB eMMC5.1 Flash Memory

Video Encoder 4K@30| 4 × 1080p@30 | 9 × 720@30 (H.264/H.265)

Video decoder 4K@60| 2 × 4K@30| 8 × 1080p@30 | 18 ×
720p@30(H.264/H.265)

Camera interface 2个MIPI CSI-2 DPHY Passage

Connections Gigabit Ethernet、M.2 Key E

Show HDMI | DisplayPort

USB 4*USB 3.0

Network Support USB high-speed network card | Support M.2 dual-band
high-speed network card

Power consumption 5-10W

4.2 Environment Configuration

First, connect the Jetson Nano to a Win10 computer, and then burn the boot system in
eMMC through an Ubuntu 18.04 virtual machine to prepare for the subsequent boot.
The prepared USB stick is then plugged into the computer and the Win32DiskImaager
software is used to burn the system on the motherboard. The final access to the power
supply and monitor, etc. can be booted and used, at this time the operating system for
Linux Ubuntu18.06.

4.3 System Operation Test and Analysis

After configuring the required environment, the trained weight files and so on are
migrated to Jetson Nano, and the effect of calculating the number of people is achieved
by calculating the number of recognition frames. The scene of the test video is at the
escalator in the subway station, and the effect after running the program is as follows
(Fig. 3).

The total number of people in the frame is 18, and the number of missed detections
is 4. The accuracy of detection is 77.78%, while the speed of detection reaches 7FPS,
which can meet the demand for real-time detection.
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Fig.3. Detection effect on Jetson Nano

5 Conclusion

This paper mainly realized the detection of passengers in the specified area of subway
station by theYolov4-Tiny algorithm, andmigrated theweight file to the embedded board
Jetson Nano, after configuring the environment of TensorFlow, OpenCV, python, etc.,
the accuracy rate is 77.78% in the embedded end of the test, and the recognition speed
can reach 7FPS, which can be The actual scene can be detected in real-time by installing
a USB or CSI camera on the Jetson Nano motherboard. The algorithm in some specific
angle recognition still needs to be improved, the subsequent data set can be reconstructed
and increase the number of samples to solve, can also replace the algorithm to Yolov5.
In order for the system can be better in the actual scene application, the detection speed
of the algorithm still needs to be improved, the subsequent can be considered through
TensorRT and other acceleration processes.

Acknowledgement. The work was supported by the Natural Science Foundation of China
(61731006, 61971310).
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Abstract. Coronary heart disease has become a diseasewith the highest mortality
rate in the world. The main treatment for coronary artery disease is coronary stent-
ing. The detection and reconstruction of stents after coronary stent implantation is
currently a difficult problem. In this paper, a reconstruction method for coronary
stent detection based on IVOCT images was proposed. This method utilized the
continuity of IVOCT image frames and the columnar shadow of the stent to real-
ize two-dimensional and three-dimensional reconstruction of the stent. Median
filtering, Otsu method, Canny method, pixel fetching and coordinate conversion
were used. It was verified that the reconstruction of stent images could be achieved
accurately when the frame spacing of IVOCT images satisfies the sampling theory.
The stent recognition reconstruction method could be used in clinical applications
to assist physicians in post-stenting status analysis.

Keywords: Stent identification · Stent reconstruction · Boundary segmentation ·
IVOCT

1 Introduction

Coronary atherosclerotic heart disease resulted from the deposition of lipids in the
coronary arteries. Coronary stent implantation had become an important treatment for
atherosclerotic heart disease [1]. Coronary arteries were hard to detect due to their
stenoses and thin walls. Intravascular Optical Coherence Tomography (IVOCT) systems
were widely used in coronary artery detection [2].

Automatic detection and segmentation of stents had been extensively investigated
[3]. Nam et al. [4]. Proposed a segmentation method based on fuzzy C-mean (FCM)
clustering and wavelet transform to inner lumen contour extraction. Tsantis et al. [5].
Proposed a segmentation technique for automatic lumen extraction and stent structure
detection in IVOCT images to quantitatively analyze neoplastic endothelial hyperplasia.
Wang et al. [6]. Proposed a greyscale based method that used greyscale and gradi-
ent features and directed segmentation of struts using a series of thresholds. However,
the brightness and contrast of IVOCT images varied from patient to patient and blood
artifacts may exist, making it difficult to apply in practice.

In this paper, a reconstruction method for coronary stent detection based on IVOCT
images was proposed. This method utilized the continuity of IVOCT image frames and
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the columnar shadow of the stent to realize the two-dimensional and three-dimensional
reconstruction of the stent. Noise points of image were removed by image processing
and median filtering. Otsu method and Canny method were used to extract blood vessel
boundary. The extraction of the position information of the stent was achieved by sum-
ming 100 pixels below the boundary. Coordinate transformation and arrangement of stent
position information, reconstruction of 2D and 3D image of stent were based on the con-
tinuity of the image frames. The experimental results showed that the method achieved
stent detection reconstruction when the IVOCT image acquisition speed satisfied the
sampling theory.

2 Method

2.1 Median Filtering

Median filtering was a non-linear method of image noise reduction [7]. Median filtering
selected appropriate points to replace the values of contaminated points and protected
the sharp edges of the image. Median filtering selected a 3*3 matrix of nine pixel points
in the image. We sorted the nine pixels and assigned the centroid of this matrix to the
median of these nine pixels. The principle was shown in Fig. 1.

Fig.1. Median filtering principle.

2.2 Otsu Method

The Maximum inter class variance method (Otsu) was an algorithm for determining
image segmentation thresholds [8]. The Otsu method automatically selected a global
threshold T by counting the histogram characteristics of the entire image. Pixels in the
grey level 0-i were foreground pixels, pixels in the grey level i-255 were background
pixels and i was the grey level. The global threshold T was the maximum value of the
inter-class variance corresponding to i.

The formula for the pixel ratio of foreground to background calculated proportion
of foreground and background pixels ω0 and ω1. The proportion was computed as:

ω0 = N0/(M*N) (1)

ω1 = N1/(M*N) (2)
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M and N were the length and width of the image, N0 was the number of pixels with
a grey value greater than the threshold, N1 was the number of pixels with a grey value
less than the threshold. The above parameters satisfy the constant equation:

N0 + N1 = M ∗ N (3)

ω0 + ω1 = 1 (4)

The average gray value of the image μ was determined by the foreground pixels and
the background pixels. The average gray value was computed as:

μ = ω0 ∗ μ0 + ω1 ∗ μ1 (5)

μ0 was the average grey level of foreground pixels, μ1 was the average grey level of
background pixels.

When i was a global threshold, the variance definition equation g achieved a
maximum value.

g = ω0(μ0 − μ)2 + ω1(μ1 − μ)2 = ω0∗ω1(μ0 − μ1)
2 (6)

2.3 Canny Edge Detection Algorithm

The Canny edge detection algorithm removed image noise by smoothing the image with
a Gaussian filter [9]. The Gaussian equation was computed as:

G(x, y) = 1

2πσ 2 e
− x2+y2

2σ2 (7)

x and y were the coordinates and σ was the standard deviation.
The gradient value of each pixel point in both the positive and negative directions of

the gradient M(x,y) were calculated. The gradient equation was computed as:

M(x, y) =
√
d2x(x, y) + d2y(x, y) (8)

θM = arctan(dy/dx) (9)

θM was the direction of the gradient, dx was the derivative in the horizontal direction
and dy was the derivative in the vertical direction.

The non-maximum suppression technique NMS was used to eliminate edge
misdetection. The NMS equation was computed as:

MT(x, y) =
{
M(x, y), ifM(x, y) > T

0, otherwise
(10)

A double thresholding algorithm determined the final boundary. The pixels whose
gradient values were greater than the high threshold were strong edges, whose gradient
values were less than the low threshold were not edges, and whose gradient values were
in between were weak edges. The upper and lower threshold bounds were determined
automatically by the Canny algorithm.
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3 Experimental Results and Discussion

3.1 Experimental Data

The experimental stent images had spacer size of about 500 μm, connector size of
about 320 μm and minimum stand size of about 145 μm. The IVOCT image acquisition
retraction speeds were 20 mm/s, 10 mm/s and 5 mm/s respectively (corresponding to
image frame distances of 200 μm, 100 μm and 50 μm).

The distance between image frames was related to withdrawal speed and rotation
speed. The distance of image frames was computed as:

L = Sp
Sr

≤ 1

2
R (11)

The formula L was the distance between IVOCT image frames, R was the length of
stent, Sp was the withdrawal speed. Sr was the rotation speed of the probe which was
determined by the scanning frequency of the light source. Therefor, Sp could change the
distance between image frames.

3.2 Image Preprocessing

The coronary stent detection image was shown in Fig. 2(a). The imaging catheter,
guidewire and protective sheath in the image had an impact on the experimental results
when one-dimensional projection was performed for pixel value calculation. The pixel
values of imaging catheter, guidewire and protective sheath were assigned to 0. It was
necessary to preprocessing the image to avoid errors, as shown in Fig. 2(b).

(a) (b)

Fig. 2. (a) IVOCT image of a coronary stent. (b) Image with imaging catheter, guidewire and
protective sheath removed.

3.3 Stent Identification

The IVOCT system was a frequency domain OCT system based on a swept frequency
light source. An optical fiber inside the catheter transmitted and focused near-infrared
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light onto the vessel wall, and the vessel was imaged by rotating and retracting the fiber.
The NIR light could penetrate vessel wall but could not penetrate stent, so there was a
columnar shadow area behind the stent.

The image was filtered with median filtering to remove the noise points. The global
thresholdwas obtainedby theOtsumethod for the noise-reduced image.Canny algorithm
was used for the extraction of the vessel boundaries, as shown in Fig. 3. The yellow line
showed the vessel boundaries.

Fig. 3. Segmentation of vascular boundaries.

The 100 pixels below the vascular border were summed to clearly distinguish the
stent from the tissue region, as shown in Fig. 4. The intensity values of the stent were
lower than that of the tissue regions on either side. The areas of low intensity values
were arranged in a one-dimensional array to form an unfolding image of the stent.

Fig. 4. Summation of 100 pixels below the vascular border.

3.4 Coronary Stent Reconstruction

The coordinate points corresponding to the maximum value of the slope in the stent
expansion diagram were extracted. The two-dimensional image of the stent was formed
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by expanding it in the order of the image frames at one time and the three-dimensional
image was generated by converting the stent expansion diagram into a bar chart, as
shown in Fig. 5.

(a) (b)

Fig. 5. (a) 2D reconstruction image. (b) 3D reconstruction image.

3.5 2D Reconstruction of Coronary Stents at Different Distances Between
IVOCT Image Frames

IVOCT catheter retraction speeds were 20 mm/s, 10 mm/s and 5 mm/s. The results of
the experiment were shown in Fig. 6.

(a) (b) (c)

Fig. 6. (a) 2D image of the stent at 20mm/s retraction speed. (b) 2D image of the stent at 10mm/s
retraction speed. (c) 2D image of the stent at 5 mm/s retraction speed.

Retraction speedswere 20mm/s, 10mm/s and5mm/s correspond to image framedis-
tances of 200μm, 100μmand 50μm.Retraction speed of 5mm/s produced image frame
distance less than half of the minimum bracket distance, which satisfied the sampling
theory. 50 μm image frame distance allowed for effective bracket 2D image reconstruc-
tion. The retraction speeds of 20 mm/s and 10 mm/s didn’t satisfy the sampling theory.
The support body of the stent and the longer connection body of the stent were recon-
structed, but the smaller size connection body couldn’t be reconstructed. This experiment
proved the stent extraction method proposed in this paper, and also demonstrated the
relationship between stent reconstruction and stent retraction speed.
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4 Conclusion

In this paper, an algorithm for coronary stent detection and reconstruction based on
IVOCT images was proposed. The algorithm used median filtering, the Otsu method,
the Canny algorithm and pixel summation to determine stent location information. The
algorithm utilized the continuity of IVOCT image frames to achieve 2D image and 3D
image reconstruction of stent. Experimental results showed that the algorithm accurately
achieved 2Dand3D image reconstruction of the stentwhen the IVOCT image acquisition
satisfied the sampling theory. Subsequent work will focus on the automatic recognition
of stent fracture, which will provide effective guidance to doctors for clinical diagnosis
stent implantation.
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Abstract. In this paper, we address a concept drift detection and update algorithm
based on the online restricted Boltzmann machine (O-RBM). We introduce an
attentionmechanism intoRBM, and the parameters of each classifier in the concept
drift detection model are updated according to the important information mined
by the attention mechanism. The updated model complies with the various data
better and judges the types and states of new data online. In the experiments, we
compare the performance of the proposed algorithm with the algorithm proposed
in our previouswork, and the results show thatO-RBMplays even better in concept
drift detection.

Keywords: Concept Drift · Online Restricted Boltzmann Machine (O-RBM) ·
Attention Mechanism

1 Introduction

With the rapid development of Internet technology, the data generated by people’s pro-
duction and life explode,which ownvarious forms, large in scale and constantly changing
over time, making concept drift occurred more easily. Concept drift is the phenomenon
that the information in data stream varies over time or changing environment [1, 2]. In
recent years, concept drift detection has become a hot issue.

Liu et al. proposed a drift detection algorithm based on equal intensity K-means
space partitioning, which achieves concept drift detection from the perspective of data
distribution according to the Pearson’s chi-square test data model [3]. Gözüaçık et al.
proposed an unsupervised method called D3 which uses a discriminative classifier with
a sliding window to detect concept drift by monitoring changes in the feature space
[4]. Song et al. considered both temporal and spatial characteristic and proposed a local
drift degree (LDD) method that constantly monitors variations in region density [5]. Xu
and Wang proposed a combination of dynamic extreme learning machine and threshold
detection of drift to classify online data stream. When a drift alert is issued, additional
hidden layer nodes are added to the neural network and a new classifier would replace
the old one with lower performance once a drift is detected [6]. Although all the above
algorithms are good at detecting concept drift, they do not complete uniformity in terms
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of dynamics and efficiency.We have studied concept drift detection algorithms formulti-
class classification system based on RBM [7]. In this paper, we introduce an attention
mechanism into RBM to update the model parameters online and detect the concept
drift.

The rest of the paper is as follows. Section 2 discusses the theoretical knowledge.
Section 3 presents the basic framework of the proposed algorithm. Section 4 evaluates
the algorithm on different datasets. Section 5 is the conclusion.

2 Basic Theory

2.1 Online Restricted Boltzmann Machine

The multi-class concept drift detection mechanism based on RBM can well realize the
detection and judgment of drift types [7]. However, with the passage of time and the
continuous inflow of new data, the type of data keeps changed, RBM cannot update
the model in time to accommodate the concept change of the data. Therefore, in this
paper, we introduce the attention mechanism to obtain the probability distribution via
RBM, and then all data blocks are attentional computed according to the data types of
the new data blocks. The weights of each data block are renormalized and weighted
to get new probability distribution for online detection of concept drift, this process is
called online restricted Boltzmann machine (O-RBM). Compared with RBM, O-RBM
is able to update model parameters online according to the data characteristics of new
data blocks to detect the drift more accurate and timely.

2.2 Attention

The attentionmechanism ismostly used in neural networkmodels, learning theweighted
information of the input. The core of the attention mechanism is the attention function.
There are two kinds of attention functions commonly used: additive attention and dot
product attention. The dot product attention can be described as the computational pro-
cess of mapping a Query and a set of Key-Value pairs to an output, where Query, Key,
Value and output are all vectors [8]. The output matrix is computed as

Attention(Q,K,V ) = Softmax(
QKT

√
d

)V (1)

where d represents the length of the input data vector.

3 O-RBM-Based Concept Drift Update Algorithm

In the task of data mining, real-time monitoring of data stream is essential. For data
stream with concept drift, the classification model should not only ensure the accuracy
of the classification, but also match the new concepts. O-RBM updates the model by
adding an attention mechanism in RBM. The attention mechanism can select important
information from the massive information stream, which is realized by the calculation of
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weight coefficients. The larger the weight value is, the more attention will be paid to its
corresponding data value (Value). As new data blocks input, the probability distribution
and weight coefficients of each data block can be calculated by RBM. Then the outputs
of each classification model in RBM are regarded as the inputs of O-RBM, and the
weights of each classifier updated with the attention mechanism to relearn the new data.
Thus, the new probability distribution of the input data can be obtained to achieve the
online detection and judgement of concept drift. The process of O-RBM-based concept
drift detection and update algorithm is shown in Fig. 1. The algorithm owns two parts:
data pre-training and concept drift detection. The data is divided into training set and
test set in pre-training, and the concept drift detection part consists of three parts: RBM
model training, O-RBMmodel update and concept drift analysis. O-RBMmodel update
mechanism is shown on the right of Fig. 1.

Fig. 1. The procedure of O-RBM-based concept drift update algorithm

The steps of updating the classifier weights based on the attention mechanism are as
follows. Firstly, calculate the similarity between Query and Key_i. In this paper, we use
the vector cosine similarity, denoted by Simi

Simi = Similarity(Query,Key_i) = QueryKey_i

||Query||||Key_i|| (2)

Secondly, Simi is numerically transformed to obtain the weighting coefficient of
Valuei, denoted by ai ai

ai = Softmax(Simi) = eSimi

∑Lx
j=1 Simj

(3)

Finally, the attention value of Query is calculated by Value and ai ai

Attention(Query, Source) =
∑Lx

j=1
ai Valuei (4)

where Query corresponds to the weight matrixWi of the data, Key_i calculates the rela-
tionship between the current data blockBi and the historical data blocksB1,B2, ...,Bi−1,
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and Valuei is the current data value. The proposed O-RBM assigns different weights to
all existing data blocks and the classifier updatedwith the current data to reduce the effect
of historical data on the classifier performance. Algorithm 1 gives the O-RBM-based
Concept Drift Update Mechanism.

4 Experiments and Analysis

As an extension of our previous work [7], the performance of O-RBM can be estimated
by comparing with RBM. In this paper, we investigate the KL-divergence and variance
of the probability distributions obtained from the two models to explore whether there
is an improvement on O-RBM.

4.1 Dataset

Gaussian Dataset. Create three classes of Gaussian distribution datasets, representing
A, B and C respectively. The tested data consists of 10 data blocks with length 50 of each
block. There exist mutational drifts in the tested data, where the first five data blocks
belong to A, the other five data blocks belong B.

MNIST Dataset [9]. MNIST is a set of image dataset of handwritten digits collated by
the National Institute of Standards and Technology (NIST). Taking 250 digits 1 and 2
to form the tested data containing mutation drifts, and digits 1 constitutes the first five
data blocks, while digits 2 are the last five data blocks.
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Satimage Dataset [10]. The Satimage dataset is a ground-based satellite dataset con-
taining 36 attributes. Among the dataset, six classes A, B, C, D, E and F with 500
samples of are taken for the experiments, the tested data contains asymptotic drifts
which generated by another 300 samples of A and 200 samples of F.

4.2 Experimental Results

In this part, we investigated the probability distributions of each class of data blocks
obtained from the RBM-based multi-class concept drift detection algorithm [7] and
the O-RBM-based concept drift detection and update algorithm on different datasets,
respectively. The KL-divergence and variance of the probability distributions of the data
blocks are tested and plotted in Figs. 2, 3, and 4.

Fig. 2. Comparison of RBM and O-RBM model parameters based on Gaussian dataset

Fig. 3. Comparison of RBM and O-RBM model parameters based on MNIST dataset

From the figures, It can be observed that the KL-divergence of the probability dis-
tributions for each data block derived based on RBM are higher than those of O-RBM,
which indicates that the variability of the probability distributions derived from RBM
is larger. Similarly, the results of the variance obtained by these two methods show that
the variance generated by O-RBM are always smaller than those in RBM, which indi-
cates that the fluctuations of the probability distributions in O-RBM are smaller. This is
because when there is a concept drift, O-RBM normalizes and updates the weights of all
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Fig. 4. Comparison of RBM and O-RBM model parameters based on the Satimage dataset

data blocks again based on the data block to reduce the influence of historical data blocks
on the model parameters and increase the weights of the new data blocks. In addition,
the probability distribution of O-RBM is closer in the data blocks with same concept, so
the variance of the probability distribution between the old and new data blocks will be
lower than the variance of RBM-based model. The O-RBM owns higher accuracy and
more stable classification, which can adapt well to data changes.

5 Conclusion

We studied O-RBM-based concept drift detection and updating algorithm in this paper.
An attention mechanism is introduced to achieve concept drift detection and online
updating of RBM [7] model. In addition, experiments are conducted on the synthetic
dataset and the real datasets, and the KL-divergence and variations of the probability
distributions obtained from RBM and O-RBM are compared, respectively. The results
show that the O-RBM model proposed in this paper achieves real-time detection of
concept drift based on the detection of concept drift, which has higher accuracy and
more stable classification results compared to RBM.
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Abstract. In recent years, artificial intelligence technology has made
breakthrough progress. It is widely used in person re-identification(Re-
ID), but its accuracy still needs to be improved. This paper proposes
a person re-identification(Re-ID) model based on 3D data augmenta-
tion and designs and implements edge computing deployment. The 3D
human body model is put into the 3D scene and take automatic virtual
photography to obtain the simulation image data. The neural network
model is trained through the expanded data set of 3D simulation, and its
improvement is significant. Based on this, an onboard scheme of artificial
intelligence edge computing based on the Rock chips 3588 was designed
to meet the practical needs of person re-identification(Re-ID) applica-
tions. This scheme is widely compatible with standard IP cameras based
on RTSP/RTMP streams, supports person re-identification of visible and
infrared video streams, can control the PTZ through the network inter-
face, and can be updated and iterated remotely through the network.

Keywords: 3D Data Augmentation · Person Re-identification · Edge
Computing · Rock chips 3588

1 Introduction

Person re-identification (Re-ID) seeks the same person across multiple non-
overlapping surveillance cameras, which has attracted widely study. Person Re-
ID has also made significant progress based on the large-scale visible image data
set of person Re-ID and convolutional neural networks. Because of its impor-
tance in intelligent video surveillance, it has attracted more and more attention
in the computer vision field [1–3,8–11]. Recently, the application of the image
generation method based on an adversarial method [4,5,12–14] to person Re-ID
has attracted much attention. The main challenge of person Re-ID is to deal with
the appearance differences caused by lighting, pose changes, and angle changes,
as well as the other differences caused by different cameras.
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However, the above tracking methods still have the following problems: (1)
The person Re-ID dataset still cannot cover the natural scene, and the accuracy
of the training model is low. (2) The current models are mainly run on computers,
lacking low-cost edge deployment engineering applications.

2 3D Augmented Person Re-identification

The general data set construction process directly captures all data from the
actual physical environment. However, the 3D CG simulation data set construc-
tion enhancement technology only collects a small part of data from the real
world, including the environment and specific target data. On the one hand,
through 3D CG technology and physical simulation algorithms [6], the collected
natural environment data is processed to build a 3D simulation scene. On the
other hand, the target data of the AI task scanned and collected will be processed
to form a three-dimensional digital model consistent with the natural world tar-
get. In particular, for AI tasks requiring multidimensional data, multiple image
domain data and various sensor data can be further integrated to establish a
digital twin model of the target object for use by subsequent system units.

On this basis, computer graphics, physical simulation, and other technolo-
gies are comprehensively used to shoot on demand in a three-dimensional vir-
tual environment to generate the simulation image data of the target subject of
the expected AI task under various scenes, weather, climate, and lighting con-
ditions at various angles and motion postures. Furthermore, the data can be
automatically annotated without manual intervention through the programmed
method. The system jointly uses the simulated and natural world data to train
the GAN generative countermeasure neural network to improve the generated
data’s authenticity further. It can obtain the adjustment and conversion of the
virtual simulation image data’s realistic image style. The final output is a deep
neural network artificial intelligence dataset almost identical to real-world image
data. Next, we will describe each critical part.

Because the task of person re-identification (Re-ID) focuses on local small-
scale human features, only local environment modeling data of specific moni-
toring areas are needed. Therefore, we selected the local geographic data taken
by UAV to conduct 3D modeling and obtain the 3D landform model after data
preprocessing. Then, we enrich the geomorphic model and correct the part with
poor local texture. We appropriately add and delete the elements such as vege-
tation and buildings that are not fully three-dimensional and adjust the surface
material to meet the requirements of PBR physical natural lighting to obtain
the final 3D simulation scene, as shown in Fig. 1.

To collect image data of different pedestrians at different angles, we use the
method of photogrammetric modeling to build 3D models of the human body
and integrate some existing 3D human models to complete the establishment
of the databases, as shown in Fig. 2. We put the 3D human model into the 3D
scene and take automatic virtual photography in the digital simulation space
to obtain the simulation image data. By adjusting the capture angle, ambient
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Fig. 1. Geographical environment 3D model

Fig. 2. 3D human models

light, and other factors of 100 pedestrian subjects’ attitude sets, a 6000-piece
image data set was formed. Then 10000 pieces of the data set were completed
through random noise, hue jitter, rotation, clipping, and other conventional data
augmentation methods.

The simulation data set is used to expand the CUHK03 [7] person re-
identification (Re-ID) data set. Moreover, the final test person re-identification
(Re-ID) data set with the scale of 20000 (the total number of images in the orig-
inal CUHK03 data set is 13164, and we reserve 3164 images as the test group
data, not participating in the neural network model training), as shown in Fig. 3.



3D Data Augmented Person Re-identification 315

Fig. 3. (a) 3D CG simulation dataset construction (b) simulation dataset (c) CUHK03
dataset
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3 Edge-based Implementation

As shown in Fig. 4, an AI edge computing on-board solution based on the Rock
chips 3588 is designed for low-cost video surveillance. The solution is widely
compatible with standard IP cameras based on RTSP/RTMP streams, supports
person re-identification of visible and infrared video streams, can control the

Fig. 4. System Software Dependency Diagram

Fig. 5. System logic structure diagram
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Fig. 6. The Edge-based Implementation of Person Re-identification

Fig. 7. The Experimental Result of the Edge-based Person Re-identification

PTZ through the network interface, and can be updated and iterated remotely
through the network. Function parameters can be configured through the WEB
service interface, and the model and function can be updated remotely and iter-
atively through the network. The system software dependency Diagram is shown
in Fig. 5. The design maximizes the system’s scalability by abstracting it into
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Table 1. Results of the Person Re-identification using 3D Augmented Data

Data set result 3D Augmentation 3D Augmentation CUHK03 CUHK03

rank-1 mAP rank-1 mAP

256 × 128 79.5 74.9 78.1 72.7

224 × 224 80.1 75.3 78.5 74.2

384 × 128 80.8 75.1 79.0 74.1

384 × 192 80.1 74.4 77.8 73.5

independent functional modules, combined through interfaces and configuration
information to form specific functions to adapt to changing applications.

4 Result and Analysis

The 3D augmented person Re-identification dataset and CUHK03 dataset are
used to train the deep neural network, respectively. Two trained deep neural net-
work models for person Re-identification have been obtained: the 3D augmented
model and the CUHK model for short. Finally, the 3D augmented model and
the CUHK model was tested and evaluated with the test group data, and the
final comparison results were shown in Table 1. The 3D augmented model has
significantly surpassed the CUHK model. It is mainly because 3D simulation can
supplement the feature dimensions missing in all aspects of the data set. Due
to the human cost and time cost limitations, obtaining enough data from the
real world to meet the feature dimensions required by the neural network is not
easy. The 3D simulation data construction technology can complete the data
expansion well and meet the corresponding in-depth neural network training
needs.

As shown in Fig. 6 and Fig. 7, we deployed an edge-based Person Re-
identification system. The modular design supports iterative upgrades to each
functional part, or the introduction of new functional modules, providing the
system with maximum backward expansion possibilities. The design provides an
intuitive and easy-to-use user interface via the WEB, through which all system
functions, parameters, and status can be set uniformly, minimizing the difficulty
of using the system.

5 Conclusion

This paper proposes a person re-identification(Re-ID) model based on 3D data
augmentation. Based on this, we designed an onboard scheme of artificial intelli-
gence edge computing based on the Rock chips 3588 to meet the practical needs
of person re-identification(Re-ID) applications. This paper shows the capabili-
ties of 3D CG simulation data construction technology with the application of
artificial intelligence in the CV field. This technology is an interdisciplinary and
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basic technology that can support various artificial intelligence tasks. With the
continuous development of CG technology and artificial intelligence technology,
this technology will continue to evolve, constantly improve its data augmentation
ability, and expand its application boundaries. In the future, we will continue to
enrich and improve the 3D CG simulation data construction technology and fur-
ther explore its fluid simulation, optical domain conversion, infrared radiation
simulation, and other related work. Furthermore, we will strengthen its edge
deployment capabilities to use person re-identification technology more widely.
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dation of China grant number TCGZ2020C004 and 202020429036.
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Abstract. With the rapid development of 5G, telecom operators have begun to
deploy and promote 5G services. How to accurately recognize 5G potential cus-
tomers and increase conversion rate of 5G customer has become a very concerned
issue for telecom operators. In this paper, a 5G potential customer recognition
model based on telecom big data is constructed. Firstly, a influencing factor sys-
tem is constructed to fully reflect the relevant characteristics of 5G customers.
Secondly, feature selection is performed by summing the importance evaluated by
multiple tree ensemble models, and it is found that relatively important features
include data ARPU, brand type, DOU and its changes, ARPU and its changes,
video APP usage and so on. Thirdly, the SMOTE-ENN combined algorithm is
applied to improve the performance of the basic model. Then, various machine
learning models are used to identify 5G potential customers, and the comparison
results show thatXGBoost, LightGBMandDNNhave better performance. Finally,
based on the three best-performing classifiers, a multi-layer heterogeneous inte-
grated model is constructed, which combines the cascade and parallel structures.
Experiments show that the MHI model can achieve better performance than the
separate classifiers.

Keywords: 5G potential customer · Comprehensive feature selection ·
SMOTE – ENN · Sample imbalance · XGBoost · LightGBM · DNN · Muti-layer
heterogeneous integration

1 Introduction

With the rapid development of 5G technology, 5G has become an important role in
driving a new round of digital transformation. Telecom operators have begun to deploy
and promote 5G services across the country. Seizing 5G development opportunities has
become an important task for telecom operators. Therefore, how to accurately identify
5G customers, recommend 5G related services and improve conversion rate has become
issues of great concern to the development of telecom operators.

In recent years, the research on 5G potential customer identification was mainly
carried out through the construction of logistic regression, decision tree, tree-based
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ensemble model. In addition, the sample balancing methods have also been focused on
for 5G imbalanced data sets. Yiwen Dai [1] used XGBoost algorithm, decision tree and
logistic regression algorithm for different levels of 5G package customers, and selected
the optimalmodel for each level of 5G package through recall and precision.Wanying Jin
[2] screened out the most important features such as the proportion of 5G users in cities,
billing income, and found that the XGBoost, LightGBM and CatBoost worked better.
Hong Xu [3] compared three algorithms of sampling and found that the performance of
LightGBM with under-sampling was better than other models. Hao Zhang [4] proposed
the TABoost algorithm to solve the problem of data imbalance, using the classification
hardness distribution to sample the majority class.

2 5G Potential Customer Recognition Model

In this paper, a 5G potential customer identification model is generated based on telecom
big data and machine learning models, aiming to identify those customers who are likely
to order 5G packages in the future from the existing 4G stock customers, so as to help
enterprises quickly migrate customers to 5G. The framework of the model is as follows:
firstly, 150 + dimensional features are constructed based on the ‘1 + 5’ influencing fac-
tor model, and then processed by comprehensive feature selection and combined sample
balance algorithm. Then, 5G customers are identified by logistic regression, decision
tree, random forest model, XGBoost model, LightGBMmodel and deep neural network
model, and the optimal, second-best and third-best estimators are selected by compar-
ing the performance results. Finally, a multi-layer heterogeneous integrated model is
constructed to improve the performance of the 5G customer comprehensive prediction
model.

2.1 Problem Definition and Variable System Construction

5G potential customers are defined as thosewho are not currently 5G package customers,
but may become 5G customers in the next time period. Set T month as the observation
period, and T-1 to T-3 months as the observation period. The positive sample set is the
group of customers who are 5G customers in month T but are not 5G customers from
months T-1 to T-3. The negative sample set is the group of customers who are not 5G
customers from month T to month T-4.

5Ghas the characteristics of highdata volume, high speed, andhigh concurrency.And
most 5G packages are integrated products, including data, communications, application
products, home services and terminals. Therefore, customers’ tendency to migrate to 5G
may be related with data usage demand, talk and text demand, app usage demand, home
broadband demand, and terminal demand, and may be affected by attributes such as the
customer’s identity and consumption level. Therefore, a ‘1+ 5’ influencing factor system
is constructed based on telecom big data, including one dimension of basic customer
attributes, and five dimensions of behaviors, which are data behavior, communication
behavior, application behavior, home business behavior, and terminal behavior. Data
behavior includes total data volume and network DPI data construction. Communication
behavior includes the use of calls, text messages, etc. Application behavior includes
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the subscription and usage of various application members. Home business behavior
includes usage of home broadband, ipTV, etc. Terminal information includes the model,
type, and replacement status of the mobile phone. In total, more than 150 dimensions of
initial data are extracted, and 4 months of historical data are extracted for each customer
(Table 1).

Table 1. 5G potential customer identification variable system

Dimensions Variables

Attributes Gender, Age, Region, Occupation, Education Level, Network Age,
Brand Type, etc.

Data Behavior 5G packages subscription, DOU, Package data saturation, Package
data overage, APP usage data, APP usage times, APP usage
minutes(APPs include video, music, reading, live broadcast, etc.)

Communication behavior ARPU, MOU, Call times, Call minutes, card type, etc.

Home Business behavior Broadband type, Broadband usage time, Broadband usage data,
Broadband TV, Broadband TV boot times, etc.

Application behavior Application number in package, Application membership, Video
members exchange, Music members exchange, etc.

Terminal behavior Terminal brand, Terminal type, Dual SIM card, 5G mobile phone,
Contract phone, etc.

2.2 Feature Extraction and Sample Balancing

Firstly, data preprocessing and feature construction are carried out. Data preprocessing
includes repeated data processing, missing data processing, abnormal data processing,
and data encoding. Feature construction includes conventional feature extraction and
derived feature extraction. Conventional features take the value of T-1 period. Derived
features are derived from T-1 to T-3 period values, including summed value, average
value, variance, trend value, volatility value, etc. A feature transformation is then per-
formed to normalize the feature values by removing the mean and scaling it to unit
variance. The normalization of datasets has a greater impact on recognition models,
especially the deep neural network.

Then a comprehensive feature selectionmethod based on tree-based ensemblemodel
is constructed. Firstly, the feature importance is calculated by random forest, XGBoost
and LightGBM separately. Then, the importance value of single feature is summed to
obtain the comprehensive importance score. Finally, the feature selection results are
obtained by matching the comprehensive importance score with the judgment condi-
tions.The feature importance of tree-based model refers to how much each feature con-
tributes to each tree, which is measured by Gini index or out-of-bag (OOB) error rate.
In this paper, the importance measurement results are obtained by normalizing the Gini
index, as shown in formula 1, where n is the number of decision trees,Mi is the number
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of nodes of the ith decision tree, Cm is the number of categories of the mth node, Cl and
Cr are the number of categories of the new node after branching, p is the proportion of
a certain category in the corresponding node.

VIMGini
j =

N∑

i=1

(
∑

m∈Mi

(

Cm∑

c=1

pmc(1 − pmc) −
Cl∑

c=1

plc(1 − plc) −
Cr∑

c=1

prc(1 − prc))) (1)

Finally, the combined sample balancing method of SMOTE-ENN is performed,
due to the large difference in the number of positive and negative samples. Combined
sample balancing is the fusion of over-sampling and under-sampling [5]. For over-
sampling, synthetic minority over-sampling technique (SMOTE) is used to synthesize
new samples of 5G customers. The synthesis strategy is to randomly select a sample
B from its nearest neighbors for each minority sample A, and then randomly select a
point on the connection between A and B as a newly synthesized minority class sample.
For under-sampling, edited nearest neighbor (ENN) is adopted. For samples of non-5G
category, if most of the k-nearest neighbor samples of this sample are different from its
own category, then the sample will be deleted, so as to reduce the samples of the non-5G
class to achieve balance. In this paper, a SMOTE-ENN combined balancing algorithm
is constructed, which first uses SMOTE to expand the samples, and then uses the ENN
method to delete the samples in a stalemate state, thereby making the margin between
categories larger (Fig. 1).

Fig. 1. Principle description of Smote-ENN

2.3 Tree-Based Homogeneous Integrated Model

Random forest is a bagging-based ensemble classifier based on decision tree model,
which has the characteristics of random samples and random features. Random sampling
is performed in the original sample set to constructNdifferent sample sets andmdifferent
features, and then a decision tree model is built for each sub-data set. The results of the
decision tree are averaged or voted to obtain the final result. This operation can effectively
improve the over-fitting phenomenon of decision tree and make the model have strong
generalization ability.

XGBoost is an improved and upgraded algorithm based on Gradient Boosting Deci-
sion Tree (GBDT), which is an improved model using the boosting integration strategy.
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In each iteration process, a CART is learned to fit the residuals between the last pre-
dicted result and the actual result, which eventually generates a strong classifier. The loss
function is optimized by changing the error from the first-order Taylor expansion to the
second-order Taylor expansion to obtain more accurate results, and the regularization
part is added to improve the generalization ability [6].

LightGBM is an efficient implementation of the GBDT algorithm, which has the
advantages of higher training efficiency, lower memory usage, higher accuracy, ability
to process large-scale data, and support for parallelization. The improvement point is that
lightGBM adopts some optimization algorithms, such as leaf-wise growth, histogram
algorithm, gradient-based one-side sampling, exclusive feature bunding and so on.

2.4 Deep Neural Network Model

The deep neural network (DNN) model is a multi-layer neural network model based on
the expansion of the perceptron,which hasmultiple hidden layers between the input layer
and the output layer. The layers are connected to each other, and the data is continuously
transmitted from the previous layer to the next layer [7]. The results of each layer are
obtained by linear transformation andnonlinear transformation of the activation function,
and finally output by the output layer. In this paper, by parameter tuning, a deep neural
network structure is constructed, as shown in Fig. 2, which has 3 hidden layers with relu
as the activation function.

Fig. 2. Deep neural network structure for 5G potential customer recognition

The first stage of the neural network is the forward propagation, which inputs data
from the input layer, then performs linear and nonlinear transformations through the
hidden layer, and finally reaches the output layer, as shown in formula 2. The second
stage of the network is the error back propagation, which aims to continuously optimize
the loss function, as shown in formula 3. By finding the negative gradient of the loss
function, the weight W and the bias b are updated, and the loss function is continuously
reduced, so as to continuously approach the optimal solution.

x(h+1)
j = f (

n∑

i=1

w(h)
i,j x

(h)
i + b(h)j ) (2)
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L(w, b) = 1

2

n∑

j=1

(yj
∧ − yj)

2 (3)

2.5 Multi-layer Heterogeneous Integrated Model

A heterogeneous integrated model is designed with the cascade structure as the main and
the parallel structure as the auxiliary. The integrated strategy is to arrange the optimal
estimator as the first layer, the second-optimal estimator as the second layer and the
third-optimal estimator as the third layer, followed by a cascade estimator as the last
layer. The sample is recognized at each layer by the estimator, and the confidence of its
recognition result is judged. If a certain set condition is met, the result is adopted; if not,
the sample is input to the next layer for identification. Proceed like this until the sample
is fed into the parallel structure of the last layer. The parallel structure integration is
to integrate the judgment results of N different types of sub-estimators through voting
method (Fig. 3).

Fig. 3. Multi-layer Heterogeneous Integrated Model

3 Experimental Results and Analysis

3.1 5G Customer Feature Analysis and Sample Balancing Results

Part of the results of the comprehensive feature analysis are shown in Fig. 4. It is found
that the features with high importance for 5G potential customer mining include data
ARPU, brand type, DOU and its changes, ARPU and its changes, video APP usage,
MOU and calling times, network age, contract ordering, broadband type, news APP
usage, terminal replacement, etc.

The comparison results of sample balance methods of over-sampling, under-
sampling and combined sampling are shown in Fig. 5. It can be seen that the
SMOTE-ENN method achieves the best performance.

3.2 Different Classifier Experimental Results

Different classifiers are used to train and test samples, and the comparative results are
shown in Table 2. It can be seen that the top three models with the best comprehensive
performance areXGBoost, LightGBMandDNN,whichwill be adopted as the evaluation
units of the heterogeneous integration model.
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Fig. 4. Experimental results on feature importance of comprehensive feature selection

Fig. 5. Comparative results of multiple models

Table 2. Comparative experimental results

Model Accuracy Precision Recall F1 AUC KS

Logistical Regression 60.5% 57.0% 87.1% 0.69 0.75 0.41

Decision Tree 85.5% 85.6% 87.2% 0.86 0.85 0.71

Random Forest 89.1% 91.0% 88.1% 0.90 0.96 0.78

XGBoost 92.4% 93.8% 91.7% 0.93 0.98 0.85

LigthGBM 91.4% 93.7% 89.8% 0.92 0.98 0.83

DNN 90.6% 91.4% 90.6% 0.91 0.96 0.81

3.3 Multi-layer Heterogeneous Integrated Model Experimental Results

The structure of multi-layer heterogeneous integration model consists of cascade layer
and parallel layer. In the cascade layer, the first estimator is XGBoost, the second esti-
mator is LightGBM, the third estimator is DNN, and the cascade judgment threshold is
[0.85, 0.75, 0.9]. The parallel layer is composed of these three layers by voting principle.
The final effect evaluation of the MHI model is shown in Fig. 6, from which it can be
seen that theMHI model can effectively improve the identification effect of 5G potential
customers.
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Fig. 6. Multi-layer Heterogeneous Integrated Model

4 Conclusion and Summary

This paper builds a 5G potential customer model based on telecom big data, which
improves the performance of the basic classifier by adopting combined sample balancing
method and constructing multi-layer heterogeneous integrated model.

• In terms of feature construction, through the 1 + 5 influence factor model and com-
prehensive feature selection, it is found that the relatively important features of 5G
customers include ARPU, data ARPU and dou, brand, Video and news APP usage,
MOU and call times, network age, etc.

• In terms of sample balancing, the combined sample balancing algorithm of
SMOTE_ENN is performed to improve the over-fitting problem caused by the
imbalance of 5G customer data, and achieves a better performance.

• In terms of recognition model, three optimal classifiers are selected as the integrated
model units, including XGBoost, LightGBM and DNN. Finally a multi-layer het-
erogeneous integration model based on cascade and parallel structure is constructed.
Experiments show that the MLI model can improve the main effect evaluation value
of the recognition model.
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Abstract. With the popularization of artificial intelligence, 5G and
other technologies, a number of emerging applications require both
efficient communication and computing service, which poses enormous
challenges to the computing ability and battery capacity of terminal
equipment. Moreover, ground-based 5G system can not provide seam-
less service especially for hotspot and remote area. To tackle the above
challenges, we minimize the weighting of delay and energy consump-
tion by optimizing the task offloading decision and computing resource
allocation, which, however, is a mixed integer nonlinear programming
(MINLP) issue due to the strong coupling between optimization vari-
ables. Therefore, we decompose it into two subproblems and design a
deep reinforcement learning-Based approach to address the first prob-
lem with offloading decision-making. For the second computing resource
allocation subproblem,. a Greedy-based solution is proposed. The simula-
tion results indicate that, in comparison to other benchmark approaches,
the proposed method can achieve superior performance.

Keywords: Air-terrestrial integrated networks (ATIN) · Task
offloading · Cost minimization · Machine learning

1 Introduction

WITH the popularization of artificial intelligence, 5G and other technologies,
the explosive growth of data has significantly accelerated the advancement of
mobile network and wireless communication [1]. However, the above-mentioned
wide-range applications all require large amounts of computing resources, which
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poses enormous challenges to the battery and computing ability of terminal
devices [2]. Cloud computing could offload computing-intensive tasks to cloud
servers, which often leads to large transmission delay owing to the considerable
distance between equipment and cloud server, making it impossible to satisfy
delay-sensitive task like autonomous driving. By shifting computing demand
and delay-sensitive tasks to the wireless network edge, Mobile Edge Comput-
ing (MEC) improves system quality of service (QoS) [3], which has been exten-
sively researched as a solution to the issue. The power consumption minimization
problem of a multi-user MEC system with energy harvesting devices was stud-
ied in [4]. It is essential to know how to allocate the MEC server’s computing
resources effectively because of its limited computing capacity. Moreover, due to
the limited terminal battery capacity, energy-saving method needs to be explored
to prolong battery life [5]. Last but not least, the ground-based 5G system also
can not provide seamless service especially for hotspot and remote area.

The air-terrestrial integrated network (ATIN) is able to address the above-
mentioned issues by complementary integration of the air and ground seg-
ments [6], which has many advantages, such as seamless coverage, low latency,
improved throughput and alleviation of network congestion [7]. Reinforcement
learning (RL) was initially created to address the dilemma of making decisions
without being aware of global state information (GSI). It can be used to resolve
model-free MDP issues and has been extensively studied in [8,9]. In [10], to
implement the allocation of computing resources for online learning and boost
the overall effectiveness of the system, a dynamic resource allocation scheme
based on RL was presented. However, since the state space and action space
increases exponentially, it cannot effectively learn high-dimensional information
and handle large state space problem, causing the curse of dimensionality. There-
fore, Deep RL (DRL) is proposed to take advantage of both the decision-making
and learning prediction capabilities offered by RL and deep learning [11].

Inspired by the mentioned technologies and to tackle the above challenges,
we propose an ATIN model, which consists of one high altitude platform sta-
tion (HAPS) and multiple unmanned aerial vehicles (UAVs) equipped with edge
servers. Each user has the option of carrying out tasks locally or executing them
to the edge. Then, our objective is to optimize the weighting of delay and energy
consumption. By giving the delay more consideration, we may pay attention
to the delay reduction of low-latency applications. To reduce user equipment’s
energy consumption, we can pay more attention to the amount of system power
consumption. The problem is formulated by jointly considering task offloading
decision and computing resource allocation, which, however, is a mixed integer
nonlinear programming (MINLP) issue due to the strong coupling between opti-
mization variables. Therefore, we decompose it into two subproblems and design
a machine-learning-based approach to solve the first offloading decision making
issue. For the second computing resource allocation subproblem, a Greedy-based
solution is proposed. We conduct a lot of simulations and compare with some
benchmark approaches. The results demonstrate that, our method can produce
superior consequences in terms of terminal energy consumption and delay.
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2 System Model and Problem Formulation

An ATIN model is proposed as depicted in Fig. 1. Each UAVs and HAPS is
equipped with an edge server to provide access and data computing service.
Assuming there are 1 HAPS and K UAV, where s0 and s1, . . . , sK represent
HAPS and UAV, respectively. Terminal users E = {e1, e2, . . . , eI} are randomly
distributed on the ground. In this paper, the time slot model is adopted, and
there are totally T slots T = {1, 2, . . . , t, . . . , T}. Considering UAVs’ dynam-
ics, users may go beyond the communication range of one server and into
another. Considering the terminal device’s limited battery capacity and com-
puting capability, tasks that cannot be handled locally will be offloaded to the
edge. The ith terminal device’s offloading decision can be represented by the
vector χ = {xi,0(t), xi,1(t), . . . , xi,K(t)} Fig. 1.

Fig. 1. System model.

2.1 Communication Model

If a user equipment (UE) ei chooses edge server sk for task offloading in slot t ,
then xi,k(t) = 1. For the communication model , we mainly considers large-scale
fading [12]. Therefore, the path loss can be determined by

Li,k,t = 20log10

⎛
⎝4πfc

√
d2i,k,t + r2i,k,t

c

⎞
⎠ + PLos

i,k,tη
Los
i,k,t +

(
1 − PLos

i,k,t

)
ηNLos

i,k,t (1)

where ri,k,t reflects the distance among the UE and the edge server in horizontal
space, di,k,t is the flying height of the UAV and HAPS, fc is the carrier frequency,
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c is the speed of light. ηLos
k,n,t and ηNLos

k,n,t represent the additional loss generated
in addition to the free space path loss of line-of-sight (LoS) links and non-line-
of-sight (NLoS) links. The LoS probability is calculated by

PLoS
i,k,t =

1

1 + b1exp{−b2[arctan(di,k,t

ri,k,t
) − b1]}

(2)

where b1, b2 are variables determined by environmental information.Therefore,
the UE-edge server link’s transmission rate can be calculated by

Ri,k(t) = Bi,klog2

(
1 +

xi,k(t)PTX10− Li,k,t
10

σ2

)
(3)

where, Bi,k represents the bandwidth, PTX is the UE data transmission power,
and σ2 represents the additive white Gaussian noise power.

2.2 Computing Model

We describe the model for local computing as well as edge computing. The
computing task of UE ei can be represented by a two-tuple vector Xi= (D i , Fi),
where Di represents the task data size, Fi is the amount of needed CPU cycles.
When a task arrives at a particular user ei in the tth slot, the system should
choose whether to compute locally or offload it to the edge.

Local Computing Model. The execution delay and energy consumption for
local computing is calculated by

TL
i (t) =

Fi

fL
i (t)

(4)

EL
i (t) = K (f L

i (t)
)2

Fi (5)

where fL
i (t) represents the allocated local CPU cycles, and K represents the

efficiency coefficient depending on the chip structure [13].

Edge Computing Model. According to the previously described communi-
cation model, for ei offloading tasks to edge server sk, the corresponding trans-
mission time and computation time can be obtained by formula (6) and (7),
respectively

TE,trans
i,k (t) =

Di

RA
i,k(t)

(6)

TE,exe
i,k (t) =

Fi

fA
i,k(t)

(7)
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TE,off
i,k (t) = TE,trans

i,k (t) + TE,exe
i,k (t) (8)

The terminal energy consumption can be calculated by

EE
i (t) = TE,trans

i,k (t)PTX (9)

The energy consumption of the ith UE for task processing can be expressed by

Ei(t) = xi,k(t)EL
i (t) +

K∑
k=1

xi,k(t)EE
i (t) (10)

The delay of ei is

Ti(t)= xi,k(t)TL
i (t) +

K∑
k=1

xi,k(t)TE,off
i,k (t) (11)

Note that, after being processed by the edge server, the task data volume is
considerably less than it was previously. Therefore, the delay of returning the
result from edge server can be ignored.

2.3 Problem Formulation

In this subsection, by taking into account task offloading decision-making and
computing resource allocation simultaneously, the problem of minimizing the
weighting of delay and energy consumption is expressed as follows

P0 : min
X,F

lim
T → ∞

1
T

T∑
t=1

I∑
i=1

�eEi(t)+�tT i(t) (12)

s.t. xi,k(t) ∈ {0, 1} ∀i ∈ E ,∀t ∈ T (13a)
K∑

k=0

xi,k(t) = 1 ∀i ∈ E ,∀t ∈ T (13b)

I∑
i=1

fA
i,k(t) ≤ fA,max

k (t) ∀i ∈ E ,∀t ∈ T (13c)

fA
i,k(t) ≥ 0 ∀i ∈ E ,∀t ∈ T (13d)

In (12), �e and �t are weights of energy consumption and delay respectively,
and �e +�t = 1 . Constraint (13a) and (13b) mean each user can only select at
most one edge server for task offloading or process locally in each slot. (13c) and
(13d) statement that the MEC server’s computing resources are not exceeded
by the assigned computing resources.
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3 Problem Solution

3.1 DRL-Based Offloading Decision Making

1) MDP-Based Network Environment. The task offloading can be modeled
as a discrete-time Markov decision process (MDP), expressed as {S,A,R}, where
S is the state space, A is the action space, and R is the value reward function.
The sets of state, action, and reward can be described as follows.
State: The system state space for terminal uk includes its transmission rate
and task-related information, expressed as Si(t) =

{
RA

i,k(t),Di(t), Fi

}
. Histor-

ical state information of Si(1), . . . ,Si (t − 1) and the system’s future status is
predicted using the existing observations.
Action: In the tth time slot, each terminal either offloads task to edge server
or processes locally denoted by variable xi,k(t). Therefore, the action space for
terminal uk can be describe by Ai(t) = {xi,0(t), xi,1(t), . . . , xi,K(t)}.
Reward: In the tth time slot, each agent takes action and gets instant reward.
Since minimizing terminal energy usage while maintaining QoS is the optimiza-
tion goal, the reward function can be designed as

R(t) = −
I∑

i=1

�eEi(t) + �tT i(t) (14)

2) Problem Solution with Actor-Critic Framework. Owing to the high-
speed mobility of UAVs, the state space grows exponentially, which makes the
issue intractable. Therefore, in this subsection, we leverage an actor-critic-based
DRL method to make use of both the predicting ability of deep learning, and
the decision-making capability of RL. The actor-critic framework contains an
actor network and a critic network. The actor network takes appropriate actions
occording to the current state and observation, while the value function to eval-
uate and update the current policy is generated by the critic network.

For our solution, the policy π (a|s, ϑ) = P (st = a|st = s, ϑt = ϑ) represented
by parameter ϑ, denotes the probability that the system takes an action a in
state s under the policy π with ϑ in slot t. We define J(ϑ) as the value function
of state s0 at the beginning

J(ϑ) ≈ Vπϑ
(s0) = Eπϑ

[
T∑

t=0

γtR
(
st, at

)
∣∣∣∣∣π

(
at

∣∣st, ϑ
)]

(15)

We could utilize the gradient descent approach to gradually update the policy
parameter ϑ of minimizing the value function J(ϑ), which can be expressed as

ϑt+1 = ϑt − ϕ∇J
(
ϑt

)
(16)

Since the learning rate is represented as ϕ, by using the policy gradient
approach, we can obtain it. We utilize a new update method instead of the
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Algorithm 1. DRL-Based Offloading Algorithm for ATIN
1: Input: User and Server information: location, mobility traces, Bi,k,Di, Fi

Output: Task offloading decision: xi,k(t)
2: Set the actor network parameter ϑ and the critic network parameter � to their

initial values.
3: Randomly initialize actor network π

(
st

∣
∣ϑ

)
and critic network V

(
st, �

)

4: while episold=1,..., E do
5: Setup simulation environment and generate initial state
6: while time slot t = 1, . . . , T do
7: Execute action ai(t) according to the policy π

(
st

∣
∣ϑ

)

8: Calculate reward R(t) and transfer to next state
9: Calculate E = R(t) + γV

(
st+1, �

) − V
(
st, �

)

10: Update ϑ according to (17)
11: Update � according to (18)
12: end while
13: end while

discounted return of cost approach to greatly accelerate the agent learning rate.
Specifically, we use V (st,�) to estimate the value function of each state space,
where � is the update parameter of the critic network.

ϑt+1 = ϑt − ϕ
(
R(t) + γV

(
st+1,�

)
− V

(
st,�

)) ∇ϑπ (at|st, ϑ)
π (at|st, ϑ)

(17)

�t+1 = �t − ϕ
′∇�L(�) (18)

where the learning rate for the critic network is represented by ϕ
′
, and the loss

function L(�) is represented as

L(�) =
∣∣R(t) + γV

(
st+1,�

)
− V

(
st,�

)∣∣2 (19)

The proposed reinforcement learning-Based solution is shown by Algorithm
1. In lines 1–3, the actor network and critic network are randomly initialized,
and the algorithm is configured with E rounds of episodes, each with T time
slots. In lines 4–6, the actor network takes action ai(t) according to the policy
π (st|ϑ), and calculates the reward R(t). Then, the system transfers to the next
state. We utilize TD-error E = R(t) + γV

(
st+1,�

)
− V (st, �) to update the

network in line 9, which can greatly speeds up the convergence. Updating critic
network and actor network parameters are shown in lines 10–11.

3.2 Greedy-Based Computing Resource Allocation

In this subsection, the CPU cycle frequency allocation for processing task
offloaded from ei in the tth slot is decided by UAV sk. The fundamental con-
cept of greedy server-side computing resource allocation is to give priority to UE
devices . Initialize the computing resources of sk first, and then the UE device
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sets Ni with the requirements for offloading computing resources to UAV. Next,
determine the total computing resources allotted to ei. The UE device m∗

i that
has the highest goal value will be chosen. Remove e∗

i from the set Ni after that,
and then update UAV computing resources. When there are no UEs with unas-
signed computing resources or no UAVs with computing resources, the iteration
of computing resource allocation comes to an end.

4 Performance Analysis and Simulations

Extensive simulations are conducted to verify the method’s effectiveness. The
simulation platform of this article is Python3.7 and Tensorflow2.0. We consider
a 1000m ×1000m area with 50 terminal devices, 3 UAVs and 1 HAPS. Within the
region under consideration, the devices are positioned at random. The UAVs cir-
cle around a 200-meter-diameter area, and there is roughly a 120◦ angle between
two UAV. Each UAV has a 100-meter flying height and a 300-meter communica-
tion coverage range, respectively. The maximum available computing resources
fA,max
0 (t) and fA,max

k (t) are uniformly distributed within [164, 236], and [30.5,
42.6] GHz, respectively. In Table I, the specific simulation settings are presented.
The neural network chooses ReLU as the activation function, each layer has 64
neurons, the learning rate δ is 0.0001, and the discount coefficient γ is 0.9. We
compare with three benchmark methods:

(a) UCB Algorithm: UCB based offload strategy [15] is adopted for computing
offloading, and the same method as this paper is adopted for computing
resource allocation.

(b) Random Method: The user equipment randomly offloads tasks to UAVs or
HAPS, and the edge server randomly allocates computing resources.

Table 1. Simulation parameters

Parameter Value Parameter Value

T 100 τ 0.1 s

I 50 K 3

PTX 23 dbm fc 0.1 GHZ

di,0,t, di,k,t 150 m,100 m σ2 –104 dBm

ηLoS
i,j , ηNLoS

i,j 0.1,21 b1, b2 4.88,0.43

Bi,k 1 Mhz fL
i (t) 5 × 108cycles/bit

K 1 × 10−27J/Hz3/s Di 5 × 105bits

The convergence performance for learning-based task offloading is displayed
in Fig. 2. According to the definition of the reward function, the larger the reward
value is, the lower UE system costs. As can be seen, the proposed approach
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Fig. 2. Convergence performance.

Fig. 3. Impact of the computing capacity on time delay.

converges after approximately 300 episodes. The adopted actor-critic solution,
which employs the TD error-based network updating method and the capacity
of the deep neural network to offer approximation to complex functions, is what
causes the better performance. This demonstrates the potency of our proposed
DRL-based offloading decision-making method.

In Fig. 3, we contrast the UE delay versus different UAV edge server side’s
maximal computing capacity. As can be observed, our propose method offloads
more tasks to the edge side as the maximum processing capability of UAVs



338 P. Qin et al.

Fig. 4. Average energy consumption.

increases, which can lower the time delay for UEs. The results also show that
our proposed approach outperforms other algorithms.

The average energy consumption of UEs over time is shown in Fig. 4. As can
be observed, compared to other methods, our approach consistently performs
well. This is because learning-based method jointly optimizes offloading decison
and resource allocation for UEs, thus it can significantly reduce the average
energy consumption. Meanwhile due to that the random algorithm cannot learn
the optimal offloading decision, the average energy consumption is much higher.

5 Conclusion

In this paper, we propose an ATIN model consisting of multiple UAVs and one
HAPS equipped with edge servers. By jointly optimizing the decision to offload
terminal tasks and the computing resource allocation. Due to that the formulated
issue is an MINLP problem, it is divided into two subproblems. DRL and Greedy-
based solutions are designed to solve the first offloading decision making issue
and the second computing resource allocation subproblem, respectively. Various
simulations confirm the effectiveness of our method.
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Abstract. In this paper, we investigate a deep Q-network (DQN)-based
method for applying a dynamic spectrum access model to device-to-
device (D2D) communications underlying cellular networks. Dynamic
spectrum access (DSA) devices have two critical concerns, namely avoid-
ing interference to primary users (PUs) and interference coordination
with other secondary users (SUs). We consider that the issues faced by
DSA users are also applicable to the D2D communication underlying
cellular network. Therefore, we propose a distributed dynamic spectrum
access scheme based on deep reinforcement learning (DRL). It enables
each D2D user to learn a reliable spectrum access policy through imper-
fect spectrum sensing without knowledge of system prior information,
avoiding collisions with cellular users and other D2D users and maximiz-
ing system throughput. Finally, the simulation results demonstrate the
effectiveness of our proposed dynamic spectrum access scheme.

Keywords: Device-to-device (D2D) communication · Distributed
dynamic spectrum access (DSA) · Deep reinforcement learning (DRL)

1 Introduction

Radio spectrum resources are an essential resource. According to a white paper
published by Cisco on global mobile data traffic forecasts for 2017–2022, global
mobile data traffic will grow sevenfold between 2017 and 2022 [1]. However,
related studies have revealed a phenomenon that many spectrum resources are
not used effectively [2,3]. D2D communication technology is considered a feasi-
ble solution to the problem of poor spectrum resources, with the advantages of
improved spectrum efficiency and reduced communication delays [4,5]. Further-
more, considering the limitations of traditional static spectrum allocation poli-
cies, dynamic spectrum access techniques have also been proposed to improve
spectrum efficiency [6]. In D2D communication technology, cellular users are
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): AIC 2022, LNEE 871, pp. 340–348, 2023.
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subject to severe interference when D2D users share the same spectrum as cel-
lular users and strong interference between D2D users can also seriously affect
the quality of communication [4,7,8]. Similarly, dynamic spectrum access also
faces two fundamental problems, namely interference coordination between DSA
users and interference suppression for primary users [9].

Previous research has proposed a number of schemes for spectrum allocation
between D2D users and cellular users [10,11]. These studies investigated the
reuse of cellular user resources by D2D communication users in a non-orthogonal
spectrum allocation. In [10], the authors proposed a distributed Q-learning-based
spectrum allocation scheme to maximize D2D user system throughput and main-
tain the QoS requirements for cellular users. In [11], the authors proposed a
distributed DRL-based spectrum allocation scheme to address the issue of inter-
ference and resource allocation between D2D and cellular users, with the aim of
maximizing system throughput. However, little existing research has considered
the use of distributed spectrum access schemes to avoid conflicts between D2D
communication users and cellular users as well as other D2D users.

In this paper, we consider an uplink scenario of a D2D underlying cellular
communication network, and to address the collision problem between DUEs and
CUEs, we propose a DRL-based distributed dynamic spectrum access scheme. In
particular, we introduce the concept of a “reusable area” [12], where D2D users
can choose the number of reusable CUEs based on the range of “reusable areas”.
According to the DRL theory, we enable each agent to learn the optimal access
policy only through imperfect spectrum sensing without knowing the system a
priori information, increasing the system throughput while avoiding collisions
with other DUEs and CUEs.

2 System Model

We consider a dynamic spectrum access scenario in the uplink of a D2D under-
lying cellular network. As shown in Fig. 1, the system model includes N cellular
users (CUEs) denoted by N = {1, 2, . . . , N} and K pairs of D2D users denoted
by K = {1, 2, . . . ,K}, each D2D pair consists of a set of transmitters (DTx) and
receivers (DRx). dii denotes the distance between DTx and DRx, djk denotes the
distance between the CUEs and the BS, and dik denotes the distance between
DTx and the BS. We assume that the system has N channels and that each
CUE transmits on a unique channel, thus avoiding interference between CUEs.

2.1 Channel Model

We adopt the WINNER II channel model to calculate the path loss generated by
the signal propagation in space [15], which is described as a distance-dependent
function

PL (d, fc) = PL + B log10(d[m]) + C log10

(
fc (GHz)

5

)
, (1)
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Fig. 1. Uplink scenario for D2D communications underlying cellular networks.

where fc denotes the carrier frequency, PL, B and C denote the unit distance
loss reference, the path loss exponent and the path loss frequency dependence,
respectively. For simplicity, we assume the existence of a strong line of sight
(LOS) path between the signal transmission links. Therefore, our model can use
the Rician channel model for channel modeling [13], which can be expressed as

h =
√

κ

κ + 1
σejθ +

√
1

κ + 1
CN

(
0, σ2

)
(2)

where σ2 = 10− PL+B·log10(d[m])+C·log10( fc[GHz]
5 )

10 is determined by path loss, κ
means the κ − factor, defined as the power ratio of the LOS component to
the scattering component, θ denotes the phase and takes the value of a uniform
distribution between 0 and 1, CN (·) denotes a circularly symmetric complex
Gaussian random variable.

2.2 Uplink Signal Model

For the uplink scenario, when DUEs and CUEs transmit in the same time slot,
DUEs can cause harmful interference to CUEs. Hence, the instantaneous signal
to interference plus noise ratio (SINR) received by the BS from the CUEs can
be expressed as

SINRj =
Pc · |hjk|2

Pd · |hik|2 + B · N0

(3)

where Pc and Pd represent the transmit power of the CUE and the DTx, respec-
tively. |hjk|2 denotes the channel gain of the cellular link, and |hik|2 denotes the
channel gain from the ith D2D transmitter to the BS, , which can be derived
according to (2). B and N0 represent the channel bandwidth and noise spectral
density, respectively. Furthermore, we assume in this model that each channel
can be used by at most one D2D pair.
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Fig. 2. Dynamic spectrum access framework based on D2D underlying cellular net-
works.

3 DRL-based Dynamic Spectrum Access Scheme

3.1 Deep Reinforcement Learning

A reinforcement learning model contains three components: possible states in
the environment, possible actions that the agent may take based on a policy π,
and a feedback reward function that the agent receives after making an action.
These three components are defined as st, at, and rt+1. The goal of the agent
is to learn an optimal policy π∗ to maximize the cumulative discount reward
Rt =

∑∞
i=0 γirt+1+i, where γ ∈ [0, 1] represents the discount factor. Q-values

are updated with the following rules:

Q (st, at) =Q (st, at) +

α
(
rt+1 + γ max

a
Q (st+1, a) − Q (st, at)

)
,

(4)

where α ∈ (0, 1] is the learning rate. Furthermore, the policy function π is
updated by means of the ε-greedy algorithm.

DRL uses deep neural network (DNN) to approximate Q values (DQN),
i.e. Q(st, at;θ) ≈ Q(st, at), where θ is the network weights. In DQN, the TD
algorithm is mostly used to calculate the loss function,

Loss(θ) = E[(yt − Q(st, at;θ))2] (5)

where yt represents the target Q-value and is defined as

yt = rt+1 + γ max
a

Q (st+1, a;θ) (6)

After that, the agent can minimize the loss function by the gradient descent
algorithm as follows:

θt+1 = θt + αE [(yt − Q (st, at;θ)) ∇Q (st, at;θ)] (7)

where α is the learning rate.
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3.2 Uplink Dynamic Spectrum Access Framework

In our proposed scheme, as shown in Fig. 2, we have designed the distributed
dynamic spectrum access as a deep reinforcement learning model. In Sect. 2, we
show that the system model consists of N channels and K D2D users, where
each channel is occupied by a CUE. Therefore, we describe the channel states
as Active and Inactive, denoted by 0 and 1 respectively, where Active indicates
that the channel is occupied by a CUE and Inactive indicates that the channel is
not occupied by a CUE. In addition, the detailed definitions of “state”, “action”
and “reward” are as follows.
State: At the beginning of each time slot, each D2D pair will sense the channel
state in the environment, which may contain errors. Subsequently, the agent uses
the sensed results as input data for the neural network to be trained. Therefore,
the state space Sk(t) of each D2D pair is defined as Sk(t) = [sk

1(t), . . . , s
k
n(t)],

where Sk(t) denotes an N -dimensional vector, k denotes the kth D2D pair, n
denotes the number of channels and sk

n(t) denotes the state of the channel (Active
or Inactive).
Action: The agent decides whether to access and which wireless channel to
access based on the spectrum access policy. Hence, the action space A can be
defined as A ∈ {0, 1, . . . , N}, where at = 0 means that the agent does not access
the channel and at = N means that the agent accesses the nth channel.
Rewards: According to the situations that the agent may face after making an
action choice, the following reward function setting scheme is developed.

1. The D2D pair collides with the CUE. This indicates that the D2D pair
accesses the channel where the CUE is located when the cellular link resources
cannot be reused. In Sect. 2, we mention the concept of warning signals.
Therefore, we give a penalty value of −4 as the result of a warning signal
being received by the agent. For convenience, we define this case as C.

2. A collision between D2D users. This case indicates that different D2D users
are accessing the same channel. We set the reward value for this case to 0
and define this case as D.

3. The D2D pairs do not access any channel. We set the reward value for this
case to 1. Similarly, we define this case as I.

4. The D2D pair successfully accesses the channel. The reward value for this case
should be set to the maximum. We considered the normalized ˆSINRj and
applied it to our reward function setting, described as 1 + log2(1 + ˆSINRj).
We define this case as S.

In summary, the reward function for the kth D2D pair on the nth channel can
be described as

rk
t+1 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−4, Case C

0, Case D

1, Case I

1 + log2(1 + ˆSINRj), Case S

(8)
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Fig. 3. Performance evaluation in non-orthogonal scenarios (P = 1
2
R).

Fig. 4. Performance evaluation in non-orthogonal scenarios (P = R).

4 Performance Evaluation

In this section, we evaluate the performance of the algorithmic framework pro-
posed in the scheme. Specifically, we compare the algorithm used in the scheme
with the Myopic algorithm [14] based on a priori information about the system
and the DQN+ESN [13] to verify the performance.

In our scheme, we consider a cellular cell scenario with a radius of 100m.
The locations of the D2D pair and the CUE in this cell are randomly generated
and we specify that the communication distance between the transmitter and
the receiver of the D2D pair is randomly generated in the range of 20 m and
40 m. Therefore, the location of the CUE may fall within the “reusable area”
that we have defined. We express the percentage of the reusable area in the cell
by P = π·L2

th

π·R2 , where the choice of the threshold distance Lth is determined by
the value of P . The specific simulation parameters are shown in Table 1.
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Table 1. Simulation parameters

Parameter Value

Cell radius 100 m

Carrier frequency 2 GHz

Bandwidth 2 MHz

D2D transmit power Pd 23 dBm

CUE transmit power PC 23 dBm

Noise power density N0 −174 dBm/Hz

Path loss reference PL 41

Path loss exponent B 22.7

Path loss frequency dependencer C 20

κ factor 8

Learning rate α 0.01

Discount factor γ 0.5

Exploration ε 0.7 −→ 0

Spectrum sensing error probability (0, 0.2)

In this scenario, we set the number of D2D users to 4 and the number of
CUEs to 2. The positions of the CUEs are randomly generated, and by calculat-
ing the distances from the CUEs to the BS, we can obtain the distances to be
95.75 m and 30.36 m. Therefore, we first consider the case of P = 1

2R, after which
we can calculate the corresponding threshold distance Lth of 50

√
2 m. According

to the range of reusable zones corresponding to the threshold distance, the D2D
pair can reuse one CUE resource. The simulation results are shown in Fig. 3,
where the performance obtained using the DQN-based method is significantly
better than using the Myopic algorithm. In particular, the Myopic algorithm
selects the action with the greatest immediate reward and therefore it performs
well in avoiding collisions with the CUE. However, simulation results show that
using the DQN-based method after training also maximizes throughput while
achieving collision avoidance. In this scenario, our scheme performs approxi-
mately the same as DQN+ESN. Additionally, we consider the non-orthogonal
access scenario when P = R. In this scenario, the reusable area covers the entire
cellular cell. Therefore, all CUEs in the cell can be reused by the D2D pair. The
simulation result is shown in Fig. 4, which shows that our scheme achieves the
theoretical maximum success rate and has better throughput.

5 Conclusion

In this paper, we investigated the case of dynamic spectrum access in the uplink
of a D2D underlying cellular network. Specifically, we proposed a distributed
dynamic spectrum access scheme under imperfect spectrum sensing conditions,
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which aims to allow D2D users to learn an optimal spectrum access policy to
maximize throughput without knowing a priori information. Besides, we intro-
duced the concept of a reusable area, where the D2D user can choose the number
of reusable CUEs based on the coverage of that area. Simulation results show
that our scheme can avoid collisions while maximizing the system throughput.

Acknowledgment. This work was supported by the National Natural Science
Foundation of China (62001327, 61701345), Natural Science Foundation of Tianjin
(18JCZDJC31900).
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Abstract. In recent years, many power allocation algorithms to maximize energy
efficiency (EE) have emerged in wireless communication systems (WCS), but
these traditional power allocation algorithms have high computational complexity.
The advanced deep learning technique proposed in this paper is shown to solve the
transmission power control problem in wireless networks to optimize EE. From a
machine learning perspective, the conventional power allocation algorithms can
be viewed as a nonlinear mapping between channel gains among users and the
optimal power allocation scheme, and deep neural network (DNN) can be trained
to learn this nonlinear mapping. Based on this, a DNN-based power allocation
method is proposed, and the specific structure of the DNN and the system model
of the DNNmethod are introduced to maximize the EE among users inWCS. The
results show that the performance of the proposedmethod usingDNN is essentially
the same as that achieved by the conventional algorithm, but the computational
time is greatly reduced.

Keywords: Machine learning · deep learning · DNN · power allocation
algorithm · energy efficiency

1 Introduction

With the emergence of new wireless technologies and the explosive growth of mobile
devices, mobile users have an increasing demand for high data rates [1, 2].

Currently, most of the algorithms on resource allocation in wireless communication
systems (WCS) are concerned with the spectral efficiency (SE) problem [3, 4]. With the
rapid growth of high rate, the energy consumption is also growing at an alarming rate.
Thus, energy efficiency (EE) is becoming more important in wireless communications.
Usually, when the optimal SE is achieved, the optimal EE is not necessarily achieved.
Therefore, it is equally important to study EE-SE balancing in WCS, and many power
allocation algorithms to optimize EE have been proposed in the last few years. In [5], the
joint power control and spectrum resource allocation problems in SWIPT-based energy
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harvesting D2D underlying networks are addressed. The joint optimization problem
is formulated as a two-dimensional matching of D2D pairs with cellular user equip-
ment (CUE), and a preference building algorithm based on Dinkelbach algorithms and
Lagrange pairwise decomposition is proposed. In [6], the global optimal solution with
exponential complexity of the number of network links is obtained by combining the
fractional programming theory.

Researchers have also recently started to study the application of deep learning (DL)
inWCS and have achieved good results, most notably in terms of reduced computational
complexity compared to traditional iterative algorithms. For example, an encoder for
optical wireless communications was implemented using DNN in [7]. Compared to the
traditional resource allocation using some hypothetical data to analyze the systemmodel
to derive the optimal policy, the DL approach can also use the hypothetical data to obtain
the optimal policy. In [8], the authors used the channel implementation as the input, and
the power obtained after the WMMSE algorithm as the label of the neural network,
and trained a deep neural network. The deep learning algorithm achieved essentially the
same results as theWMMSEalgorithm, butwith reduced online computation time. In [9],
channel estimation and signal detection in orthogonal frequency division multiplexing
systems were implemented with deep learning algorithms. In [10], in order to maximize
the EE, an optimized transmit power scheme can be obtained by DL without deriving
many complex and tedious mathematical formulas, reducing the time complexity.

2 System Model and Iterative Algorithm for EE Maximization

We consider a wireless network modeled by a Gaussian interference channel with M
communication links, each with a receiver and a transmitter. The interference from other
link is treated as noise, which is a common type of ad hoc networks. The interference
channel model for 4 links is illustrated in Fig. 1.

Tx1

Tx2

Tx3

Tx4

Rx1

Rx2

Rx3

Rx4

n1

n2

n3

n4

Fig. 1. Interference channel model for 4 communication links
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In this section we introduce the power allocation problem for EE maximization in
WCS. The EE maximization problem can be expressed as:

max ηEE =

M∑

i=1
log2(1 + Pigii

M∑

j=1,j �=i
Pjgij+ni

)

M∑

i=1
(ξiPi + Pc

i )

s.t. C1: Ri ≥ Rmin,∀i
C2: 0 ≤ Pi ≤ Pmax

i ,∀i

(1)

where Pi denotes the transmitter power of link i, gij denotes the channel gain between
the transmitter of link j and the receiver of link i, ni is the noise power of the receiver of
link i, ξi denotes the inefficiency factor of the constant power amplifier of the transmitter
of link i, Pc

i denotes the circuit power consumption, Rmin denotes the minimum rate
requirement of the link, and C2 ensures that the transmitter power is non-negative and
cannot exceed the maximum value.

For the objective function in (1), it is a non-convex optimization and NP-hard
problem. According to [11], the above problem is equivalent to the following problem:

max
P∈�

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

M∑

i=1

log2(1 + Pigii
M∑

j=1,j �=i
Pjgij + ni

) − η
opt
EE

[
M∑

i=1

(ξiPi + Pc
i )

]
⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

= 0 (2)

where � is the feasible domain for P, and η
opt
EE = max

P∈�
ηEE . We can use Dinkelbach

algorithm to solve this problem. Denote the EE after k-th iteration as ηkEE , the objective
function can be rewritten as

M∑

i=1

log2(1 + Pigii
M∑

j=1,j �=i
Pjgij + ni

) − ηkEE

[
M∑

i=1

(ξiPi + Pc
i )

]

= f (P) − h(P) (3)

where

f (P) =
M∑

i=1

log2(
M∑

j=1

Pjgij + ni) − ηkEE

[
M∑

i=1

(ξiPi + Pc
i )

]

(4)

and

h(P) =
M∑

i=1

log2(
M∑

j=1,j �=i

Pjgij + ni) (5)

where P = [P1,P2, ....,PM ]T and superscript (·)T denotes the transpose operator. The
f (P) − h(P) in Eq. (2) is the difference of two concave functions, which is a standard
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DC function. Again, since h(P) is differentiable, the CCCP algorithm is used to handle
it. Using the first-order Taylor expansion at P(k), h(P) can be expanded as h(P(k)) +
∇hT (P(k))(P−P(k)), where∇h(P(k)) is the gradient of h(P) at the pointP(k). Therefore,
the optimal problem can be seen as the convex optimization problemwhich can be solved
efficiently by the interior-point method. The whole procedure above can be expressed
as Algorithm 1.

Algorithm 1 Optimization Algorithm for EE

1: Set 0k , choose a feasible 0
1P , ( )

( ) ( )
k

k k
EEEE P P , 0 .

2: repeat
3: ( 1) ( ) ( ) ( )

1
arg max{ ( ) [ ( ) ( )( )]}k k T k kf h h

p
P P P P P P ;

4:   Set ( 1)
( 1) ( 1)

k
k k

EEEE P P ;

5:   Set 1k k ;

6: until ( ) ( ) ( )

1
max{ ( ) [ ( ) ( )( )]}k T k kf h h
p

P P P P P .

7: return P .

3 Deep Neural Network Based Method

In this section, we will design a DNN to achieve power allocation in the WCS network
to maximize the energy efficiency of the system.

3.1 DNN System Architecture

We need to verify that DNN can perform real-time power allocation to users in WCS,
and we will compare the performance at different distances between transmitters and
receivers. Our approach is to fix the distance between each communication link, denoted
as d , and the same distance between each communication link, for different groups
of di distances is corresponding to different optimal power allocations. For different
groups, we compare the power allocation corresponding to different distance groups
after changing the distance between the transmitters and receivers of the links, but need
to ensure that the communication links of the same groups are the same. In this way, it is
possible to compare the power allocation schemes of conventional algorithms and DNN-
based methods corresponding to each set of distances. Thus, the system architecture of
the DNNmethod for transmitter and receiver power allocation inWCS is shown in Fig. 2
below.

3.2 Data Generation and Pre-processing

For each di distance group we generate 10000 training data. There are 5 di distance
groups, so a total of 50000 training set data need to be generated, and each di distance
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Fig. 2. The structure of the deep neural network

also needs to generate 1000validation sets separately.Weuse the cross-validationmethod
and randomly partition the entire training set, with 90% of the data used for training and
10% for validation. Eventually, before we input the generated data to the DNN, we need
to normalize the data so that all the data is compressed to between 0 and 1, and also the
output of the DNN is between 0 and 1.

3.3 Network Architecture

Our proposed DNN scheme, which consists of one input layer, three hidden layers, and
one output layer, has the specific DNN structure shown in Fig. 3. The number of nodes
in the input layer is 16, each hidden layer consists of a linear fully connected layer and
a BN layer, the number of nodes in the three hidden layers are 1024, 1024 and 512, and
the number of nodes in the output layer is 4. We use ReLU as the activation function of
the hidden layer to improve the nonlinear fitting ability of the DNN. The ReLU function
can be written as

relu(x) = max(0, x) (6)

Since the output of the neural network is between 0 and 1, sigmoid is chosen as the
activation function of the output layer. Sigmoid function can be expressed as

sigmoid(x) = 1

1 + e−x
(7)

g11

g12

gij

p11

p12

pij

Bn Relu

Input layers Hidden layers(Three layers) Output layers

sigmoid

Fig. 3. The structure of the deep neural network
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3.4 Training Stage

For the loss function, we use the mean square error between the power assigned by the
Dinkelbach algorithm and the power assigned by the DNN prediction, which can be
expressed as

loss =
∑ |Pdinkelbach − Pdnn|2

n
(8)

where Pdinkelbach denotes the optimal power allocation of the Dinkelbach algorithm,
Pdnn denotes the power predicted to be allocated by the DNN method, and n denotes
the size of the data set. We use Adam optimizer as an optimization algorithm to make
the training of the neural network faster. In addition, since we use the ReLU activation
function in the hidden layer, the parameters are initialized using Kaiming initialization,
which prevents the activation output from exploding or disappearing and improves the
performance of the DNN. We use the loss value of the validation set corresponding to
the distance di = 40 between transmitter and receiver as the basis for selection, and the
loss of the validation set during training is shown in Fig. 4a and Fig. 4b.

(a) Batch Size Selection (b) Learning Rate Selection 

Fig. 4. Validation Loss

4 Results and Analysis

4.1 Simulation Environment

To implement our proposed DNN approach, we use python 3.6.1 and pytorch 1.10.2
to build the proposed DNN network structure. The server running the model uses an
Intel(R) Xeon(R) W-2223 CPU with 32GB of memory size. The main purpose of this
subsection is to experimentally study the power allocation for maximizing EE for a
WCS with four pairs of transmitters and receivers, and to compare the performance of
the DNN method with that of the conventional Dinkelbach algorithm.
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4.2 Results

Weset the learning rate to 0.00001 and the batch size to 128.The settings of the simulation
parameters are shown inTable 1 below. TheEEperformance of theDinkelbach algorithm
and the EE performance of the DNNmethod in the communication scenario of this paper
are shown in Fig. 5 below.

Fig. 5. Comparison of DNN method and Dinkelbach algorithm in EE performance

To prove that the performance of DNN method and Dinkelbach is very similar in
this communication scenario, the accuracy table of DNN method is listed, in Table 2.
Table 3 show the computational time of the two methods, which can be convenient to
compare the computational complexity of the two methods.

Table 1. Simulation parameters.

Parameters Value

The distance between the transmitter and receiver of the different links 200 m

The noise power −66 dBm

The constant circuit power consumption (pci ) 23 dBm

The maximum transmit power of transmitter 20 dBm

Constant power amplifier inefficiency factor of the transmitter of link i (ξi) 4

Path loss exponent 4
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Table 2. Performance comparison for the two methods.

Accuracy (DNN/Dinkelbach)

di (m) DNN Dinkelbach Accuracy

10 45.9650 46.1041 99.70%

20 29.3182 29.3713 99.48%

30 20.5676 20.5714 99.98%

40 14.7497 14.8732 99.17%

50 11.0231 11.0404 99.84%

Table 3. Computational time for the two methods.

Computation Time (s)

di (m) DNN Dinkelbach

10 0.000028 10.9323

20 0.000028 10.5032

30 0.000025 9.6310

40 0.000027 8.3441

50 0.000033 7.8890

4.3 Results Analyze

From the comparison of the simulation results in Fig. 5 we can see that each point
basically overlaps, which means that the performance of the DNN method is basically
the same as that of the traditional algorithm Dinkelbach. From Table 2 we can see
that basically the accuracy of each point can reach more than 99% of the traditional
Dinkelbach algorithm. We can see from Table 3 that the time consumed by the DNN
method is very short for different distances, while the Dinkelbach algorithm takes a very
long time.

5 Conclusion

This study aimed to design a DNN-based method to solve the power allocation problem
in WCS networks where the optimization objective function was EE. The conventional
algorithm Dinkelbach used to solve the EE maximization was introduced. Then we
presented our DNN approach, introduced the structure of the DNN, and the whole
system model. Then, we started to prepare a large amount of data for training the DNN
model by channel modeling to obtain a large amount of channel gain information, which
was then fed into the traditional Dinkelbach algorithm to maximize EE and saved the
optimal power allocation scheme, thus generating the dataset we need. Then, we input
the dataset into the DNN network structure for training and useMSE as the loss function.
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At the end of the training phase, we compared the performance of the DNN method and
the Dinkelbach algorithm.

In the future, we can use unsupervised learning to allow deep learning-based meth-
ods to outperform even traditional algorithms. It is truly possible to achieve power
allocation in real wireless communication systems with excellent performance and low
computational time.
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of Television Jumpers’s Safety Clamp

Renjun Wang, Zhongrong Gou(B), Rutao Wang, and Yu Tian

Zhonghuan Information College, Tianjin University of Technology, Tianjin, China
gouzhongrong2008@126.com

Abstract. A television jumper is a large entertainment project in which visitors
ride a jumper to watch mages that correspond in real time, and is a high speed,
heavy duty lift. This paper uses virtual prototype technology to analyse and opti-
mise the safety clamp of a television jumper. A 3D solidmodel of the safety caliper
is carried out using the software Pro/E. Then, appropriate constraints and loads are
added to create the virtual prototype of the safety clamp. The virtual prototype was
simulated to obtain the braking performance curve of the safety clamp, and the
braking performance of the safety caliper was analysed. This paper gives the core
algorithm GISTIFF. The parametric optimisation method provided by ADAMS
is used to optimise the preload and contact force material of the safety clamp,
providing a reference method for the commissioning and installation of the safety
clamp as well as improving the design safety.

Keywords: Safety Clamp · Kinetic Analysis · Virtual Prototype · GISTIFF rigid
integral algorithm · Parameter Optimisation

1 Introduction

In recent years, the amusement industry has entered a new phase of rapid development
with the gradual emergence of the effects of the government’s policy to stimulate domes-
tic demand. However, we must also be aware that major safety incidents do occur in our
amusement facilities. This paper gives the core algorithm GISTIFF and investigates the
dynamics of Television Jumpers’s Safety Clamp and thus verifies the safety of the project
[8, 9]. It is used to provide guidance for installation and commissioning by means of
realistic optimisation of reasonable parameters to ensure the safety of the project.

2 The Establishment of the Three-Dimensional Model of the Safety
Clamp

Using Pro/E software, a 3D model of a safety clamp can be easily created [7]. A three-
dimensional solid model of the safety clamp is shown in Fig. 1.
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Fig. 1. Three-dimensional solid model of the safety clamp

3 ADAMS-Based Dynamics Simulation of the Safety Clamp

In the analysis of the braking performance of the safety clamp, it is necessary to assume
that the braking force provided by the safety clamp is constant throughout the braking
process, i.e. the braking acceleration of the safety clamp is assumed to be constant
during the braking process. For progressive calipers the braking acceleration needs to
be controlled between 0.2 g and 1.0 g [11–13].

3.1 Calculation of the Braking Acceleration

For the lift there are several common failure states, corresponding to various states of
braking acceleration analysis is discussed as follows.

The traction machine stops rotating. When a passenger platform descends at exces-
sive speed, the traction machine is braked and operation stops [3–5]. The mechanical
equation is shown in Eq. (1).

4F = α ∗ G/2 ∗ g − (P + Q + W ) ∗ g = (α ∗ G/2 + P + Q + W ) ∗ a (1)

The acceleration of the passenger-carrying platform can be derived as in Eq. (2) as.

a = 8F + α ∗ G ∗ g − 2(P + Q + W ) ∗ g

α ∗ G + 2P + 2Q + 2W
(2)

where W is the weight of the hoisting wire rope; G is the counterweight weight. F is the
braking force per safety clamp; a is the traction factor, i.e. the ratio of wire rope tension
on both sides of the traction sheave; P is the weight of the passenger carrying platform;
Q is the weight of the load.
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The traction machine is still in drive operation. The traction effect on the traction
sheave is the opposite of the above, with the mechanical equation shown in Eq. (3)

4α ∗ F + G/2 ∗ g − α ∗ (P + Q + W ) ∗ g = (G/2 + α ∗ (P + Q + W )) ∗ a (3)

The acceleration during braking of the passenger-carrying platform is therefore
derived as shown in Eq. (4).

a = 8αF + [G − 2α(P + Q + W )] ∗ g

G + 2α(P + Q + W )
(4)

The acceleration of the passenger carrying platformwhen the safety clamp is actuated
is shown in Eq. (5).

a = 4F − (P + Q) ∗ g

P + Q
(5)

.

4 Dynamics Analysis and Optimisation of Television Jumpers’s
Safety Clamp

4.1 Calculation of Braking Distance

As uniform acceleration is assumed during braking, the formula for calcu-lating the
braking distance is shown in Eq. (6) (7) [10].

Smin = v2p
2amax

(6)

Smax = v2p
2amin

+ A (7)

where vp is the safety clamp speed; amax is the maximum acceleration; amin is the
minimum acceleration; and A is the distance the passenger-carrying platform.

4.2 Analysis of Simulation Results

Using the software ADAMS to simulate the virtual prototype, the distance simulation
curve, velocity simulation curve, acceleration simulation curve and the impact force
simulation curve of the safety clampwedge are ob-tained [6]. The following conclusions
can be drawn from the analysis of the four curves:

It can be concluded that the overall force on the caliper is smooth. Overall, the current
caliper parameters can basically meet the needs of safe work.

5 Safety Clamp Parameterised Design and Optimisation

In this paper, the preload force, the stiffness of the cylindrical coil spring and the friction
coefficient between the guide and the wedge are used as variables to be optimised in
order to find the best solution within a predetermined range.
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5.1 GISTIFF Rigid Integration Algorithm

The GSTIFF integrator (INTEGRATOR) is the default integrator for ADAMS. Its main
solution steps are: prediction, iterative correction, analysis of the integration error, and
optimisation of the integration step and the order of the integration polynomial.

Prediction: The GSTIFF integrator predicts the state vectors yn+1 and yn+1 at tn+1
using the Taylor series and the so-called implicit backward differential Gear integral
polynomial at tn, respectively. Equation (10) is called the implicit backward differen-
tial Gear integral polynomial, which is derived from a Newtonian post-interpolation
polynomial of highest order 6.

yn+1 = yn + ∂yn
∂t

h + 1

2!
∂yn
∂t2

h2 + · · · (8)

yn+1 = 1

hβ0

[
yn+1 −

k∑
i=1

αiyn−i+1

]
(9)

where h time step h= tn+1−tn. yn+1, yn+1 are the approximations of y(t), y(t) at t= tn+1;
β0, αi are the values of the coefficients of the Gear integration procedure.

Iterative correction: The state vector yn+1, yn+1 values are substituted into the system
equation. The system of first order differential equations is transformed into a system
of nonlinear algebraic equations. If g(yn+1, yn+1, tn+1) = 0 then the value of the state
vector yn+1 is the state at tn+1, if g(yn+1, yn+1, tn+1) �= 0, then the next step is to use a
modified Newton-Raphson iterative correction to find the state that satisfies the system
equation.

Expanding Eq. (8) at t = tn+1, we get:⎧⎪⎨
⎪⎩
F(qn+1, un+1, u̇n+1, λn+1, tn+1) = 0

G(un+1, q̇n+1) = un+1 − −1
hβ0

[
qn+1 − ∑k

i=1 αqn−i+1

]
= 0

�(qn+1, tn+1) = 0

(10)

The iterative correction formula is Eq. (11):⎧⎪⎨
⎪⎩
Fk + ∂F

∂q �qk + ∂F
∂u �uk + ∂F

∂u �u̇k + ∂F
∂λ

�λk = 0

Gk + ∂G
∂q �qk + ∂G

∂u �uk = 0

�k + ∂�
∂q �qk = 0

(11)

where k denotes the kth iteration:

�qk = qk+1 − qk;�uk = uk+1 − uk;�λk = λk+1 − λk (12)

From Eq. (9):

�u̇k = −(1/hβ0)�uk (13)

From Eq. (10):

∂G/∂q = (1/hβ0)I ∂G/∂u = I (14)
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Substitute Eq. (14) (15) into (12):⎡
⎢⎢⎣

∂F
∂q

[
∂F
∂q − 1

hβ0
∂F
∂ u̇

] [
∂�
∂q

]T
[

1
hβ0

]
I I 0

∂�
∂q 0 0

⎤
⎥⎥⎦
k⎧⎨

⎩
�q
�u
�λ

⎫⎬
⎭ =

⎧⎨
⎩

−F
−G
−�

⎫⎬
⎭

k

(15)

where the coefficients on the left-hand side of the equation are the Jacobi matrix of the
system, ∂F/∂q system stiffness matrix, ∂F/∂u system damping matrix, ∂F/∂u system
mass matrix mass matrix.

Equation (15) shows that the problem of solving a non-linear algebraic system of
equations has been transformed into a problem of solving a linear system of equations.
By decomposing the system Jacobi matrix, qk+1, uk+1, λk+1, qk+1, uk+1, λk+1 can be
calculated, The correction step is repeated until the state vector satisfies the convergence
condition, such that The system equation g(yn+1, yn+1, tn+1) = 0 holds approximately.

Checking the integration error and optimising the integration step and polynomial
order: The principle of the GISTIFF integrator optimisation is to keep the order as con-
stant as possible. The GISTIFF integrator is optimised by keeping the order as constant
as possible and giving priority to order reduction if the order is to be changed, thus avoid-
ing frequent. The GISTIFF integrator is optimised by keeping the order as constant as
possible and giving priority to order reduction if necessary.

The previous estimation, correction, checking of integration errors, optimisation of
integration steps and polynomial steps are repeated. The previous process of estimating,
correcting, checking for integration errors, optimising integration steps and polynomial
orders is repeated until the solving time reaches the specified time.

5.2 Optimisation Settings

Firstly, three optimisation objectives need to be defined [1, 2]: the shortest possible brak-
ing distance; the greatest possible braking force; and the smallest possible impact force.
Secondly, the definition of the constraint function is completed. Finally the selection of
the optimisation variables is completed.

5.3 Optimisation of Safety Clamp Braking Performance

In Fig. 2, the change curve before the caliper optimisation is shown as the solid red line
and the change curve after the caliper optimisation is shown as the dashed blue line. By
comparing the curves of braking distance, braking speed and impact force before and
after optimisation, it can be concluded that the braking time is reduced by approximately
0.08 s and the braking distance by 79 mm. The rate of change of the braking speed is
significantly larger after optimisation, i.e. the braking force is significantly increased
after optimisation. The impact of the optimised wedge on the guideway is significantly
reduced. In summary, the optimised safety caliper performance has been significantly
improved.
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Fig. 2. The change curve of distance-speed-impact force

6 Conclusion

In this paper, a three-dimensional model of the safety caliper is constructed, and the
dynamics of the safety caliper is analysed using conventional calculations and the soft-
ware ADAMAS. The spring preload, spring stiffness and wedge friction coefficient are
optimised by means of post-over-parametric design to improve the braking performance
of the caliper.
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Abstract. The analysis and forecasting of non-stationary financial data
with artificial intelligence techniques are useful for comprehending the
future economic climate and have become a hot research topic. In this
study, we propose a novel approach combining variational mode decom-
position (VMD) and temporal convolutional network (TCN) for single-
dimensional financial time series forecasting. First, VMD is used to reduce
the influence of random noise on the prediction model. After that, we uti-
lize TCN to learn the temporal dependence of subsequences. Additionally,
we also compare the effectiveness of VMD and EMD for feature extraction
of financial time series. The impact of the modal quantity K’s value is also
evaluated when VMD is used to analyze financial data. We validate the
proposed method in a broad experimental analysis over 3 publicly available
datasets. Experimental results show that our method achieves significant
improvements in the prediction accuracy of financial data.

Keywords: variational mode decomposition · financial time series ·
temporal convolutional network · feature extraction

1 Introduction

Financial data is an inseparable part of everyday life. The analysis and predic-
tion of financial time series have always been a hot research topic. However,
the nonlinear and non-stationary properties of financial data series have made
forecasting more complex and challenging. Therefore, several different methods
have been proposed for a long time to forecast financial time series.

Methods for financial time forecasting consist primarily of traditional statisti-
cal techniques and machine learning techniques [1]. Traditional machine learning
methods, such as support vector machines and deep learning methods [2]. Deep
learning models have achieved superior performance than traditional machine
learning [3]. For the application of neural networks in the forecasting of financial
time series, they can be divided into three categories [1]. The first category is also
acknowledged as the technical analysis method, the method takes the destination
financial time series itself as input directly. The second group, the fundamental
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): AIC 2022, LNEE 871, pp. 365–374, 2023.
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analysis model, utilizes additional external market information data as inputs in
addition to those used by the first group. This kind of method can incorporate
learning from external information. The third approach is investigated as the
signal decomposition algorithm model.

Although RNN-like networks are the most prevalent solution for time series
problems today, S. Bai et al. [4] argued that training RNNs over long time
horizons is notoriously hard. Some convolutional networks can achieve better
performance than RNNs. In the meantime, it avoids the typical drawbacks of
recursive models, such as the gradient explosion issue and the lack of memory
retention [4]. The architecture proposed by S. Bai et al. is called Temporal Con-
volutional Network (TCN) [4]. Later, TCNs were applied in diverse fields of
chemical and electric power [5]. Moreover, TCNs have a longer memory than
RNNs. This characteristic makes TCNs more appropriate for financial data [6].

In time series forecasting, the adaption of appropriate decomposition tech-
niques can effectively improve the efficiency [7]. The literature [8] enhanced
the forecasting results extremely considerably after introducing empirical mode
decomposition (EMD) into the hybrid model of ARIMA and artificial neural
network model. However, the previous VMD decomposition class algorithms
generally decompose the subseries for modeling prediction and then add up the
predicted values of each subseries as the final result [9]. This method requires the
estimation of the number of decomposed modes prior to producing a more effec-
tive decomposition [9]. In actuality, however, there is no standardized method for
determining the number of VMD modes [1]. Moreover, the excessive number of
subsequences in the traditional decomposition class algorithm induces a reduc-
tion in computational efficiency, because each sequence needs to be modeled
independently [10].

In this paper, a new VMD-TCN method is proposed for predicting finan-
cial time series. The proposed method utilizes both the original data and the
subseries generated by VMD as the input of TCN to forecast future data. In
our method, the decomposed subsequences are utilized as feature inputs instead
of modeling the subsequences separately from the previous decomposition class
prediction methods. Additionally, by employing the original data and the sub-
sequences together as the input of the network, the analysis of the decomposed
residuals in the conventional method can be omitted.

2 Methodology

Before understanding the model of this paper, the first two subsections first
introduce the variational mode decomposition and the time-series convolutional
network, on which the model of this paper is constructed. This is followed by
the model of this paper.

2.1 Variational Mode Decomposition

Variational Mode Decomposition (VMD) [11] is a new method for time-frequency
analysis. It can decompose the signal into multiple single-component amplitude-
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modulated frequency signals at one time. The endpoint effect and spurious com-
ponent problems encountered in the iterative process are avoided. This method
can effectively handle nonlinear and non-stationary signals. Compared with
empirical mode decomposition (EMD) and other methods, this method has bet-
ter noise immunity and can effectively avoid the problems of modal aliasing.

For the input signal, the VMD algorithm thus generates the constrained
variational problem as

min
{uk}{wk}

{∑
k

||∂t

[
δ(t) +

j

πt

]
∗ uk(t)e−jwkt||22

}
, (1)

s.t.
∑
k

uk = f (2)

where f denotes the original input signal, uK = u1, u2, . . . UK and wK =
w1, w2, . . . , wk are the modes and their corresponding center frequencies, “ ∗”
represented the convolution operator. ∂ denotes the derivative of time concerning
the function.δ(t) denotes the Dirac distribution.

The above literature models the summation reconstruction of subsequences
separately to obtain the prediction results, failing to take into account the resid-
uals between the original sequence and the sum of subsequences in practice [9].
The results of such summation reconstruction do not make effective use of the
residuals.

FT (t) =
K∑

k=1

IMFk(t) + R(t) (3)

2.2 Temporal Convolutional Network

Convolutional Neural Network (CNN) is a widely used neural network that can
extract local data features by convolutional computation [12]. Temporal convo-
lutional network (TCN) [5] adds the following special structures to CNN to make
the model more suitable for sequence learning and avoid the gradient problem.

1) Causal convolution: the direction of information transfer between layers
is restricted to a single direction, which is consistent with the requirement that
only historical information can be obtained for temporal tasks.

2) Inflated convolution: Inflated convolution uses interval sampling, which
allows the network to obtain a larger field of perception with fewer layers. For the
filter f: the input sequence X = (x1, x2, . . . , xt) dilated convolution calculation
at s is shown in Eq. 4, where s − d · i represents the direction of the past.

F (s) = (X∗
df)(s) =

(k−1)∑
(i=0)

f(i) · X(s−d·i) (4)

3) Residual connectivity: The output of the residual connection is expressed
as a linear summation of the nonlinear functions of the input and the input,
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which enables the transfer of information across layers. The rectified linear unit
(ReLU) is used as the activation function, which is defined as

f(x) = max(0, x) (5)

2.3 Proposed Method

The overall framework of the model in this paper is shown in Fig. 1 below. After
the necessary data preprocessing, the financial time series is decomposed into
K subseries with different frequency domain characteristics using variational
mode decomposition. After that, the original sequence and the subseries are
simultaneously used as the input of the temporal convolutional network. The
features are extracted across time steps using TCN while preserving the long
memory property, and the final prediction results are obtained. The Variational
Mode Decomposition is more robust in the analysis of noisy signals compared to
other techniques such as the commonly used empirical modal decomposition. In
this paper, a temporal convolutional network is used for feature extraction and
machine learning prediction, which can operate more efficiently using convolution
and can learn and converge quickly when the sample size is large.

VMD

Time Series Data

TCN

Decomposition Modeling and Prediction

Final Forecast Result

Output

Hidden

Hidden

Output

Fig. 1. Overall graphical abstract of the proposed technique, VMD-TCN

In the variational mode decomposition, the main parameters include the
number of modes K and the penalty parameter α. A large value of K leads to
over-decomposition and makes it difficult to extract effective information from
the subsequence. Conversely, too small a K will under-decompose. It cannot
effectively distinguish the molecular sequence from the original sequence, and
it is difficult to utilize the features of the subsequence. The penalty parameter
α taken too large will cause the loss of band information, and vice versa, will
information redundancy. In this model, for the two most important parameters
K and α of VMD, the number of modes K needs to ensure that the neighboring
center frequencies are not too close to each other. The penalty parameter α is
set to the default value of 2000 based on experiments.
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After decomposing the original data into subseries, TCN is used to predict
the financial time series. As shown in the Fig. 2 below Unlike the common decom-
position class algorithms that sum the subseries separately as the final prediction
result, this model uses both the original data and the decomposed subseries as
the input to the neural network to make better use of the original data. In other
words, the prediction is based on feature extraction.

Concatenate

Dense

Flatten

Dense

Output

Dense

ADD

Input1
(origin 
data)

TCN layer1

TCN layer2

Dense

ADD

input2
(IMF1)

TCN layer1

TCN layer2

Dense

ADD

input3
(IMF2)

TCN layer1

TCN layer2

Dense

ADD

input k+1
(IMFk)

TCN layer1

TCN layer2

Fig. 2. TCN with IMF input in this paper

The learning rate of TCN is 0.001, the number of training rounds is 100, and
the Dropout is 0.1. The convolutional kernel size is 24, and 128 filters are used in
the convolutional layer. To improve the convergence efficiency of the network, the
training samples are normalized by the standard deviation. Also in this paper,
TCN uses an amsgrad optimizer instead of the Adam method of automatic
parameter tuning. This method increases the impact of rare but information-
rich features. It has a smaller learning rate than Adams and rmsprop, while the
training is smoother.

3 Experiment

In this paper, three empirical datasets are used to validate the model validity
of this paper. The first dataset is Google stock data, obtained from stooq. The
second dataset and the third dataset are obtained from macrotrends, both from
publicly available exchange rates. The datasets are divided into training and test
sets according to 8:2. That is, the first 80% of the data is used for training and
the second 20% for testing.

3.1 Evaluation Metrics and Benchmark Experiments

Root mean squared error (RMSE), (Mean Absolute Error, MAE), (Mean squared
error, MSE), and (R-Square, R2) were used to evaluate the experimental results.
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In this paper, multiple models are used for comparison to confirm the effective-
ness of the proposed models. Multiple input single output TCN (MISO-TCN) is
to use other relevant data as the input of TCN at the same time to predict the
relevant results.

3.2 Google Stock Experiments

This dataset contains Google stock data for the period 2018.3.1–2021.9.1. It
includes opening price, high price, low price, closing price, and trading volume.
In the following, the closing price is predicted using the method of this paper.

Table 1 shown below compares the evaluation indexes of this paper model and
other models. To better show the performance of this model, different values of
K are taken as 3, 5, and 8 respectively in the experiment.

From Table 1, it can be seen that the best effect is the comparison test MISO-
TCN. The model stands out because of the other inputs (open price, high mar-
ket) However, in practice, the problem of predicting financial data often does not
provide other data with a strong correlation. Therefore, it is limited in practical
applications.

Without considering MISO-TCN, the model proposed in this paper performs
the best among several models for a single-dimensional financial series. When
K = 5, this model is the best. Compared with VMD-TCN (K = 5) and TCN,
the four indicators of this model are significantly reduced. The RMSE, MAPE,
and MAE are reduced to about 60% of the original one, and the MSE is reduced
to 35%. The R-squared significantly improved from 0.80 to 0.92. The next most
effective was VMD-TCN (K = 8). After that, the EMD-TCN model effect is
similar to the VMD-TCN (K = 3) effect.

Table 1. Experimental results of Google closing

Model RMSE MAPE MAE MSE R2

VMD-TCN (K = 3) 0.117188 0.434427 0.215841 0.06064 0.869139

VMD-TCN (K = 5) 0.180828 0.078919 0.151606 0.032699 0.941598

VMD-TCN (K = 8) 0.217865 0.102660 0.187141 0.047465 0.897571

TCN 0.302048 0.131297 0.253222 0.091233 0.80312

EMD-TCN 0.252677 0.115354 0.220394 0.063845 0.862221

MISO-TCN 0.076957 0.303679 0.055100 0.005922 0.993254

LSTM 0.383153 0.291253 0.146806 0.146806 0.827541

The results of this model are excellent for different values of K. Figure 3 below
shows the visualization of the prediction effect of google closing price using this
model. The middle subplot shows that the red dashed line fits best with the real
value of the blue solid line for K = 5. This is followed by K = 8, K = 3.
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Fig. 3. Comparison of Google stock closing price forecast results

3.3 GBP/CNY Exchange Rate Experiments

The second dataset contains the exchange rates of six currencies against the
RMB. The period is from 2016/1/4 to 2018/12/31. There are 794 data items.
This subsection is about the experiment of the pound exchange rate. The
exchange rate of the pound to yuan has a weak correlation with the exchange
rate of the US dollar and the exchange rate of the Japanese yen.

The results of the evaluation index comparison between this paper model
and other models are shown in Table 2 below. It can be seen that this model has
an outstanding effect. The top three experimental effects are VMD-TCN (K =
5), VMD-TCN (K = 8), and EMD-TCN. The feature extraction financial time
series prediction incorporating the decomposition algorithm has good results. In
particular, the RMSE, MAPE, MAE, and MSE are significantly decreased with
VMD-TCN (K = 5), and the R-squared is improved from 0.85 to 0.94.

Table 2. Experimental results of pound exchange

Model RMSE MAPE MAE MSE R2

VMD-TCN(K = 3) 0.130995 1.434427 0.100589 0.01716 0.903419

VMD-TCN(K = 5) 0.101864 0.997054 0.075735 0.010376 0.941598

VMD-TCN(K = 8) 0.111037 0.908559 0.085388 0.012329 0.930607

TCN 0.163247 1.222499 0.127152 0.02665 0.850006

EMD-TCN 0.112974 0.893247 0.089297 0.012763 0.928164

MISO-TCN 0.169357 1.402675 0.129961 0.028682 0.838569

LSTM 0.161134 1.365867 0.110384 0.022841 0.832269
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Fig. 4. Comparison of GBP forecast results

When K takes different values, the effect of this model is visualized in Fig. 4.
In particular, the middle subplot (VMD-TCN K = 5) shows that the red pre-
dicted values and the blue true values fit perfectly within a certain range. The
third subplot shows good predictions for K = 8 as well. At fluctuations, there is
a slight shift.

3.4 USD/CNY Exchange Rate Experiment

In this subsection, the dollar exchange rate from the previous Subsect. 3.3
exchange rate dataset is chosen as the prediction series. Correlation analysis
shows that the US dollar to yuan exchange rate shows a weak correlation with
the Australian and Japanese yen exchange rates.

As Table 3 shows the results of the USD exchange rate forecasting. It can
be seen that the model in this paper works best. The top three experimental
effects are VMD-TCN (K = 5), VMD-TCN (K = 3), and VMD-TCN (K = 8),
respectively. In particular, VMD-TCN (K = 5) is optimal for various evaluation
indexes. The difference is smaller for K taking the value of 3 or 8. Meanwhile, the
improvement effect is not obvious when compared with ordinary TCN. The effect
of EMD-TCN is not ideal. Other weak correlation sequences are introduced in
the MISO-TCN experiment, and yet the experimental results are not as effective
as the model in this paper.

As shown in Fig. 5 is a visualization of the comparative effect of this paper’s
model in the dollar exchange rate experiment. It can be seen that the overall
trend is more consistent between the predicted values in the red dashed line and
the true values in blue. The intermediate subplot (VMD-TCN K = 5) is a better
fit in terms of detail. There is also a better fit in the case of fluctuations. The



Financial Time Series Forecast of TCN 373

Table 3. Experimental results of dollar exchange rate

Model RMSE MAPE MAE MSE R2

VMD-TCN(K = 3) 0.109082 0.109082 0.070959 0.009252 0.908585

VMD-TCN(K = 5) 0.082254 0.094792 0.068933 0.006766 0.933152

VMD-TCN(K = 8) 0.096888 0.119198 0.078898 0.009386 0.907265

TCN 0.097239 0.098653 0.068375 0.009456 0.906576

EMD-TCN 0.112268 0.190075 0.095988 0.012604 0.875468

MISO-TCN 0.113591 0.142477 0.081513 0.012903 0.872515

LSTM 0.111976 0.221924 0.083021 0.020399 0.869049

Fig. 5. Comparison of USD exchange rate forecast results

other two subplots show a small bias in the predictions when K = 8K = 3 in
small fluctuations.

4 Summary

In this paper, we present a new model combining VMD and TCN for forecasting
financial time series. Different from previous decomposition-based forecasting
methods, in our method, both the subsequences and the original data are used
as input features of our model. The proposed model does not require analy-
sis of residuals and could improve efficiency by predicting subsequences jointly.
Experimental results demonstrate the effectiveness of the proposed representa-
tion on financial time series prediction outperforming the other method on three
benchmark datasets.
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Abstract. In view of the development of low-orbit satellite constellation and the
increasing demand for computing ability and privacy protection of space-based
applications, a satellite-based multi-task federated learning system is designed.
Specifically,with consideration of both the fluctuations of satellite-to-ground com-
munication links and local training impacts on global models, a user selection
strategy is established. On this basis, the functional relationship between task
convergence speed and wireless communication factors is analyzed, and the KM
optimal matching algorithm is adopted to dynamically allocate communication
resources. Simulation results show that our proposed scheme outperforms base-
linemethods in both total weighted error rate and accuracy, and achieves the fastest
convergence rate at the same time.

Keywords: Satellite computation · Wireless communication · Multi-task
Federated learning

1 Introduction

Terrestrial mobile communication networks are difficult or unable to provide ubiquitous
services to areas such as desert, deep sea and outer space [1]. Satellite communication
network is a feasible supplement to terrestrial networks to achieve global coverage and
seamless connection to support various computing tasks such as artificial intelligence
(AI). Considering the distributed massive data processing in remote areas, the satellite
communication network combined with the federated learning framework can be used to
achieve globally distributed training. On the one hand, as a general distributed learning
framework, federated learning can achieve the final convergence state iteratively through
local training and global aggregation [2]. It can avoids the risk of privacy disclosure
by uploading local training parameters in each iteration. On the other hand, satellites
can provide global seamless services as federated learning aggregation global nodes,

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): AIC 2022, LNEE 871, pp. 375–382, 2023.
https://doi.org/10.1007/978-981-99-1256-8_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1256-8_44&domain=pdf
https://doi.org/10.1007/978-981-99-1256-8_44


376 M. Zhang et al.

especially in some terrestrial networks, such as remote neighborhoods and ships. It can
perfectly fill the service gaps.

Based on the above considerations, satellite-based federated learning system can
effectively solve the problem of incomplete coverage of ground communication and data
privacy. From this perspective, the works in [3–6] take into account the resource allo-
cation, and capacity management in satellite communication, on this basis, the authors
in [7] use the deep learning model on the satellite to preprocess the original observation
data and only transmit the relevant information to the ground. For the combination of
wireless communication factors and federated learning, the authors in [9] propose an
iterative algorithm to reduce energy consumption. However, most of the existing studies
do not fully consider user selection strategy under the satellite-based federated learn-
ing system. In addition, there is a multi-task environment in reality, that is, each user
has multiple personalized services to be processed, few studies have considered this
situation.

In this paper, by leveraging the advantage of global seamless coverage of satellite, we
propose a joint client selection and resource allocation strategy for multi-task federated
learning system. In each iteration, the satellite is selected independently as the global
aggregation node for global training. The iterations must be repeated until convergence.

2 System Model

2.1 Task Model

The system contains a set M = {1, 2, ...,M } of remote clients, each of which has
computing ability and stores the data sets of tasks. Considering the factors of data privacy
and the limits of communications, the original data does not share between clients. There
exists a set S = {1, 2, ..., S} of low-orbit satellites which can provide service of global
model aggregation.

The setJ = {1, 2, ..., J } is the category of tasks to be trained, and each client at least
has one learning task. The structure of federated learning is shown in Fig. 1. The specific
learning process is as follows: in each iteration, 1) the clients update the parameters
according to the local model; 2) the most suitable satellite is selected as the global
aggregation node to complete the global aggregation; 3) select the appropriate clients
to upload their local gradients to the selected satellite for aggregation; 4) the satellite
updates the global model; 5) the global model is sent to the clients. Iterate this process
until the algorithm converges. In the client selection stage of our proposed system,
specifically, first to filter the optimal clients by optimization problem by considering the
communication factors, and then to filter the tasks through the influence of the local
training results on global convergence.

2.2 Communication Model

In each iteration of federated learning, if the client m transmits the local training result
of task j to the selected satellite s through satellite-to-ground channel, then according to
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Shannon’s formula, the transmission rate can be approximately expressed as:

cUsmj
(
rsmj,Psmj

) =
N∑

n=1
rsmj,nBU

n log2
(
1 + PsmjhUsmn

IUn +BU
n N0

)
, (1)

Fig. 1. Structure of satellite-based FL system

where rsmj = [
rsmj,1, . . . , rsmj,N

]
is subcarrier allocation matrix, rsmj,n represents the

n-th subcarrier is allocated to the clientm to transmit the task j to satellite s, with a value
of 0 or 1. For a subcarrier, it only can be assigned to one user for one task, and it need to

be met
S∑

s=1

M∑

m=1

J∑

j=1
rsmj = N . Psmj is the transmission power of client m transmit task j

to satellite s, hUsmn is the channel gain of uplink, I
U
n is the interference of n-th subcarrier,

BU
n is the uplink transmission bandwidth of n-th subcarrier, and N0 is the noise power

spectral density.
For global model distribution, the downlink transmission rate is:

cDsm = BD log2
(
1 + PshDsm

ID+BDN0

)
, (2)

where BD represents the downlink transmission bandwidth, Ps is the transmission power
of satellite s, and ID is the interference of downlink transmission. hDsm is the average
channel gain of downlink.

The delays of uplink and downlink both contain transmission delay and propagation
delay, which are expressed as follows, respectively:

lUsmj
(
rsmj,Psmj

) = Z(wmj)
cUsmj(rsmj,Psmj)

+ tsm, (3)

lDsmj = Z(gj)
cDsm

+ tsm,∀j ∈ J , (4)
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where wmj is the local training model parameters of client m with task j, and Z
(
wmj

)
is

the gradient result size of client m with task j. gj is the global model of task j, and Z
(
gj

)

is the size of global gradient result. tsm is propagation delay of satellite s to client m.
The energy consumption of client m with task j is:

esmj
(
rsmj,Psmj

) = ςωmjϑ
2Z

(
wmj

) + PsmjlUsmj
(
rsmj,Psmj

)
, (5)

where ς is energy consumption coefficient of each client, ϑ is the CPU frequency
calculated by the client, ωmj is the number of CPU cycles per bit required by the client
to perform the task j, ςωmjϑ

2Z
(
wmj

)
represents the energy consumption of client m to

train the task j, and PsmjlUsmj
(
rsmj,Psmj

)
represents the energy consumption caused by

the transmitting the local gradient result.

2.3 Federated Learning Model

For the selection of global aggregation satellite node, the satellite with the shortest
average distance is selected as the global aggregation node. When the satellite begins
global training, only the tasks that participate in federated learning are parametrically
averaged, that is:

gj(a,P,R) =
∑M

m=1 Kmjamjwmj∑M
m=1 Kmjamj

, (6)

where a =
⎡

⎢
⎣

a00 · · · a0J
...

. . .
...

aM 0 · · · aMJ

⎤

⎥
⎦ indicates the task is selected or not, with a value of 0 or 1.

P is transmission power vector with Psmj to indicate the transmission power of client m
transmit task j to satellite s, and R is subcarrier vector with rsmj to indicate the subcarrier
allocation.

For the selection of ground clients, first of all, because the instability of commu-
nication transmission is taken into account in the proposed model, we set γT and γE
for communication limits, and through optimization problem solving to roughly filter
clients. The further filtering is based on local gradient results.

2.4 Optimization Problem

Affected by the combination of communication instability and imbalance of data sample,
this model finally needs to minimize the weighted sum of loss functions for all tasks,
and the optimization problem can be established as follows:

min
a,P,R

J∑

j=1

M∑

m=1
ρmjfmj

(
gj(a,P,R)

)
(7)

s.t.
N∑

n=1
rmj,n = amj,∀m ∈ M,∀j ∈ J (8)

lUsmj
(
rsmj,Psmj

) + lDsmj ≤ γT , ∀m ∈ M,∀j ∈ J ,∀s ∈ S (9)
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J∑

j=1
esmj

(
rsmj,Psmj

) ≤ γE,∀m ∈ M,∀j ∈ J ,∀s ∈ S (10)

amj ∈ {0, 1},∀m ∈ M,∀j ∈ J , n = 1, . . . ,R (11)

rmj,n ∈ {0, 1},∀m ∈ M,∀j ∈ J , n = 1, . . . ,R (12)

0 ≤
J∑

j=1
Psmj ≤ Pmax,∀m ∈ M,∀j ∈ J ,∀s ∈ S (13)

where fmj is the loss function of task j in client m, and different tasks correspond to
different loss functions, such as taking variance in prediction tasks. ρmj is the weight of
task j of clientm, gj is the globalmodel of task j, γT and γE indicate the time requirements
and energy requirements, respectively.

3 Optimization of Task Selection and Resource Allocation

In order to solve the above problems, the subcarrier allocation need to be optimized to
enable the current satellite to aggregate the optimal sample data in each iteration.

First of all, we analyze the linear correlation betweenweights and influencing factors.
To determine the weight ρmj by the impact factors of packet loss rate, task category
weight, task data size, delay, energy consumption and so on.

Then, we analyze the expected convergence rate of federated learning system, the
upper bound of convergence can be given [10], then we can obtain the relationship
between convergence rate and wireless communication factors, and the optimization
problem can be expressed as

min
R

M∑

m=1

J∑

j=1

ρmj

(

1 −
N∑

n=1

rsmj,n

)

, (14)

Finally, KM optimal matching algorithm is adopted to solve the linear function
problem with nonlinear constraints to complete the subcarrier allocation.

After the clients filtering, considering that the imbalance of data distribution will
affect the global convergence rate, we change the selection probability of tasks for
further filtering:

�ptmj = pt−1
mj · min

⎡

⎢
⎣

⎛

⎝ Q

max
m∈M,j∈J

Q − min
m∈M,j∈J

Q
+ β

Kmj∑
m∈M,j∈J Kmj

⎞

⎠

∂

, 1

⎤

⎥
⎦, (15)

where�ptmj is the selection probability increment, pt−1
mj is the selection probability of the

last iteration, Q = 〈∇Fmj(wt),∇F(wt)
〉
represents the effect of local training on global

convergence.∇Fmj(wt) is the gradient result of client m of task j, kmj is the size of data
of task j on client m, and β, ∂ are influence factors.
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4 Simulation Results

Simulation parameters are shown in Table 1. We consider a typical Iridium system
consisting of LEO satellites with an orbital altitude of 600 km to simulate the LEO
constellation. The small-scale fading over Ka-band is set as Rician fading with the K
parameter is 7, and the satellite network adopts the free-space path loss model. We
use three basic tasks: classification, regression and prediction to represent actual tasks,
such as remote sensing image classification tasks, agricultural income prediction in
remote areas, environmental information fitting and so on. We define three situations
for comparison: 1) considering the influence of wireless communication factors without
considering the effect of local training gradient; 2) considering the effect of local training
gradient result on global convergence without considering the effect of communication;
3) neither is considered. The simulation parameters are set as follows:

Table 1. Simulation parameters

Parameters Value

The categories of tasks (J ) 3

Energy requirement (γE) 0.005 J

The size of data of task j on client m(Kmj) 1000–8000

The downlink transmission bandwidth (BD) 50 MHz

The uplink transmission bandwidth (BU ) 30 MHz

The CPU frequency (ϑ) 109

The energy consumption coefficient (ς) 10–27

Delay requirement (γT ) 500 ms

The number of clients (M ) 6–8

The propagation delay between satellite s and client m(tsm) [0–5] * 1e−3 ms

The number of satellites (S) 4

The transmission power of satellite s(Ps) 43 dBm

From Fig. 2, since the definition of loss function is different for different tasks, all
error rates are normalized as vertical axes here.We can see that the algorithm proposed in
this paper can achieve theminimumerror rate and ismore stable after convergence.When
taking communication factors and local training result into consideration, each iteration
will select appropriate delay-constrained tasks to improve the training efficiency, while
the negative effects of individual extreme error data can be filtered to speed up the
convergence.

Figure 3, (a), (b) and (c) are classification, regression and prediction tasks respec-
tively. It can be seen that the algorithm proposed in this paper achieves the minimum
error rate in the three tasks, and the convergence is the most stable.
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Fig. 2. Convergence of total normalized error parameter by comparing different affecting task
selection factors

Fig. 3. Convergence of all kinds of tasks by comparing different affecting task selection factors

5 Conclusion

In this paper, we combine the federated learning system with the satellite network, and
establish the user selection strategy, on this basis, we formulate the resource allocation
methods. In this model, user tasks selection is considered from two aspects: wireless
communication factors and local task data training results. With the goal of minimizing
the total weighted sum of all tasks, the KM optimal matching algorithm is used to realize
the optimal allocation of wireless communication resources. The experimental results
show that the model proposed in this paper achieves the best accuracy.
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Abstract. In practical industrial scenarios, efficient anomaly detection
is important for the development of industrial system safety and mainte-
nance. In this paper, an industrial time-series signal anomaly detection
algorithm based on Gaussian confidence interval and long short-term
memory auto-encoder (G-LSTM-AE) is proposed to improve the accu-
racy and slow detection efficiency of traditional industrial time-series
signal anomaly detection. The proposed algorithm is consisted of four
steps: time-series data preprocessing, G-LSTM-AE model constructing,
Gaussian confidence interval solving, and time-series signal real-time
detection. To verify the effectiveness of our proposed algorithm, we con-
duct the experiments on automatic guided vehicle (AGV) dataset and
Skoltech Anomaly Benchmark (SKAB) dataset, respectively. Compared
with the existing unsupervised time-series signal anomaly detection algo-
rithm, the accuracy and recall rate of the proposed G-LSTM-AE based
algorithm achieves 95% (3–5% improvement). Meanwhile, the Gaussian
confidence interval anomaly analysis method improves the reliability and
practicality of anomaly detection in industrial scenarios.

Keywords: Industrial time-series signals · Anomaly detection ·
Gaussian confidence intervals · LSTM-AE · Unsupervised learning

1 Introduction

With the Internet of Things (IoT) technology development, the industrial man-
ufacturing systems safety issues become an important research topic [1]. Consid-
ering that most of the industrial data are time-series signal, the study of anomaly
detection based on time-series signal has gradually become a hot issue [2,3]. A
variety of methods for anomaly detection based on time-series data have been
proposed. For example, [4,5] proposed a time series anomaly detection algorithm
based on GANs model, which achieved some effect but increased the complex-
ity of the optimization model. [6] proposed a support vector machines (SVM)
for anomaly detection and [7] proposed the isolation forest (iForest) based time
series anomaly algorithm. Although these supervised methods have made some
progress on time series anomaly detection, a large amount of labels are required,
which is not feasible for industrial scenarios.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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On the other hand, the Auto-encoder (AE) and its variants are widely used
unsupervised methods [8] to learn data features using reconstruction principles.
[9] proposed an AE algorithm for anomaly detection on turbo data, and [10]
used Variational Auto- Encoder (VAE) algorithm to reconstruct the handwritten
dataset (MNIST). Although these AE-based algorithms don’t need any labels,
they have shown poor performance on industrial time-series signal anomaly
detection. Recently, [11–13] stated the LSTM models have significant advan-
tages for learning long-term information of sequences.

In this paper, we combine the LSTM network which shows the advantage of
learning sequence features and AE network which is sensitive to nonlinear data,
and proposed an industrial time-series signal anomaly detection algorithm based
on Gaussian confidence interval (GCI) and LSTM-AE model. Our contributions
are as follows:

1) We proposed a G-LSTM-AE based framework to detect anomalies in indus-
trial periodic time-series signals.

2) A GCI-based threshold method is proposed to detect anomalies. Compared
with the traditional threshold settings, GCI can reduce time of adjusting
model and increase confidence of threshold.

3) The experimental results on an industrial real-time measurement dataset of
AGV and a public dataset SKAB show that the accuracy and recall of the
proposed algorithm can reach more than 95%.

2 Anomaly Detection Based on G-LSTM-AE Model

2.1 LSTM-AE Network

In this paper, we propose a LSTM-AE network to learn periodic time series
features. The LSTM-AE structure is depicted in Fig. 1, where the encoder and
decoder of the AE network are replaced with LSTM cells. X is the input of the
network and XR is the reconstructed output.

Fig. 1. LSTM-AE Structure
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2.2 Gaussian Confidence Interval

Gaussian distribution, also known as normal distribution, is essentially a prob-
ability model. If a random variable X obeys a normal distribution with expec-
tation μ and standard deviation σ, can be written as X ∼ N (

μ, σ2
)
. If μ = 0

and σ = 1, we denote F (x) as φ (x), given by

φ (x) =
1√
2π

∫ x

−∞
e− t2

2 dt. (1)

Hence, the probability that a sample X locates between x1 and x2 is given by

P (x1 < X < x2) = φ

(
x2 − μ

σ

)
− φ

(
x1 − μ

σ

)
. (2)

The confidence interval indicates the extent which the true value of a sam-
ple falls around the predicted value. Combined with the standard deviation
of the Gaussian distribution, we apply the result of dichotomous classifica-
tion to obtain the confidence interval estimating the result of classification
prediction, denoted as GCI. According to (1), we have φ (2) = 0.9772,and
P {|X − μ| < 2σ} = 2φ (2) − 1 = 0.9544.

In this paper, the GCI is set to approximately 95% of the samples centered
on μ in the Gaussian distribution. The formula is as follows

GCI|95% = (μ − 2σ, μ + 2σ) . (3)

Fig. 2. Anomaly Detection Algorithm Framework on G-LSTM-AE Model
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2.3 Detection Framework Based G-LSTM-AE

Based on the LSTM-AE model and GCI-based thresholding method, we proposes
an anomaly detection algorithm based on G-LSTM-AE. Figure 2 presents the
algorithm framework. The algorithm consists of training phase and testing phase.
In the training phase, training LSTM-AE model to get GCI. In the testing phase,
the real-time measurement data are input to calculate the reconstruction error.
If the reconstruction error is within GCI, the test data are regarded as normal
or abnormal.

2.4 Industrial Time-Series Signal Anomaly Detection
on G-LSTM-AE Model

Data Pre-processing. The measured real-time-series data of an enterprise are
collected as X = {X1,X2,X3, . . . , XN}, where Xi = {Xi1 ,Xi2 ,Xi3 , . . . , XiL},
Xi ∈ X. Before the construction of our proposed model, the dataset is divided
into training dataset, validation dataset and test dataset, respectively. Then,
convert them to tensor form, denoted as X̂, X̆, Ẍ.

Train Model. Train the LSTM-AE model with input X, and output XR. To
evaluate the performance of the model, we chose the average absolute error as
loss function, given by

L 1 =
1
L

L∑

j=1

|Xi,j − XR
i,j |, (4)

where L 1 is the loss function of Xi, Xi,j ∈ Xi.

Obtain GCI. To calculate the GCI, input all trian data X̂ into the predicted
network of LSTM-AE model so as to acquire the corresponding outputs X̂R.
The reconstruction errors are computed by

E =
1
L

L∑

j=1

|X̂i,j − X̂R
i,j |. (5)

Modeling all the reconstruction errors as Gaussian distribution to obtain 95%
GCI of the time-series signal according to (3).

Anomaly Detecting. The data collected in real time is fed into the trained
model to obtain the reconstruction error. If it is within the GCI, it is a nor-
mal data point, otherwise it is an abnormal data point. The GCI abnormality
discrimination is shown in Fig. 3.
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Fig. 3. Identification Abnormalities Process Based on GCI

3 Experiments and Dissuasions

3.1 Experimental Datasets

The anomaly detection model involved in this paper is based on the measured
dataset of an industrial AGV and the public dataset SKAB for algorithm per-
formance validation.

The voltage periodic time series signal of AGV is selected for the experiment
and characteristics are shown in Fig. 4. There are three types of time-series volt-
age signals in the public dataset SKAB: the voltage data of closing the device
outlet, which is denoted as V1, the voltage data of closing the device inlet,
denoted V2, and the voltage data of the device disturbance, denoted as V3. The
number and abnormal rates of datasets are shown in Table 1.

Fig. 4. Voltage Characteristics
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Table 1. Statistics of the datasets

AGV SKAB-V1 SKAB-V2 SKAB-V3

Number sequences 166000 18160 4312 14929

Abnormal rate 25.7% 53.2% 54.3% 35.1%

3.2 Experimental Settings

In our experiments, the proposed G-LSTM-AE based detection is compared with
traditional unsupervised learning anomaly detection algorithms such as AE and
VAE. The specific parameters of the algorithm are shown in Table 2.

Table 2. Parameters table

Models Parameters Values

G-LSTM-AE Layer numbers 2

Nerve nodes numbers 2–256

Learning rate 8e–3

Epoch numbers 100

Loss function L 1

tOptimization function Adam

Confidence level 95%

Window length L

AE Input layer of nerve nodes numbers 6

Output layer of nerve nodes numbers 6

Learning rate 1e–3

Epoch numbers 100

Loss function MAE

Optimization function Adam

VAE Input layer of nerve nodes numbers 6

Hidden layer of nerve nodes numbers 8

Output layer of nerve nodes numbers 12

Learning rate 1e–4

Epoch numbers 100

Loss function MAE

Optimization function Adam

The accuracy rate, recall rate, false alarm rate, time-consuming ratio TRate

of tuning out the best threshold and threshold applicability GRate are used as
evaluation metrics in this paper. The calculation formula is as follows:

Accuracy =
TP + TN

TP + FN + FP + TN
,Recall =

TP

TP + FN
,
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FA =
FP

FP + TN
+

FN

TP + FN
, (6)

T Rate =
T

5
, G Rate =

LG

LE
, (7)

where TP is the number of true positive detections, FN is the number of false
negative detections, FP is the number of false positive detections, and TN is the
number of true negative detections. From (3), 5 is used as the baseline in terms
of the adjustment interval of 1%. T is the total times which tune out the optimal
threshold. LE is the length of reconstruction error and LG is the length of GCI.
It indicates that the larger accuracy, recall rate and the threshold applicability,
the smaller false alarm rate and the time-consuming ratio in a experimental.

3.3 Experimental Results

Based on the AGV, their reconstruction errors are shown in Fig. 5. The mean
value of MAE distribution for normal data is 0.24, while the mean value of MAE
distribution for abnormal data is 0.43. Meanwhile, there is almost no crossover
between larger value interval of MAE for normal data and smaller value interval
of MAE for abnormal data. In other words, the appropriate threshold interval can
accurately distinguish normal from abnormal data. However, the MAE of AE or
VAE intervals are strongly overlap. Obviously, the G-LSTM-AE model proposed
in this paper can achieve excellent abnormal time-series signal detection.

Fig. 5. Reconstruction Error Distribution
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Table 3. Results of G-LSTM-AE, AE, VAE anomaly detection models

Different Models Accuracy Recall FA

G-LSTM-AE model on AGV dataset 96.0% 95.7% 5.3%

G-LSTM-AE model on SKAB-V1 dataset 95.6% 95.2% 5.0%

G-LSTM-AE model on SKAB-V2 dataset 98.3% 96.5% 3.2%

G-LSTM-AE model on SKAB-V3 dataset 95.0% 94.3% 5.8%

AE Model on AGV dataset 56.5% 45.3% 12.5%

AE Model on SKAB-V dataset 45.6% 67.2% 22.5%

VAE Model on AGV dataset 68.4% 93.2% 100%

VAE Model on SKAB-V dataset 55.8% 83.7% 89.4%

Table 4. Anomaly detection results for different setting threshold methods

Different Models Accuracy Recall FA G Rate G Rate

G-LSTM-AE model on AGV dataset 96.0% 95.7% 5.3% 60% 95%

LSTM-AE model on AGV dataset 97.2% 96.0% 3.2% >100% 5%

Table 3 shows results of three algorithms, which of AE and VAE anomaly
detection based on SKAB-V1, SKAB-V2, and SKAB-V3 are calculated by the
average. The G-LSTM-AE anomaly detection algorithm shows that the accuracy
and recall rates can reach more than 95%, while the false alarm case is negligible.
On the other hand, the AE anomaly detection algorithm has low accuracy and
the VAE anomaly detection algorithm can only determine the anomalous data
under misjudgment, which have no practical significance. Table 4 compares the
two methods of setting thresholds. One thing is that their accuracy and recall
rate are as high as 95%. Another thing is that the GCI has advantages on short
time-consuming and wide applicability, which mildly fluctuates in metrics but
can be neglected.

4 Conclusion

This paper has proposed an algorithm for detecting time-series signal anomalies
based on G-LSTM-AE network. Experiments show that this method is effective
on detecting industrial time-series abnormalities with an accuracy of more than
95%. The effectiveness of the proposed method is verified by comparing it with
state-of-the-art unsupervised learning anomaly detection methods. In the future,
we can consider more data features to further improve the performance of the
proposed G-LSTM-AE detection algorithm.
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Abstract. In order to effectively reveal the various scientific research entities and
semantic relationships among them in the field of hydrogen energy technology, the
top-down construction method was used to explore the construction process of the
scientific research knowledge graph in the field of hydrogen energy technology.
Ontology was used to construct the schema layer of the knowledge graph, after
knowledge extraction and knowledge fusion in the data layer, the knowledge was
stored in the Neo4j graph database. The knowledge graph constructed included
345300 entities of 8 types and 2167484 entity relationships of 12 types. Through
the construction of the knowledge graph, the complex knowledge system visual
analysis of various scientific research entities and their relationships can be effec-
tively realized, it can provide support for researchers to grasp the whole research
situation in the field of hydrogen energy technology.

Keywords: hydrogen energy technology field · knowledge graph · knowledge
extraction · knowledge fusion · Neo4j

1 Introduction

As a clean, efficient, safe and sustainable energy, hydrogen energy is an important alter-
native to fossil energy to achieve carbon neutrality [1].With the increase of global climate
pressure and the acceleration of energy transition, the development of hydrogen energy
has been attached great importance, and more and more countries and regions have pro-
moted the development of hydrogen energy to the strategic level of energy. In July 2020,
the European Commission released the EU Hydrogen Strategy [2]; In December 2020,
the U.S. Department of Energy released the Department of Energy Hydrogen Program
Plan [3]; In March 2022, the National Development and Reform Commission and the
National Energy Administration jointly released the Medium-and Long-term Plan for
the Development of Hydrogen Energy Industry (2021–2035) [4].

In order to meet the great demand of high quality development of hydrogen energy,
this paper taked the relevant research papers in the field of hydrogen energy technology
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in Web of Science database as the data source, and adopted the top-down method to
construct the scientific research knowledge graph in the field of hydrogen energy tech-
nology. The knowledge graph included 8 types of scientific research entities and 12 types
of entity relationships. Based on the constructed knowledge graph, various analysis were
carried out.

2 Research Design

2.1 Knowledge Graph Framework Design

There are twoways to construct knowledgegraph: top-downandbottom-up. In this paper,
the top-down approach was adopted to construct the scientific research knowledge graph
in the field of hydrogen energy technology [5]. The research framework, as shown in
Fig. 1.

Fig. 1. Research framework of the knowledge graph

Firstly, the schema layer of knowledge graph was constructed, and the entities, entity
attributes and entity relationships were defined. Then, in the data layer, according to the
data model defined in the schema layer, the entities, entity attributes and entity rela-
tionships were extracted, and the knowledge fusion was carried out by the technologies
of entity disambiguation, entity linking and knowledge merge, the entities and entity
relationships data after knowledge fusion were imported into graph database in a cer-
tain format. Finally, various analysis were carried out on the basis of the constructed
knowledge graph data in the application layer.

2.2 Data Source

By means of database resource analysis, literature investigation and expert consultation,
the paper retrievals in the field of hydrogen energy technology were constructed, and
the retrieval time range was from 2012 to 2021. After eliminating the repetitive and
inconsistent papers, 46562 valid papers in the field of hydrogen energy technology were
obtained as the main data research objects.
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3 Knowledge Graph Construction

3.1 Knowledge Graph Schema Layer Design

Schema layer is the conceptualmodel and logical foundation of knowledge gragh. Ontol-
ogy is often used to construct the schema layer of knowledge graph to constrain the data
[6]. In this paper, the ontology modeling tool Protege was used to construct the ontol-
ogy model of the scientific research knowledge graph in the field of hydrogen energy
technology, as shown in Fig. 2.

Fig. 2. Ontology model of the knowledge graph

8 types of scientific research entities were defined, including “Paper”, “Person”, “Or-
ganization”, “Fundproject”, “Journal”, “Conference”, “Subject” and “Year”. 12 entity
relationships of the scientific research knowledge graph were defined, as shown in
Table 1.

3.2 Knowledge Graph Data Layer Construction

3.2.1 Knowledge Extraction

Knowledge extraction needs to complete the extraction of entities, attributes of entities
and relationships among entities according to the data model defined in the schema layer
of knowledge graph, and the obtained raw data is parsed into triples containing entities
and their relationships, form a preliminary knowledge representation. By combing and
analyzing the information of each field of the paper data, the entity extraction models
were constructed by using the methods of text preprocessing, string processing, named
entity recognition, etc., the models automatically extracted different types of entities
and their attributes according to different extraction rules [7–9]. The paper ID was used
to establish the relationships between the “Paper” entity and other types of entities and
the relationships between different types of entities. The correspondence between the
automatically extracted entities and the paper fields, as shown in Fig. 3.
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Table 1. Entity relationships definition of the knowledge graph

Entity A Entity relationship type Entity B

Paper paper_author Person

Paper paper_org Organization

Paper paper_fundproject Fundproject

Paper paper_journal Journal

Paper paper_conference Conference

Paper paper_keyword Subject

Paper paper_year Year

Person person_cooperation Person

Person person_org Organization

Organization org_cooperation Organization

Organization parent_org Organization

Subject keyword_year Subject

Fig. 3. Correspondence between automatically extracted entities and paper fields

3.2.2 Knowledge Fusion

The key technologies of knowledge fusion include entity disambiguation, entity link
and knowledge merging. Knowledge fusion mainly needs to solve the problem of entity
alignment. It will integrate the multi-source descriptions of the same entity to get a
complete description of the entity, which can be realized by using the technologies of
similarity calculation and clustering. There were some problems in the automatically
extracted entities, such as duplication, irregular naming, incomplete attributes and so on.
The automatically extracted entities need to be disambiguated and linked to the correct
entity objects in the standard knowledge base through entity links. The disambiguation
of scientific research institutions and researchers are relatively complicated.
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The disambiguation of scientific research institutionsmainly needs to solve the prob-
lem of multiple names, the names of the same institution are different in different papers,
and the names extracted automatically have some problems such as abbreviation and
inconsistency in writing order. Based on the algorithm of edit distance similarity, the
similarity of organization name was measured by combining the calculation of string
similarity and word set similarity. The algorithm of edit distance similarity, as below.

sim
(
sx, sy

) = 1 − minED
(
sx, sy

)

max
(
lx, ly

) (1)

sim
(
sx, sy

)
represents the similarity of string x and string y, minED

(
sx, sy

)
represents

the shortest edit distance of string x and string y, lx and ly represent the length of string
x and string y, max

(
lx, ly

)
takes the larger of both.

The name of the organization to be disambiguated was calculated with the name of
the organization in the standard knowledge base. When the string similarity or the word
set similarity reached a certain threshold, the organization with the greatest similarity in
the standard knowledge base and organization to be disambiguated were considered to
be the same institution.

The disambiguation of ScientificResearcher entity can be divided into two situations.
One is the phenomenon of duplicated name, different authors have the same name, and
need to disambiguate so that the authors of the same name but different people belong
to different entities [10]. The other is the phenomenon of multiple names, the names of
the same author in different papers are different, and need to be disambiguate so that
the same author with different names belongs to the same person entity. The author’s
characteristics include email, ORCID, ResearcherID, organization, cooperative relation-
ship, etc. In order to increase the accuracy of disambiguation results, it is necessary to
consider the influence factors of the author’s characteristics to carry out disambiguation
[11].

Email, ORCID and ResearcherID have the ability of accurate identification, which
can quickly identify whether the authors to be disambiguated are the same person.

Authors of the same name may exist in the same institution, but it is not common to
have different persons of the same name in the same secondary institution, the first-level
and second-level institutional information contained in the author’s address information
can also assist in identifying whether the authors with same name to be disambiguated
are the same person.

The author’s cooperative relationship is also one of the characteristic elements with
the degree of identification, which can be used to disambiguate the phenomenon of
authors’ renaming. The set of collaborators of the researcher to be disambiguated and
the set of collaborators of the entity of the same name in the standard knowledge base
were calculated by using the similarity algorithm of Jaccard coefficient [12], when the
similarity of cooperative relationship reached a certain threshold, they were considered
to be the same person. The Jaccard coefficient similarity algorithm, as below.

J(A,B) = |A ∩ B|
|A ∪ B| = |A ∩ B|

|A| + |B| − |A ∩ B| (2)

J (A, B) was defined as the ratio of the size of the intersection of Set A and set B to
the size of the union of Set A and set B.
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3.2.3 Knowledge Storage

Neo4j graph database [13] was used to store entities, entity attributes and entity rela-
tionships in the scientific research knowledge graph in the field of hydrogen energy
technology. The entities and entity relationships data after knowledge extraction and
knowledge fusion were transformed into CSV format and imported into the Neo4j graph
database using Cypher LOAD CSV statement. Some of the sample code, as below.

LOAD CSV WITH HEADERS FROM ‘file:///paper_organization.csv’ AS line.
MATCH (from: Paper{paperid:line.peperid}), (to: Organization{orgid:line.orgid})
MERGE (from)-[r:paper_org]-> (to)
A total of 345300 entities and 2167484 entity relationships were constructed in the

scientific research knowledge graph in the field of hydrogen energy technology.

4 Knowledge Graph Analysis

4.1 Research Status Analysis

The distribution of annual publications in the field of hydrogen energy technology, as
shown in Fig. 4. As can be seen from the figure, the annual quantity of publications in
the field of hydrogen energy technology was on the rise in the past 10 years. The annual
quantity of papers published in the field of “Hydrogen production by water electrolysis”
was increasing rapidly, from 197 in 2012 to 3169 in the 2021. In the other 5 technology
fields, the annual quantity of publications changed little, basically showing a stable
trend. Among them, the “PEMFC” and “SOFC” technology fields had a relatively large
number of publications, with more than 1100 each year.

Fig. 4. Annual publication trends in the field of hydrogen energy technology

Tracing the hot topics in the technical field from the analysis of the subject words
of the paper, searching the 5 most popular subject words in each year as the research
hot spots, showing the knowledge graph between the hot topic words and the year, as
shown in Fig. 5. As can be seen from the figure, “performance” was a hot research topic
in the field of hydrogen energy technology every year for the past 10 years. Between
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2012–2016 and 2017–2021, research hotspots changed significantly, the research focus
changed from “hydrogen storage”, “solid oxide fuel cell”, “PEMFC” and “SOFC” to
“nanoparticles”, “oxygen evolution reaction”, “electrocatalysts” and “catalysts”. In the
2021 “nanosheets” as a new research focus emerged.

Fig. 5. Distribution of hot topics in the field of hydrogen energy technology in the past 10 years

There are more than 11000 first-level institutions in the knowledge gragh, which are
mainly distributed in China, America, India, Germany, France, Korea, Japan, Italy and
so on. Searched for the top 10 institutions in terms of number of papers, as shown in
Table 2. With the exception of German Forschungszentrum Jülich, Nanyang Technolog-
ical University and Technical University of Denmark, the rest are Chinese universities
and research institutes.

Table 2. Distribution of the top 10 institutions in terms of number of publications

No Organization name Country Paper number

1 Chinese Acad Sci Peoples R China 2765

2 Tsinghua Univ Peoples R China 681

3 Tianjin Univ Peoples R China 583

4 Huazhong Univ Sci & Technol Peoples R China 547

5 Forschungszentrum Julich Germany 536

6 Harbin Inst Technol Peoples R China 529

7 South China Univ Technol Peoples R China 507

8 Jilin Univ Peoples R China 487

9 Nanyang Technol Univ Singapore 467

10 Tech Univ Denmark Denmark 441
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4.2 Knowledge Association Analysis

The “Paper” entity is the core entity of the knowledge graph in the field of hydrogen
energy technology. A visual representation of the knowledge graph of a paper entity, as
shown in Fig. 6. The entities associated with the paper entity and their relationships can
be found.

Fig. 6. Knowledge gragh of the paper entity

Organization cooperation and author cooperation are the main analysis objects of
scientific research knowledge graph. Besides direct cooperative relationship, indirect
cooperative relationship can be queried by depth query through knowledge graph.

Queried the cooperative relationship with a scientific research organization whose
cooperative path length is less than 3, as shown in Fig. 7. The knowledge graph can
be used to explore the potential cooperation between scientific research organizations.
For example, “Chinese Acad Sci, Dalian Inst Chem Phys” and“Dalian Univ Technol,
Sch Ocean Sci & Technol” do not have direct cooperation, but may have potential

Fig. 7. Knowledge gragh of organization cooperation
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cooperation, this is because they have two common cooperation institutions, “Dalian
Univ Technol, Sch Chem Engn” and “Kyushu Inst Technol, Grad Sch Life Sci & Syst
Engn”.

Queried the cooperative relationship between two scientific research person entities
whose cooperative path length is less than 4, as shown in Fig. 8. It can be found that
although there is no direct cooperative relationship between two researchers, there are
many paths of indirect cooperation, and the shortest cooperation path between two
researchers is “Shao, Zhigang-Luo, Jiangshui-Pan, Mu”.

Fig. 8. Knowledge gragh of scientific researchers’ cooperative paths

Multi-dimensional analysis of complex relations can also be realized by the knowl-
edge graph. For example, the annual distribution of papers published by researchers and
the change of signatories can be found by the association analysis of person-organization-
paper-year, as shown in Fig. 9.
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Fig. 9. Associated knowledge graph of person-organization-paper-year

5 Conclusions

In this paper, the method of constructing the scientific research knowledge graph in
the field of hydrogen energy technology was explored. The construction of domain
knowledge graph was realized by knowledge extraction, knowledge fusion and knowl-
edge storage. Through the scientific research knowledge graph in the field of hydrogen
energy technology, the relationships among various scientific research entities were
demonstrated, and the visual analysis of complex knowledge system was realized, it
provided some reference for researchers to understand the research status of hydro-
gen energy technology. Further research will be carried out around the construction of
domain knowledge graph.
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Abstract. This paper analyzes the problems in the development of foreign lan-
guage education under the background of language intelligence, and proposes
solutions to these problems. This paper holds that under the background of the
great development of language intelligence, foreign language education should
construct the smart foreign language education system by improving the con-
struction of the teaching staff, constructing the teaching research and teaching
management platform, and realizing the benign development of foreign language
education.

Keywords: foreign language education · language intelligence · problems ·
strategies

1 Introduction

Language intelligence refers to the intelligence of language information. It is the science
of analyzing and processing human language by using computer information technology
to imitate the intelligence of human language. Language intelligence aims to use com-
puter information technology to enable machines to understand, analyze and process
human language and achieve human-computer language interaction. In recent years,
language intelligence has entered a period of rapid development, which on the one
hand brings historical opportunities for the development of foreign language education,
especially provides new ideas and new technical means for the development of foreign
language education. On the other hand, it also brings great challenges to the develop-
ment of foreign language education and produces a series of problems. On the basis of
sorting out the problems in the development of foreign language education from the per-
spective of language intelligence, this paper tries to put forward strategies for its future
development.
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2 Problems in the Development of Foreign Language Education
from the Perspective of Linguistic Intelligence

2.1 The Development of Linguistic Intelligence Has Reduced the Demand
for Foreign Language Professionals

In recent years, with the rapid development of artificial intelligence, the application
level of language intelligent products such as speech recognition, speech synthesis and
machine translation has been greatly improved. With the use of speech recognition and
speech synthesis technology, the computer can read the foreign language text with the
standard speech intonation, and provide the foreign language learners with the standard
speech. With the help of machine translation system, we can not only cross the language
barrier to communicate with people from other countries, but also translate foreign
language articles into Chinese and understand the culture and local conditions of other
countries.Machine translation in the treatment of the text, due to the increasing of corpus
base, compared with the artificial can move more quickly and accurately professional
vocabulary, which has significant advantage thanks to the wide use of computer process-
ing and Internet technology, compared to human translation, machine translation, the
use of low threshold, can provide translation services to customers at any time and place,
the efficiency is also higher. In this sense, the development of language intelligence will
inevitably reduce the social demand for foreign language professionals, especially for
middle and low-end foreign language professionals.

2.2 Teachers Engaged in Foreign Language Education Generally Lack Language
Intelligence Literacy

In the cultivation of foreign language professionals inChina, toomuch emphasis has been
placed on the instrumental and humanistic nature of foreign language education, and few
science or science courses have been offered. As a result, foreign language graduates are
inborn with insufficient scientific literacy. The survey on the background of science and
technology subjects of foreign language teachers shows that foreign language teachers
know little about science or technology characteristics of foreign language courses (such
as mathematics, statistics, computational linguistics and machine translation, etc.) and
rarely apply them in their work.

Due to the lack of language intelligence literacy, foreign language professional teach-
ers have not done much in the field of language intelligence that they could have done
(Table 1).
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Table 1. Statistics on science and technology subject background of foreign language teachers

Barely know,
almost not used
in the work

Appropriate use
of common
understanding,
can be in work

Do preliminary
master, can be
used to study

Master
proficiently, can
use it to do
research and
guide teaching

Mathematics
(Ratio:%)

62 23 15 0

Statistics
(Ratio:%)

62 18 15 5

Computational
Linguistics
(Ratio:%)

70 22 8 0

Machine
Translation
(Ratio:%)

35 40 15 10

Source: from the author

2.3 Teaching Methods Fail to Achieve Organic Integration with Language
Intelligence Technology

A questionnaire survey of foreign language teachers shows that teachers use intelligent
technology in foreign language teaching mainly for dealing with routine work (such
as checking in, collecting students’ assignments, etc.), reviewing homework or testing,
etc. There are few cases that use human-computer interaction function to provide per-
sonalized instruction for teaching. Therefore, the teaching of foreign language teaching
content depends more on the qualitative description of teachers, and lacks the support of
rich examples and data, so it is not intuitive and objective enough. In addition, we rarely
use corpus technology and language intelligence technology to develop intelligent for-
eign language teachingplatform, to construct data-driven, learner-centered discovery and
exploration of foreign language teaching model. Due to the lack of intelligent language
technology support, network courses and network textbooks can not achieve human-
computer interaction, not to speak of the realization of teaching data and personalized
(Table 2).
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Table 2. Statistics on teachers’ use of intelligent technology in foreign language teaching

Barely use Handle routine
work (such as
sign-in, collection
of student
assignments, etc.)

Evaluation function
(homework
correction, testing,
etc.)

Human-computer
interaction
(personalized
instruction for
teaching)

Use of intelligent
technology in
foreign language
teaching
(Ratio:%)

10 60 25 5

Source: from the author

3 Strategies for the Development of Foreign Language Education
from the Perspective of Linguistic Intelligence

At present, language intelligence has entered a period of rapid development, which
not only provides new ideas and new technical means for the development of foreign
language education, but also brings challenges and even impacts to the development of
foreign language education. We can promote the organic integration between foreign
language education and language intelligence development by building a compound
teaching staff to meet the needs of language intelligence development and building a
smart foreign language education system, so as to adapt to the development and solve a
series of problems.

3.1 To Build a Compound Teaching Staff to Meet the Needs of Language
Intelligence Development

As themain body of foreign language education, it is very important to build a compound
teaching staff to meet the needs of language intelligence development.

3.1.1 To Integrate Resources from Multiple Related Disciplines

The interdisciplinary discipline of language intelligence needs to integrate the resources
of multiple related disciplines, cultivate high-end compound talents in the new era
who are “familiar with language, understand technology and new ideas”, and serve
the national development strategy. To be specific, it is necessary not only to have a solid
language foundation, but also to be familiar with corpus construction and application,
natural language processing, computational linguistics and other fields of knowledge.
To meet the above requirements, on the one hand, rely on the introduction of compound
foreign language professionals who master the relevant professional knowledge and
skills of language intelligence; On the other hand, existing teachers can master profes-
sional knowledge and skills related to language intelligence and improve their teaching
ability and level through on-the-job study of relevant professional degrees and domestic
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and foreign research. On this basis, the compound teaching staff oriented to language
intelligence should also be composed of teachers with the background of experimental
phonetics, computational linguistics, information science, statistics, mathematics and
Chinese.

In fact, only with such a compound teaching staff can we realize the organic inte-
gration of foreign language education and language intelligence, and cultivate foreign
language professionals who meet the needs of language intelligence development.

3.1.2 To Innovate the Model of School-Enterprise Cooperation

On the one hand, it should coordinate with the development plan of the school, be
problem-oriented, break the disciplinary barriers, give full play to the advantages of
multi-disciplinary and multi-language talents, and build teachers and research teams
with complementary knowledge structure in language and computer disciplines. On the
other hand, it attaches importance to the combination of industry, education and research,
and strengthens the cooperation with enterprises related to artificial intelligence and
language services by establishing school-enterprise joint laboratories. Strengthening
school-enterprise cooperation is conducive to the cooperative development of multi-
lingual language resources, intelligent teaching platforms, human-computer interaction
systems, machine translation models and other fields.

3.2 To Build a Smart Foreign Language Education System

Intelligent foreign language education refers to the organic integration between artificial
intelligence technology including language intelligence technology and foreign language
education. Intelligent foreign language education takes the application of information
technology and artificial intelligence technology as the core, and its main characteris-
tics are as follows: openness, namely, the co-construction and sharing of educational
resources; Intelligent, that is, intelligent teaching as the main content, to achieve person-
alized teaching and personalized learning; Integration, that is, the integration of educa-
tional processes such as teaching, management and evaluation; Diversification refers to
the diversity of evaluation.

3.2.1 Teaching and Research Platform

To develop and apply an intelligent platform for foreign language teaching and research,
and realize the wisdom of foreign language teaching and research. The application of
corpus technology and language intelligence technology can promote the datumization
and visualization of foreign language classroom teaching. Based on data analysis and
corpus observation, the teaching will be more intuitive and objective, so as to effectively
improve the teaching effect and quality.

Based on intelligent corpus of foreign language teaching and scientific research
platform, constructing data driven, learner centered to discover and explore translation
teaching mode, to promote personalized and adaptive learning, realize the automation of
the whole teaching process, digital and visual, effectively stimulate students’ interest in
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learning, fully activate students’ learning enthusiasm and initiative, In this way, a data-
driven, learner-centered, discovery and exploration foreign language teachingmodel can
be constructed to promote scientific and intelligent foreign language research.

3.2.2 Teaching Management Platform

To realize the intelligent management and service of foreign language education and
the evaluation of foreign language education, an intelligent foreign language teaching
management and service platform is developed by using the relevant technology of
language intelligence.

The platform includes language data such as students’ papers and assignments,multi-
modal data of students’ classroom learning behaviors, various kinds of corpus and ques-
tion banks related to course learning, and teachers’ classroom utterances, embedded
text data mining technology, speech recognition and speech synthesis technology, intel-
ligent question answering and intelligent correction technology. Teachers can use the
platform to comprehensively assess the language knowledge and ability of students, and
based on this, determine the teaching content and teaching focus, formulate precise and
personalized teaching plans, so as to carry out personalized teaching.

In a word, we should make full use of the technological advantages of artificial
intelligence, start from thewisdomof foreign language teaching and research and foreign
language teaching management, and strive to build a smart foreign language education
system.

4 Conclusion

Based on the analysis of the problems in the development of foreign language education
from the perspective of language intelligence, this paper puts forward Some strategies
for its future development. We should actively respond to the challenges and seize the
opportunities brought by the development of language intelligence technology. Thus,
we should cultivate compound talents who not only have a solid language foundation,
but also have a good knowledge and skills of language intelligence, and build a smart
foreign language education system to meet the needs of development.
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Abstract. In recent years, artificial intelligence (AI), which advocates machine
learning, has attracted the attention of many educational scholars with its unique
deep learning technology. With the development of artificial intelligence technol-
ogy, the research of linguistic intelligence has made remarkable achievements.
These advances not only promote the development of intelligent foreign language
education, but also pose challenges to traditional foreign language education in
China. This paper will make a preliminary analysis of the current situation and
development prospect of AI-empowered foreign language education in China.
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1 Introduction

The research of linguistic intelligence is the research of artificial intelligence technology
applied to the relatedfield of natural language processing. It is an interdisciplinary subject
of linguistics and artificial intelligence. The research of language intelligence aims to
realize the intelligent language learning in the whole process by simulating human
language ability with the help of modern technology, especially artificial intelligence
technology. In recent years, remarkable progress has been made in the study of language
intelligence such as machine translation, speech recognition and synthesis, intelligent
correction, intelligent writing and intelligent question answering, which has effectively
promoted the intellectualization of language teaching and language learning, expanded
the new field of linguistic research, and played an increasingly important role in foreign
language education. This paper will provide an overview of the current situation of
foreign language education empowered by artificial intelligence and make prospects for
its development.

2 The Current Applications of the Language Intelligence Research

In recent years, the results of language intelligence research have been applied in the
whole process of the intelligent foreign language teaching. These applications can be
divided into three main categories.
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2.1 Intelligent Teaching System

As the best embodiment of artificial intelligence applied in language teaching system,
intelligent teaching system aims to build a good student-oriented web-based teaching
environment supported by all kinds of computer-aided technologies to enrich education
resources, offer a full range of online and in-class language teaching activities and
meet various demand of foreign language learning for students so that they can make
reasonable use of fragmented time and enrich their knowledge reserve.

The intelligent teaching system can build highly personalized English learning pro-
grams for different students according to their individual development needs such as
learning status, interest and ability, so that they can fully enjoy the convenience of arti-
ficial intelligence learning In addition, under the effect of data analysis and behavior
simulation of artificial intelligence, the classroom teaching content can be reviewed
anytime and anywhere, the classroom interaction between teachers and students can be
recorded in detail, and automatic data can be generated for storage, so that teachers can
accurately analyze the learning state of students and their own teaching effects as valu-
able scientific references to make effective teaching plans in the future. Finally, based
on intelligent speech technology, a new style of language classroom can be formed with
the model of “teaching training, evaluation feedback and strategy adjustment”, which
can develop and improve the comprehensive ability and technical literacy of teachers.

2.2 Intelligent Evaluation System

The study of linguistic intelligence is bringing about a revolutionary change in teaching
evaluation of foreign language education. In addition to machine intervention evalu-
ation systems such as automatic writing evaluation system and translation evaluation
system to evaluate students’ learning effect, and evaluation system to evaluate teachers’
teaching effect based on questionnaire survey statistics, the intelligent evaluation can
also be achieved by the big data based on students’ learning process, teachers’ teaching
process, as well as education policy, textbook, syllabus and social evaluation. With the
help of artificial intelligence and quantitative statistical analysis, objective and effective
evaluation reports can be formed to provide a basis for subsequent decision-making at
all aspects of education and teaching.

The intelligent oral ability assessment is an effective measure of learners’ listening
and speaking ability. Artificial intelligence can analyze the learner’s pronunciation and
the intonation. The artificial intelligence learning platform can give efficient, objective
and immediate oral evaluation and problem diagnosis of each student’s communication
ability according to the actual performance of learners through the deep learning of
machines, effectively reducing the influence of subjective factors in traditional manual
scoringmethods.At the same time, through the intelligent report automatically generated
by the computer, teachers can timely learn about the learning situation and learning needs
of students, so as to adjust the teaching content and strategy, and in turn, to increase
targeted English instruction and intensive practice.

The intelligent writing evaluation system uses big data analysis technology, guided
by theory, associative word mining technology and data science analysis technology to
explore deep learning based on artificial neural networks. With language, content, text
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structure and technical specifications as evaluation constructs, it excavates associative
lexicon from large corpora. The method of establishing Concept Nets realizes the judg-
ment of the relevance and coherence of the composition, so as to realize the intelligent
evaluation of the above four dimensions.

2.3 Intelligent Corpus System

Language intelligence research based on corpus big data is widely applied and practical,
which can provide a set of effective methods and tools for foreign language teaching
and research.

The study of language intelligence empowers intelligent teaching materials to be
compiled based on language database. Relying on the intelligent editing engine tech-
nology, the main text material is selected and the textbook is arranged according to the
syllabus of each learning stage, so as to achieve more efficient and high-quality textbook
editing and production. Relying on the intelligent editing engine technology, the main
text material is selected and the textbook is arranged according to the syllabus of each
learning stage, so as to achieve more efficient and high-quality textbook editing and
production. With the help of some relevant tools, we can measure the difficulty of the
content of the textbook, analyze its language characteristics and grasp its regularity, so
as to serve the teaching needs of different levels and types more scientifically.

In terms of reading teaching, corpus big data can contain reading corpora of millions,
tens of millions or even hundreds of millions of words, from which people can get
sufficient examples, verification or explanation of some reading teaching theories, and
the generalization of the authenticity of the theories can be verified through empirical
research.

The intelligent writing evaluation system realizes the judgment of the relevance and
coherence of the composition bymining the association lexicon from the large corpus. In
addition to the use of big data, it also generates massive and dynamic big data. After data
processing, it forms learner corpus, learner typical error database, teaching case database,
etc., providing rich and detailed data support for teaching and scientific research.

3 The Development Prospect of AI-Empowered Foreign Language
Education in China

The development of language intelligence research will certainly bring about earth-
shaking changes in the field of foreign language education. How to make use of the
results of language intelligence research to truly empower foreign language education is
a challenge that China’s foreign language education community must face in the future.
The field of foreign language education should first face this challenge, and combine the
development of language intelligence with the impact of digital teaching empowering
foreign language education, to open a new situation and seek new breakthroughs for
talent cultivation and discipline construction. The goal of foreign language education in
pursuit of AI is to better serve teaching. The joint effect of concept identification, expert
guidance and school practice is needed to realize the goal of educational reform from
inside to outside.
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3.1 To Construct an Intelligent Teaching System of Foreign Language Education
Based on the Research of Language Intelligence

Foreign language education needs to quickly adapt to the general trend of intelligent
education, explore the intelligent foreign language education and teaching system based
on language intelligence research, and construct educational big data and teaching big
data.

Educational big data includes not only the macro educational policy data, but also
the preparatory data such as teaching syllabus and textbooks, the actual teaching pro-
cess data, and the post-hoc evaluation data composed of teaching evaluation and social
evaluation. Teaching big data mainly refers to the related data generated from the two
aspects of students and teachers in the actual teaching process. All these data, based on
the study of language intelligence, constitute the intelligent system of foreign language
education and teaching. Intelligent foreign language education and teaching system is
to use computer and artificial intelligence technology to achieve accurate education and
teaching based on language data science from macro and micro levels, and truly realize
“teaching in accordance with students’ aptitude”.

3.2 To Truly Realize the Intelligentization of Foreign Language Education
with Education Wisdom and Modern Technology

The empowerment of educational technology to the education industry is essentially an
auxiliary to education work, which solves the problems of traditional education with
teachers as the core, and then improves the efficiency of teaching and learning. In the
future, foreign language education and teaching should break the tradition from the
aspects of teaching concept, principle, approach, method, method, means and mode,
and apply modern science and technology to improve the scientificity and accuracy of
foreign language education and teaching.

However, machines do not have feelings and intelligence, so they have to be assigned
selective work. Modern education pursues individualization and wisdom, but more
importantly, teachers should bring their own brain to teaching work. The so-called
smart education is the information reform of education system and the network sup-
port of resources. Smart education should be student-centered and maximize its growth
potential. On the other hand, teachers should keep their ideas and experiences updated
and make full use of smart technology – smart data empowerment education. The data
value behind their behaviors needs teachers’ attention. Teaching wisdom supported by
intelligent technology is actually very simple: “integrates teaching content with wisdom,
applies educational technology with wisdom, designs mixed teaching with wisdom, uses
real-time datawithwisdom.” –That is, content-based, technology-oriented, personalized
and refined learning.
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3.3 To Promote the Transformation of Research Results and Realize the Effective
Docking of All Aspects of Foreign Language Education with Language
Intelligent Technology

In the field of foreign language education and teaching, we should adapt to the needs
of the new era, closely combine advanced, mature and applicable scientific and tech-
nological achievements with front-line teaching and fully carry out a wider range of
industry-university-research cooperation projects to truly realize the promotion of sci-
entific research and teaching, and cultivate innovative talents with international vision,
foreign language communication skills and analysis and problem-solving skills for the
national development in practice. At the same time, we will make full use of the appli-
cation of emerging technologies to promote the construction of high-quality foreign
language courses, share high-quality resources with other colleges and universities, and
actively promote the innovative development of foreign language education in China.

4 Conclusion

Artificial intelligence technology empowers foreign language learning, breaking the
limitation of learning time and space. Learners can make use of fragmented time, access
to cutting-edge information andmaster practical skills. Artificial intelligence technology
empowers foreign language teaching, promoting the effective andprecise development of
foreign language education and teaching, changing the teaching ecology, and bringing
many opportunities and challenges for foreign language teaching. Educators should
follow the trend and take the initiative to promote the effective integration of artificial
intelligence technology and foreign language teaching. In the field of foreign language
education in the future, those who gain language intelligence will win the world.
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Abstract. Webriefly reviewcomplex-valued neural networks (CVNNs) and com-
pare them to real-valued neural networks (RVNNs). CVNNs allow for a richer rep-
resentation of many wavelike based physics and engineering fields by retaining
the data structure and correlation between real and imaginary parts of the signal.
For example, most RF modulations use in-phase and quadrature components in
which analysis benefits from the use of CVNNs. We then present state of the
art in wireless radio applications utilizing CVNNs and/or complex-valued data.
Wireless applications reviewed include modulation recognition, signal identifica-
tion, channel sensing information and specific emitter identification. Finally, we
present motivation for future exploration of CVNNs.
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1 Introduction

Neural network (NN) models, also known as artificial neural networks (ANNs), form
an algorithmic structure loosely parallel to that of the brain’s biological anatomy and
dynamics [1, 2]. They are arguably a powerful computational tool at the vanguard of
research and application in machine learning. With their ubiquitous use, there exists
a plethora of ANN application and research fields. Some examples include: computer
vision [3], biomedicine [4], speech recognition [5], and cryptography [6], among many
others.

Real-valued neural networks (RVNNs) are ANNs that process data, compute internal
parameters and apply activation functions that are real-valued.However, there are various
physical and engineering domains utilizing models with a wavelike structure that can be
represented with complex-valued data. Since RVNNs cannot directly process complex-
valued data, complex-valued neural networks (CVNNs) have been proposed [7, 8]. Inclu-
sion of complex-valued data for inputs and outputs, complex-valued weights, complex-
valued activation functions, and complex-valued convolutional layers builds on tradi-
tional RVNN structure and by extension allows for the development of CVNNs. Modern
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wireless communications, audio and speech signal processing, biomedical imaging, and
radar are example fields that utilize this representational tool.

Two recent critical and thorough surveys of the CVNN literature sufficiently ref-
erence the history and the latest in advances and applications in this domain [9, 10].
However, herein we focus on CVNNs in the wireless communications field, but first
we discuss the basic structure of CVNNs and how they differ from RVNNs. Also, we
present a short discussion of the structure of CVNNs, including activation functions,
and network types. Finally, we review the use of CVNNs in wireless radio applications
and close with some possible future research topics.

2 Why Use CVNNs?

A CVNN is an ANN that uses complex-valued inputs to compute neuronal outputs via
these inputs into a complex-valued activation function and computes weights parameters
and biases via a complex-valued backpropagation feedback process. The outputs of
CVNNs can be real or complex-valued.

RVNNs have been at the forefront of the machine learning field for years. But while
real-valued neural networks RVNNs have a well-established history, demonstrated per-
formance and are used in many applications; current RVNN theory excludes the expres-
sive power of complex-valued data. In other words, RVNNs built for real-valued data
cannot directly process complex-valued data. There are some recent uses of complex-
valued data with modified RVNNs regarding each component of the complex number as
independent real numbers. Nevertheless, this double-dimensional RVNN, is not equiv-
alent to a fully implemented CVNN. Additionally, this modification causes a doubling
of the number of trainable parameters and increases computational load. This behavior
is understandable due to ease of use, user familiarity and less computational processing
load with RVNNs.

It has been shown that these two are not equivalent since the complex-valued weight
multiplication operation at the neuron synapses results in amplitude magnitude scaling
and phase rotation which reduces the degrees of freedom in the CVNN versus the RVNN
[11, 12]. This reduction in the degrees of freedom in the network results in a more
generalized system which assists in a reduction of overfitting of the network to the
complex-valued data [11].

More specifically, favor of the use of CVNNs lies in their ability to represent the
real and imaginary components of the complex-valued data more accurately without
discarding the relationships between the parts. When processing complex-valued data,
it is critical to handle the phase and amplitude of the signal directly. For example,
researchers have found the emphasis on the phase component of the signal is found to be
related to the understanding of human speech. Fine scale temporal structure of speech
is affected by the data encoded within the phase component [12]. Information found
in the phase portion of an image signal can be used to partially infer the magnitude of
the signal [13]. Moreover, most complex-valued signals have at least partial statistical
correlation. Therefore, using the relationship between these components and not just the
structure is proper [14].
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3 CVNN Activation Functions and Structure

Activation functions influence the ability of the neural network to converge. They also
effect the rate of convergence, while also normalizing the output to a restricted range
(bounded), typically [0, 1] or [−1, 1]. This output normalization is sometimes referred to
as the squishing feature of the function. Activation functions should: 1) be differentiable
over the entire domain, 2) contain nonlinearities, 3) be computationally efficient and 4)
prevent the exploding or vanishing gradient problem. Although these activation function
properties are desired, they are not strictly required nor exhaustive. In RVNNs many
researchers use a standard sigmoid function or more recently are using the rectified
linear unit (ReLU) activation function as one of the most popular, particularly for deep
NNs [15]. However, in CVNNs, one of the most difficult tasks is determining the type
of complex-valued activation function to use at the neuron.

3.1 Complex Activation Functions

Activation functions for CVNNs are desired to be holomorphic (that is a function
that is differentiable everywhere in the complex plane/hyperplane) to maintain com-
patibility with the backpropagation process. However, the desire of boundedness and
holomorphicity into the complex activation function runs afoul of Liouville’s Theorem.

Since achievement of both objectives is impossible, the researcher must carefully
choose between boundedness or differentiability. A review of the research literature
reveals that there is no agreement on choice or application of complex-valued activation
functions, unlike that of RVNNs.

3.2 CVNN Structure

Developing a fully CVNN is a demanding task. Researchers [16] have used three
approaches to tackle it. The first consists of splitting the complex-valued input data
into real and imaginary parts and applying them to a RVNN as independent real-valued
components. The split-CVNN/split-complex-valued multilayer perceptron model is still
very much in use today because of its popularity and simplicity. The network solves the
above activation function problem. However, it lacks the approximation capability of
complex-valued functions. The next approach builds a real-valued activation function
in which the inputs to the function are complex, but the outputs are real-valued. This
approach suffers from poor phase approximation of the input signal. The third approach
defines a fully CVNN, using the sigmoid activation function defined by

f (z) = sgm[Re(z)] + i ∗ sgm[Im(z)]

where sgm(.) represents the sigmoid activation function and z is a complex number.
Performance and computational complexity results in a more efficient structure for this
approach in some communication applications. However, the choice and identification
of the real-valued function for each of the real and imaginary components is application
dependent and is full of challenges.
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4 Wireless Radio CVNN Applications

In this section, we introduce and discuss the wireless radio applications of CVNNs. We
also review wireless radio applications that uniquely utilize complex-valued data within
a traditional RVNN structure. A summary of these applications follows, highlighting
their strengths and weaknesses.

4.1 Modulation Classification

Wireless RF spectrum is a time dependent limited resource. This spectrum has mostly
been reserved through an auction process through the FCC. Legitimate owners of this
spectrum do not need to share it. However, studies have shown that the spectrum is being
inefficiently used. A proposed method to combat this inefficient use is cognitive radio, in
which primary users (spectrumowners) can co-exist with secondary users (non-spectrum
owners) without one interfering with the other during communication.

A necessary step to spectrum access is the requirement to identify signal modulation
type to assist in choosing the targeted user’s communication scheme so that they can be
classified for further processing. The following discusses recent modulation grouping
techniques.

Recently, Krzyston et al. [17] have taken existing convolutional RVNN frameworks
and applied in-phase and quadrature RF data to them for modulation recognition. Their
linear transformation algorithm of the data increases the strength of the representation
in the network. It also allows for increased filter size to evaluate the I/Q components
more completely and to learn the relationships between them. Their linear processing
algorithm improved accuracy ofmodulation classification at each SNRby approximately
35%. Although they did not strictly use CVNNs, the process of linearly combining
complex-valued data did simplify the network’s processing.

The same authors [18] leveraged complex convolutions into updated state of the
art convolutional neural network structures: Residual Networks, Dense Connected Net-
works, and combinations they call Dense ResNets. This use of the improved frameworks
increased I/Qmodulation recognition over convolutionalNN in the literature for all SNRs
above −6 dB. For SNRs above −2 dB the recognition increased at least 12%.

Peng et al. [19] have also used a traditional convolution RVNN framework for pro-
cessing of raw modulated RF signal data for modulation classification. They convert
complex-valued signal points into constellation diagrams and then apply these to the
AlexNet framework. Given four modulation types; QPSK, 8PSK, 16QAM and 64QAM,
at SNRs of 4 dB and 8 dB, the identification accuracy for the PSK modulations is near
100% and the amplitudemodulations average nearly 72%. Comparedwith the traditional
algorithm, the convolutional NN based approach attains comparable outcomes, while
avoiding expert feature selection.

4.2 Signal Recognition

Zhang and Liu [20] use multi-modal deep learning along with CVNN architecture to
combat interference in the form of jamming. They exploit stellar I/Q waveform images
using multimodal fusion to obtain the interfering signal. Their architecture is based on



418 S. Iverson and Q. Liang

AlexNet networks and deep CVNNs. They also apply decision-based fusion to increase
feature distinction and improve recognition performance. Quantitative results were not
revealed.

Xu et al. [21] use two complex-valued network architectures for radio signal recog-
nition. A CvVGG convolutional NN model is proposed that has smaller receptive con-
volutional fields (3 × 3) than AlexNet with large receptive fields (11 × 11) upon which
it is based. Due to smaller sized filters a VGG model allows for larger weight layers.
Additionally, they replace the 2D convolutional layer with a 1D layer. In the second
architecture, they propose a CvRN developed from a Deep Residual Network. In the
multilayer model, again they replace the 2D convolutional layer in the residual block
with a 1D layer. Additionally, they also replace the real-valued convolutional and batch
normalization layer with their complex-valued counterparts. At or below 0 dB SNR, the
two proposed new networks perform similarly to real-valued NNs. However, at higher
SNRs, the complex-valued convolutionalNNs outperform their real-valued counterparts.

4.3 Channel State Information (CSI) - Sensing and Prediction

Ding and Hirose use a chirp z-transform (CZT) along with two different CVNN archi-
tectures to predict long term channel fading. Due to a desire to decrease complexity cost
and extract a smoother frequency domain approximation of Doppler shift fading, in a
previous work, they windowed the RF signal in the real time domain using a CZT and
applied Lagrangian extrapolation of the frequency domain parameters [22]. Improve-
ments in the algorithm are made by initializing the weights in a multilayer CZT-CVNN
with the output of the CZT with extrapolation and then applying new input signals to
the CZT-ML-CVNN to update the previously applied weights from NN output. In the
second framework, a real time recurrent learning (RTRL) neural network with complex-
valued inputs CZT-RTRL-CVNN is applied to predict frequency fading characteristics.
Results show higher accuracy in prediction of the channel characteristic. The bit error
rate of the CZT-ML-CVNN model reveals better prediction of the channel fading [23].

Ji and Li focus on a novel lightweight NN with complex-valued inputs with an
encoder-decoder framework they call CLNet. In a deep NN and a massive MIMO RF
environment the increases in computational complexity historically have caused bot-
tlenecks, especially at the user interface. They propose a reduction in complexity by
forging a new complex-valued 1 × 1 point-wise convolutional input that combines the
real and imaginary parts into to preserve the physical CSI. A new signal clusteringmech-
anism is also provided in the form of an informative decoder, which concentrates the
more informative laden signal paths. It is noted that they decline to use CVNNs but do
acknowledge they are one of the first to broach the use of complex-valued data in this
domain. CLNet increases accuracy by 5.41% and decreases computational overhead by
an average 24.1% [24].

Scardapane et al. apply uniquely designed nonparametric complex activation func-
tions (kernels) that are flexibly suited to the complex-valued data [25]. This is related to
the difficulty of using bounded and holomorphic complex-valued activation functions
in CVNNs. In one example domain, they examine wireless channel identification by
applying various CVNN architectures using a variety of experimental kernels. Influenc-
ing their outcomes was the ability of their model to adjust the complex-valued data to



Complex-Valued Neural Networks 419

either be circular, highly non-circular or somewhere in between. Favorable outcomes
were found for the kernel-based complex-valued activation functions, however overall
results were dependent on the degree of circularity of the complex-valued data.

4.4 Specific Emitter Identification (Aka RF Fingerprinting)

In a seminal paper, Kohno et al. [26] introduced the identification of a transmitting phys-
ical device on a network by evaluating software packet headers and computing the clock
skew due to the hardware characteristics of a specific device. More recently, “finger-
printing” at a distance, also known as, specific emitter identification (SEI) determines
the exact transmitter, not by software identification features, but by the unique transient
artifacts inherent in hardware devices like power amplifiers. This specific technology
has many security and tracking applications.

Agadakos et al. [27] have developed a recent, state of the art, platform independent
Deep CVNN that uses novel techniques to processes raw complex I/Q wireless sig-
nals. Their technique uses learnable characteristics from passively captured transmitted
wireless signals over a wide range of frequencies. Also, their experimental evaluation
is designed to focus on the task of identifying devices based on their transmitted RF
signals independent of the specific deployment environment. Evaluation used complex-
valued data from Wi-Fi and ADS-B applications. Although their test evaluated many
architectures with many variable parameters, in general recurrent deep complex-valued
and convolutional deep complex valued NNs performed above standard recurrent and
convolutional NNs, albeit with increased processing time.

An efficient SEI method based on a combination of CVNNs, and network compres-
sion is proposed by Wang et al. [28]. The inclusion of CVNNs proposes to increase
emitter identification performance to nearly 100% at high SNRs and increase conver-
gence speed.Additionally, a proposedmodification to the SlimCVCNNalgorithm inserts
a hyperparameter that balances network compression and emitter identification perfor-
mance. Compression reduces network size to between approximately 10%–30% the
size of a basic CVNN. With proposed improvements, computing complexity generally
declines at various SNRs.

5 Future Research

5.1 Metaheuristic Learning Algorithms

The learning process in NNs is traditionally achieved via optimization (minimizing) of
the loss function during backpropagation using stochastic gradient descent (SGD). This
is a hurdle for a couple of reasons. First, there is the well-known problem of capturing a
localized minimum/maximum during SGD, where a global optimum is desired. Second,
the calculation of the complex-valued gradient for use in SGD is a complication as well.
Researchers [29] have proposed non-traditional metaheuristic evolutionary algorithms
which may provide optimization routines that are superior to traditional gradient based
methods.
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5.2 Complex-Valued Activation Function Design

One of the most challenging aspects of CVNN usage is the essential application of the
complex-valued activation function. It is known that CVNNs are more difficult to train
thanRVNNs.One reason for this difficulty is the constraint that the activation functions in
CVNNs cannot be holomorphic and bounded simultaneously. Although, a fully complex
activation function is desired some have suggested [30] that activation functions could be
independent with respect to the real and imaginary parts of the complex-valued function.
Piecewise linear and kernel-based complex-valued activation functions are also an area
of active research [24].
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