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Foreword 

Governments procure large amounts of goods and services from the private sector 
that can enable them to implement policies and deliver public services. Across the 
OECD, public procurement expenditure is amounted to over 13% of GDP in 2020. As 
such, public procurement has the potential to be a potent economic and social lever 
that generates savings while supporting government goals for integrity, economic 
growth, inclusiveness, and sustainability. 

An extensive examination of procurement data enables the identification of perfor-
mance gaps and their underlying causes, the retention of focused initiatives, the 
methodical justification of alternative interventions and tactics, and the formulation 
of policy recommendations. Businesses should use the collected data to extract value 
from it and make significant business decisions. Data analytics is used to drive this 
purpose. 

The supply chain management and public procurement applications of data 
analytics and machine learning are covered in this book volume. International Confer-
ence on Data Analytics in Public Procurement and Supply Chain (ICDAPS 2022) 
brought together leading international experts on procurement, service, supply, and 
logistics systems from academia, industry, and government to discuss pressing issues 
and research opportunities, mostly the applications of emerging technologies and 
AI/ML algorithms in E-procurement and Blockchains in Government Tendering, 
Supplier Prioritization & Risk Management in Procurement, Reverse Auction, 
Fintech-Based Digital Transactions Solutions, Perishable Food Supply Chain, and 
Vaccine Supply Chain Digital Twin. 

Los Angeles, USA Prof. Christopher S. Tang 
UCLA Distinguished Professor 

and Edward W. Carter Chair 
in Business Administration
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10 A Mathematical Model-Based Heuristic for Clustering, 
Logistics, and Order Pickup in the Constrained In-Bound 
Multi-Period Multi-Part Inventory Routing Problem 
with Heterogeneous Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91 
Anushee Jain and Chandrasekharan Rajendran 

11 Performance Evaluation of Trucking Industry Using BSC 
and DEA: A Truck Driver’s Perspective . . . . . . . . . . . . . . . . . . . . . . . . . 111 
Krishna Kumar Dadsena, S. P. Sarmah, and V. N. A. Naikan 

12 E-procurement: An Emerging Tool for Pharmaceutical 
Supply Chain Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121 
Esha Saha, Pradeep Rathore, and Bhargav Anne 

13 Risk and Feasibility of Sustainable Techno-Eco-Env Green 
Supply Chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129 
Kapil Manohar Gumte and K. Nageswara Reddy 

14 Steel Price Forecasting for Better Procurement Decisions: 
Comparing Tree-Based Decision Learning Methods . . . . . . . . . . . . . . 139 
Ravi Ram Reddy Palvai and Arshinder Kaur 

15 An Interactive Game Theory Analytics to Model the Panic 
Buying When the Downstream Supply Chain Channel 
Partners Undergo Horizontal Coopetition . . . . . . . . . . . . . . . . . . . . . . . 149 
Sarin Raju, T. M. Rofin, and S. Pavan Kumar 

16 Supply Chain Data Analytics for Predicting Delivery Risks 
Using Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159 
Arun Thomas and Vinay V. Panicker 

17 Importance of Equitable Public Procurement of Food Grains 
in India for Sustainability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169 
Maheswar Singha Mahapatra and Biswajit Mahanty 

18 A Framework for 5G Enabled Vaccine Supply Chain Digital 
Twin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175 
Mohd Juned, Purnima S. Sangle, and Manoj Kumar Tiwari



Contents ix

19 Issues in Procurement and Distribution of Plantation 
Crops: Can AI-ML Technologies Offer Better Performance 
Outcomes? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185 
Joshin John 

20 Quantifying the Quality Grade of the Return Mobile Phone 
in the Context of a Retail Store . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193 
Satchidananda Tripathy and Akhilesh Kumar 

21 Integrated Blockchain Architecture for End-to-End 
Receivables Management of Indian MSMEs . . . . . . . . . . . . . . . . . . . . . 205 
Deepak Kumar, B. V. Phani, and Suman Saurabh 

22 Investigating the Key Enablers in Perishable Food Supply 
Chain Using DEMATEL and AHP—PROMETHEE . . . . . . . . . . . . . . 217 
Malleswari Karanam, Krishnanand Lanka, Sai Nikhil Pattela, 
and Vijaya Kumar Manupati 

23 Blockchain for Supply Chain for Perishable Goods . . . . . . . . . . . . . . . 239 
Anandu B. Ajith, Nikhil R, Pati Chandana, Vinod Pathari, 
and Vinay V. Panicker 

24 A Novel Linear Mathematical Model Based Heuristic 
for a Class of Classification Problem with Non-linearly 
Separable Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247 
Anushee Jain and Chandrasekharan Rajendran 

25 Intermittent Demand Forecasting for Handtools in Forging 
Industries: A Svm Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257 
Harsora Karn and Ajay Gupta 

26 Electric Vehicle and Charging Infrastructure Development: 
A Comprehensives Review Using Science Mapping 
and Thematic Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267 
D. V. Pendam and T. M. Rofin 

27 Contract Price Negotiation Using an AI-Based Chatbot . . . . . . . . . . . 303 
Divya Ramachandran, Anupam Keshari, and Manoj Kumar Tiwari 

28 A Deep Learning-Based Reverse Logistics Model for Recycling 
Construction and Demolition Waste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311 
Sanjeev Sinha, Subodh Srivastava, Bal Krishan Sahay, 
and Abhinav Kumar 

29 Supplier Prioritization and Risk Management in Procurement . . . . 325 
Virendra Kumar Verma



x Contents

30 Development of an Integrated Customer Relationship 
Management Tool for Predictive Analytics in Supply Chain 
Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335 
S. N. Dhisale, V. B. Nikumbhe, P. P. Kerkar, H. P. Pinge, 
A. D. Revgade, and U. A. Dabade 

31 Predicting Top Companies Amid Changing Macro 
Environment—Optimal Sampling Imposing Restriction 
Filters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 349 
Selvan Simon and Hema Date 

32 Role of Artificial Intelligence in Green Public Procurement . . . . . . . 361 
Bhakti Parashar and Amrita Chaurasia 

33 Supplier Prioritization and Risk Management in Procurement . . . . 373 
Shilpa Narayanswamy and Nikhil Ghantial 

34 An Empirical Study on Recruitment Management Systems: 
Start of a New Era . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 389 
K. V. N. Lakshmi, Y. Fathima, R. Ravichandran, 
and N. Sathyanarayana 

35 Traceability of Unwitting Disclosure Using Explainable 
Correlation in Procurement and Supply Chain . . . . . . . . . . . . . . . . . . . 403 
Harish Vishnu Gunjal, Vaibhav Ingale, Shikhar Bhardwaj, 
and Rajendra M. Belokar



About the Editors 

Prof. Manoj Kumar Tiwari (FNAE, FNASc, FIIIE, FIISE) has been Director, 
National Institute of Industrial Engineering (NITIE) Mumbai since November 2019. 
He is a Professor with Higher Academic Grade (HAG) in the Department of Indus-
trial and Systems Engineering at the Indian Institute of Technology, Kharagpur. He is 
the winner of The David F. Baker Distinguished Research Award 2023. He is actively 
involved in research relevant to the application of optimization, modeling, decision 
support systems, and data mining in logistics, supply chain management, and manu-
facturing research domains. He is associate/senior editor of several renowned jour-
nals like IJPR, POMS, IISE, ESWA, JIM, IEEE-SMCA, INS, and CAIE. Prof. Tiwari 
has led numerous projects and consultancy assignments with prominent industry and 
government organizations in India, including Indian Air Force, Procter and Gamble, 
TATA Hitachi, and ports located in eastern India. In addition, he extensively engaged 
in collaborative research with partners from Loughborough University UK, Institute 
for Manufacturing (IfM) at the University of Cambridge UK, Warwick Manufac-
turing Group UK, Durham University UK, and the University of Connecticut USA. 
Prof. Tiwari is an author of more than 400 articles in leading international journals 
with H index-77. 

Prof. Madhu Ranjan Kumar IRSS (Retd) heads the Procurement Research Centre 
(PRC) at Arun Jaitley National Institute of Financial Management (AJNIFM), Farid-
abad, India. The recent research areas of Prof. Kumar are use of data analytics in 
Reverse Auction and in pricing of bids. He is a Fellow of Indian Institute of Materials 
Management and a Fellow of Institution of Engineers. He is a Mechanical Engineer 
from IIT BHU and doctorate from Southern Cross University, Australia. 

Dr. Rofin T. M. is currently working as an Assistant Professor in the area of Opera-
tions and Supply Chain Management at National Institute of Industrial Engineering 
(NITIE), Mumbai. He obtained his PhD from the Department of Industrial and 
Systems Engineering, Indian Institute of Technology Kharagpur. His research work 
is concerned with game-theoretic modelling of emerging multi-channel supply chain 
configurations, EPC contracts, Electric Vehicle Charging Supply Chain and Supply

xi



xii About the Editors

Chain Risk and Resilience. He has more than 6 years of teaching experience at the 
post graduate level. He is a lifetime member of Operational Research Society of 
India. 

Rony Mitra is a research scholar at the Indian Institute of Technology (IIT) 
Kharagpur with the Department of Mathematics. He completed his B.Sc. in Mathe-
matics and M.Tech. in Computer Science and Data Processing. His areas of research 
interest are financial mathematics, financial modeling, stochastic processes, asset 
pricing, risk management, time series, portfolio management, supply chain manage-
ment, data structures, etc. He developed innovative solutions for various industrial 
challenges, including predictive maintenance for baggage handling systems, sales 
forecasting for a multinational retail company, turn around time reduction for an 
Indian Port.



Chapter 1 
Q-learning Approach to Mitigate 
Bacterial Contamination in Food Supply 
Chain 

Meghna Maity, Ashesh Kumar Sinha, and Shing Chang 

Abstract Due to globalization of markets, products are moving throughout the 
country and exported. Quality monitoring and traceability in a supply chain is 
hence essential. Blockchain technology ensures the privacy or resistance to data 
immutability of a decentralized database in case an attacker tries to alter or delete data 
inside the blockchain. The purpose of our research is to develop a holistic approach 
to make a perishable food supply chain resilient by ensuring a secure way of storing 
and monitoring supply chain data and identifying and optimizing the relevant factors 
that lead to bacterial contamination in food supply chain under uncertainty. We devel-
oped a blockchain interface to add, validate, and send data related to detailed wheat 
supply chain from farmers growing crops to harvesting, storing in the silos or eleva-
tors, then processors for milling and sifting to develop end products (bread, biscuit, 
buns, tortillas, etc.) and distribute to retailers who finally sell them to consumers. 
After the data is securely stored in the decentralized ledger, in our next step, we came 
up with a data-driven technology such as machine learning (Q-learning model) to 
filter relevant parameters impacting food quality at all stages of the supply chain and 
optimize them to ensure good quality. 

Keywords Q-learning · Blockchain · Bacterial contamination · Wheat supply 
chain
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1.1 Introduction 

With a predicted increment in population all over the globe, there is also an increase 
in requirement of food availability. Apart from population rise, unfortunate weather 
events, pandemic situations like COVID-19, or bacterial contamination of products 
places unprecedented disruptions in front of perishable food supply chains—bottle-
necks in transport and logistics of perishable products, unexpected consumer demand, 
and food loss to name a few. An immense pressure to make a robust supply chain 
motivated our research work. 

About 6–7% of the world’s total wheat is produced by the United States alone 
and it is a major exporter (11%) of wheat too [1]. Wheat is the third most grown 
product after corn and soybeans in the United States. It is the principal source of grain 
consumption in the country and hence our point of interest. We focus on developing 
a dynamic monitoring system for a wheat supply chain to reduce bacterial contam-
ination and maintain food quality. Research has proceeded profoundly in terms of 
traceability of products-RFID tags used for temperature tracking [2] to blockchain 
technology by Walmart and Nestle to monitor quality [3] and satisfy consumer expec-
tations. The insights from the model reveal that the use of decentralized database 
could make these data accessible to peers (retailers, suppliers, and manufacturers) 
while mitigating data tampering by virtue of blockchain technology. This not only 
ensures transparency among the peers but also privacy and immutability of the data 
present in the decentralized database of different supply chain networks. Once the 
data is securely stored in the decentralized ledger, our next step is to identify param-
eters that affect the quality of a perishable item (wheat in our case) due to bacterial 
contamination. Such parameters can be temperature, humidity, pH of wheat in silos, 
etc., leading to contamination or bacterial growth at any point along the chain— 
production, processing, preparation, and distribution. According to CDC, more than 
100 people were infected by a Salmonella outbreak in packaged seafood in 2021 
and 1040 people were affected due to onions containing bacterial growth in 2020 
[4]. Data was collected conventionally by reviewing records from restaurants and 
stores. Since past work mostly focused on how to trace or track batches that were 
already contaminated, we came up with a data-driven technology such as machine 
learning (Q-learning model [5]) to filter relevant parameters impacting food quality 
at all stages of the supply chain and optimize them to ensure good quality. 

1.2 Traceability in Supply Chain Data—Blockchain 
Technology 

With the invention of blockchain, centralized way of data storage is shifting to decen-
tralized data. Supply chain systems involve complex entities to carry out the produc-
tion and transportation of products through various stages [6]. We exclude export and
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Fig. 1.1 A detailed wheat supply chain 

consider a detailed wheat supply chain network inside the country for our purpose 
of study (see highlighted in the red box in Fig. 1.1). 

To attain traceability and transparency, we developed a blockchain interface to 
store supply chain data. This platform enables us to dynamically monitor stored data 
related to farming, harvesting, transportation, storage, and parametric conditions like 
temperature, humidity, etc. We can add, send, validate, and update new block in the 
chain. 

1.3 Monitoring Parameters and Optimization: Q-learning 
Model 

In the upper half of Fig. 1.1, wheat is grown by farmers during the crop season and 
harvested at peak time which is late summer. Harvested wheat is transported by truck 
or rail logistics and stored in country elevators. During bumper harvest, the biggest 
challenge faced is storing wheat with keeping its quality intact in silos or elevators. 
Wheat, mostly in the storage areas is exposed to various parameters like temperature, 
CO2 level, humidity, and pressure leading to bacterial or fungal growth affecting the 
quality of the product. From the country, it is further transported for cleaning, sifting, 
and milling in processing units. Distributors collect the processed wheat in the form 
of bread, biscuit, buns, tortillas, pasta, noodles, etc., and send it to retailers like 
Kroger, Walmart, Aldi, etc. Customers then can collect the final item which is ready 
to consume. Our point of investigation concerns areas where managing the quality 
of wheat is quintessential. This section outlines the Q-learning model of the supply 
chain network to monitor the quality of wheat at potential risk areas. We consider five 
levels of bacterial contamination from very high quality of wheat that has the lowest 
contamination to very low quality of wheat that has the highest contamination. For
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simplicity, we take two parameters temperature and humidity under study that affect 
the growth of bacteria in wheat. 

Following are the key elements in Q-learning model formulation in determining 
the best course of action that would ensure good quality of wheat as it travels through 
the entire supply chain. 

Environment: It is the abstract world through which the agent moves. The environ-
ment takes the current state and action of the agent as input and returns its next state 
and appropriate reward as the output. 

States: The specific place at which an agent is present is called a state. This can either 
be the current situation of the agent in the environment or any of the future situations. 
A set of states Sk is defined as a tuple (k, qk ), where k is each step of supply chain 
starting from farming to harvesting, truck/rail, country elevators, processing units to 
finally customers. Quality of wheat in each step k ranges from the lowest quality of 
wheat, value represented by 1, to the highest quality of wheat, represented by 5, such 
that quality level qk = (very low, low, medium, high, very high). Table 1.1 shows 
the possible states of our model. Here, S3 = (3, 4) represents the state truck/rail and 
quality of wheat inside is high. Note that in our model there are 8 stages and 5 quality 
levels giving a possibility of 40 states that wheat can be in. 

Actions: We define the action space as a tuple of temperature and humidity as param-
eters affecting bacterial contamination/quality of a state represented as Am = (t, h), 
where m is the action number. Temperature value and humidity values are represented 
by t and h, respectively. Values of t and h vary from 10 ◦C to 50  ◦C and 10% to 50%, 
respectively, with a step size of 1. Performing action Am = (t, h), the quality of 
wheat transitions from Sk to state Sl as  shown in Fig.  1.2. Table 1.2 shows 5 possible 
actions for our model. Here, action A1 = (10, 30) represents the first action where 
the temperature and humidity at a stage of supply chain are 10 ◦C and 30%, respec-
tively. Note that a combination of 41 values of temperature and humidity makes 41 
* 41  = 1681 possible actions.

Reward: The system is in Sk and decision-maker chooses any action Am available in 
state Sk resulting in a new state Sl in the next time period and giving the decision-
maker a corresponding reward RAm (Sk). 

The Q-learning algorithm calculates the quality of a state–action combination 
given by the standard Eq. (1.1) [5].

Table 1.1 Possible set state 
space Sk k qk 

S1 1 1 

S2 1 2 

S3 3 4 

S4 5 4 

S5 5 5 
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Fig. 1.2 Transition of one state to another by taking actions A2 and A8 

Table 1.2 Possible action 
space Am t h 

A1 10 30 

A2 20 29 

A3 35 10 

A4 17 20 

A5 50 32

Qnew (Sk, Am) ← Q(Sk, Am) + α
[
RAm (Sk) + γ ∗ max∀A Q(Sl , A) − Q(Sk, Am)

]

(1.1) 

Note that Q:S × A → R, where S, A, and R are states, actions, and rewards, 
respectively. Q-learning works when we don’t know which states are good or bad, 
or by taking an action which state we land on, in other words, the value of transition 
probability. It works by estimating the values of Qnew by exploring and exploiting. 
The model must try out state–action pairs from the data to figure out the best course 
of action that yields the maximum expected discounted reward. γ is the discount 
factor and α is the rate at which the model learns. Both values of γ and α range from 
0 to 1.  

1.4 Experiments and Analysis 

We assume the performed an experiment at the elevator stage of the wheat supply 
chain to show the best and worst possible values of temperature and humidity at each 
quality level of the wheat. For country elevators, best and worst temperature values 
explored according to the Q function are represented in Fig. 1.3.

If elevator has a very low quality of wheat, the best decision would be to maintain 
temperature at 39 °C. If elevator has a high quality of wheat, the worst decision 
would be to maintain temperature at 33 °C. Similarly, for country elevators, the best 
and worst humidity values explored according to the Q function are represented in 
Fig. 1.4. If elevator has a medium quality of wheat, the best decision would be to
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Fig. 1.3 Temperature values to select/avoid

maintain humidity at 49%. If elevator has a very high quality of wheat, the worst 
decision would be humidity at 36%. 

Fig. 1.4 Humidity values to select/avoid



1 Q-learning Approach to Mitigate Bacterial Contamination in Food … 7

1.5 Conclusion 

We consider a detailed wheat supply chain where temperature and humidity are 
the two main parameters responsible for bacterial contamination at any point in 
the network. We implement a Q-learning algorithm because in our model transition 
probability is not known. This method determines the best values of temperature and 
humidity that are to be maintained to ensure good quality of wheat at every stage of 
the supply chain. A decision-maker can have an idea of what could be the best and 
worst decisions in determining the quality of wheat. The algorithm in our model is 
as good as the data. In terms of future research, we intend to explore interactions 
between several parameters other than temperature and humidity and validate the 
model with realistic data. 
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Chapter 2 
Optimization of Network Planning 
in a Real-Life Vehicle Logistics 
Distribution System 

Vipul Kumar Mishra, Chandrasekharan Rajendran, Franz Lenher, 
A S. R. Suryanarayana Murty, A. S. Balakrishnan, Artie Jina, 
and Hinoj Pallath 

Abstract The present work has been carried out in the logistics distribution of 
an automobile manufacturer in South Africa for improving their outbound vehicle 
logistics distribution efficiency. As far as we know, the literature on the distribution 
and logistics systems used in the automotive industry does not currently contain a 
Mixed Integer Linear Programming (MILP) model for implementing First In First 
Out (FIFO). This study presents the development of a comprehensive shipment 
plan for the automobile manufacturer to (i) deliver finished cars from the manu-
facturing plant to other facilities and (ii) adhere to a range of loading, routing, 
and capacity constraints while meeting the vessel-loading timetable and shipment 
plan with the minimum transportation and inventory costs. The model accounts for 
dynamic parameters such as train and trailer availability, production volume, ship 
timetable, and demand at the ports of South Africa. An MILP model is developed 
to capture the business constraints and the time-dependent storage costs at the facil-
ities, which vary depending on the number of days cars are stored in the facilities. 
The proposed MILP model uses FIFO strategy to ensure that finished cars leave port 
warehouses in the same order that they arrived. The model offers a cost-effective

V. K. Mishra (B) · C. Rajendran · A. S. R. Suryanarayana Murty 
Indian Institute of Technology Madras, Chennai, India 
e-mail: vipulmishra5659@gmail.com 

C. Rajendran 
e-mail: craj@iitm.ac.in 

F. Lenher 
University of Passau, Passau, Germany 
e-mail: franz.lehner@uni-passau.de 

A. S. Balakrishnan · H. Pallath 
Ford Motor Private Limited, Chennai, India 

A. Jina 
Ford of Southern Africa, Pretoria, South Africa 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
M. K. Tiwari et al. (eds.), Applications of Emerging Technologies and AI/ML 
Algorithms, Asset Analytics, https://doi.org/10.1007/978-981-99-1019-9_2 

9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1019-9_2&domain=pdf
mailto:vipulmishra5659@gmail.com
mailto:craj@iitm.ac.in
mailto:franz.lehner@uni-passau.de
https://doi.org/10.1007/978-981-99-1019-9_2


10 V. K. Mishra et al.

shipment plan to meet the vessel demands and the daily transportation mode require-
ments. These results will benefit the decision-maker in automating the shipment 
plan. 

2.1 Introduction 

South Africa has long been Africa’s automotive leader, producing over half a million 
automobiles of various varieties every year. With the advancement of technology, 
the automobile manufacturing business is rapidly expanding. The automotive manu-
facturing supply chain is one of the most complex supply chains in the world 
[1]. 

Automobile distribution is a critical component of the logistics of the automotive 
industry, involving the shipping of finished automobiles from hundreds of manufac-
turing factories across multiple continents. The shipping of completed automobiles 
is a crucial aspect of the entire automobile manufacturing sector. 

The efficient distribution and transportation of vehicles require efficient supply 
chain management. The automotive supply chain is becoming increasingly complex 
because of competition and technological advancements, necessitating practical solu-
tions from vehicle manufacturers and brands. The primary purpose of the current 
work is to map the hurdles in the outbound logistics process and develop an efficient 
shipment plan. Outbound logistics focuses on the demand side of the supply–demand 
equation. The procedure entails storing and transporting items to the customers and 
final users. The inventory and transportation decisions are the two most important 
elements in outbound logistics. The proper inventory and transportation strategies 
can help a company save money and succeed in their business. 

With increasing knowledge on the supply chain and the introduction of new tech-
nologies, there is a need for further contribution from research studies on real-world 
settings to understand better the impact of accurate shipment plans on the supply 
chain, their outcomes, and effectiveness. 

2.2 Problem Description 

The major challenge for the automobile manufacturer in this study is to develop a 
detailed shipment plan. The manufacturer faced problems in determining the quantity 
and schedule of shipment of finished cars from one site to another. The automaker 
has the manufacturing facility and have a storage compound. The finished cars need 
to be transported to the Port Elizabeth and Port Durban to meet the demand and 
deadline of the ships. They also have rented facilities near the ports for the storage of 
cars. The storage of cars at the 3PL warehouses and ports involves storage costs. The 
storage cost at the ports is differential in nature, such that it varies with the number
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of days cars are stored in the port. The shipment of cars can be made via trailers or 
trains. There are several constraints on the availability of trailers and train capacity. 

The manufactured cars can be stored at the Silverton manufacturing plant and the 
Westwood storage compound, and the 3PL warehouses near the ports. The storage 
at Silverton and Westwood is free of cost as these facilities are owned by the car 
manufacturer. The storage at the 3PL warehouses is rented based on the need, and 
the storage of cars is charged on a per-day basis. When the cars are stored at the 
ports, the storage for the first 14 days is free at the port, and after that port authority 
charges a very high storage cost, which increases with every single day car stay at 
the port. 

The arrows in Fig. 2.1 indicate the possibility of transportation of cars. The blue 
arrow indicates that the cars can be transported via road only, and the red arrow 
indicates that the cars can be transported using rail as well as road. The trailers are 
available on all days of the week, but their capacity is limited, whereas trains are 
available only on a few days of the week. The transportation cost by road is cheaper 
than by rail. The finished cars must be available at the ports when the ship arrives. 
To tackle these complexities, a Mixed Integer Linear Programming (MILP) model is 
developed. First In First Out (FIFO) logic is implemented at the ports to reduce the 
penalty cost at the ports. The proposed MILP model accommodates the FIFO logic, 
which is not accounted for, in most similar works in the available literature. 

Fig. 2.1 Network diagram
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2.3 Related Research 

Optimization of network planning involves optimizing the storage cost at different 
locations and the transportation cost by different modes of transport. The optimization 
process involves three significant decisions, including (1) Loading of finished cars 
in different auto carriers, (2) Transportation route of auto carriers, and (3) Inventory 
level at each of the locations. In our paper, a mathematical model is proposed to solve 
the above-listed problems in an integrated manner. To the best of our knowledge, 
there is no MILP model for implementing FIFO available to date in the literature on 
the logistics and distribution systems of the automotive industry. 

The first formal method to solve the loading problem is reported in 1998 [2]. The 
authors characterized the auto carrier as a fixed set of slots, and they created a loading 
network to express LIFO precedence between slots. The loading network and any 
additional pairwise incompatibilities between slots and vehicles are considered when 
assigning a slot to each vehicle. They used a branch-and-bound strategy to solve a 
nonlinear NP-hard assignment problem. 

Researchers have used different methods to solve the loading and routing problem 
of the automotive industry. A genetic algorithm has been used to resolve the mode 
of transportation allocation to minimize the logistics cost [3]. The MILP model has 
also been used in the automotive industry for the optimization of transportation cost 
where multimodal transportation is used [4]. Also, some researchers used iterated 
local search algorithm for the routing part and mathematical model and enumeration 
techniques for the loading part [5]. 

With increasing competition in the automotive sector, multi-modal transportation 
for outbound logistics is vital to increase supply chain efficiencies. To optimize 
the multimodal transportation cost, a MILP model is proposed to provide a real-life 
automobile manufacturer with an effective outbound transportation network plan [3]. 
Road and sea modes are considered for transporting the finished cars in their model 
with the objective to minimize the total transportation cost. They did not consider 
the strategy of shipment in the objective function of their MILP model. 

The automobile manufacturer uses two modes of transportation, and the inventory 
carrying costs are different at all the locations, including the differential carrying 
cost at the ports. So, this paper proposes an MILP model that accounts for all the 
scenarios mentioned above for an automobile manufacturer with the objective of 
minimizing the transportation and storage costs. FIFO strategy is also implemented 
mathematically at the ports to minimize the storage costs. 

2.4 Methodology 

This section presents a mathematical model developed to obtain the shipment plan. 
An MILP model is built, capturing all the business constraints with an objective 
function of minimizing the total cost that includes the inventory carrying cost at all
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the locations and transportation cost by different modes of transportation. MILP is a 
mathematical modeling technique for determining the best solution for a system with 
constraints. It is widely used in a variety of optimization fields, including produc-
tion planning, transportation and network design, to name a few. MILP models are 
significantly more challenging to solve than linear programming models. 

Following are the notations used in the mathematical model: 

Indices: 

m index of model (m = 1, 2, …, 7) 
t,t’ index of days (t,t’ ∈ {1,2,-----,28} ) 
l index for locations (1, 2, …, 6) 
l’ index for locations (1, 2, …, 6), 
SD = {(l,l’) = (1,2), (1,3), (1,4), (2,3), (2,4), (2,5), (2,6), (2,5), (3,5), (4,6)} 

Parameters: 

Tc capacity of a trailer| (in terms of the number of units). 
Tr capacity of a train| (in terms of the number of units). 
Cl Storage capacity of the facility at location l |(in terms of the number of units). 
Pm,t Number of units of model m produced on day t. 
CT  l,l ' Per unit cost of transportation by trailer from l to l'. 
CRl,l ' Per unit cost of transportation by rail from l to l'. 
SCt,l Storage cost for day t at location. 
T A l,l ',t Number of trailers available on day t from l to l’. 
R A l,l ',t Number of trailers available on day t from l to l’. 
Dm,l,t Number of units of model mrequired on day l at location l. 

Decision Variables: 

Nm,l,t Number of units of model m entering location l on day t. 
N '
m,l,t Number of units of model m leaving location l on day t. 

ST 
m,l,l ' ,t Number of units of model m shipped from l to l' by Trailer on day t. 
SR 
m,l,l ' ,t Number of units of model m shipped from l to l' by Train on day t. 

Tl,l ' ,t Number of trailers used on day t from l to l'. 
Rl,l ' ,t Number of trains used on day t from l to l'. 
N1m,t ' ,t,l Number of units of model m leaving location l on day t’ which came on 

day t. 
I N  m,t,l Inventory for model m on day t at location l.



14 V. K. Mishra et al.

Objective function: 

Min Cost 

=
∑
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(
∑

m

∑

t 
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+
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The model’s objective function is depicted in equation number (2.1). The objective 
function includes the transportation cost by train and trailers and the storage cost at 
3PL warehouses and ports.The storage cost at ports follows an incremental structure, 
meaning that the cost increases as the duration of storage extends. For example, if 
cars are stored for one day, the cost per unit is $50. However, if the storage period 
extends to two days, the cost per unit per day becomes $150, and for the third day, it 
rises to $350 per unit per day. This incremental cost is represented by the last term in 
the objective function. By incorporating this term, the implementation of FIFO (First 
In, First Out) logic is ensured at ports, thereby minimizing the storage cost incurred. 
It’s important to note that these numbers are used for illustration purposes and may 
not reflect the actual costs. Equation (2.2) is used to ensure that whatever is getting 
produced at the manufacturing plant is entering the storage at the manufacturing 
plant. Equation (2.3) ensures that the inflow at the location equals the sum of outflows 
from all other associated locations. Equation (2.4) ensures the outflow at a location 
is the sum of cars transported by trains and trailers to all other associated locations. 
Equation (2.5) maintains the conservation of flow . Equation (2.6) is for ensuring that 
the capacity at a location is not exceeded. Equations (2.7, 2.8) are for the capacity 
constraints on the trailer and train capacity. Equation (2.9) gives the indication about 
the inventory level at a facility. Equations (2.10–2.12) implement the FIFO logic at 
the ports. 

The above model has been solved using the CPLEX solver in GAMS software 
based on the real-life situation. 

2.5 Results 

The model is tested on several dummy datasets to understand its working in different 
scenarios. The model is run for the 28 days cycle. On the first day of the cycle, the 
model is run using the forecasted values of production and demand data. From the 
second day onwards, the actual shipment is fed as yesterday’s production data to 
obtain the revised shipment plan for the remaining days of the cycle. 

The model’s output is converted into a detailed shipment plan that indicates the 
number of units of finished cars for a particular market that needs to be transported 
from which origin to which destination and by which mode of transport. The require-
ment of train and trailer capacity is obtained as the model’s output and the inventory 
level at each of the locations. 

Currently, shipments are made based on a subjective system based on the daily 
availability of trains and trailers. 

The exact data and the developed shipment plan cannot be presented due to the 
data privacy concerning the automobile manufacturer.
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2.6 Conclusions 

Mixed integer linear programming model is used in this study to identify the best 
shipment schedule for a real-world vehicle manufacturing company in South Africa. 
Working on a real-world situation makes the research more practical, expands knowl-
edge in the area of supply chain management, logistics, and transportation, and allows 
our model to be implemented using real-time scenarios. The presented transportation 
and inventory carrying cost-optimized model with FIFO strategy of shipment and 
its computational result can be used as part of outbound logistics planning, assisting 
tactical decision-making on the mode of transport, the need for different modes of 
transport, delivery quantity, and delivery schedule from each of the locations while 
also meeting demand at ports in terms of quantity and time. 

References 

1. B. Global (2022) Top 4 Automotive supply shain challenges and solutions. https://www.blumeg 
lobal.com/learning/automotive-supply-chain/ 

2. Agbegha GY, Ballou RH, Mathur K (1998) Optimizing auto-carrier loading. Transp Sci 
32(2):174–188 

3. Ngo. c HGB, Phong HT Multimodal transportation optimization for an automobile production in 
Vietnam 

4. Zeng T, Hu D, Huang G (2013) The transportation mode distribution of multimodal transporta-
tion in automotive logistics. Procedia Soc Behav Sci 96:405–417 

5. Dell’Amico M, Falavigna S, Iori M (2015) Optimization of a real-world auto-carrier transporta-
tion problem. Transp Sci 49(2):402–419

https://www.blumeglobal.com/learning/automotive-supply-chain/
https://www.blumeglobal.com/learning/automotive-supply-chain/


Chapter 3 
Efficient Supplier Selection 
in e-Procurement Using Graph-Based 
Model 
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Abstract Public procurement is described as a dynamic, real-time negotiation 
between a purchasing association and several pre-qualified suppliers contesting 
against one another to achieve the opportunity to deliver goods or services to the 
purchasing organization. A significant number of enterprises use Reverse auction 
(RA) for supplying products. This paper investigates aspects of the RA system using 
the optimization model to keep up the work on comprehending the characteristics of 
the impact of performing RA on the bidding results for multiple products. In partic-
ular, a graph-based model has been developed for the RA bidding framework to 
evaluate the consequences of the bids collected in public procurement. Our method 
aims to confirm the determination, whether procurement is profitable based on the 
previous auction datasets. The analysis involves a scenario consisting of companies 
that will dominate the market. This study also consists in determining the decision 
to occur an auction. 
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3.1 Introduction 

In the modern world of technology, online reverse auctions (RA) have developed 
swiftly due to the rage of digitization. Prices can be proposed indefinitely for each 
round of a RA before the termination of the bidding duration. The cut-price can be 
seen in real time as credentials (but it is unknown who submits the cut-price), or the 
bidder can see only their own position in the bidding stack at the bidding time. After 
the bidding is over, the organizer declares the supplier as winner who has won the 
bid. 

In traditional RAs, buyers need to precisely describe product features like orig-
ination, descriptions, models, and additional details, which are the premise of RA. 
In point of fact, buyers often are not familiar with the attributes when buying prod-
ucts. Chen et al. [2] demonstrated a structural depiction of optimal lot-sizing policies 
using super modularity arguments, concavity, and monotonicity for expected revenue 
function on the single-auction. Huang et al. [4] framed an online auction framework 
based on the limited quantity of items and established a profitable online auction for 
buyers and sellers. Instead, buyers should exhaustively deal with the opportunities 
and obstacles of individual characteristic and select a seller with the most incredible 
capability to supply goods [8]. This procedure is essential to depict and pertain to a 
new RA mechanism called the multi-attribute RA. 

In the case of competitive procurement [9], the supplier (company) that will sign 
a contract is determined via online auction. Procurement requirements (specification 
of goods/services/works) are published before the auction and any company can 
apply online by downloading the necessary documents and becoming a participant. 
During the auction, participants are competing by lowering price that they ask for 
fulfilling the contract. After three rounds of auction, participant that offered the 
lowest price is announced a winner. After this, organizer checks the documents 
submitted by the winner before the auction. If everything is alright, organizer signs the 
contract with the winner and this company becomes a supplier. If there are problems 
with documents, organizer disqualifies such company and proceeds to check the 
documents of company that offered the second lowest price. This process is continued 
until the supplier is determined or there are no more non-disqualified participants 
left. Li et al.  [6] studied the mixed-strategy equilibrium in which the buyer designed 
an optimal procurement policy with an unobservable supplier. Khamesi et al. [5] 
introduced a mechanism for reverse auction to facilitate an incentive-based demand 
response auction. Engelbrecht et al. [3] demonstrated the dominant strategy of the 
bidder, which is a part of a hybrid mechanism. To determine the real-time bidding 
[1], an auto pricing strategy can be used by the advertising agencies.
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The initial value of public procurement auction corresponds to the reserve price 
from the auction theory. It is the highest acceptable value of contract that is published 
by organizer as a part of the procurement announcement. During the auction, the first 
bid of a participant should be lower or equal to the initial value. The final value is 
the lowest value of a contract offered as a result of an auction. 

The rest of this paper is structured as follows. Section 2 describes the problem 
related to reverse auction. In Sect. 3, we illustrate the solution methodology. In 
Sect. 4, we explain the results and solutions. Finally, Sect. 5 concludes the paper and 
provides some future research directions. 

3.2 Problem Description 

Our main objective is to find out whether an online RA is fruitful for an organizer 
or not. Also, to find out expedient participants for participating in RA specifying the 
suppliers (i.e., companies or vendors) which will dominate in the market winning the 
highest number of tenders and to decide the time interval for successfully occurring 
RA. 

3.3 Methodology 

The auction process typically solves multiple item selections from sellers’ perspec-
tives using the online RA process. This section instigates the detail explanation of the 
components of auction model. This approach is trying to find out the effectiveness of 
public procurement, which is held yearly. Also, it is analyzed whether there is some 
evidence of increased competition, and whether that always leads to increased public 
savings or not. For this purpose, first procuring entities are distinctly identified from 
past available RA datasets and determine the total number of participants who took 
part in a reverse auction for a particular object. The participants who win the contract 
become suppliers. Then, the graph-based algorithm is used to find the companies that 
will dominate in the market, winning maximum agreements. This will help organizers 
to get information on which companies are more active in procurement. The algo-
rithm consists of creating graphs out of data with configurable data points as nodes 
of the graph. A graph G(V, E) is constructed from available datasets where V is the 
set of unique vertices or nodes derived from the dataset features “participant_code”, 
“organizer_code”, “lot_cpv” and E is the set of edges. Edges are defined between 
two nodes if one participant participated in a RA conducted by an organizer for a 
particular product. The out-degree for each node of “participant_code” will exactly 
decide the active participation of companies in the auction. For example, in Fig. 3.1, 
B = {B1, B2, B3} is the set of organizer codes, P = {P1, P2} is the set of procured 
products and C = {C1, C2, C3, C4} is the set of participant codes in reverse auction 
and each element of the sets B, P, C are considered as nodes of the graph G. The
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Fig. 3.1 Graph-based visualization of multi-item reverse auction 

edge weight is given in the format a(b, c), where a is the total number of times a 
participant participated in the auction, b is the count of winning the auction, and c is 
the count of not winning the auction. The final graph considers all the records similar 
to Fig. 3.1. 

Considering the participants to become suppliers winning in multiple reverse 
auctions is usually demonstrated as the supplier determination problem (SDP). Orga-
nizers and participants are auctioneers and bidders, respectively. The organizer’s goal 
is to pick out the top bidding portfolio to maximize their demands to satisfy all the 
commodity requirements based on the final bid proposed by the participant. The 
participant company who has concluded the transaction and submits the selected 
price is the bidder. Our goal is to find the company or supplier that will dominate the 
market, winning the tenders in RA. Then the SDP can be expressed as an IP problem 
(1). 

Max  Z  =
∑

i∈N , j∈M 

wi xi j (3.1) 

Subject to, 

N∑

i=1 

wi = 1 (3.2)  

wi = {0, 1}, ∀i ∈ N (3.3) 

xi j  ≤ αdi j  , ∀i ∈ N , ∀ j ∈ M (3.4) 

where variable parameter α is the probability of winning for a participant in multiple 
reverse auctions. In the objective function, N contains the list of distinct procured 
objects, and M is the unique list of participants who participated in the RA. xij is
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the total count of winning contracts for a participant in RA for a particular object. 
dij is the sum of participants for a selective object or product in procurement. wi 

is a binary variable. When the participant i is selected, wi = 1; otherwise, wi = 0. 
If there have not sufficiently strong, competitive, and qualified suppliers who will 
participate, RA should not organize by the purchaser. Also, the organizers have to 
check the profitability of RA concerning the time, cost, and other relevant factors for 
conducting a successful RA. The organizer will calculate the cost for conducting the 
auction and the percentage of price reduction in the RA and will come to a conclusion 
defining a user-defined threshold (δ) for coming to a decision. If the percentage of 
price reduction exceeds the threshold (δ), we have to check the percentage of common 
suppliers per year. Then it can be decided to perform an auction if most of the suppliers 
are not repetitive. The minimum percentage rate of common suppliers is also user 
desirable threshold (γ). This proposed approach is analysed and illustrated in Fig. 3.2.

3.3.1 Data Collection 

For the purposes of our analysis, we obtained 5 years (2015–2019) of detailed trans-
actional data from Ukrainian’s online reverse auction system provided by the Parlia-
ment of Ukraine “On public procurement,” which launched the electronic procure-
ment system. Each year was provided with the following data sets: an item-level 
data set containing detailed information about each auction with one procurement 
and one participant (company), representing a total of 2,313,168 observations. Thus, 
one procurement is related to multiple rows if more than one company competes to 
become a supplier. This dataset includes all companies that supplied goods or services 
to ulfil a public procurement consisting of both competitive and non-competitive 
procurement contracts. It provides procurement objects or products, organizer code, 
a description of the procurement entity, purchased goods/services/works, and a code 
of the supplier company. The data preparation phase consists of two main steps. The 
first step is to summarize the data to obtain a final dataset in which each observation 
represents an auction conducted for a specific item. The second step is to clean the 
data to ensure its consistency as well as the coherence of the final sample used for 
the analysis. This involves removing observations with inconsistent dates and times, 
duplicated identifiers, or missing values [7]. The main variables are generated during 
the data preparation phase including measures of (i) potential savings of price from 
the initial fixed price; and (ii) common suppliers of each year.
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Fig. 3.2 Sequence of the reverse auction validation process for multiple organizations and products
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3.4 Results and Analysis 

To test the hypotheses mentioned above, we use a number of control variables, such 
as the year of auction, participant name & code, lot_cpv, and organizer name & code. 

The final sample used in our analysis consists of 2,313,078 observations, with 
each row in the dataset representing an auction process for the purchase of an item. 
The data reveal various products and services through Ukrainian public procurement 
e-reverse auctions. Between 2015 and 2019, the government purchased more than 
984,859 different products. As shown in Fig. 3.3, the number of organizers and the 
number of participants stabilized over the last 3 years. 

Taking into account, the relatively stable number of participants and organizers, it 
can be caused by the higher participation rate per company (i.e., each company partic-
ipates in more RAs). Consequently, it increases competition and helps an organizer to 
get the best price for a particular product purchasing. Consequently, companies can 
enjoy an increase in short-term profit, long-term savings, and investments. Figure 3.4 
shows the relative proportion of the top 20 suppliers winning maximum contracts 
in procurement, listed in order from “least” to “most”. Through the analysis, it is 
vividly clear that the supplier or company with code number 25394112 will dominate 
the market.

We found that the most frequently procured object is “33,600,000−6_ 
Pharmaceutical products”. The percentage of reduction price is almost the same 
throughout the 5 years (Fig. 3.5). So, we cannot decide whether RAs should be 
performed yearly. If we check the common suppliers for consecutive 2 years, we can 
see in Fig. 3.6, there are most of the suppliers are not common. Hence, it is profitable 
if the RA is performed yearly, and the product is kept in public procurement.

Fig. 3.3 Numbers of organizations, products, and companies in different years 
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Fig. 3.4 Number of contracts achieved by participants

Fig. 3.5 Percentage of price reduction with respect to produced pharmaceutical products
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Fig. 3.6 Percentage of common supplier in consecutive years 

3.5 Conclusion 

In this research, the graph-based method is used as the modeling technique to analyze 
reverse auction mechanisms. This concept of analyzing the dataset as a collection 
of nodes and edges can be extended to any data type. Choosing the features of data 
according to the domain of application will make the algorithm work for any real 
world problems. The method also provides the flexibility of choosing the column 
and having the structure of the graph required for any specific domain of applica-
tion. Additionally, this approach can be applied to solve numerous applications in 
the industrial sector, including Supply Chain Management, Process Optimization, 
Fault Detection and Diagnosis, Network Optimization, Asset Management, Quality 
Control, and Risk Assessment. 
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Chapter 4 
Understanding the Role 
of e-Procurement and Blockchains 
in Government Tendering—A Case 
Evidence from China 

Kai Sun, Vikas Kumar, and Meng Wang 

Abstract Digital transformation is changing the business landscape; hence Digital 
technology integrates suppliers, customers, regulatory agencies, stakeholders and 
other related parties to provide solutions to the problems faced by supply chain infor-
mation. This research, therefore, aims to analyse the impact of e-Procurement and 
blockchain on government public bidding in China and further explores the obsta-
cles faced in implementing and integrating technology into their systems. Through 
interviews with government employees and suppliers, this research analyses the 
application performance and challenges of e-Procurement and blockchain in procure-
ment and the benefits to downstream supply chain finance. The results show that e-
Procurement and blockchain are handy tools in improving the process of government 
public bidding and enhancing the transparency of the procedures and the speed of 
information flow. They help downstream suppliers to get more financial support and 
help the government procurement industry to develop better. A transparent market 
among customers, retailers, suppliers and manufacturers in the supply chain allows 
companies and governments to achieve a win–win situation.
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4.1 Introduction 

Early research emphasized that public procurement is the government’s main 
economic activity because it accounts for 15%–20% of global and national revenue. 
However, in developing economies, these numbers are between 20 and 70% [1]. 
As digital transformation takes place, government organizations worldwide are 
also adapting to new technologies to help improve their efficiency, especially in 
the government’s public bidding and procurement. Government public bidding and 
procurement include several major steps, from setting technical indicators to experts 
discussing the plan’s feasibility and finally to public bidding for social companies, 
including a series of complete industrial supply chains. Procurement is very impor-
tant in all areas of supply chain management. Procurement is a more strategic way of 
acquiring goods and services and includes a series of behaviours, including the acqui-
sition of displayed goods and services and the management after the contract. Elec-
tronic procurement refers to the procurement and sale of materials, jobs and services 
through the Internet and other information and network systems, such as electronic 
data exchange, for B2B (business to business) or B2C (business to consumer) or 
B2G (business to government). This is not a new technology, but it has affected many 
industries’ supply chain management aspects and has been applied in many coun-
tries. However, blockchain is the latest technology tool in supply chain management. 
Presently, the number of newly initiated and applied blockchain projects by govern-
ments and public management agencies of various countries is rapidly increasing 
[2]. It provides customers with a platform for decentralized transactions and anony-
mous purchases. The technology integrates suppliers, customers, regulatory agen-
cies, stakeholders and other related parties to provide solutions to the problems 
faced by supply chain information. This study explores the application of these new 
technologies in government public bidding. 

However, the inefficiency and risks, such as severe environmental damage and 
socio-economic impact, are because most governments often fail to conduct due 
diligence in this process [3, 4], corruption [5] and legal losses. Blockchain and e-
Procurement can reduce the excessively lengthy process for the government and its 
supply chain companies in the bidding process, provide tamper-resistant and veri-
fied transaction supply chain activities under the government-led private chain, and 
improve the work of both parties’ efficiency and increase information transparency. 
Blockchain is expected to have an important impact on society, politics and the envi-
ronment when it is used in the provision of public services [6]. The technological 
process of blockchain, also known as distributed ledger technology, provides users 
with a guarantee that stored information will not be disturbed. This principle guaran-
tees the authenticity between different actors, and these actors may lack trust in each 
other to some extent. For many years, the government’s public procurement manage-
ment has relied on outdated and labour-intensive paper contracts, and offline meetings 
and interviews have been the most effective means of communication. The empow-
erment of these two technologies can reduce paper-based contracts and the potential
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for human tampering with contracts, enhance the efficiency of online communica-
tion and promote environmental sustainability. Blockchain is being used to solve 
the complexity of logistics. It breaks information islands, realizes the automation 
of transactions and bureaucratic procedures, improves transparency and ensures the 
authenticity of the supply chain [6]. At the same time, with the government-led private 
chain, government suppliers are equivalent to government credit endorsements, 
making it easier for suppliers to obtain bank loans. 

4.1.1 Challenges of Chinese Government Open Tendering 

China is the world’s second largest economy and the world’s largest developing 
country. Government procurement has played a significant role in boosting the 
economy. China’s government procurement has increased 19.3 times from 165.94 
billion Chinese yuan in 2013 to 3211.4 billion Chinese yuan in 2017 [7]. However, 
under such a huge volume of government procurement transactions every year, many 
local government departments still adopt the old-fashioned government procure-
ment system. Moreover, only some economically developed areas have begun to 
explore the application of electronic procurement and blockchain in government 
procurement [8]. Pointed out that information blocking exists in the information 
transmission mechanism of government procurement. Currently, the transmission 
mechanism of government procurement information in China is mainly established 
on the Internet platform, i.e. the government procurement website. The release speed, 
saving effect and transmission way of government procurement information all affect 
the quality of government procurement. The government procurement information 
platform mainly relies on Internet technology. However, the technology type and 
information transmission mode cannot be updated in time during the construction and 
maintenance of the platform. In that case, problems such as unimpeded information 
communication and untimely information sharing between procurement departments 
and suppliers will occur [7]. These problems will greatly impact the procurement 
project bidding efficiency and the quality of project performance. Currently, the 
standardization of China’s government procurement industry is still at the content 
level, such as standardizing the content of bidding announcements, prequalification 
announcements and result announcements [7]. The current related trading platforms 
in China, such as centralized procurement agency platforms, local public resource 
trading platforms and various professional website platforms, are increasingly scat-
tered and cannot fully realize information sharing [9]. This leads to an increase 
in the management cost of information managers and the search cost of informa-
tion users. The decentralization of trading platforms and the diversification of the 
construction forms of trading platforms in different regions not only increase the 
difficulty of finding information on suppliers but also bring some trouble to other 
participants in the government procurement system. This is not conducive to the 
public’s understanding and supervision of government procurement behaviour [10]. 
Additionally, in all kinds of government procurement procedures, many costs and
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resources are needed for information verification [11]. Government procurement 
contract financing refers to the use of government procurement as a platform to help 
small and medium-sized enterprises raise funds (Huang et al., 2020). Because the 
information in the current market comes from the business systems of various enter-
prises, there is a lack of effective supervision and management, and the authenticity 
of the documents is not easy to grasp, resulting in opaque and inaccurate information 
in the trading market [13]. However, the key tools to solve these problems are using 
e-Procurement and blockchain. 

4.1.2 Blockchain and e-Procurement in Government 
Tendering 

Highlight that many public services are provided by non-governmental organiza-
tions and private organizations or through mixed ownership partnerships such as 
companies, municipal partnerships, third sectors or public–private partnerships [14]. 
Although blockchain is still in the early stages of implementation and development 
in the public sector, breakthrough research is needed regarding its effectiveness, effi-
ciency and usefulness in public management [15]. From the big picture, at the inter-
national level, establish a global public infrastructure based on blockchain, seeking 
to improve coordination and information sharing between governments, enterprises 
and citizens of different countries. Similarly, at the national level, such improvement 
is needed as well. Blockchain is looking forward to positively impacting government 
transparency, accountability and trust [16, 17]. In the field of government procure-
ment, there is a huge amount of transaction data and information to be shared and 
mined every day, showing the characteristics of multiple departments, multiple types 
and multiple levels, which coincides with the characteristics of blockchain tech-
nology [18]. Pointed out that blockchain and e-Procurement technology can achieve 
close to the highest level of transparency, such as openness and integrity, confiden-
tiality, accountability, fairness and efficiency at the initial stage of the procedure by 
shortening process time and automating procedures. At the same time, more and 
more companies are concerned about the transparency of supply chain information. 

The problems faced by the Chinese government’s public bidding and procurement 
are exactly the motivations for applying blockchain and e-Procurement. This study 
will explore whether these technologies will change processes and overall operations 
by improving efficiency and their role in the government procurement industry. This 
research will follow a series of steps to in-depth research and analysis to examine 
the role of blockchain and e-Procurement technology in the Chinese government’s 
public bidding and procurement.
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4.2 Methodology 

This research explores the role of electronic contracts and blockchain in government 
procurement bidding. This study mainly discusses the role of electronic contracts 
and blockchain in government bidding and whether it can help improve the admin-
istrative efficiency of government bidding and accelerate the information flow rate 
between suppliers and the government. Furthermore, when analysing the role of 
electronic contracts and blockchain in Chinese government bidding, the applica-
tion performance and challenges of e-Procurement and blockchain technology are 
analysed through interviews with government employees, and suppliers focused on 
the procurement field. In this research, primary data was collected through semi-
structured interviews with six government procurement officers and six people from 
suppliers focused on government tendering (chosen from six different companies). 
This study adopted a purposive sampling approach. All 12 interviewees were engaged 
in government bidding procurement projects for more than 15 years on average, as 
shown in Table 4.1. As a result, both parties were very familiar with every step and 
process of government procurement and its related plans, strategies, goals and overall 
planning. The study did not pose any known risks to the participants’ emotional, phys-
ical or mental health or well-being. This research complies with the ethical guide-
lines outlined in the Belmont Report (1978), which is ‘respect for humanity, kindness 
and justice’ for all people involved in the research. Adequate ethical approval was 
obtained before conducting the interviews.

4.3 Findings and Discussions 

Face-to-face interviews were conducted with 12 government procurement special-
ists selected to take part in the study, of which 6 participants were government-side 
workers, and 6 were supplier-side workers willing to be interviewed to provide infor-
mation for the research. The participants had many years of experience in government 
procurement and had participated in at least hundreds of government public tenders. 
These participants also worked in different departments and thus brought different 
views on e-Procurement and blockchain technology. The bidding, bid evaluation 
and uploading of bids have enabled employees of these departments to use electronic 
procurement daily. The study explored whether there is an application model that can 
simplify and secure the entire process. Through interviews with 12 government offi-
cials and suppliers, the study identified the Chinese government’s bidding process. 
A full-fledged process diagram is shown in Fig. 4.1, whereas Fig. 4.2 presents a 
simplified bidding process.

Figure 4.1 appears to be complex and detailed, in which bidding management and 
supplier management corresponds to the tenderer and bidder in this study. Figure 4.2 
is a simplified version which shows four direct participants in the bidding process: 
the tenderer, the bidder, the regulatory agency and the trading centre. The tenderer
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Table 4.1 Interview participants and their job function 

Participant Position Working experiences in the 
government procurement field 
(years) 

Number of government 
procurement projects 
participated in 
(Since work) 

A Government 
procurement 
staff 

10 years Over 500 

B Government 
procurement 
experts 

25 years Over 2000 

C Government 
procurement 
staff 

7 years Over 700 

D Government 
procurement 
staff 

17 years Over 1300 

E Government 
procurement 
experts 

23 years Over 3000 

F Government 
procurement 
staff 

9 years Over 1000 

G Company staff 4 years Over 300 

H Company 
senior manager 

15 years Over 1800 

I Company CEO 21 years Over 2000 

J Company 
senior manager 

13 years Over 1600 

K Company staff 7 years Over 800 

L Company staff 6 years Over 300 

Source Authors

mainly submits the qualification information about the company or the institution at 
the initial stage, and the tenderer shall upload the items it needs to buy, the param-
eters and amount, as well as the credit rating of the institution. The bidder uploads 
the parameters of the corresponding goods, the quotation and the credit rating of 
the company according to the announcement issued by the tenderer. Then the regu-
latory agency reviews the documents submitted by both sides, including the tender 
documents of the tenderer and the tender documents of the bidder. And comprehen-
sively evaluate whether both parties have the due qualification, including the legal 
compliance information about this open tender. After the regulatory approval and 
the completion of the open tender, the trading centre will start to review the legality 
of the open tender transaction and whether the contract is legal and compliant and 
record the transaction information and details as a memorandum for future review.
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Fig. 4.1 Government tendering and procurement system Source Authors

The processes described in Fig. 4.2 can be optimized entirely by e-Procurement 
and blockchain. According to the interviews with 12 interviewees, all these processes 
involved manual filling and paper. For each public tender, four copies of the same 
documents, ranging from 300 to 1,000 pages, are prepared for each of the four 
departments, costing over ten thousand Chinese Yuan to print each year. And e-
Procurement and blockchain can make the whole process completely paperless and 
electronic. In today’s world, environmental protection can reduce paper usage, be 
environmentally friendly and reduce annual fixed printing costs.
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Fig. 4.2 Simplified Bidding Process Source Authors

According to the interviewees, the government’s most time-consuming and 
tedious part is making bidding documents, reviewing bidding documents and 
reviewing the qualification information of bidding companies. For suppliers, bidding 
preparation, qualification information certification and document processing before 
bid opening are the most time-consuming. In addition, there are some obstacles 
in transmitting and updating information between the two parties, and they cannot 
deliver the information needed by each other in real time. All 12 interviewees said the 
entire bidding process took an average of 15–30 days from start to finish. Participant 
C (government) stated, ‘For the government, the production of bidding documents, 
review and qualification verification is more troublesome and time-consuming. Some-
times, because the update of enterprise qualification is not timely, government staff 
need to call the supplier constantly to urge the update of information’. 

The issues that governments have been paying serious attention to when using 
public funds are transparency and efficiency in bidding, especially the transparency 
and efficiency in public infrastructure projects [20]. However, due to the heavy 
management work, some errors are prone to occur: file preparation errors, incom-
plete information, file confusion, unnecessary copying and possible leakage of valu-
able information, which ultimately affects the timely implementation and cost of the 
project. [20] pointed out that e-Procurement can reduce these errors to a certain extent. 
Reducing or avoiding these unnecessary management errors benefits the project and 
all participants. For government public bidding, e-Procurement can improve the 
speed of information flow and reduce the average time required by government 
procurement. It also enhances the security of data and the effectiveness of long-term 
storage (electronic archiving). It also saves time and energy for the daily repeated 
bidding management work and saves management costs [21, 22]. In the past, if each 
department under the government conducted an open tender, the information was 
only posted on the department’s own official website. As a result, suppliers need 
to constantly search for bidding information on the websites of various government 
departments and make a bidding document that meets the special requirements of 
this department according to the requirements of the bidding document format of 
this department. After the implementation of e-Procurement, the bidding information



4 Understanding the Role of e-Procurement and Blockchains … 35

of each department will be uniformly published on the government’s e-Procurement 
platform, and the bidding information of all departments can be easily obtained on the 
platform. This was evident from the responses from both government and suppliers. 
For example, Participant F (supplier) said, ‘With the electronic procurement plat-
form, the unification of the bidding document format makes us feel a lot easier. In 
the past, the company would appoint a bidding document production professional to 
produce a document that meets the requirements. Now there is no need for special-
ized personnel. This spare person can find more projects for the company, which 
indirectly reduces the employment cost of our enterprise. At the same time, we do not 
need to appoint special personnel to search for appropriate projects on the official 
websites of various government departments and then personally send the documents 
to different departments. Generally speaking, the efficiency of information transmis-
sion is much higher than before, and it also saves many labour and transportation 
costs’. 

e-Procurement has been widely used in the early stage of government public 
bidding. However, e-Procurement has limitations in the latter stages of expert 
reasoning, blind evaluation, delivery and payment. Therefore, blockchain can be 
the underlying architecture for the entire e-Procurement system. Due to the tamper-
proof characteristics of the blockchain, the competent unit and regulatory unit can 
directly review and supervise every link on the chain, breaking the information island 
created by the previous multi-department collaborative work. As a result, it reduces 
the personnel and time cost of supervision and verification of multiple departments 
and systems. For example, Participant B (government) suggested, ‘In the past, many 
companies falsely declared their qualifications in order to qualify for the bidding 
process. In my department, I might find out and disqualify these companies. But he 
will go to another department to continue to apply for new projects. If the inspec-
tors do not carefully review, the company may be shortlisted in the final bid eval-
uation stage. After the blockchain system is established, if the information can be 
shared between various departments, once this incompletely qualified company is 
on the chain, the reviewers of other projects in the future can quickly discover the 
company’s problems. Until the company’s qualifications reach the standard, it can be 
eligible for selection again. I think this may be a more practical aspect of blockchain 
technology’. 

The findings from the interviews clearly indicate that a blockchain-based solution 
can improve the existing efficiency situation, and it is possible to reduce or completely 
eliminate fraud and other behaviours. Findings also show that due to the anonymous 
nature of blockchain, all bidding companies are anonymous to the counterparties 
in the initial review stage of the project, which fundamentally eliminates bidding 
companies from conspiring to win the project. As Participant F (supplier) stated, 
‘The anonymity and immutability of blockchain can make the bidding process fairer. 
Because the reviews are all anonymous, experts can only use hard metrics to deter-
mine which company won’. Blockchain also brings a strong state of trust between 
different stakeholders when it involves various market participants involving multiple 
transactions between them. For example, this technology is very useful in the govern-
ment’s public bidding, especially for promoting the value capture of the two parties’
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transactions [23]. The contract data after the successful bidding is uploaded to the 
blockchain. It includes the legal compliance of the entire bidding process and the 
completion of the subsequent contract execution, combined with the complete audit 
information. And through the use of big data, achieve multiple authorities, resolving 
the credit issues of the participants in the bidding process. At the same time, complete 
data, and other information traceability for subsequent historical projects to promote 
rating and authenticity verification. One of the government employees (Participant 
B) advised, ‘For the contract execution stage, blockchain can faithfully record the 
problems during the contract execution so that the tenderer can trace to the source 
and check at any time after the project ends. Suppose there is any problem with the 
goods, or the supplier fails to fulfil the obligations according to the contract after 
the project is over. In that case, we can quickly find it in the government’s public 
bidding in the future’. 

In China, the bidding process from beginning to end involves payment in the 
following aspects: first, when the public bidding begins, each supplier participating 
in the bidding shall pay a security deposit to the tenderer, which is about 5% of 
the total contract amount. Second, when the tender is over, the deposit paid to the 
tenderer will be returned to each supplier. In contrast, the tenderer will pay a deposit 
of about 10% of the total contract amount to the supplier who wins the project. 
Third, after all the purchased goods are delivered and accepted, the tenderer will pay 
80%–85% of the contract’s total value to the supplier, leaving the final 5%–10% as 
the warranty money. Finally, the final warranty money will be paid to the supplier 
after the warranty expiration if there is no quality problem with the goods during the 
warranty period. At this point, all payments regarding the open tender are completed. 
Through this series of links, it can be found that the supplier has to advance the money 
needed to purchase goods. 

In some cases, a supplier may have more than one project at the same time, which 
may result in a lack of cash flow for the supplier in the case of advance payment. At 
this time, suppliers need to borrow money from banks to solve the problem, but many 
suppliers are small and medium-sized enterprises, and banks are unwilling to issue 
loans. The e-Procurement and blockchain systems are likely to address this challenge. 
As one of the interviewees (Participant I (supplier)) pointed, ‘At present, based on 
electronic procurement, we have the relevant services landed. After the bidding and 
entering the execution stage, if our cash flow is insufficient and we need loans, we 
can take the contracts signed with the government departments and go to the banks 
cooperating with the government to obtain loans with the contracts as vouchers. 
For example, we have insufficient cash flow and submitted relevant evidence, but the 
government’s auditor failed to pass’. At the same time, the open and transparent data 
before and after the deposit is combined with the blockchain and the smart contract 
automatically repays the deposit to ensure the interests of bidders. 

With the smart contract in the blockchain, the system will automatically record all 
these payment behaviours. All parties can use smart contracts to design auto-executed 
contract relationships without additional monitoring or execution costs [24]. The 
smart contract is used to enforce the efficient implementation of the bidder’s bid 
bond process, combined with a part of the chain penalty mechanism to solve the



4 Understanding the Role of e-Procurement and Blockchains … 37

practical problem of bidders getting back the bid bond interest. And the entire infor-
mation is on the chain, clear and transparent, to prevent funds from being misap-
propriated for other purposes or delayed in returning to bidders. The smart contract 
in the blockchain allows triggering under some individual conditions and automati-
cally executes certain tasks under pre-agreed conditions, such as ordering, sending 
invoices, and making payments. With the existence of the smart contract, it is equiv-
alent to the supplier getting a contract with government credit endorsement. Without 
the need for any intermediary to review and approve the situation, the supplier can 
directly obtain a loan from the bank based on the contract generated by the smart 
contract, reducing human intervention in supply chain finance. After the project is 
completed, if the supplier has a bank loan, the smart contract can directly transfer 
the payment paid by the government to the bank, reducing the possibility of the 
supplier defaulting or embezzling funds for other purposes. One of the participants 
(Participant I (supplier)) also captured these benefits, who mentioned, ‘Although this 
service is currently available under the framework of e-Procurement. A system with 
smart contracts based on the blockchain will be more convenient. It will completely 
reduce the possibility of human intervention and makes loans more convenient than 
before’. 

Although e-Procurement and blockchain technologies can address many chal-
lenges, the interviewees identified four difficulties. First is the cost of learning 
because many experienced government procurement specialists are middle-aged and 
above. The electronic procurement system built by blockchain means they have to 
learn repeatedly, which is undoubtedly a relatively big resistance. Secondly, although 
there is a willingness to share data among government departments, not every depart-
ment is willing to share all its data with other departments, which involves inter-
ests and regulatory uncertainty. Chang, Iakovou and Shi (2019) stated that, for the 
government, blockchain’s most important costs and risks are related to regulatory 
uncertainty, and interoperability is one of these risks. The ability to easily share 
information, operations and transactions across different departments is an impor-
tant feature of interoperability. Third, the cost of building and maintaining the whole 
system. Because to build a system that connects almost all departments to achieve 
information sharing, the requirements for system construction, upgrade and mainte-
nance will be very high. Another cost of blockchain comes from the fact that, in the 
early stages of development, many professionals need to be invested in construction, 
and it lacks sufficient flexibility to adapt to different situations [26]. Point out the 
maintenance cost is relatively high. The final difficulty is the obstacles of vested 
interests within the government to the promotion of the system. Because this system 
will make many intermediaries useless, they will inevitably have a counterproductive 
effect on promoting the new system. Our findings thus identify both the benefits and 
challenges of e-Procurement and blockchain adoption in the Chinese government 
tendering process.
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4.4 Conclusions 

The results show that e-Procurement and blockchain are very useful tools to improve 
the process of government public bidding and enhance the transparency of the 
procedures and the speed of information flow. The application of e-Procurement 
makes the early stages of the bidding process from offline all things completed by 
people to online fixed procedures, thereby simplifying the process and improving 
efficiency. Blockchain is a viable solution, not an idea, and has now been gradu-
ally promoted and implemented. The government began to understand transforma-
tion as a keyword. Transformation can shorten the procurement process and stimu-
late the vitality of government and private economic activities. e-Procurement and 
blockchain have been confirmed as suitable solutions to make bidding activities 
traceable, non-tamperable and improve organizational transparency. 

Government open procurement accounts for the largest part of economic activities 
in developing countries. As the leading party, the government should explore more 
cutting-edge technologies such as blockchain, big data, artificial intelligence and 
other tools that can improve productivity. At present, the government’s application 
of cutting-edge technology is not enough. Under the special system of China, the 
government, as the relatively strong leader in the market, should first conduct research 
and application of cutting-edge technology, form a system and summarize the experi-
ence. Then, the system and experience will be gradually extended to economic activ-
ities between small and medium-sized enterprises, and the new technology reform 
will be carried out from top to bottom to improve the society’s overall efficiency and 
economic vitality. As for the new technology of blockchain and e-Procurement, only 
the government has a relatively large volume, with scale cost and strong fault toler-
ance ability to improve the application degree of technology. e-Procurement has been 
implemented to improve the administrative efficiency of government bidding in the 
past 2 years. The bidding documents of a unified format have been adopted among 
government departments, and information has also been integrated. Suppliers can 
have more time to win more projects by reducing the pressure of material reporting. 

One of the limitations of this study is the small sample size. The study’s sample size 
is 12 people, accounting for only a small part of the public procurement professional 
population. Furthermore, all participants were from only one province, and hence the 
geographical limitation is also reflected. Therefore, although each participant gave 
their opinion on the industry, the result is not representative of the entire population. 
Therefore, future research should involve more respondents specializing in public 
procurement by the governments of different provinces to minimize the deviation 
of the sample. Another limitation of this study is the focus on the external appli-
cation of blockchain; hence, the underlying technology of blockchain is not intro-
duced in detail. In addition, few local governments in China have carried out pilot 
projects because blockchain is too advanced for government procurement. There-
fore, all respondents’ opinions on blockchain application in government procure-
ment are based on their years of experience in the industry and detailed introduction 
of blockchain by researchers. Therefore, for the future research direction, research
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can start from designing the underlying architecture, with blockchain as the bottom 
layer and e-Procurement as the form of expression, to make a complete operational 
system. And adopt the opinions of government procurement departments of different 
regions in line with the region’s characteristics. 
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Chapter 5 
Omni-Channel Distribution Network 
Design for Fresh Food Procurement 
Considering Freshness-Keeping Effort 
and Food Quality Loss 

Indira Roy and Lohithaksha M. Maiyar 

Abstract This study aims at designing a distribution network for public procure-
ment of fresh fruits and vegetables in India. The present model is conceptualized in 
an omni-channel environment to offer a seamless buying experience to consumers 
through government-regulated markets. It addresses the key challenges of fresh food 
loss due to quality degradation and freshness-keeping effort along with transportation 
network design during fresh food distribution. Hence, a cost optimization model is 
developed which minimizes the cost associated with transportation, quality loss, and 
freshness-keeping effort using a mixed-integer nonlinear programming model. The 
proposed model is solved using an exact solution approach in a pyomo environment 
with the CPLEX solver for different problem sizes. The effects of quality loss cost 
and freshness-keeping effort on the total cost and freshness-keeping effort decisions 
were also analyzed. 

Keywords Fresh food distribution · Omni-channel · Freshness-keeping effort ·
MINLP · Manakuragayalu 

5.1 Introduction and State of the Art 

With 26.4% of the world population (~2 billion people) living under moderate to 
severe levels of food insecurity, global food security is an enormous challenge today 
[1]. Around 1.3 billion tons of food is lost or wasted every year which accounts for 
nearly one-third of the produced food globally. India is the second largest producer 
of fresh fruits and vegetables in the world. According to the study conducted by Jha. 
et al., (2015), 0.6% of GDP (INR 926.51 billion) was lost due to post-harvest losses
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in India during FY14. This is the result of a lack of proper storage and handling 
techniques; lack of refrigeration; and spoilage in transport and processing [3]. 

Fresh food supply chain networks differ from the traditional food supply chain 
because of the distinction in the food with respect to shorter shelf life, requirement 
of shorter delivery time, and ambient storage facilities. Especially, with consumers 
now being more digitally active than before, owing to personal convenience and 
health safety reasons are increasingly looking for door-step deliveries [4]. Hence, 
omni-channel retailing has become increasingly popular among consumers as it is 
a consumer-centric approach and aims at providing a seamless shopping experience 
at every step. In the Indian context, although many large fresh food retailers like 
Spar-Hypermarket, Spencer’s, STAR Market, and others have become truly omni-
channel, the government-regulated markets operate only in traditional brick-and-
mortar channels. However, with digital India campaigns and initiatives like e-NAM, 
the government-aided supply chain is speculative of becoming omni-channel in the 
coming years. There are substantial studies with omni-channel distribution, yet its 
penetration into fresh food supply chain has not taken an upward trend. Our work 
is focused on deducing practical implications for omni-channel distribution network 
setting for transport of fresh produce in Indian scenario. 

One of the major challenges with operating in omni-channel environment is to 
maintain the quality and freshness of the produce throughout the network across 
different channels. Cold chain systems include a series of freshness-keeping activi-
ties such as low-temperature storage, distribution by reefer vehicles, thermal insulated 
packaging, transportation with coolant refrigeration systems, and so on [5]. In the 
context of freshness-keeping activities, [6] introduced freshness-keeping effort as a 
decision variable which describes the resources and capital invested to prolong and 
maintain freshness level throughout the distribution network. Few researchers have 
emphasized on considering freshness-keeping effort as one of the major variables 
for shipment consolidation [7], comparison of different sales modes [8], and cap and 
trade regulation in cold chain systems [9]. However, the effect of freshness-keeping 
effort on transportation cost and quality loss cost considerations have not been studied 
yet. Also, to make decisions on investments towards freshness-keeping effort in an 
omni-channel scenario keeping the transportation cost and purchase probability at 
the demand points optimum, a cost trade-off model must be formulated. Hence, in 
the current study, we focus on a fresh food transportation network design incorpo-
rating the decisions regarding the freshness-keeping investments and transportation 
network decisions. It also addresses the key challenge of maintaining optimum trans-
portation cost with cost tradeoff between quality loss cost and freshness-keeping 
effort in an omni-channel distribution network.
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5.2 Problem Description and Formulation 

This study considers a multi-echelon three-tier fresh food distribution network in an 
omni-channel environment as shown in Fig. 5.1. For the present study, the focus is 
on the downstream flow of fresh produce from collection centers till consumers in 
the presence of three different types of channels—Brick and Mortars, Buy online 
deliver at home (BODH), and Buy online pickup at store (BOPS). To maintain the 
quality and freshness of the produce throughout the network in the most economical 
manner, a mixed-integer nonlinear programming model is formulated based on the 
following assumptions: 

• Potential locations of collection centers, distribution centers, retail outlets, 
fulfillment centers, and pick-up points are fixed. 

• The model considers one distinct type of fresh produce transportation across all 
channels of demand. 

• All demands and availability of fresh produce at various echelons are known and 
deterministic. 

• All fresh produce is transported with a full truckload. 
• The transportation takes place within a single time period. 

The notations for decision variables and parameters used in problem formulation 
are described in Tables 5.1, 5.2, respectively.

Objective function: 
Total Transportation cost, 

T T  C  =
∑

i∈I

∑

j∈J 

fi j  yi j+
∑

j∈J

∑

k∈K 
f jk  y jk+

∑

j∈ j

∑

l∈L 
f j l  y j l+

∑

j∈J

∑

m∈M 

f jm  y jm+
∑

l∈L

∑

o∈O 
flo  ylo+

∑

i∈I

∑

j∈J 

ci j  xi j+
∑

j∈J

∑

k∈K 
c jk  x jk+

∑

j∈J

∑

l∈L 
c j l  x j l+

∑

j∈J

∑

m∈M 

c jm  x jm+
∑

l∈L

∑

o∈O 
cloxlo  

(5.1) 

Total freshness-keeping cost, {TFC} =

Fig. 5.1 Schematic representation of proposed distribution network for fresh food procurement 
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Table 5.1 Notation for the decision variables used in this study. 

Decision variables 

yi j 1 if the flow between i to j is positive, 0 otherwise 

y jk 1 if the flow between j to k is positive, 0 otherwise 

y jl 1 if the flow between j to l is positive, 0 otherwise 

y jm 1 if the flow between j to m is positive, 0 otherwise 

ylo 1 if the flow between l to o is positive, 0 otherwise 

zi 1 if collection center makes an investment towards freshness-keeping effort,0 otherwise 

z j 1 if distribution center makes an investment towards freshness-keeping effort between, 0 
otherwise 

zl 1 if fulfillment center makes an investment towards freshness-keeping effort, 0 otherwise 

xi j Quantity(kg.) of fresh food transported from collection centers to distribution center 

x jk Quantity(kg.) of fresh food transported from distribution center to retail outlets 

x jl Quantity (kg.) of fresh food transported from distribution center to fulfillment center 

x jm Quantity (kg.) of fresh food transported from distribution center to fulfillment center 

xlo Quantity (kg.) of fresh food transported from fulfillment center to consumers

T FC  =
∑

i∈I

∑

j∈J 

λi j  zi +
∑

j∈J

∑

k∈K 
λ jk  z j+

∑

j∈J

∑

l∈L 
λ jl  z j+

∑

j∈J

∑

m∈M 

λ jm  z j+
∑

l∈L

∑

o∈O 
λlozl+

∑

i∈I

∑

j∈J 

ρi j  zi xi j+
∑

j∈J

∑

k∈K 
ρ jk  z j x jk+

∑

j∈J

∑

l∈L 
ρ jl  z j x j l+

∑

j∈J

∑

m∈M 

ρ jm  z j x jm+
∑

l∈L

∑

o∈L 
ρlozl xlo  

(5.2) 

Total cost incurred due to quality loss, 

TC  Q  =
∑

i∈I

∑

j∈J 

Pj (1 − p
i j  
)(1 − τi j  zi )xi j  +

∑

j∈J

∑

k∈K 
Pk(1 − p jk)(1 − τ jk z j )x jk+

∑

j∈J

∑

l∈L 
Pl (1 − p jl  )(1 − τ jl  z j )x jl  +

∑

j∈J

∑

m∈M 

Pm(1 − p jm)(1 − τ jmz j ) x jm+
∑

l∈L

∑

o∈O 
Po(1 − plo)(1 − τlozl )xlo 

(5.3) 

Minimize  T  C  = T T  C  + T FC  + TC  Q (5.4) 

The model considers the total transportation cost, the total freshness-keeping 
effort cost, and the total cost incurred due to quality loss in the objective function, 
Eq. 5.1 represents the total transportation cost consisting of fixed and variable trans-
portation cost as a function of the quantity of fresh produce transported between each 
echelon. Equation 5.2. represents the total investment required towards freshness-
keeping effort. The freshness-keeping cost, ρ = a+b(τ 2) is calculated as a quadratic 
function of freshness-keeping effort, where τ(0 ≤ τ ≤ 1) represents the amount of
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Table 5.2 Notation for the parameters used in this study 

Parameters 

I Set of collection centers {i1,i2,...in} ρ jm Variable cost associated with 
freshness-keeping effort per kg. between 
j to m 

J Set of distribution centers
{
j1, j2,... jn

}
ρlo Variable cost associated with 

freshness-keeping effort. between l to o 

K Set of retail stores
{
k1,k2, ...kn

}
λi j Fixed cost associated with 

freshness-keeping effort per kg. between 
i to j 

L Set of fulfillment centers
{
l1,l2, ...ln

}
λ jk Fixed cost associated with 

freshness-keeping effort per kg. between 
j to k 

M Set of pickup points {m1,m2...mn} λ jl Fixed cost associated with 
freshness-keeping effort per kg. between 
j to l 

O Set of consumers for BODH mode{
o1,o2, ..., on

} λ jm Fixed cost associated with 
freshness-keeping effort per kg. between 
j to l 

fi j Fixed cost associated with flow i to j λlo Fixed cost associated with 
freshness-keeping effort per kg. between 
j to m 

f jk Fixed cost associated with flow j to k Pk Quality loss cost per unit kg of fresh 
food at the retail stores 

f j l Fixed cost associated with flow j to l Pl Quality loss cost per unit kg. of fresh 
food at the fulfillment center 

f jm  Fixed cost associated with flow j to m Pm Quality loss cost per unit kg. of fresh 
food at the pickup point 

flo Fixed cost associated with flow l to o Po Quality loss cost per unit kg. at the 
BODH mode 

ci j Unit variable cost per unit ton of 
quantity transported from i to j 

pl j Purchase probability distribution center 

c jk Unit variable cost per unit ton of 
quantity transported from j to k 

p jk Purchase probability at retail outlets 

c jl Unit variable cost per unit ton of 
quantity transported from j to l 

p jl Purchase probability at fulfillment 
centers 

c jm Unit variable cost per unit ton of 
quantity transported from j to m 

p jm Purchase probability at pick-up points 

clo Unit variable cost per unit ton of 
quantity transported from l to o 

plo Purchase probability at BODH points 

ρi j Variable cost associated with 
freshness-keeping effort per kg. between 
i to j 

Dck Consumer demand at the retail store

(continued)
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Table 5.2 (continued)

Parameters

I Set of collection centers {i1,i2,...in} ρ jm Variable cost associated with
freshness-keeping effort per kg. between
j to m

ρ jk Variable cost associated with 
freshness-keeping effort per kg. between 
j to k 

Dlo Consumer demand at the BODH point 

ρ jl Variable cost associated with 
freshness-keeping effort per kg. between 
j to l 

Dcm Consumer demand at the pick-up point 

Table 5.3 Summary of the 
model parameters under two 
different problem instances 

Problem size Low High 

No. of collection centers 2 5 

No. of distribution center 1 1 

No. of fulfillment center 1 1 

No. of Retail outlets 2 5 

No. of PUPs 2 5 

No.of BODH points 2 3 

Number of variables 28 58 

Number of constraints 20 40 

Objective function value (Rs.) 6423.40 6562.5

resources and capital investment required to prolong or maintain the freshness of the 
produce throughout the network. The variable cost of freshness keeping is a func-
tion of decision made on whether to invest on freshness-keeping effort or not and 
the quantity of fresh produce transported between each echelon and the fixed cost 
of freshness keeping only depends on the choice of decision to invest in freshness 
keeping. Equation 5.3 represents the quality loss cost evaluated by penalizing loss in 
sales of consumable food due to loss of food quality which is captured by the value 
(1 − p), where p represents purchase probability. (1 − τ z) represents loss of fresh-
ness for quantity of food that cannot be purchased. (1 − τ)  takes value 1 when there 
is no freshness-keeping effort taken (when z = 0) and takes a value between 0 and 1, 
otherwise, thereby reducing the probability of fresh food not purchased by a propor-
tionate amount to the value of freshness-keeping effort. According to Bortolini, M. 
et al., (2015), the purchase probability p, is the function of transportation time and 
is calculated as 

p = min

(
1 − t t  ss  

1 − QRP  
, 1

)
(5.5)
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The objective function as described in Eq. 5.4 is subjected to various constraints 
which are discussed below. 

Subjected to constraints

∑

j∈J 

xi j  ≤ Ai∀i (5.6)

∑

i∈I 
xi j  ≥

∑

k∈K 
x jk+

∑

l∈L 
x jl+

∑

m∈M 

x jm∀ j (5.7)

∑

o∈O 
xlo  ≤

∑

j∈J 

x jl∀l (5.8)

∑

j∈J 

x jk  ≥ Dckwhere, Dck = α Dc∀k (5.9)

∑

l∈L 
xlo  ≥ Dcowhere, Dco = β Dc∀o (5.10)

∑

j∈J 

x jm  ≥ Dcmwhere, Dcm = (1 − α − β)Dc∀m (5.11) 

xi j  ≤ Myi j∀i, ∀ j (5.12) 

x jk  ≤ Myjk∀ j, ∀k (5.13) 

x jl  ≤ Myjl∀ j, ∀l (5.14) 

x jm  ≤ Myjm∀ j, ∀m (5.15) 

xlo ≤ Mylo∀l, ∀o (5.16) 

yi j,y jk,y jl,y jm, ylo, zi , z j , zl ∈ {0, 1}∀i, ∀ j, ∀k, ∀l, ∀m, ∀o (5.17) 

xi j  , x jk, x jl  , x jm, xlo ≥ 0∀i, ∀ j, ∀k, ∀l, ∀m, ∀o (5.18) 

Equation 5.6 ensures that quantity transported from collection center to distri-
bution center is within the availability of fresh produce at the collection center Ai . 
Equations 5.7, 5.8 are the transshipment constraints to ensure consistent flow from 
collection centers to retail outlets, pickup points, fulfillment centers, and fulfillment 
center-BODH points through the distribution center. Equations 5.9–5.11 represent 
demand constraints at the retail, pickup points, and BODH points where α and β are
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demand constant for the total demand DC . Equations 5.12–5.16 ensure that there will 
be positive flow in a given route between the echelons if and only if there is a posi-
tive route selected. Lastly, Eqs. 5.17, 5.18 represent the integrality and non-negativity 
constraints of the decision variables. 

5.3 Numerical Study and Analysis 

In India, traditionally two different routes of fresh food distribution network exist 
through government-regulated markets. First is the Mandi route which is regulated 
under APMC Act and starts from farmers to APMCs /Mandis to commission agents, 
traders, wholesalers, retailers, and consumers. While the second follows the farm-
to-fork model where the government provides infrastructure (Rythu Bazaar) for the 
farmers to sell their produce directly to consumers. Both routes have their own 
challenges. On one hand, Mandi route lacks traceability due to the long chain. While 
on the other hand, although the farmers in the farm-to-fork model are at the top of 
the value chain yet the reach of distant farmers to avail of such facilities is limited. 
To overcome this, in the year 2016, the Telangana government started a pilot project 
of Manakuragayalu to support distant farmers of semi-urban and rural areas to sell 
their produce to Hyderabad and the Secunderabad region of Telangana. They set up 
various collection centers in major districts like Medak, Rangareddy, a distribution 
center at Bowenpally market, and Manakuragayalu retail outlets at various locations 
to serve the consumers of Hyderabad and Secunderabad. The work presented in this 
paper is further conceptualized one step ahead of the Manakuragalyalu project in an 
omni-channel environment. 

We consider a set of five collection centers (Medak, Siddipet, Rangareddy, 
Sangareddy, Mahabubnagar); one distribution center (Bowenpally); one Fulfillment 
center (Hyderabad); five Retail outlets; five Pick-up points, and three BODH points. 
The mixed-integer nonlinear programming model formulated in Sect. 2 is solved 
using the exact method in Python. The framework used is pyomo with IBM CPLEX 
solver. The problem is solved for two instances with varied sizes at freshness-keeping 
effort value τ = 0.5, Penalty cost, P = Rs.5, Demand Dc = 5000 kg (α = 0.5, β 
= 0.2), shelf life,ss = 24 h, and QRP = 0.3, as described in Table 5.3. Theeffect 
of freshness-keeping effort and penalty cost for quality loss on decision variable 
to whether invest on freshness-keeping effort and corresponding objective function 
value was analyzed as shown in Fig. 5.2. It was observed that with lower values of 
freshness-keeping effort and penalty cost, total cost is minimum with no requirement 
to investment towards freshness-keeping effort. As the penalty cost increases, the 
need for investment towards freshness-keeping effort is realized. With high penalty 
cost, table he trade-off between quality loss cost due to no freshness-keeping and 
freshness-keeping cost due to freshness is more clearly seen and it becomes imper-
ative to invest for freshness-keeping efforts with higher value of freshness-keeping 
effort to attain optimal total cost of operation.
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Freshness keeping effort vs. Penalty cost 

Objective function cost 
Number of nodes investing in freshness keeping effort 

τ 0.1 0.1 0.1 0.25 0.25 0.25 0.5 0.5 0.5 
P 0.125 2.5 5 0.125 2.5 5 0.125 2.5 5 

Fig. 5.2 Effect of freshness-keeping effort and penalty cost on total cost and freshness-keeping 
decision 

5.4 Conclusions 

This work captured the trade-off between freshness-keeping cost and quality loss 
cost in combination with transportation cost for omni-channel fresh food distribu-
tion network while simultaneously evaluating freshness-keeping decisions and trans-
portation network decisions for multi-echelon fresh food supply chains in the Indian 
context. It was observed that with the increase in quality loss cost, it becomes essen-
tial to deploy freshness-keeping effort into the distribution network to attain opti-
mized total cost. While with penalty cost being low, decision on freshness-keeping 
effort depends on the purchase probability at each node. The integrated cost-effective 
decision support model would be helpful to decision-makers and stakeholders in 
designing and choosing the best choice of the omni-channel framework based on the 
scale and nature of the supply chain. The model would also assist in reducing fresh 
food wastage by its ability to support food quality monitoring and suggest the right 
levels of freshness-keeping effort to be maintained. The present work holds immense 
potential to be extended further by incorporating multiple products, multiple time 
periods, decision to choose between the type of omni-channel point of sale, and 
environmental concerns with single as well as multi-objective modeling approaches. 
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Chapter 6 
Redesigning of Procurement Distribution 
System Network: An Application 
of Clustering Algorithms 

M. R. Ganesh and T. Radharamanan 

Abstract With the objective of minimizing the total distance travelled, the work 
proposes a novel procurement-distribution design network of the supply chain for 
the fair price shops (FPS) in the public distribution system of India. The work is a 
two-step process. The first step is to understand the existing distribution system. This 
starts from identifying the existing location of the FPS and converting them to its 
geographical locations in terms of longitudes and latitudes which are converted to 
distances to estimate the total distance travelled. The study, as a case, is conducted 
for one of the districts of Kerala, which is the rice bowl of Kerala which has 14 
depots that serves the total 941 FPS in the district. The total distance travelled by 
the current distribution network is identified in the first step. The second step of the 
work is to determine the optimal number of depots that would be required to serve 
the existing 941 FPS of the district. To determine the optimum number of depots 
K-mean clustering applying the centroid approach is proposed to be adopted. We are 
proposing a novel distribution cum procurement supply chain. The trucks on delivery 
of the goods can collect the grains procured at the FPS from the farmers. The second 
step would primarily optimize the number of depots required to serve the FPS, and 
then identify the FPS that could be distributed from the given depot. The objective 
is to provide a scientific solution to minimize the total transportation distance by 
identifying the geographical location and adopting the k-mean clustering procedure. 
Finally, the benefits of implementing the proposed model will be quantified and 
discussed in detail by comparing the existing distribution system.
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6.1 Introduction 

For feeding the enormous population of 1.35 billion population of our country, a 
high and efficient food grain production and distribution system is very important. 
For providing basic food and non-food commodities to the economically vulner-
able sections of society, the Public Distribution System (PDS) distributes it through 
government-sponsored Fair Price Shops (FPSs) at cheap prices in every part of 
the country. Central government holds the responsibility of procurement, storage, 
transportation and bulk allocation of essential commodities to the states, while state 
governments take operational responsibility of allocation within state, identification 
of eligible families, issue of ration cards and supervision of the functioning of FPSs. 

This work focuses on the possibility of the procurement of food grains from the 
farmers at the FPSs which will reduce the supply chain cost of PDS [1]. Transportation 
cost being the major contributor to the total cost, effort is done for reducing the same. 
In an attempt for that, the FPSs are clustered so that the total distance travelled is 
reduced thereby reducing the transportation cost. 

6.2 Literature Review 

According to Deb et al. [2], k-mean clustering offers good performance in glob-
ular cluster distinguishing. Implementation of the elbow method helps to overcome 
the weakness of dependence on the initial selection of the number of clusters. The 
method is a visual method of testing the consistency of the best number of clusters 
by comparing the difference of sum of squares of each cluster, the extreme difference 
forming the angle of elbow showing the best cluster according to Umargono et al. [3]. 
Frohlich and Westbrook [4] showed that cluster analysis helps in the betterment of 
supply chain management. Keeney [5] recommended using clustering for assigning 
customer areas to different facilities after which many researches have been done in 
exact and non-exact methods in this direction. It has been found that for customer 
segmentation studies k-mean clustering model has been employed effectively [6]. 

For routing and spare parts distribution problem, Feliu [7] developed a two-step 
algorithm, in which the customer clustering and distribution center determination is 
performed first, and in the second step, distribution channels are determined. The 
problem discussed in the problem is very much similar but in a different area of 
application. 

From the literature, it was found that k-mean clustering can be efficiently 
employed for the improvement of supply chain efficiency. Hence, the algorithm 
is used for redistribution of the FPSs under various depots from they are served by 
the food grains for public distribution.
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6.3 Model Formulation 

K-means has a high clustering speed and performs well in large datasets. The objec-
tive of the classical K-means clustering method is to find the set J(V ) of  C clusters 
CJ with cluster mean vj for the sake of decreasing the amount of squared errors [7]. 

J (V ) = 
c∑

i=1 

ci∑

j=1

(‖xi − v j‖
)2 

(6.1) 

where ‖xi − v j‖ is the Euclidean distance between xi and vj, cj is the number of data 
points in the ith cluster, c is the number of cluster centres and v is the set of centres 
given by 

vi = (1/ci ) 
ci∑

j=1 

xi (6.2) 

In this problem, the data points are the set of FPS locations and the centroid points 
are depot locations. 

6.4 Solution Methodology 

The test problem for the model consists of 941 FPSs and 14 depots from the district 
of Palakkad in Kerala. The location of FPSs and the depots are obtained from 
Aadhaar-enabled Public Distribution System—AePDS website (https://epos.kerala. 
gov.in/dfso_fps_details) and google maps. The location in latitude–longitude format 
is utilized for the processing of data. After obtaining the locations k-mean clustering 
is performed for the obtained data in Google Colab (https://colab.research.google. 
com/notebooks). 

Initially, the current system is evaluated for the total distance travelled using the 
data obtained. The FPSs are allotted to the depots on a taluk basis. All the FPSs in 
a particular taluk are assigned to one or more depots in the particular taluk. If the 
net demand of FPSs is not satisfied by the depots in the taluk, then the remaining 
FPSs may be assigned to the nearby depots. This administrative restriction limits the 
possibility of supplying food grains to the nearest FPSs from the depots resulting 
in increasing the total distance travelled by trucks for distribution. To overcome this 
issue, possibility of reducing the distance travelled by trucks is investigated in this 
work. 

The problem is solved in two stages. In the first stage, the FPS shops are rearranged 
into the existing depots without considering the administrative boundaries. Hence, 
the depots will serve the FPSs irrespective of whether the FPSs lie in the same taluk 
or not. Here, only the distance is taken as a criterion. In the second stage, clustering

https://epos.kerala.gov.in/dfso_fps_details
https://epos.kerala.gov.in/dfso_fps_details
https://colab.research.google.com/notebooks
https://colab.research.google.com/notebooks
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of FPSs is done and the optimal locations for the depots are found out. A significant 
reduction in transportation is expected by optimizing the depot locations. 

6.5 Results and Discussions 

Initially, 941 FPSs are currently served from 14 depots on the basis of administrative 
boundaries of taluks. The total distance travelled in the distribution system is found 
to be 8879.12 km. 

In the first stage of the problem, the FPSs are clustered into these existing depots 
without considering the administrative boundaries. The total distance travelled by 
the trucks for distribution is obtained as 5724.75. A reduction of 35.5% in total 
distance compared to the current system is observed in this case. In the second case, 
the FPSs are clustered using the k-mean cluster algorithm with k = 14 (which is 
the number of depots in the district). K-mean algorithm successfully provides the 
location of new depot points, and the total distance travelled from these depots to the 
FPS locations is obtained as 5297.28 km. The reduction in total distance travelled is 
40.34% compared to the present distribution network. 

The clusters for both of the stages are shown in Fig. 6.1. In Fig.  6.1, the result from 
Python is illustrated. The clusters and the corresponding cluster points are shown by 
various coloured dots. The red crossed points show the location of existing depots. 
The blue symbols represent the location of new depots. 

Fig. 6.1 Existing and new location of PDS depots. Red circles show the existing locations whereas 
the blue marks indicate the new locations
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Table 6.1 Table showing 
number of FPS being served 
from the depots in existing 
system and after 
redistribution of FPS 

Depot No. No. FPS in the 
existing system 

No. of FPS after 
redistribution 

1 49 70 

2 44 103 

3 53 47 

4 170 51 

5 39 142 

6 35 53 

7 44 40 

8 77 83 

9 58 94 

10 113 42 

11 56 61 

12 106 40 

13 53 58 

14 44 57 

Total no. depots 941 941 

Distance (in km) 8897.12 5297.28 

Sum of squared 
error 

3.5 

Table 6.1 shows the number of FPS being served from the depots in the existing 
system and the number of FPS served from the depots after the redistribution of FPS 
to existing depot locations. As mentioned earlier, a reduction of 35.5% of the total 
distance travelled is found in this case. 

Table 6.2 shows the number of FPS being served from the relocated depots. The 
k-mean clustering is performed, and 14 clusters are obtained with new centroid points 
(depot locations). The total distance is also shown which is reduced up to 40.37%. 
The sum of squared error values is also indicated in the tables.

6.6 Conclusions 

The paper discusses the redistribution of FPSs on the basis of distance travelled 
from the depots so that the transportation cost of the food supply chain network is 
reduced. Implementing the k-mean clustering to the problem it was found that with 
redistribution of FPSs alone to the existing depots, a 35.5% reduction in the total 
distance travelled is noted. When the depots are relocated, about 40.37% of reduction 
is observed. Hence, it is inferred that the redistribution of FPSs will help in reducing 
the total distance travelled in the food distribution network thereby reducing the total
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Table 6.2 Table showing 
number of FPS being served 
from the relocated depots 

Depot No. No. FPS 

I 57 

II 38 

III 75 

IV 69 

V 50 

VI 40 

VII 105 

VIII 67 

IX 85 

X 84 

XI 93 

XII 77 

XIII 57 

XIV 44 

Total no. depots 941 

Distance (in km) 5262.65 

Sum of squared error 2.8

supply chain cost. Determining the distribution network for the clusters is a work that 
can be performed as an extension of this work. It will further improve the efficiency 
of the supply chain in terms of cost and time of procurement and delivery. 
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Chapter 7 
Big Data Analytics and Its Applications 
in Supply Chain Management: 
A Literature Review Using SCOR Model 

Abhijeet Ghadge and D. G. Mogale 

Abstract As we move further into the twenty-first century, technology has played an 
essential role in people’s lives inevitably, and generated massive information called 
‘Big Data (BD)’. With the ability to manage massive dataset, big data analytics can 
usefully extract the insight from big data and support the firm to leverage decision-
making. Hence, the interest in big data applications has spread to comprehend many 
areas of study, including Supply Chain Management (SCM). However, the academic 
articles studying the employment of Big Data Analytics (BDA) in SCM are limited. 
Besides, most of those academic papers offer less interest in the entire SC systems. 
Most of them prefer to study in an individual SC area. Thus, this study aims to 
investigate state of the art in this domain through Systematic Literature Review (SLR) 
and discuss future research opportunities. We found that optimisation, simulation and 
visualisation tend to be the most appropriate BD tools to apply in SCM. Also, linear 
programming, statistics, association rule mining, fuzzy logic and decision tree are 
likely to be the most suitable BDA techniques for SC operations. 

Keywords Big data analytics · Supply chain management · Big data tools and 
techniques · SCOR model · And Systematic literature review 

7.1 Introduction 

Big data (BD) is mostly interpreted as the enormous collection of data that has rapidly 
increased ahead of the analytical capability of traditional applications. Consequently, 
Dey et al. [6] described that big data is the massive store of information kept on any
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servers that is difficult to analyse by conventional tools. Even definitions of BD 
generally concentrate on data size, other characteristics comprehensively explain 
the word ‘big data’ known as the four Vs: Volume—the size of data, Velocity—the 
speed of data, Variety—the structure form of data and Veracity—the accuracy of 
data. BD presents characteristically as large volume, high velocity, less structured or 
unstructured forms, and less accuracy. 

Big data analytics (BDA) has a high capability to manage the complexity of 
BD. Bolstorff and Rosenbaum [3] explained that BDA includes ‘big data’ and 
‘advanced analytics’ which can discover valuable business trends. Arunachalam et al. 
[1] classified data analytics techniques into Descriptive, Predictive and Prescriptive 
analytics. Supply Chain Operations Reference (SCOR), established by the Supply 
Chain Council (SCC), is a reference model for SC activities to facilitate the SC 
organisations in case of exchanging the knowledge or information. The SCOR model 
includes five compositions (Plan, Source, Make, Deliver and Return) [7]. Presently, 
limited authors discussed the collaboration of BDA and SCM and they explained 
specific operation like production, planning and procurement [12]. Hence, there is a 
need of holistic analysis of application of BDA in SC. Following this background, 
this study attempts to answer the research question: which are BDA tools and tech-
niques that appropriate for each stage of the SCOR model? The aim of this study is 
to analyse the tools and techniques of BDA used in SCM and their benefits through 
a Systematic Literature Review (SLR). 

The reminder of the paper is arranged as follows. Section 7.2 ‘Research Method-
ology’ provides the methods of research delimitation. Then, the paper describes the 
key findings separated into ‘descriptive findings’ performed in Sect. 7.3 and ‘thematic 
findings’ described in Sect. 7.4. Lastly, Sect. 7.5 ‘conclusion’ represents the research 
limitations and concluding statements. 

7.2 Research Methodology 

A literature review offers an essential tool for consolidating, improving, and synthe-
sising several papers to create a research theory of study field [16]. According to 
Bearman et al. [2], the literature review can be classified into a traditional narra-
tive review and a systematic review. The first one, the traditional review performs a 
specific literature review through the viewpoint of the reviewer. Secondly, the system-
atic literature review (SLR) is a descriptive approach that employs reproducible 
scientific procedures, such as the developed search strategies and a well-organised 
presentation of the research findings. Owing to Tranfield et al. [19], the procedure of 
SLR has been claimed to be the most efficient method that contributes to the high-
quality results of the literature review. Based on Ghadge et al. [8], the following 
are three significant steps of the SLR approach: 1. Identification of sources, 2. Data 
screening and synthesis and 3. Data analysis and dissemination.
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In the first process, search strings were listed through the exploration of the 
primary studies about the application of BDA in SCM. This procedure was oper-
ated based on the ‘Boolean method’. Accordingly, the words, ‘Big Data Analytics’ 
and ‘Supply Chain Management’ were the main keywords. Also, the other words 
that frequently occur in the BDA and SCM literature were included in the searching 
words to cover all relevant fields of BDA and SCM. Then, two renowned academic 
databases, Scopus and Web of Science, were chosen for data extraction. Both data 
sources are commonly used for literature review and proven to offer inclusive 
outcomes [10]. 

There are five criteria applied for this study. The first one is the publication year. 
Secondly, language is identified to be one of the criteria. Only the literature in English 
were considered in this paper because English is a universal language for academic 
articles. Thirdly, only academic journals were selected for the study to ensure the 
quality of the included literature. Other academic and non-academic documents like 
letters, textbooks, book chapters, conference papers and editorial were excluded from 
the study. Fourthly, the comprehended articles of this research were peer-reviewed 
because these peer-reviewed literature have been guaranteed the journal quality by the 
experts. Finally, the full-text assessment may be significant for the literature review. 
It can confirm that the author can read all contents in the paper and synthesise the 
research method and findings comfortably. Then, all included papers of the study 
were full-text articles. In second stage, the inclusion and exclusion criteria were 
employed to screen the articles to obtain the high quality of the evidence-based 
approach. Only literature that met all the pre-defined criteria were included in the 
literature review [19]. Accordingly, a framework for data screening and synthesis 
was created based on inclusion and exclusion criteria. After the data extraction and 
the criteria examination, the authors read the title, keywords and abstracts of each 
paper to approve that their contents involve the application of BDA in SCM. The 
studies that cover only BDA or SCM individually were excluded from the lists of 
selected journals. 

In the last stage, the method of data analysis and dissemination is recognised as 
the most meaningful section of SLR because this part presents the summary and 
evaluation of article findings that developed from the collective literature to the 
readers [19]. Overall, data analysis is split into the descriptive and thematic analysis. 
The descriptive analysis applies statistical knowledge to explain the results. For 
the thematic analysis, the information from the included literature review will be 
developed to achieve the research objective and answer the research question. 

7.3 Descriptive Analysis 

A descriptive finding of previous studies obtained from Scopus and Web of science 
following the SLR process in Sect. 7.2 is presented here. The results of a system-
atic review are statistically described owing to publication year. There are 20
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Fig. 7.1 The yearly number of BDA articles in the context of SCM 

published journals distributed from the included works of literature. Further, the arti-
cles published in the International Journal of Production Research and Computer & 
Industrial Engineering mostly appear in the literature review, eight papers of each 
journal. 

7.3.1 Year Wise Publications 

Figure 7.1 shows the yearly number of studies increases continuously, and peak in 
2018, 31 articles. Then, the quantities of papers decrease to 15 in 2019, and 11 in 
the half-year of 2020. 

7.3.2 Methodological Distribution of Articles 

Based on Fig.  7.2, the quantitative method, 49%, is the most favoured approach 
used by the researchers to conduct the academic studies related to BDA and SCM, 
followed by the qualitative method, 42%. Also, a mixed method which employs both 
qualitative and quantitative methodology offers the least popular practice among the 
authors, 9%.

7.3.3 Distribution of BDA Types 

According to Fig. 7.3, predictive analytics that supports future forecasting is the most 
prevalent BDA type when applying BDA in SCM, 43%. This statistical result agrees 
with the descriptive conclusion of supply chain function and SCOR activities that
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Fig. 7.2 The percentage of articles based on the methodologies

retail/customer and plan process are the preferable areas to conduct BDA. Further, 
prescriptive places as the second rank of BDA types that usually applies in SCM 
research with 31%, while descriptive/diagnostic shows the least percentage, 26%. 

Fig. 7.3 The percentage of articles based on BDA types
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7.3.4 Distribution of BDA Tools 

Owing to Fig. 7.4, mixed technique, especially data mining, machine learning and 
statistical modelling, tend to be the most popular tools, 19.67%, used to solve SCM 
issues. An example of an academic article that suggests the data mining approach is 
‘A data mining-based framework for supply chain risk management [13]’. Also, the 
instance research that recommends the machine learning technique is ‘Supply chain 
management and Industry 4.0: conducting research in the digital age [11]’. 

7.4 Thematic Analysis 

Thematic analysis aims to answer the research question. 
SCOR model activities: Theme to describe the elements of the SCOR model, 

which consists of plan, source, make, deliver, and return. 
Supply chain functions: Theme to understand the core events of logistics and 

supply chain management comprising procurement, manufacturing, logistics and 
transportation, warehousing and distribution, and retail and customer. The theme is 
established based on Nguyen et al. [15] to explore which SCM functions relate to 
each SCOR activity. 

Types of BDA analytics: Theme to provide the classification of big data models 
is categorised into descriptive and diagnostics analytics, predictive analytics and 
prescriptive analytics. This theme is developed by referencing Arunachalam et al. 
[1] to explain the level of data analytics applied in a conceptual model.

Fig. 7.4 The comparison of BDA tools applied in SCM 
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BDA tools: Theme to indicate the BDA tools is employed in SCM. The sub-
categories of this theme are identified according to Nguyen et al. [15] which include 
association, clustering, classification, regression, forecasting, semantic, optimisa-
tion, simulation, visualisation and mixed tools. For mixed algorithms, the author 
discovers from the descriptive analysis that data mining, machine learning and basic 
statistical modelling mostly present in the selected articles. Then, these three algo-
rithms are added to the BDA tools to increase the accuracy of data analysis. The 
appropriate BDA tools are chosen based on the frequency of appearance in the 
literature review. 

BDA techniques: After the literature review, the theme of BDA techniques is 
created to explore the most suitable BDA techniques used in SCM. The sub-
categories of this theme are essentially identified according to the findings from 
SLR, Nguyen et al. [15] and Chehbi-Gamoura et al. [5] including association rule 
mining (ARM), spatial-temporal visualisation (STV), decision tree (DT), support 
vector machine (SVM), linear programming (LP), linear regression (LIR), logis-
tics regression (LOG), genetic algorithm (GA), neural network (NN), text mining 
(TM), k-mean clustering (KMC), time-series forecasting (TSF), Bayesian network 
(BN), fuzzy logic (FL), sequential analysis (SEG), sentiment analysis (SEN), natural 
language processing (NLP) and statistics (STA). The proposed BDA techniques are 
selected due to the frequency of presence in the SLR. 

7.4.1 Plan Process 

According to Wang et al. [20], BDA provides a significant role in the planning stage 
of SCM. It encourages organisations to enhance their decision making on demand 
planning, sourcing, production planning, inventory management, transportation, and 
the supply chain network design. Then, it is noticeable that the use of BDA in the 
planning phase is likely to cover all critical events in the supply chain. 

Tiwari et al. [18] state that big data applications can notice demand signal, which 
facilitates the companies in terms of demand forecasting. Hence, organisations are 
likely to caption the new trends of markets and prepare for the change in the market 
and the fluctuation of demand more effectively. Consequently, BDA can support 
planners through the tracking of cash-cycle management, inventory replenishment 
and forecasting accuracy by tracking day-to-day sales information. Thereby, organ-
isations can prevent missing products which lead to lost sales and good prepara-
tion for the peak season of products Hahn and Packowski [9]. Thus, BDA tends to 
offer improvements to supply chain planning significantly. In order to provide more 
specific guidance on the BDA employment in SCM, this study has explored the most 
appropriate BDA tools and techniques for the planning stage through the literature 
review.
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7.4.2 Source Process 

According to Nguyen et al. [15] and Tiwari et al. [18], the use of BDA in procure-
ment frequently comprehends supplier selection, sourcing improvement, supply risk 
management and supplier performance. With the aim of leveraging supply risk 
management and supplier performance, big data applications can differentiate risks 
into the risk that should avoid and risk that should take to monitor market trends. 
Thereby, the firms can update and capture the alterations in sourcing or supplier 
markets, helping the company to respond to the supply change capably [20]. For 
supplier selection and sourcing improvement, BDA can efficiently investigate and 
analyse supplier performance [20]. Further, BDA can offer in-depth data analysis 
of the return on investment (ROI). Hence, the organisations may improve strategic 
sourcing through the worthy of financial information Tiwari et al. [18]. In an attempt 
to observe more BDA utilisation in the sourcing supply chain, this research has 
examined the most suitable BDA tools and techniques that mostly apply in sourcing 
activity. 

7.4.3 Make Process 

Due to Nguyen et al. [15] production control currently gains the interest of applying 
BDA. Wang et al. [20] state that big data tools can describe the production costs to 
the manufacturers. Moreover, BDA can provide the impact of manufacturing profits 
when there are any changes in production costs. Accordingly, the big data techniques 
can ensure the right production parts go to the right assembly by extracting the insight 
of production capacity. Further, BDA can be used to examine the amount of material 
waste and seek the proper manufacturing tools to decrease the level of material waste. 

As well as that, inventory management seems to be a significant area for applying 
BDA. Big data applications assist the companies in leveraging the design of current 
stock operations by using the optimisation system. It is likely to help the firms to 
decrease the challenges of multi-channel inventories [20]. Also, Tiwari et al. [18] 
suggest that the sharing of information on internal and external production system 
would enhance the benefits of big data on inventory management. Accordingly, this 
study has examined the most advisable big data tools and techniques that mostly 
apply in the production process. 

7.4.4 Deliver Process 

The logistics function relates to the distribution of goods from the supply sites to 
the distribution centres, and the end customers. Also, logistics data can be massively 
generated by many players in the delivery route, such as carriers, transportation
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service providers, and shippers. Thereby, the development of BDA in distributing 
area seems significant to leverage SCM. The employment of BDA in logistics and 
transportation focuses on the fundamental logistics functions which consist of supply 
chain network design, route optimisation, and proactive safety management [17, 21]. 
With the purpose of enhancing the efficiency of supply chain network design, big 
data tools can calculate the optimal locations of the distribution centres by analysing 
the massive data generated from warehousing, transportation, and consumer demand 
[21]. 

7.4.5 Return Process 

According to Chehbi-Gamoura et al. [5], the return process significantly applies big 
data applications in the areas of the green supply chain which specially concerns with 
ecology and cost improvement, reverse logistics management and the closed-loop 
supply chain. The green supply chain essentially focusses on the decrease in waste. 
Then, the returns of goods for remanufacturing, recycling and reuse can reduce the 
number of wastes spread in the environment. To support the green supply chain, BDA 
can be applied in the process control to restrict the pollution emission and manage 
the natural resources sustainably [21]. 

Furthermore, big data applications have a high potential to employ in reverse 
logistics and closed-loop supply chains. Nguyen et al. [15] claim that BDA has 
been used in product lifecycle design which is useful for enterprises to forecast 
the number of returned products. This information is significantly beneficial for the 
planning of production capacity and remanufacturing scheduling in reverse logistics. 
Consequently, big data enables organisations to adopt customer complaints to identify 
the root causes of defects. It enables the company to improve its product quality [4]. 
Optimisation and visualisation are likely to be the most appropriate BDA tools for 
raising the performance of the return process. 

7.5 Conclusion and Future Work 

Following the SLR process, this study aims to examine the state of the art in the 
domain of big data applications in SCM based on the SCOR model. Consequently, 
the study demonstrates BDA tools and techniques that seem appropriate to apply in 
each stage of the SCOR model. With an attempt to achieve the goal, this study aims 
to answer the research question: which are big data analytical tools and techniques 
that appropriate for each of the SCOR models? 

In order to address research question, the SLR framework is conducted to obtain 
a high quality of academic articles for the literature review. Accordingly, papers 
related to the application of BDA in the context of supply chain operations are 
selected to collect and analyse critical information. The descriptive analysis shows
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that the researchers have significantly gained an interest in the utilisation of BDA 
in SCM during the last four years. Consequently, most of the researchers seem to 
concentrate on the strategic level of SCM. As well as that, demand management is 
related to retail, and customer tends to be the most favoured area for applying big 
data technology. 

According to the thematic analysis, it has discovered the appropriate BDA tools 
and techniques for each stage of the SCOR model, which answer the research question 
potentially. The results show that LP optimisation, and ARM, DT, and FL simulations 
have a high potential to improve planning performance. Also, STA visualisation, 
LP optimisation, and ARM and DT simulations tend to support the operations in 
procurement usefully. To better the manufacturing practice, STA visualisation, LP 
and STA optimisations, and FL and STA simulations can be employed in this field. 
Consequently, LP optimisation, STA visualisation and STA simulation can be applied 
in logistics and transportation management to develop the delivery functions. For 
return activity, STA optimisation and STA visualisation are likely to leverage the 
reverse logistics performance. 

The study offers significant implications for the theoretical research overview. 
It introduces the potential BDA algorithms that have a high capacity to improve 
the entire SCM with further academic evidence. The findings also provide the most 
suitable BDA tools and techniques to apply in the individual stage of SCM owing 
to the SCOR model and level of management. These findings tend to support the 
statement of Chehbi-Gamoura et al. [5] that the study of the employment of BDA 
across the whole supply chain at one research is essentially needed to manage the 
massive information generated in the SCM simultaneously. 

The results of this study provide several practical implications for the practitioners. 
First, this study offers the guidance of what BDA tools and techniques that the 
organisations should consider applying in their supply chain practice to leverage the 
performance. The integrated big data applications from the beginning to the ending 
stages of SCM are presented through the conceptual model. It would support the 
company on the decision of big data investment across the entire chain. 

Even this study is likely to offer useful insights, there are some limitations to 
concern. Firstly, the author only extracted the academic literature from SCOPUS and 
WOS databases to explore the research implications. Hence, some relevant articles 
published on other sources can be missed from the literature review. Also, the results 
are determined based on the author perspective only. Therefore, some analysis may be 
presented in different ways compared to the other papers. Thus, future research should 
employ the cross-checking process to minimise bias and errors []. A conceptual model 
integrating different BDA tools and techniques could be developed for guidance for 
the researchers or practitioners in case of BDA investment in SCM.
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Chapter 8 
Leveraging Machine Learning of Indian 
Railways Public Procurement Data 
for Managerial Insights 

Samir Maity , Bodhibrata Nag , and Sushovan Khatua 

Abstract This paper proposes and demonstrates (a) a supervised machine learning 
methodology to predict the expenditure incurred on procurement, repair, and recon-
ditioning of components as well as expenditure incurred on procurement of fuel 
based on the performance of the Indian Railways and (b) an unsupervised machine 
learning methodology to classify the good and poor performing administrative zones, 
using the data of expenditure incurred on procurement, repair, and reconditioning of 
components as well as expenditure incurred on procurement of fuel and the perfor-
mance. The first methodology will aid managers in determining whether the expen-
diture incurred is more than what should be incurred. Further, it may also benefit the 
managers in fine-tuning the frequency of replacement of components. The second 
methodology will assist managers in searching for best practices of maintenance in 
good-performing zones, which can be propagated in the poor-performing zones to 
lower the overall expenditure on maintenance. 

Keywords Public procurement · Indian Railways ·Machine learning ·
Performance prediction · Classification 

8.1 Introduction 

Public procurement is the term given for procurement made by the public sector. 
Public procurement includes (a) goods for maintenance and repair of equipment, 
plant, and machinery, (b) goods for the operation of assets, and (c) works and
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services for the construction of buildings and assets, providing security to premises, 
maintaining computer assets, etc. [3]. 

Public procurement involves humongous expenditure. The annual expenditure 
incurred on public procurement in India is estimated at USD 500 billion, which 
is approximately 20–22% of India’s GDP [2]. The bulk of the public procurement 
expenditure is incurred by organizations such as Indian Railways, Defence, Ministry 
of Road Transport, Central Public Works Department, and BSNL. 

We examine the case of Indian Railways for this paper. Indian Railways is the 
world’s fourth-largest railway. It comprises 17 administrative zones. It carries twenty 
million passengers and three million tons of freight every day by operating more than 
twenty thousand trains daily. Its assets include a network of 68 thousand kilometers, 
155 thousand bridges, 6200 stations, 61 thousand kilometers of optical fiber cable 
network for communication and train operations, 12 thousand diesel and electric 
locomotives, 8 thousand passenger coaches, 300 thousand freight wagons, 300 depots 
for repair and maintenance of locomotives, coaches and wagons, 1.2 million quarters 
for employee housing, 700 hospitals and health units with around 14 thousand beds, 
100 schools and colleges and seven factories for the production of locomotives and 
carriages. Its annual expenditure is USD 23 billion. The expenditure incurred on 
wages and employee benefits is approximately 75%, the fuel bill is approximately 
15%, and the remaining is incurred towards the procurement of goods and services 
for repairs and maintenance. 

There must be minimal failures of assets to ensure the safe and reliable operation of 
twenty thousand trains daily on the Indian Railways network. However, every asset is 
subject to enormous wear and tear due to the continuous operation of train services, 
resulting in failure. For example, the track may fail due to corrosion and rusting, 
change in geometry of rail table, corrugation, cracks, gauge changes, bridge founda-
tion or superstructure or bearing failures, overhead catenary wire defects, signaling 
system defects; locomotives may fail due to problems with its transformers, motors, 
relays, overhead current collection system or superstructure, bogies and bearings; 
passenger carriages may fail due to problems with batteries, air conditioners, lighting 
system, superstructure, bogies, and bearings; freight wagons may fail due to prob-
lems with superstructure, bogies, and bearings. Indian Railways thus has to carry out 
both scheduled and unscheduled maintenance of all its assets so that their failure rate 
is as low as possible. During maintenance, failure-prone components are replaced 
with new or reconditioned components so that the asset is not prone to failure while 
in service. The frequency of replacement of failure-prone components is decided by 
trial and error based on the mean time between failure data collected continuously 
by Indian Railways. Further, failed components are replaced with new or recondi-
tioned components during the repair of failed assets. While the replacement of failed 
components of the track is done in situ, the replacement of failed components of 
locomotives, carriages, and wagons may be done either in repair depots or elsewhere 
as required during operation. The cost incurred in procurement, repair, and recondi-
tioning of components accounts for a sizeable share of Indian Railways expenses, as 
indicated earlier.
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Indian Railways is part of the Ministry of Railways of the Government of India. 
Therefore, it is required to seek approval of its annual budget from the Indian Parlia-
ment through a budget document termed “Demand for Grants.” This budget docu-
ment details the actual expenditure incurred under various heads of expenses and 
the projected expenditure in the financial year for which the approval is sought from 
Parliament. Further, the Indian Railways publishes an annual statistical document 
wherein the actual expenditure incurred in the various administrative zones under 
multiple heads of expenses. The annual budget documents and the annual statistical 
documents are available in the public domain, and their data have been used for this 
paper. 

The expenditure incurred for procurement, repair, and reconditioning of compo-
nents is captured in the following five heads of expenses: 

(a) Primary Unit 4: cover the expenditure incurred for procurement, repair, and 
reconditioning of components of the track. 

(b) Primary Unit 5: cover the expenditure incurred for procurement, repair, and 
reconditioning of components of locomotives in repair depots. 

(c) Primary Unit 6: cover the expenditure incurred for procurement, repair, and 
reconditioning of components of carriages and wagons in repair depots. 

(d) Primary Unit 8: cover the expenditure incurred for procurement, repair, and 
reconditioning of components of locomotives, carriages, and wagons during 
operation. 

Further, another Primary Unit 10 captures the expenditure incurred in the 
procurement of fuel for operations. 

The expenditure incurred on procurement, repair, and reconditioning of compo-
nents is monitored by the Indian Railways management for percentage changes on a 
year-to-year basis. However, there is no methodology currently available to monitor 
the expenditure in relation to the performance parameters of the Railways. This paper 
proposes and demonstrates (a) a machine learning methodology to predict the expen-
diture incurred on procurement, repair, and reconditioning of components as well as 
expenditure incurred on procurement of fuel based on the performance of the Indian 
Railways and (b) a machine learning methodology to classify the good and poor 
performing administrative zones, using the data of expenditure incurred on procure-
ment, repair, and reconditioning of components as well as expenditure incurred on 
procurement of fuel and the performance. The first methodology will aid managers in 
determining whether the expenditure incurred is more than what should be incurred. 
Further, it may also assist the managers in fine-tuning the frequency of replacement 
of components. The second methodology will aid managers in searching for best 
practices of maintenance in good-performing zones, which can be propagated in the 
poor-performing zones to lower the overall expenditure on maintenance. 

The performance parameters of Indian Railways used for the purpose of the study 
discussed in this paper are (a) Annual Net ton-km (NTKM) of freight carried by Indian 
Railways (obtained by multiplying the weight in tons of each freight consignment 
by the distance of transportation and adding the result for all freight consignments 
carried by Indian Railways over the year) and (b) Annual Passenger km (PKM)
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carried by Indian Railways (obtained by adding the distance of transportation of 
each passenger consignments carried by Indian Railways over the year). 

To achieve the above-proposed goal, machine learning (ML) is the best available 
methodological tool to apply to the available data for predicting and classification 
of the performance of the Railways. ML-based approaches can be used to deter-
mine the interdependencies of the different railway expenditures to the performance 
parameters stated above. Since clustering is the key methodology in discovering the 
hidden pattern of the data, this paper proposes a k-means clustering strategy to clas-
sify different administrative zones of the Indian Railways based on the procurement 
expenditures in various areas. 

The rest of the paper is structured as follows: a concise literature review is given in 
Sect. 8.2; a methodological description is given in Sect. 8.3; a discussion on manage-
rial insights is given in Sect. 8.4; conclusions and further directions of research is 
given in Sect. 8.5. 

8.2 Literature Survey 

There is very little research in the areas of application of machine learning in procure-
ment. Rodríguez et al. [4] paper proposes an award price estimator based on bidding 
price using the random forest regression method. It was trained and tested on a dataset 
of 58,337 tenders for public procurement in Spain from 2012 to 2018. Domingos 
et al. [1] paper proposed a CRISP-DM data mining methodology to predict anomalies 
in IT purchases in the Brazilian Federal Procurement System. This paper will add to 
the growing repertoire of machine learning applications in public procurement. 

8.3 Model Development 

8.3.1 Feature Selection and Data Preparation 

The expenditure incurred for procurement, repair, and reconditioning of components 
is captured in the following five heads of expenses. As described above, these have 
been chosen as features for this machine learning study to study the relationship 
of the expenditure in relation to the performance parameters of the Railways. The 
rationale for their choice is that the expenses incurred under these five heads vary with 
the utilization of railway assets (such as track, locomotives, passenger coaches, and 
freight wagons). The remaining heads of expenses deal with expenditure incurred 
on offices, staff benefits, and amenities for passengers and staff and thus do not vary 
with the utilization of railway assets.
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The expenditure data for the period 2002–03 to 2020–21 has been used for the 
purpose of this study. Few missing data were imputed using means of data in the 
adjacent years. 

8.3.2 Model Building 

The data set was split to obtain training and testing sets with properties as given in 
Table 8.1. 

Multiple linear regression, logistic regression, decision trees, random forest, and 
Naïve Bayes supervised machine learning algorithms were systematically applied 
with varying attribute subsets (with or without fuel cost, track repair and maintenance 
cost, etc.) to obtain a set of heterogeneous models for the model selection step to 
evaluate and choose the final model for identifying performance of the system. The 
performance of the developed models for different algorithms is given n Table 8.2. 
Based on the performance parameters indicated in Table 8.2, the Extra Tree Regressor 
algorithm model was chosen for this study. 

Further, we used the unsupervised machine learning k-means algorithm to classify 
the good and poor performing administrative zones, using the data of expenditure

Table 8.1 Statistical 
properties of training and 
testing sets 

Data points Training set Testing set 

Min 14 12 

Max 18 16 

Mean 15.45 13.45 

Table 8.2 Performance of the developed models 

Models Adjusted R-squared R-squared RMSE 

KernelRidge 516.42 −256.71 860,837.86 

MLPRegressor 479.89 −238.44 888,812.91 

RANSACRegressor 5.85 −1.42 199,232.01 

LinearRegression 4.76 −0.88 200,582.81 

RidgeCV 3.12 −0.06 112,789.76 

KNeighborsRegressor 2.98 0.01 129,523.91 

Ridge 2.39 0.30 81,753.11 

BaggingRegressor 1.49 0.75 43,366.67 

ExtraTreesRegressor 1.49 0.75 44,404.03 

RandomForestRegressor 1.44 0.78 21,716.34 

ExtraTreeRegressor 1.37 0.81 26,530.33 

DecisionTreeRegressor 1.37 0.82 20,634.53 
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Fig. 8.1 Determination of optimal number of clusters using elbow method 

incurred on procurement, repair, and reconditioning of components as well as expen-
diture incurred on procurement of fuel and the performance. For this purpose, the 
optimal number of clusters was determined as four using the Elbow method (as 
shown in Fig. 8.1). 

8.4 Model Results 

8.4.1 Influential Features for Performance Parameters 

Application of the ExtraTreeRegressor algorithm model (discussed in Sect. 8.2) to  
the data corresponding to expenditure incurred on procurement, repair, and recondi-
tioning of components as well as expenditure incurred on procurement of fuel and the 
performance parameters shows that fuel expenses are the highest influential feature 
for both passenger and freight transportation performance parameters as seen from 
Figs. 8.2 and 8.3.
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Fig. 8.2 Feature relationship with Freight Transportation Performance (NTKM) 

Fig. 8.3 Feature relationship with Passenger Transportation Performance (NTKM) 

8.4.2 Comparative Performance Analysis of Administrative 
Zones 

K-Means Clustering Algorithm was used to determine the classification of perfor-
mance of administrative zones in four categories: (i) “Very High,” (ii) “High,” (iii) 
“Medium,” and (iv) “Low.” The classification of administrative zones is shown in 
Fig. 8.4.
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Fig. 8.4 Comparison of performance of zones 

8.5 Conclusion 

It will be seen from the above section the machine learning methodology enables 
the prediction of expenditure incurred on procurement, repair, and reconditioning 
of components as well as expenditure incurred on procurement of fuel based on 
the performance of the Indian Railways. Further, the machine learning methodology 
enables the classification of administrative zones in different performance categories, 
using the data of expenditure incurred on procurement, repair, and reconditioning of 
components, and expenditure incurred on procurement of fuel and the performance. 
These methodologies can be extended to apply more granular data in terms of the 
geography of operation of railway services, make of asset, age of the asset, and 
intensity of use of assets. It will thereby provide opportunities for the manager to 
decide the choice of make of asset, age of replacement of asset or its components, 
and maintenance schedules of assets. 

References 

1. Domingos SL, Carvalho RN, Carvalho RS, Ramos GN (2016) Identifying IT purchases anoma-
lies in the Brazilian Government Procurement system using deep learning. In: Proceedings of 
the 15th IEEE international conference on machine learning and applications. IEEE, Anaheim 
CA, pp 722–727 

2. Ministry of Finance, Govt of India (2019) FM reviews capital expenditure & 
payments of maharatnas and navratnas CPSEs. Retrieved from Press Information 
Bureau: https://pib.gov.in/PressReleasePage.aspx?PRID=1586546#:~:text=Public%20procure 
ment%20as%20a%20percentage,of%20works%2C%20goods%20and%20services

https://pib.gov.in/PressReleasePage.aspx?PRID=1586546#:~:text=Public%20procurement%20as%20a%20percentage,of%20works%2C%20goods%20and%20services
https://pib.gov.in/PressReleasePage.aspx?PRID=1586546#:~:text=Public%20procurement%20as%20a%20percentage,of%20works%2C%20goods%20and%20services


8 Leveraging Machine Learning of Indian Railways Public Procurement … 77

3. Nag B (2015) Combating corruption in Indian public procurement—some exploratory case 
studies. J Inst Public Enterp 1–34 

4. Rodríguez MJ, Montequín VR, Fernández FO, Balsera JM (2019) Public procurement announce-
ments in Spain: regulations, data analysis, and award price estimator using machine learning. 
Complexity 1–20



Chapter 9 
Blockchain Technology and Its 
Application in 3D Parts Procurement: 
A Case Study 

Chiranjib Biswas, Uday Venkatadri, and Cenk Şahin 

Abstract In this paper, we present a review of Blockchain based technologies and 
their application in supply chain procurement. The blockchain has two main charac-
teristics that may be leveraged for adoption in supply chain networks and logistics. 
First, the exchange of information in blockchain is real time, secure, verifiable, 
trustable and these are accessible to all members of the network. 3D Printing is an 
excellent application for Blockchain based procurement. In Blockchain based 3D 
printing, the aim is to secure contracts from suppliers that may be used in assem-
blies or for spare parts. An OEM can issue a call for proposals in real time from 
3D printing suppliers. The bids can be received securely using the blockchain with 
partial/complete order quantities. In this paper, we show how the blockchain can 
be used to integrate the four stages of 3D printing procurement: Scan and Design, 
Build and Monitor, Test and Validate, and Deliver and Manage. Finally, we present 
a case study for scheduling 3D printers in manufacturing network. We examine a 
3D printer scheduling problem by considering multiple printing alternatives in which 
various types of products can be printed in different forms using Mixed-Integer linear 
programming (MILP) under scenario-based experiments. 
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9.1 Introduction 

3D printers have ushered in new opportunities in manufacturing. Over the last few 
decades, technology savvy companies have been using 3D printers to produce proto-
types. However, in recent years, the cost of these printers has reduced drastically, 
thanks to the expiration of a few key patents used in this technology. This has helped 
the exponential growth and use of 3D printers. 3D printers are now being used to 
manufacture spare parts, mission critical components, and to create an xtremely agile 
supply chain, thanks to the ability to print these parts on site, where they are needed. 
The entire printing can take place in proximity to customers, reducing transportation 
costs and lead time. But for the technology to gain widespread acceptance, there must 
be seamless integration between the OEM and 3D printing service providers so that 
printing files can be securely transmitted online to printers. There is a need to ensure 
that the quantity and quality of the products printed exactly match the contracts the 
OEM, 3D printing service providers and customers have agreed upon. To maintain 
the authenticity of these products, these need to be certified. To fulfill all the services 
associated with 3D printing described above, there must be a right technological 
platform which will support the end-to-end supply chain and procurement process. 
The 3D printing process needs to be executed within a highly secured and verifiable 
environment. The blockchain is a disruptive technology which can be explored to 
this end because of its indelible, immutable, and tamper proof attributes. 

In this paper, we show how the blockchain can be used to integrate the four stages 
of 3D printing procurement: Scan and Design, Build and Monitor, Test and Validate, 
and Deliver and Manage. Finally, we present a case study for scheduling 3D printers 
in a manufacturing network. The literature presents the problem of scheduling 3D 
printers assuming identical machines. Products can be printed in whole or in parts. 
These parts which can be assembled later usually have different shapes. Due to the 
decentralization of 3D printers, thanks to blockchain technology, different products 
can be manufactured in different locations, close to customers or even end users. 
These products can even be manufactured in parts instead of the total product and 
assembled on site. 

The remainder of the paper is organized as follows: in Sect. 9.2, we present a 
literature review of blockchain technologies with a focus in supply chain procure-
ment application. In Sect. 9.3, we present additive manufacture networks and show 
how block chain technology can be exploited to drive procurement through secure 
contracts in this industry. In Sect. 9.4, we present a case study for additive manufac-
turing parts and component scheduling that can potentially work within a block chain 
framework. In this section, we look at the problem of scheduling 3D printers using 
mixed-integer linear programming under scenario-based experiments to evaluate 
multiple printing alternatives. Section 9.5 concludes the paper and offers directions 
for future research.
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9.2 Literature Review of Blockchain with Application 
in Supply Chain 

Blockchain is a distributed ledger technology wherein transaction between users 
(who are part of the network) are stored in a secure, verifiable, and permanent way. 
All these data are saved cryptographically inside blocks and these blocks are arranged 
hierarchically as per sequence. Thus, an endless chain of data blocks is created. It 
allows all the transactions be traceable and verifiable at any time by the participating 
users in the network. Once a transaction is certified and saved in chain, it can neither 
be tampered with nor modified. The process of adding a new transaction to the 
blockchain involves relaying the new transaction to all the stakeholders in the network 
for review and audit. If a majority of stakeholders consent to this transaction, then 
this addition is made to the chain, as a new block, in accordance with the consensus 
agreement (Fig. 9.1). All these stakeholders are connected through computers in the 
network, each computer is called a node. Security is ensured by storing a record 
of the transaction across multiple distributed nodes. As the name suggests, smart 
contracts are a key element of the blockchain, capable of making sure that credible 
transactions take place without the involvement of third parties. 

Blockchaintechnology has two main characteristics which can be leveraged for 
adoption in supply chain /supply networks and logistics [3]: 

• The exchange of information in the blockchain is real time, secured, verifiable 
and trustworthy. They are accessible to all members of the network or to others 
(depending on security privileges and the type of blockchain). 

• When defined requirements are met, automatic verification and execution of 
agreed transactions through smart contracts become a possibility.

Fig. 9.1 Steps involved in a BC transaction adapted from [1] and  [2] 
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In supply chain & procurement, block chains have been proposed to be used in 
the following areas: tracking goods (traceability), goods flow (visibility), forecasting, 
open access to information who are part of the supply chain network, prevention of 
fraud as the blocks are indelible, and automated transactions through smart contract. 
This makes the entire supply chain sustainable [3]. 

9.3 Additive Manufacturing & Blockchain-Based AM 
Decentralized Supply Networks 

Additive manufacturing (AM) is also known as 3D printing or additive layer manu-
facturing (ALM); it is an industrial production term for a computer-controlled process 
that deposits material in layers to create three-dimensional objects. Starting from the 
3D computer aided design (CAD) model, a layered digital version of the model is 
created by software integrated into the machine control system, or through online 
services. In the subsequent deposition or sintering of the material, the pattern of the 
resulting layers guides the printer [3]. 

Decentralized AM supply networks incorporating blockchain technology provide 
an array of benefits, including shorter lead times, savings in transportation costs, 
reduced inventory cost and increased transparency and communication [5]. AM has 
four phases which blockchain technology can be implemented into: Scan and Design, 
Build and Monitor, Test and Validate, and Deliver and Manage [4]. 

The Scan and Design phase consists of several hand offs, for example, from 
a CAD system to tools analysis and from there on, to production software. This 
happens in an environment where many engineers could be working on different 
components, which can be a significantly complex process. Blockchain facilitates 
append only timestamp tracking of these changes, which can be distributed over 
multiple participating departments/organizations accounting of all the changes in 
design acting as a ledger. This phase of digital thread for Additive Manufacturing 
(DTAM) comes with several challenges related to file formats and data standardiza-
tion. While Blockchain does not provide any explicit solution to these challenges, 
the blockchain can successfully manage to create a format-agnostic accounting of 
changes to files, aid in performing analyses, and transmit information from soft-
ware tool to software tool. Blockchain provides an opportunity to track file signa-
tures across platforms in this design and analysis process [4] to ensure authenticity, 
traceability, and digital security. 

The Build and Monitor phase transforms a digital model (from the previous phase) 
into a physical component. This phase deals with large amounts of data generated 
during the build process, for example, while capturing sensor data during a build. 
These data are extremely important while certifying components. This phase involves 
challenges stemming from the potential distributed nature of AM across a supply 
chain involving builds in multiple locations. These need adequate systems and infras-
tructure for tracking, controlling, process feedback, and collecting data. Blockchain
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can be a potential solution to these challenges. From the perspective of AM being 
distributed for the point of manufacturing, Blockchain can serve as a tamper-resistant 
transaction layer, which is stored in a decentralized and distributed manner partici-
pating stakeholders. In particular, for complex component manufacturing that needs 
audit trails for certification, such as the aerospace industry, Blockchain can become 
extremely valuable [4]. 

In the Test and Validate phase, records are tied up with digital models of serialized 
unit component. These records are created during the inspection process. They are 
vital from for quality assurance, certification, process tuning and continuous improve-
ment. A full digital representation of the component and its test and validation reports 
are important. Blockchain facilitates maintenance of individual component history, 
which includes transaction records of test data sets [4]. 

In the Deliver and Manage phase, products are delivered for their intended use. 
This creates opportunity to collect data relating to a component’s performance in 
real life, by integrating sensors and monitors and continuously feeding back data to 
component design. This is a classic example of using blockchain with integrated IoT 
connected devices [4]. 

Figure 9.2 schematizes the framework of our proposed Blockchain-Based AM 
decentralized procurement network technology and shows how the blockchain can 
be used to integrate the four stages of 3D printing procurement. The parties here 
involve an OEM, an Engineering Service Provider, an AM service provider and a 
Life Cycle Agent to sustainably dispose of products. In the proposed decentralized 
blockchain-based AM supply network, public and private information are stored in 
each block together with corresponding documents, which are then stored in the 
cloud repository. 

In the first step of the proposed Blockchain-Based AM decentralized supply 
networks, the OEM shares files of assembly components with descriptions and gets 
the design from an engineering service provider (Step 1 and Step 2). OEM uploads 
CAD design of the component in blockchain, seeking quotations from additive manu-
facturing (AM) service providers (Step 3). At this point, blockchain calculates the 
capacity available with suppliers and accordingly selects the eligible suppliers who

Fig. 9.2 Proposed Blockchain-Based AM decentralized supply networks (adapted from [6]) 
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in turn get access to view the RFP. AM Service providers reply with bids for the RFP, 
which includes process time, delivery time, cost, alternative process architecture etc. 
(Step 4). Smart contract capability in the block chain helps the OEM decide the 
best proposals based on several parameters such as cost, delivery, reliability, quality, 
and location, especially if the OEM needs to deliver the component to its customer 
who is situated far away from its normal operational location. After the selection is 
over, OEM transfers the design files in a secured environment to the selected AM 
service provider, including license data, such as print count, technical specifications, 
delivery due date and receiver keys (Step 5). At the AM service provider’s end, 
printer set up, printing and post printing data are captured in the blockchain. The 
AM service provider sends details of an order dispatch transaction to OEMs, which 
include information regarding package weight and dimensions, assembly details, 
material details, and recycling or dismantling instructions (Step 6). At the end of 
the product life cycle, the transaction requests instructions for disassembling and 
recycling the product in such a way that it can be recycled or disposed of sustainably 
(Step 7). In the above-described process, production is heavily reliant on knowledge, 
communication, and information and not necessarily on material characteristics [7]. 
Customers track the detailed information of products which in turn increase their 
trust attached with product [8]. 

9.4 Scheduling 3D Printers 

Due to the decentralization of 3D printers, thanks to blockchain technology, different 
products can be manufactured in different locations, close to the consumers or even 
end users. Even these products can be manufactured in parts instead of the total 
product in one single set up. As a starting point of this study, we focused on a 3D 
printer scheduling problem by considering multiple printing options, which opens 
the possibility of printing a variety of types of products in different formats. When 
printing products with 3D printers, products can either be printed as full products 
or as smaller constituent parts of larger products. Smaller constituent parts are of 
varied shapes and can be assembled later to produce the larger products. Therefore, 
we can say that each product can be printed differently via a 3D printer because of 
the different printing options. 

9.4.1 Mathematical Model 

This paper considers the problem of finding an optimal job assignment in terms 
of parts to be produced to 3D printers considering printing alternatives and having 
constraints on availability of printers due to scheduling efficiency. Kim et al. (2017) 
[9] developed a mixed-integer linear programming (MILP) model for this problem 
and used a metaheuristic approach to solve it. The objective is to minimize the period
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of time it takes to complete all processing operations, i.e., the makespan. Production 
is assumed to take place in a fixed time period. 

Suppose there are M identical 3D printers with same speed and f number of 
products to be printed from M printers. For each product, there are l alternatives. 
A product can be manufactured as a whole part or in different parts. Based on the 
alternatives, the parts that need to be produced are determined. A 3D printer is 
assumed to be able to process one item at a time with non-preemptive processing. 
Additionally, setup times are considered to be independent of sequence and reflected 
in the printing time. The notation for the parameters and decision variables used in 
the model is as follows: 

Indices 

f index of products 

i index of machines 

j index of parts 

k index of order 

l index of printing alternatives 

Parameters 

aflj adjacency matrix representing the parts to be manufactured 
Depending on products and their printing alternatives 

pj printing time of part j 

Decision variables 

Cmax makespan 

xijk
{
1, If part j is processed on machine i for the kth order 

0, otherwise 

yfl
{
1, If product f takes production alternative l 

0, otherwise 

Table 9.1 is the adjacency matrix showing two products with three alternatives 
each. Alternative 1 represents the whole part, alternative 2 comprises two consecutive 
parts and alternative 3 has three consecutive parts. In the table, if product 2 is produced 
with alternative 3, part 10, 11 and 12 should be produced because a2310, a2311 and 
a2312 are 1.

The first print alternative (l = 1) for each product consists of only one part and 
requires the shortest total print time. Based on this notation, the mathematical model 
is as follows: 

Minimize  Cmax (9.1) 

Subject to:

∑
i

∑
k 

xi jk  ≥
∑
l 

y f la f l  j∀ f, l (9.2)
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Table 9.1 Adjacency matrix with two products having three alternatives 

Product Alternative Part 

1 2 3 4 5 6 7 8 9 10 11 12 

1 1 1 0 0 0 0 0 0 0 0 0 0 0 

2 0 1 1 0 0 0 0 0 0 0 0 0 

3 0 0 0 1 1 1 0 0 0 0 0 0 

2 1 0 0 0 0 0 0 1 0 0 0 0 0 

2 0 0 0 0 0 0 0 1 1 0 0 0 

3 0 0 0 0 0 0 0 0 0 1 1 1

∑
j 

xi jk  ≤ 1∀i, k (9.3)

∑
k

∑
j 

p j xi jk  ≤ Cmax ∀i (9.4)

∑
l 

y f l  = 1 ∀ f (9.5) 

xi jk  ∈ {0, 1}∀i, j, k, y f l  ∈ {0, 1} ∀ f, l (9.6) 

The objective function (1) aims to minimize the completion time of the last part. 
Constraint (2) ensures that once a printing alternative is selected for product f , the  
related parts are produced. Constraint (3) is imposed to ensure that only one produc-
tion alternative for each product will be chosen. Constraint (4) requires the total 
printing time for all parts processed by machines to be less than the last part’s 
completion time. Each printer can print one part at a time as indicated by constraint 
(5). Finally, constraints (6) express the domain of the variables. 

9.5 A Case Study and Results 

Numerical experiments are carried out for combinations of 4, 5 and 10 machines, 
10 and 20 products and 3, 5 alternatives. A product is split into parts according to 
the number of production alternatives. For example, when the number of production 
alternatives for a product is 2, there are 2 options: a product is produced as a whole 
structure or produced as 2 parts. The experiments were conducted under the assump-
tion that the total printing time increases randomly between 5 and 15% as the number 
of parts consisting of a product increase. For production alternative 1, the printing 
time is generated randomly within a range of 10 s to 300 s, and for parts separated by 
alternative, it is also generated randomly. The printing time (pj) is given in Table 9.2. 
This problem is solved by Kim et al. (2017) [9] using the genetic algorithm (GA). In
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our approach, the MILP model was solved using the problem set (Table 9.2) under 
different scenario-based experiments. The MILP model was coded in GUSEK, a 
well known open source software available under the GNU General Public License 
and then converted into a.lp file which was subsequently run in Gurobi © 9.5.0 on a 
computer running Windows 11 on an Intel(R) Core(TM) i5 CPU 650 @ 3.20GHz 3 
with 4.00 GB RAM. Table 9.3 shows the results of the experiments. 

We can see from the experiments that, as we increase the printing time (pj), the 
makespan (Cmax) also increases. If we reduce the number of machines, makespan 
(Cmax) increases. Conversely, when we increase the number of machines, makespan 
time (Cmax) decreases. Clearly, the approach seems viable for problems of these 
sizes, i.e., 20 products ( f ) with about 5 alternatives (l).

Table 9.2 The printing times associated with the production alternatives for 20 products 

f Printing time (pj) 

1 2 Parts 3 Parts 5 Parts  

1 261 294 6 80.9 140.2 111.9 91.6 75.8 21.8 92.7 71.1 

2 12 1 13 0.008 9.9 5.1 2.9 3.1 0.1 3.7 7.2 

3 82 18 68 40.3 26.2 29.5 18.9 43.6 14.1 19.7 6.7 

4 250 32 236 103.3 98.3 106.3 69.5 92.0 71.2 65.6 42.7 

5 225 150 93 48.8 115.4 100.8 70.4 23.4 101.2 7.0 95.0 

6 38 12 29 18.1 8.8 19.1 4.2 11.9 17.1 12.9 5.9 

7 85 89 9 43.3 0.0 64.7 28.2 35.7 3.9 53.5 2.8 

8 128 11 131 69.2 62.6 30.2 45.9 40.6 0.2 46.6 41.7 

9 75 9 74 33.1 24.0 34.9 8.4 2.4 42.4 42.9 4.9 

10 244 46 227 131.3 46.6 112.1 90.2 54.1 17.9 93.4 66.4 

11 105 23 87 7.7 48.8 69.5 20.7 3.1 0.6 109.8 3.7 

12 254 221 46 15.4 119.4 150.2 54.7 96.3 93.2 31.7 29.2 

13 28 14 17 22.5 8.2 3.3 6.8 0.4 8.1 16.3 4.3 

14 160 83 88 76.3 16.3 88.5 73.4 48.6 45.6 1.1 32.3 

15 113 110 14 47.5 68.5 22.0 5.6 27.6 45.8 24.4 51.7 

16 118 35 94 59.7 19.2 68.1 10.0 42.6 32.0 46.2 36.2 

17 236 180 89 21.9 189.5 95.6 7.5 49.8 107.7 82.2 80.8 

18 115 50 82 3.2 59.9 83.9 43.3 27.7 16.6 38.6 36.7 

19 223 200 45 119.4 119.8 27.8 103.3 68.0 16.9 84.7 21.2 

20 297 111 207 95.3 124.3 139.4 94.6 58.8 109.4 96.5 21.8
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Table 9.3 Scenario-based Experiments Results 

Experiment Machine (i) Product ( f ) Alternative (l) Cmax (sec) Part ( j) Description 

1 5 10 3 286.1 15 

2 5 10 3 314.8 16 10% 
increment in 
printing time 
(pj) 

3 5 10 3 372 15 30% 
increment in 
printing time 
(pj) 

4 4 10 3 353 14 No# of 
machines 
reduced by 1, 
with respect to 
experiment #1 

5 10 10 3 167.5 26 No # of  
machines 
doubled, with 
respect to 
experiment #1 

6 5 20 3 610 20 

7 5 20 5 Unsolved in 
Gurobi after 
an hour, the 
MIPGap was 
0.14

9.6 Conclusions 

In this paper, we discussed how block chain in supply chain management is real 
time, secure, verifiable and trustworthy for all members of the network, We then 
discussed how it can be used in the development of smart contracts and end to 
end data acquisition and storage for traceability purposes through the life cycle of 
products. 

We also showed how the blockchain can be used to integrate the four stages of 
3D printing procurement: Scan and Design, Build and Monitor, Test and Validate, 
and Deliver and Manage. 

We presented a case study for scheduling 3D printers in a manufacturing network. 
The literature presents the problem of scheduling 3D printers assuming identical 
machines. Products can be printed in whole or in parts. Due to the decentralization of 
3D printers, thanks to blockchain technology, different products can be manufactured 
in different locations, close to customers or even end users. We presented some 
feasibility results using MILP.
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In the future, this type of problem can be extended to take both the OEM and 
supplier’s perspectives depending on fully open (trust), fully confidential (no trust), 
and intermediate network settings. Using a negotiation-based approach, a Multi 
Agent System operating blockchain technology where the bids can be received 
securely can be developed and employed for simulation analysis to explore the further 
benefits of cooperation at the perspectives of both the OEM and supplier in the AM 
industry. 
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Chapter 10 
A Mathematical Model-Based Heuristic 
for Clustering, Logistics, and Order 
Pickup in the Constrained In-Bound 
Multi-Period Multi-Part Inventory 
Routing Problem with Heterogeneous 
Vehicles 

Anushee Jain and Chandrasekharan Rajendran 

Abstract A typical problem faced in any supply chain is the simultaneous planning 
of inventory and logistics. In this work, we consider a representative problem of clus-
tering, lot size optimization, and transport planning faced in many logistics industries. 
It is a problem of an inbound logistics system for which demand is generated through 
the outbound logistics. The demand for parts for a finite time period is given and is 
deterministic. The demand occurring at a warehouse is met by procuring raw mate-
rial from the suppliers that are spread out geographically. The order pickup is done 
using heterogeneous trucks which start from the warehouse, pick up the order from 
the supplier, and return to the warehouse. The entire trip should be completed within 
the given lead time without any permissible backorder or delay. The problem can 
be described as Constrained In-Bound Multi-Period Multi-Part Inventory Routing 
Problem with Heterogeneous Vehicles (CIBIRPHV). The problem is distinct and 
different from the Inventory Routing Problem present in the literature. The objective 
is to minimize the total costs, comprising of transportation costs, inventory carrying 
costs, and warehouse storage costs. We propose a mathematical model to first cluster 
the suppliers, followed by another mathematical model for order planning and pickup.
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10.1 Introduction 

Procurement in a supply chain is an important function which refers to all the 
tasks involved in obtaining the optimal product from the optimal vendor on optimal 
terms. Procurement covers the following list of tasks: purchase planning, deter-
mining the standard of quality, identifying suitable suppliers, price negotiation, 
financing purchases, acquiring required goods and services and inventory control, 
and disposal of waste production. Hence, Supply Chain Management is considered 
one of the many responsibilities faced by a procurement function. Procurement logis-
tics involves the flow of raw material and parts required for manufacturing which 
are procured from suppliers. The shift to Just-in-Time production has led to many 
companies carrying out production by procuring the required materials in only the 
required amount at the required times, which also leads to reducing inventory costs. 
In order to meet customer demands, prevent stock-outs, and reduce bottlenecks in 
production, manufacturers must ensure appropriate quantities of storage and must 
ensure optimal distribution and procurement plans that include routing of the vehi-
cles. This coordination of inventory management and transportation has given rise 
to a class of problems known as Inventory Routing Problem. 

10.1.1 Inventory Routing Problem 

Inventory Routing Problem (IRP) is a class of problems arising from the combination 
of inventory management and routing [8, 15]. IRP seeks to find a trade-off between 
keeping inventories as low as possible without affecting the transportation costs. 
IRPs can be found with both in-bound and out-bound distribution. In-bound IRPs 
are common in industries that have a large number of low to medium volume suppliers 
where consolidation of order quantity provides significant savings in the total cost. 
Out-bound IRPs are most common in the Vendor Managed Inventory (VMI) setting 
where a manufacturer/distributer manages the inventory at the retailer. The inven-
tory position and demand are known across the different entities in the supply chain. 
This information sharing leads to improved efficiency in supply chain operations. 
In general, IRP comprises procuring/distributing goods via pre-determined routes 
to a group of customers, each of whom has varied daily demand, as well as inven-
tory management to ensure that no customer runs out of stock at any given time, 
at minimum total cost. Applications of IRP in real-life systems have been found 
in the distribution of ammonia and groceries [1, 9] studied the problem of peri-
odic pickup of auto parts. In this paper, we discuss a representative problem in a 
manufacturing company. There are various suppliers scattered geographically. The 
suppliers are managed centrally by a warehouse, and all decisions related to planning 
and routing are made at the warehouse. The aim is to develop a lot size optimiza-
tion tool, dynamic order placement, and transport planning, to optimize various 
supply chain costs, namely, Inventory carrying cost, Transportation cost, Warehouse
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space cost, and recommend order quantity/lot size and order frequency coupled with 
vehicle movement and transport planning having the least landed cost. We develop 
a mathematical model for the same, respecting the business constraints. 

10.2 Literature Review 

In the literature review, we discuss a few studies related to different variants of IRP. 
[8] defined Inventory Routing Problem as, 

“a problem that involves a set of customers, where each customer has a different 
demand each day…The objective is to minimize the annual delivery costs, while 
attempting to ensure that no customer runs out of the commodity at any time.” 

The name ‘Inventory Routing Problem’ (IRP) has synonymously been used for 
combined inventory management and routing problems in various studies. The liter-
ature on IRP can be categorized based on different criteria [5]: time horizon (finite, 
infinite), structure (one to one, one to many, many to many), routing (direct, multiple, 
and continuous), inventory policy (maximum level (ML), order up to level (OU)), 
inventory decisions (lost sales, backorder, non-negative), fleet composition (homo-
geneous, heterogeneous), fleet size (single, multiple, unconstrained). General Inte-
grated Transportation Inventory models (GITI) have been used for making strategic 
decisions for long-term planning compared to specific models which are used for 
decisions pertaining to medium time horizons [12]. 

Another scheme in which the papers can be classified is related to the availability 
of information on demand (deterministic or stochastic). In this paper, IRPs with 
deterministic known demand have been discussed. 

10.2.1 Literature Review on Multi-Product Multi-Period IRP 

Multi-product and multi-period IRPs very closely resemble real-life problems found 
in many industries. Most of the MILP models for multi-product IRPs found in the 
literature are np-hard and can handle only small instances. Speranza & Ukovich, 
(1994) proposed integer (IP) and MILP for the problem of determining frequencies 
at which multiple products for a single customer need to be delivered on a common 
link to minimize the sum of transportation and inventory costs [3]. Extended this 
problem for multiple products and multiple customers. The heuristics proposed in 
the literature for multi-period IRP seem to decompose the problem into hierarchical 
sub-problems, with the result of each sub-problem used as a starting point for the 
next one [4]. Developed a two-phase heuristic to solve the allocation-routing problem 
arising in the grocery industries with backorder costs involved and with a limited 
fleet of homogeneous vehicles. 

Studied an IRP with many to one structure, multiple products, and multi-periods in 
a finite time horizon [11]. They proposed mathematical models to get lower and upper



94 A. Jain and C. Rajendran

bounds followed by Genetic Algorithms, which gave improved upper bounds [10]. 
Improved their solutions by developing a variable neighborhood search heuristic. 

Studied the many-to-many case and proposed a MILP formulation for a multi-
product multi-depot IRP [ 7, 14]. Developed a branch and cut algorithm for the multi-
item multi-vehicle version of the problem. They also incorporated several features 
like partial driving consistency by allowing some of the customers to be served by 
more than one truck driver at a time. An exact MILP was also proposed by Coelho & 
Laporte, (2013b) to solve a multi-vehicle multi-product multi-vehicle problem. 

10.2.2 Complexity of IRP 

The complexity of IRP arises from the fact that multiple decisions related to order 
planning and routing need to be taken simultaneously. This leads to numerous feasible 
solutions and solving for them becomes computationally difficult [13]. 

10.2.3 Research Gaps Identified from the Literature Review 

• Most of the existing literature studies discuss IRPs with out-bound distribution. 
• “Literature on handling multiple products by a central warehouse is less.” [14]. 
• No study seems to consider the warehouse as a part of the cluster of suppliers/ 

customers. 
• No study seems to give focus to the clusters formed by the consolidation of 

deliveries during the milk-run. 
• No prior study seems to consider the case of minimum order quantity (MOQ) and 

order quantity in the multiples of lot size required by any supplier/customer in 
the order planning phase. Packaging order quantity in multiples of lot size leads 
to optimization of the warehouse storage space. 

10.3 Proposed Methodology for CIBIRPHV 

10.3.1 An Introduction to the Problem Statement 

We consider a two-echelon supply chain consisting of N suppliers geographically 
dispersed and managed centrally by a warehouse W . A set of mutually exclusive 
parts P = {P1, P2, .., Pp} needs to be procured from each supplier. The exclusive 
set of parts P(s), s ∈ {1, 2, .., N }, is a subset of the parts supplied by supplier N 
from the whole product set P , with

⋂N 
s=1 P(s) = 0 i.e., a part supplied by a supplier 

is not supplied by any other supplier.
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The problem consists of designing an order and routing plan for procuring multiple 
parts from a number of suppliers and delivers them at the warehouse. The demand of 
parts is deterministic but dynamic in nature and varies daily. There is no shortage or 
backorder allowed. The two types of vehicles involved in the problem consist of truck 
type 1 which provides direct pickup (LTL type) and truck type 2 (TL) which provides 
consolidation of deliveries using milk-run. A TL truck can visit a maximum of, say, 
3 suppliers at a time and from the first pickup supplier visited, the other suppliers 
must be within a radius of, say, 200 kms. Each type of truck can travel a maximum 
distance of, say, 450 kms per day. A supplier can be visited by either LTL truck or TL 
truck, but not both on a given day. The trucks must start at the warehouse, traverse 
through the suppliers, and come back at the warehouse within a lead time of, say, 
4 days. There is no restriction on the number of vehicles to be used at a given point 
of time. The problem is referred to as constrained in-bound multi-period multi-part 
Inventory Routing Problem with heterogeneous vehicles (CIBIRPHV) in the study. 
This variant of IRP is motivated by the real-life problem existing in many industries. 
The representation of the methodology has been done using a hypothetical dataset. 
The uniqueness of the problem lies in its consideration of many practical constraints, 
e.g., constraints on the distance ravelled, minimum order quantity, order quantity in 
multiples of lot size, etc., which are relevant to industries. A three-phase heuristic has 
been proposed in the study which decomposes the problem into inventory manage-
ment, allocation followed by routing. A mathematical model (MIP) for clustering 
is proposed in the study. It is done to divide the supplier data into small and dense 
clusters for TSP. A MILP model is then proposed for the order pickup and transport 
planning which is executed on the sub-clusters obtained from the previous phase. 
In the third phase, routes are defined and routing cost is calculated. The proposed 
heuristic focuses to deal with the lot size optimization and minimization of overall 
cost, e.g., transportation, inventory, and warehouse storage cost in the supply chain. 
A numerical illustration is used to show the proposed model at the end of the chapter. 

One of the variants of this one-warehouse, multiple supplier problems is when 
there is more than one warehouse managing the suppliers. The multi-warehouse 
problem is computationally expensive in nature and requires the one-warehouse 
multiple supplier problem to be solved individually for each of the warehouses [14]. 

10.3.2 The Proposed Methodology 

We propose a three-phase approach to solve this problem. We divide the entire time 
horizon into 14-day time periods or cycles. 

1. Use of clustering techniques to break the problem into small clusters: Distance-
based clustering of suppliers is done to divide the large dataset into small clusters. 
This is done for computational feasibility and to get dense clusters for TSP. 

2. Solving for order pickup quantity and transport planning for each sub-cluster 
separately using the MILP model: The solution to the MILP model gives the
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pickup quantity, order pickup schedule, and allocations of suppliers and trucks 
as the result. 

3. Design of actual routes for the allocated suppliers and costs adjustment: The 
approach is similar to the continuous review systems in the inventory manage-
ment, where the inventory is replenished when the items reach a particular inven-
tory position. In our case, the orders are picked up whenever there is a demand 
for the part; but the frequency of picking up the order varies. 

Phase 1: Clustering of suppliers. The need for a separate model for clustering arises 
due to the complex nature of the problem. The multi-period multi-part IRP with 
heterogeneous vehicles having various business requirements is computationally 
difficult to solve in a single step. The proposed MIP model for clustering is used as a 
preprocessing step to split our data into small clusters before the actual execution of 
the MILP model for order pickup and transport planning. The proposed MIP model 
for clustering considers a special case, with every cluster having the warehouse as 
its member. It is done to ensure that logical clusters formed are oriented toward the 
warehouse, and any feasible clustering far away is not considered. We also add a 
constraint to limit the number of parts in a cluster as limiting both parts and suppliers 
yielded infeasible solutions. Primarily, we follow the K-medoid approach. 

Proposed Model for clustering 

Parameters 

N Number of suppliers 

C Number of clusters (experimented with different values of C to get a feasible solution) 

dist i, j Distance between supplier i and supplier j. 
distw, j Distance between warehouse (w) and supplier j. 
dist  j,w Distance between supplier j and warehouse (w) 

partsi Number of parts supplied by supplier i. 
Pmax Maximum parts allowed in a cluster 

Decision Variables 

x j j  Binary variable which takes value 1, if supplier j acts as a focal node (i.e., as a 
medoid), 0 otherwise. 

xi j  Binary variable which takes value 1, if supplier i is associated with focal node 
supplier j , 0 otherwise. 

Objective 

Minimize Z = 
N∑

i=1 

N∑

j=1

(
disti j  × xi j

) + 
N∑

j=1

((
distw, j + dist j,w

) × x j j
)

(10.1) 

subject to the following constraints.
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N∑

j=1 

xi j  = 1∀i ∈ 1, .., N (10.2) 

N∑

j=1 

x j j  = C∀ j ∈ 1, .., N . (10.3) 

xi j  ≤ x j j∀ j ∈ 1, .., Nandi  ∈ 1, .., N . (10.4) 

N∑

i=1 

(partsi × xi j  ) ≤ Pmax × x j j∀ j ∈ 1, .., N . (10.5) 

The first term in the objective function minimizes the distance between the focal 
node j and supplier i . The focal node j is used to compute the total distance as a 
surrogate for density and hence the TSP distance. The second term in the objective 
function tries to bring the focal nodes closer to the warehouse, i.e., minimize the 
distance between the focal node and the warehouse. This helps to form logical clusters 
that are centered around the warehouse. Constraint (10.2) restricts that a supplier can 
be assigned to only one focal node j . Constraint (10.3) states that the number of 
clusters is equal to C . Constraint (10.4) states that a supplier i can be assigned to 
supplier j only when j acts as a focal node. Constraint (10.5) is to ensure that 
the maximum number of parts in a cluster does not exceed Pmax . This is done for 
the computational tractability of the MILP model for order pickup and transport 
planning. 

Phase 2: The MILP model for Order pickup and Transport Planning. After 
splitting the data into smaller clusters, we develop a mathematical model for the 
order pickup and transport planning problem. We split the entire time horizon of 
demand into, say, 14 days of time period or cycles. For the purpose of presentation, 
we consider a demand up to 28 days with 2 cycles of 14 days each in our study. 

The following assumptions are considered in our model. 

• Transportation Cost is proportional to distance. 
• Vehicles are heterogeneous. 
• A lead time of 4 days is permissible. 
• Order quantity calculations are done from 1 to t days. Demand for the first 4 days 

is taken as 0 ; Dp,s,τ = 0∀τ = 1, 2, 3, and 4 (since our demand realization is 
assumed to start from t = 5 day, in order to receive the order quantity at the 
beginning of t = 5th day by accounting for the transportation lead time). 

• Dp,s,τ is realized at the beginning of the day. The order quantity, whose order 
has been placed τ − 4 days before, is received on the beginning of day τ , before 
the demand for that day is realized. The demand is met out of the net inventory 
present at the beginning of the day.
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• At the beginning of the planning period, there is some inventory available with us, 
known as beginning inventory (BI  ). BIp,s,1=SSp,s = Average demand for part p 
over lead time. 

• The first pickup supplier visited acts as a medoid in the cluster so that the business 
constraint of 200 kms radius from the first pickup supplier is satisfied. It is done 
for the sake of computational simplicity and for the approximate computation of 
distance. A medoid supplier may vary in different time periods. 

The objective function has the following cost components: 

1. Transportation costs between nodes, based on distance and weight, for suppliers; 
2. Fixed Charge for the trucks; 
3. Inventory Carrying Cost at the warehouse; and 
4. Warehouse Storage Cost. 

Terminology 

p Index to denote a part 

s Index to denote a supplier 

τ Index to denote a time unit (of one day) 

t ' Index to denote a time cycle, t
' ∈ {0, 14}. When t

' = 0, the MILP model is run for first 
14 days demand 

S Set of suppliers who are supplying various parts in P(s) (number of suppliers = n {S} 
= N ) 

P(s) Set of products supplied by a supplier (total number of parts = ∑
s∊Sn{P(s)}. 

Parameters 

Dp,s,τ Daily demand (number of units) of part p required from supplier s in time period 
τ 

BIp,s,1 Beginning Inventory available at the beginning of day 1. It is equal to average 

demand for part p over one week for t
' = 0 corresponding to t ' ∈ {0, 14}. 

SSp,s Safety stock of part p supplied by supplier s. It is equal to average demand for 

part p over one week for t
' = 0. 

wp,s Per unit weight of part p from supplier s 

ds,s' Distance between supplier s and the first pickup (notional medoid) supplier s
'
. 

From the geo codes provided, distance matrix indicating the distance between the 

supplier s and s
'
is obtained 

d
'
w,s' Distance between warehouse w and the first pickup (notional medoid) supplier s

'

d
'
s' ,w 

Distance between first pickup (notional medoid) supplier s
'
and warehouse w 

c1 Unit transportation cost with respect to truck type 1 (LTL) 

c2 Unit transportation cost with respect to truck type 2 (TL)

(continued)
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(continued)

Dp,s,τ Daily demand (number of units) of part p required from supplier s in time period
τ

C1 Capacity of truck type 1 (LTL) 

C2 Capacity of truck type 2 (TL) 

OH1 Fixed charge of using truck type 1 (LTL) 

OH2 Fixed charge of using truck type 2 (TL) 

M A very large number (an integer ~ 99,999,999) greater than the truck capacity 

T Total time in days for which the model is run (T = 28 days) or 2 cycles of 
14 days each (cycles commencing from t

'
+1, with t

' ∈ {0, 14}) 
MOQp, s Minimum Order Quantity to be placed for part p by supplier s 

pallet
'
p,s Multiples of order quantity for part p by supplier s (or Supplier Enforced Order 

Multiple) 

Vol/unitp, s Volume occupied by one unit of part p by supplier s 

HC  p,s Inventory holding cost per day (on material cost) 

Wh.C Warehouse space cost charge 

L Transportation lead time (L= 4 days)  

Decision Variables 

Q p,s,τ Quantity (number of units) of part p ordered from supplier s in time period τ. 
I nv p,s,t End inventory of part p from supplier s at the end of time t 

B Ip,s,t ' +1 Beginning inventory available of part p supplied by supplier s at the beginning of 

planning period of 14 days corresponding to t
'
where t

' ∈ {0, 14}. 
Q

'
s,t Total weight of all products transported from supplier s in time t 

δs' ,s' ,t Binary decision variable to represent if a supplier acts as a first pickup (notional 
medoid) supplier in time t 

δs,s' ,t Binary decision variable to represent if a supplier is associated with first pickup 
(notional medoid) supplier with respect to its cluster of suppliers in time t 

k p It is an integer, which indicates multiple of pallet
'
p,s (Supplier Enforced Order 

Multiple) of units of part p corresponding to Q p,s,t 

del1s' ,t Binary decision variable to represent if truck type 1 (LTL) is chosen for the first 
pickup (notional medoid) supplier and the set of suppliers associated with the 
medoid including itself in given time t 

del2s' ,t Binary decision variable to represent if truck type 2 (TL) is chosen for the first 
pickup (notional medoid) supplier and the set of suppliers associated with the 
medoid including itself in given time t 

Ds' ,t Distance traveled by the truck allocated to the first pickup (notional medoid) 
supplier in time t . It is a dependent variable, which depends on the value of δs' ,s' ,t 
in time t 

Q
' '
s,s' ,t It is a variable which stores the weight of order pickup quantity supplied by 

supplier s if supplier is associated with a first pickup supplier in time t

(continued)
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(continued)

Qp,s,τ Quantity (number of units) of part p ordered from supplier s in time period τ.

Qs',t ''' It is a variable which stores the total weight of parts carried from all suppliers 

including the first pickup supplier in time t . It is the summation ofQ
' '
s,s' ,t over all 

the suppliers S 

Costs' ,t Total Transportation cost of the truck allotted to notional medoid supplier s
'
, in 

time period t 

Cost1s' ,t Total charge per day incurred on using LTL type of truck in time period t 

Cost2s' ,t Total charge per day incurred on using TL type of truck in time period t 

Vp,s,t Space required in the warehouse for the end inventory of parts. It is measured in m3 

Objective 

Minimize 

Z = 
t
'+14∑

t=t ' +1

∑

s∈S 
(Costs '

,t ) + 
t
'+14∑

t=t ' +1

∑

s∈S 
(Cost1s '

,t ) 

+ 
t
'+14∑

t=t ' +1

∑

s∈S 
(Cost2s '

,t ) 

+ 
t
'+18∑

t=t '+5

∑

s∈S

∑

p∈P(s) 

(I nv p,s,t × HC  p,s ) + 
t
'+18∑

t=t ' +5

∑

s∈S

∑

p∈P(s) 

(Vp,s,t × Wh.C) 

(10.6) 

subject to all constraints, and 

for all, t
' ∈ {0, 14} (e.g., when t '= 0, the time window is from t=1 day to t=14 days 

and so on). 
Constraint (10.7) ensures that in order to meet the demand in the warehouse (no 

shortage for the part) the quantity to be ordered for given part p from the given 
supplier s for time period t should be greater than or equal to the sum of the demand 
for the same part p from the supplier s over the lead time (L) of 4 days, with Safety 
Stock (SSp,s) for that part being maintained. Safety stock (SSp,s) is the minimum 
level of stock which is maintained in the inventory. At the beginning of day 1, i.e., 
at t

' = 0, BI  is entered by the user as an input. For subsequent periods, e.g., with 
t

' = 14, BI  on the 15th day is given by the inventory leftover at the end of 14th day. 

BIp,s,t ' +1 + 
t∑

τ =t '+1 

Q p,s,τ ≥ 
t+4∑

τ =t '+5 

Dp,s,τ + SSp,s
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∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.7) 

Constraint (10.8) is the inventory balance equation for part p from the supplier s 
in time period t . 

Inventory calculations are done from the (t
'
+5) day to (t +4) days as demand for 

the first four days is taken as 0. Inventory costs are also calculated from day (t
'
+5) 

to day (t +4) in the objective function. 
Inventory at the end of a day is given as follows: Beginning inventory present 

at the beginning of a given cycle + cumulative order quantity received up to that 
day–cumulative demand satisfied by the orders received till that day. 

I nv p,s,t = BI  p,s,t ' +1 + 
t−4∑

τ =t' +1 

Q p,s,τ − 
t∑

τ=t' +5 

Dp,s,τ 

∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 5, t ' + 6, . . . ,  t ' + 18
}

(10.8) 

Constraint (10.9) is used to compute the total weight of all products transported 
from supplier s in time period t is obtained by the product of the ordered quantity of 
each part from the supplier and the weight of the part from the supplier. 

Q
'
s,t =

∑

p∈P(s)

(
Q p,s,t × wp,s

)

∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.9) 

Constraints for Supplier Allocation: Constraint (10.10) ensures that a supplier can 
be assigned to a medoid or first pickup supplier s

'
only when supplier s

'
acts as a  

medoid pickup supplier. 

δs,s '
,t ≤ δs '

,s '
,t 

∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.10) 

Constraint (10.11) ensures that a supplier can have at most one medoid pickup 
supplier in a given time t .

∑

s ' ∈S 
δs,s '

,t ≤ 1 

∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.11)
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Constraint (10.12) ensures that the supplier can act as a medoid pickup supplier 
only if there is some order quantity for that supplier in that time period t . 

δs '
,s '

,t ≤
∑

p∈P(s) 

Q p,s '
,t 

∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.12) 

Constraint (10.13) ensures that a supplier can be assigned to a medoid pickup 
supplier if and only if there is some order quantity for that supplier in that time 
period t .

∑

s ' ∈S 
δs,s '

,t ≤
∑

p∈P(s) 

Q p,s,t 

∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.13) 

Constraint (10.14) forces a supplier to get assigned to a medoid pickup supplier 
if order quantity of all the parts supplied by the supplier is greater than 0. 

Q
'
s,t ≤ M

∑

s ' ∈S 
δs,s '

,t∀s ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.14) 

Constraint (10.15) is to ensure Minimum Order Quantity of a part p from a supplier 
s is given as a parameter so the order quantity for a part p from supplier s should be 
greater than or equal to the MOQ  of that part p from supplier s. 

Q p,s,t ≥ MOQ  p,s ×
∑

s ' ∈S 
δs,s '

,t 

∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.15) 

Constraints (10.16) and (10.17) ensure that order quantity Q p,s,t for a part p by 
supplier s in time t is in multiples of pallet

'
p,s (which is a parameter) of part p by 

supplier s, only when s
'
acts as its first pickup supplier. 

kp is a variable which takes the value of the nearest integer corresponding to the 
value of Q p,s,t . . Constraint (10.18) ensures that order quantity is 0 if s

'
does not acts 

as a first pickup supplier. Also, if s
'
acts as a first pickup supplier, i.e.,

∑
s ' ∈S δs,s '

,t = 1 
then by virtue of constraints (10.16) and (10.17), Q p,s,t is forced to take a positive 
value (Q p,s,t > 0). 

Constraint (10.19) ensures that from Constraint (10.18), if order quantity Q p,s,t 
is 0, and then kp is 0.
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Q p,s,t ≥ pallet '
p,s × kp − M 

⎛ 

⎝1 −
∑

s ' ∈S 
δs,s '

,t 

⎞ 

⎠ (10.16) 

Q p,s,t ≤ pallet '
p,s × kp + M 

⎛ 

⎝1 −
∑

s ' ∈S 
δs,s '

,t 

⎞ 

⎠ (10.17) 

Q p,s,t ≤ M
∑

s ' ∈S 
δs,s '

,t (10.18) 

kp ≤ Q p,s,t (10.19) 

∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

kp-multiples of order quantity. 
Constraint (10.20) is used to compute distance (approximate) traveled by the truck 

allocated to a first pickup supplier s
'
and thereafter other suppliers associated with 

s
'
in time period . 

Ds '
,t =

∑

s ∈ S 
s

' /= s

(
ds,s ' × δs '

,s '
,t

) +
(
(d

'
w,s ' + d '

s '
,w ) × δs '

,s '
,t

)

∀s ' ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.20) 

Constraint (10.21) ensures that supplier s associated with its first pickup supplier 
s

'
should be within radius of 200 kms.

∑

s
' ∈ S 
s

' /= s

(
ds,s ' × δs,s '

,t

) ≤ 200 

∀s ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.21) 

Constraint (10.22) ensures that only one type of truck can be assigned to the first 
pickup supplier in time t . It means in time t , either del1s '

,t = 1ordel2s '
,t = 1, only 

when supplier s
'
acts as a medoid supplier. 

del1s '
,t + del2s '

,t = δs '
,s '

,t 

∀s ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.22)
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Constraint (10.23) is used for the distance traveled by the truck allocated to a first 
pickup supplier s

'
in time period t should be less than the maximum distance that 

can be traveled by the truck in its entire travel. A buffer distance is adjusted with the 
distance so that more number of suppliers can be accommodated in a single trip of 
the truck considering the 200 kms radius constraint. 

Ds '
,t ≤

(
del1s '

,t × 450
) + (

del2s '
,t × 1600

)

∀s ' ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.23) 

Constraint (10.24) ensures the maximum number of pickup suppliers for the truck 
type 1 and truck type 2, i.e., to ensure truck type 1 (LTL) is used for point-to-point 
pickup, and truck type 2 (TL) is used for a maximum of 3 pickups including the first 
pickup supplier s

'
and its associated suppliers.

∑

s∈S 
δs,s '

,t ≤ del1s '
,t + 3 × (

del2s '
,t

)

∀s ' ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.24) 

Constraints (10.25) and (10.26) ensure that weight is calculated corresponding to 
supplier s and s

'
only when supplier s is allocated to that first pickup supplier s

'
at 

a given time t . Constraint (10.27) ensures that if s is not allocated to its first pickup 
supplier s

'
at a given time t , then total weight corresponding to supplier s is 0. 

Q
' '
s,s '

,t ≤ Q '
s,t + M

(
1 − δs,s '

,t

)
(10.25) 

Q
' '
s,s '

,t ≥ Q '
s,t − M

(
1 − δs,s '

,t

)
(10.26) 

Q
' '
s,s '

,t ≤ Mδs,s '
,t (10.27) 

∀s ' ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

Constraint (10.28) computes total weight of products carried from all suppliers 
including the first pickup supplier s ' in time period t . In the constraint below, Q

' '
s '

,t 
represents the total weight corresponding to the first pickup supplier and its associated 
suppliers, which is equal to the sum of all the weights from the suppliers (including 
the first pickup supplier) who are associated with that first pickup supplier in time 
period t . 

Q
' ' '
s '

,t =
∑

s∈S 
Q

' '
s,s '

,t
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∀s ' ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.28) 

Constraint (10.29) ensures that total weight of order quantity from the first pickup 
supplier should be less than or equal to the truck capacity of the particular truck type 
that is assigned to the first pickup (medoid) supplier. 

Q
' ' '
s '

,t ≤
(
del1s '

,t × C1
) + (

del2s '
,t × C2

)

∀s ' ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

(10.29) 

The below constraints are used to find the transportation cost of the truck allotted 
to first pickup supplier and its associated suppliers during time period t if supplier 
s

'
acts as a first pickup supplier. Constraint (10.30) ensures that transportation cost 

of truck type 1 (LTL) which is allotted to first pickup supplier and its associated 
suppliers during time period t is calculated with respect to the total weight Q

' ' '
s '

,t 
shipped by the first pickup supplier including its associated suppliers. The cost is 
computed only when truck type 1 is used for transportation i.e.,del1s '

,t = 1 else cost 
computation is 0 (constraint 10.30 becomes redundant). Constraint (10.31) ensures 
that transportation cost of truck type 2 (TL) which is allotted to first pickup supplier 
and its associated suppliers during time period t is calculated with respect to the 
total distance traveled shipped by the first pickup supplier including its associated 
suppliers. The cost is computed only when truck type 2 is used for transportation 
i.e., del2s '

,t = 1, else cost computation is 0 (constraint 10.31 becomes redundant). 
Constraint (10.32) ensures that transportation cost is 0, if s

'
does not act as a first 

pickup supplier. 

Costs '
,t ≥

(
Q

' ' '
s '

,t × c1
)

− M
(
1 − del1s '

,t

)
(10.30) 

Costs '
,t ≥

(
Ds '

,t × c2
) − M

(
1 − del2s '

,t

)
(10.31) 

Costs '
,t ≤ M × δs '

,s '
,t (10.32) 

∀s ' ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

Constraint (10.33) is used to compute cost if truck type 1(LTL) is used to pick up 
order quantity from first pickup supplier s

'
, i.e., del1s '

,t=1, which is multiplied by 
the minimum charge of using that truck. Constraint (10.34) is used to compute cost 
if truck type 2 (TL) is used to pick up order quantity from first pickup supplier s

'
, 

i.e., del2s '
,t=1, which is multiplied by the minimum charge of using that truck. 

Cost1s '
,t ≥ OH1 × del1s '

,t (10.33)
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Cost2s '
,t ≥ OH2 × del2s '

,t (10.34) 

∀s ' ∈ S; t ∈
{
t

' + 1, t ' + 2, . . . ,  t ' + 14
}

Constraint (10.35) computes the volume occupied by the end inventory in the 
warehouse. This constraint is used to optimize the warehouse storage cost. 

Vp,s,t ≥ I nv p,s,t × 
vol 

uni t  p,s 

∀s ∈ S; p ∈ P(s); t ∈
{
t

' + 5, t ' + 6, . . . ,  t ' + 18
}

(10.35) 

Constraint (10.36) ensures that at the end of given t
'
, beginning inventory for next 

cycle gets updated from the previous cycle. 

BI  p,s,t ' +15 = BI  p,s,t ' +1 + 
t
' +14∑

τ =t '+1 

Q p,s,τ − 
t
' +18∑

τ=t '+5 

Dp,s,τ 

∀s ∈ S; p ∈ P(s); t ' ∈ {0, 14}. (10.36) 

Phase 3: Actual routing cost calculation. The constraint in the case of a TL (milk-
run) type of truck is to choose the suppliers in such a way that they are within a 
radius of 200 kms from the first pickup supplier. This constraint is provided in view 
of making dense clusters for TSP. In our MILP model, the actual travel distance by 
the trucks has been approximated by considering the first supplier visited acts as a 
medoid in the cluster. This umbrella approximation of distance computation is shown 
in Fig. 10.1. Constraint (10.23) in the MILP model (Phase 2) is used to compute the 
approximate distance traveled by the truck. The total approximate travel distance 
consists of to and fro distance from the warehouse to the first pickup (notional 
medoid) supplier, and distance between the first pickup (notional medoid) and its 
associated suppliers.

The actual routing is shown in Fig. 10.2 considering s
'
as the first pickup supplier 

and s1 and s2 as its associated suppliers. The best alternative out of the two routings 
given is the one which is close to the warehouse, s1 → wh or s2 → wh. The actual 
travel cost is then computed for the best routing.
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Fig. 10.1 Umbrella approximation for routing

Fig. 10.2 Actual routing 

10.4 Computational Results 

The proposed MIP model for clustering is executed on the dataset and clusters are 
formed as in the sample Fig. 10.3. As the problem becomes computationally difficult 
to solve, when the number of parts and suppliers increase, clustering model in phase 
1 is used to decompose the larger problem into small clusters. The proposed MILP 
model for order pickup and transport planning is then executed on one of the cluster 
consisting of 30 parts, 7 suppliers, and for a planning period of 28 days. The problem 
instances are solved using ILOG CPLEX 20.1.0.0 on a PC with INTEL® Xeon ® 
CPU E5-2620 v3@ 2.40 GHz 2 Processor, 64.0 GB RAM (10 GB used). After the 
clusters are obtained, a preprocessing check is also done to ensure that the demand 
on the first day doesn’t exceed truck capacity. If the demand for the parts on the 
first day from any supplier exceeds the truck capacity, a separate TL truck is used to 
pick up the extra load from that supplier. The proposed MILP model minimizes the 
transportation, inventory, and warehouse storage costs, and yields the order pickup 
quantity and the transport plan. The model is run twice for every cluster, each with 
a time span of 14 days, and inventory is adjusted for the second period such that end 
inventory on the 14th day is equal to the beginning inventory for the second period, 
which starts from 15th day onwards.
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Fig. 10.3 A representative dataset to show the clusters formation after execution of the proposed 
MIP model for clustering 

Ramkumar et al., (2012) proposed a MILP formulation for a many-to-many multi-
product multi-depot IRP problem. They were able to run small instances consisting 
of two vehicles, two suppliers, three customers, and three periods. They were not 
able to solve the bigger problem instances to optimality in eight hours of CPU time. 
Coelho & Laporte, (2013b) proposed a MILP model for multi-product multi-vehicle 
IRP which could solve instances with up to five parts, five vehicles, three periods, 
and 30 customers. 

The MILP model is solved for 2 time periods, i.e., in the first cycle the order 
placement is from 1 to 14 days for the demand for 1–18 days (considering lead time 
of 4 days), in the second cycle order placement is from 15 to 32 days (considering 
initial 4 days demand as 0) (Table 10.1). 

Numerical Illustration. 

The application of the proposed model is done on a sample data, which is given in 
the link below.

Table 10.1 Results after 
solving the proposed MILP 
model for one time period 

CPU Time (s) Objective value Gap (%) 

3600 6117.571 25.74% 

7200 6117.488 25.74% 

10,800 5692.245 20.19% 

https://docs.google.com/document/d/1H3-E8PvbiJJogL9Efdd0ds_lmSBUXhiD/edit?usp=sharing&amp;ouid=103465411975588874146&amp;rtpof=true&amp;sd=true
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https://docs.google.com/document/d/1H3-E8PvbiJJogL9Efdd0ds_lmSBUXhiD/ 
edit?usp=sharing&ouid=103465411975588874146&rtpof=true&sd=true 

10.5 Conclusion and Future Work 

One of the tactical decisions to be taken by managers is to design the schedule of 
pickup of raw materials from the suppliers, decide on the pickup quantity, and design 
routes. We have proposed an approach to solve the order pickup and transportation 
planning problem prevailing in many inbound logistics industries. The proposed 
model for clustering can be applied to a large-scale setting for breaking a large 
dataset of suppliers to smaller clusters. The proposed MILP model for order pickup 
is computationally expensive for the given dataset instance but can be implemented 
on many more instances for future work. The overall approach can also be used in 
a Decision Support System (Andersson et al., 2010). The approach can be useful 
in automobile industries and retail industries. Time window constraints can also be 
incorporated in the model and lead time variability can also be accounted in the future 
work. 
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Chapter 11 
Performance Evaluation of Trucking 
Industry Using BSC and DEA: A Truck 
Driver’s Perspective 

Krishna Kumar Dadsena, S. P. Sarmah, and V. N. A. Naikan 

Abstract Roads transport lions-share of the freights as they can reach each and 
every corner of the country. In road freight transport, truck is more preferable due to 
its advantages over railways due to its ability to reach beyond geographical barriers, 
quantity barriers, and ease of availability of trucks. In order to achieve efficient and 
reliable operations of the trucking industry the truck drivers play a vital role. As one of 
the major issues the trucking industry facing is shortage of truck drivers. The objective 
of this study is to identify the performance measures and efficiency calculation. In 
order to this study adopted and hybrid approach by combining Balance Score Card 
(BSC) and Data Envelopment Analysis (DEA). The present study considers a case of 
Indian trucking industry, and the efficiency of truck drivers has been calculated. This 
study helps the organization in reciprocal learning, by focusing on the specific factors 
or perspectives for efficiency improvement. The results of the study can also be used 
in strategic implementation to improve the performance of the trucking industry. 

Keywords BSC · DEA · Truck drivers · Trucking industry 

11.1 Introduction 

As the trucking industry is dramatically growing in recent times, its efficient manage-
ment has become a challenging task. To achieve growing customer expectations in 
the competitive market and poor environment condition, the management attention 
needs to be more focused toward performance improvement. With the evolution of 
the trucking industry, the managers started focusing on the performance, productivity,
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and efficiency of individual entity. At present, trucking sector is facing a few crucial 
issues. For example, massive shortage of truck drivers, due to inappropriate educa-
tional qualification, permissible driver’s age, experience, and gender are the crucial 
issues. Analyzing the impact of human resource management on performance has 
become one of the main challenges for the industry. This encourages the management 
to take a strategic step toward the efficient and effective driver management system. 
Such system connects human resource management to their organizational perfor-
mance. These factors open a new dimension of research to the scholars to explore 
the key performance indicators on the perspective of truck drivers. Performance is 
normally assessed based on an evaluation of the responses and estimation of the 
important factors. The traditional technique of performance evaluation is determi-
nation of individual job-related actions and their outcomes considering a particular 
environment. However, in the trucking company, the performance measurement does 
not only depend on output of transport service in terms of ton-km. The job satis-
faction, organizational commitment, motivation of the employees (truck drivers) is 
also needed to be taken into account. Thus, the operational performance of trucking 
industry depends more on the close interrelations with driver’s perspective and their 
job satisfaction criteria. In order to better understand such key performance indi-
cators, we referred a field survey and key literature [15–17]. Some of the typical 
measurements has been considered for this study. The aim of this study is to evaluate 
past performance so that it could be utilized in the planning phase. 

Considering the truck driver’s point of view, the trucking company generally 
concerns the pursuit of a clearly defined mission and vision which is primarily focused 
on the economic concern. However, the challenges faced by the management are to 
translate their mission and vision into targets. This target should not only consistently 
focus on the economical effectiveness but also on the social efficiency. Therefore, 
the trucking industry must consider the truck driver’s perspective, which may help to 
overcome the problem of truck driver shortage. Several methods are available which 
aim to assess the activities carried out by business organizations in their performance 
evaluation. Some of the methods are Balanced Scorecard (BSC), Data Envelopment 
Analysis (DEA), Ratio Analysis, Multi-Criteria Decision-Making (MCDM), etc. 
Among these techniques, BSC is extensively used to align business activities to the 
organizational strategies by strategic planning and management [1]. The Balanced 
Scorecard (BSC) system is a popular performance management technique which 
integrates key measurement indices considering the organizational goals and cate-
gories into four perspectives: Financial, Customer, Internal Business Process, and 
Learning and Growth [2]. On the other hand, DEA is a mathematical approach for 
identifying and analyzing the best practice of peer decision-making units (DMUs), 
in the presence of multiple inputs and multiple outputs [3]. In this paper, we propose 
an integrated approach that combines the BSC and DEA. The motive is to evaluate 
the performance of the trucking industry. 

The remaining parts of the paper are organized as follows. Section 11.2 presents a 
brief review of the literature on performance evaluation, BSC, and DEA. Section 11.3 
presents the methodology of the proposed approach. Section 11.4 produces the results
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and discussion. Finally, Sect. 11.5 summarizes the contributions of the research and 
future research scopes in this direction. 

11.2 Literature Review 

The growing importance of performance measurement approach is changing the 
way managers run their businesses [4]. The BSC is a formal management tool 
which provides a realistic framework which integrates the key stakeholders including 
owners, customers, and employees. “Balance” reflects the attempt to capture financial 
and non-financial measurements, short-term actions as well as long-term strategic 
objectives, internal and external performance perspectives, as well as qualitative-
subjective and quantitative-objective measures [5]. Even though the popularity of 
BSC among practitioners and academia [3, 6, 7], authors have identified several 
limitations. 

1. The trade-offs between the different criteria are not specified by BSC. 
2. Objective weighting scheme for the performance measures is not specified and 

it causes more complexity because of lack of common measurement scale. 
3. BSC may also fail to identify inefficiency in the use of resources. 

These limitations mentioned previously indicate the need of DEA for BSC as 
complementary tool as it can be a helpful tool to deal with these types of issues. DEA 
is a linear programming based on a non-parametric method introduced [3]. Multiple 
measures of inputs and outputs are used in relative efficiency calculation for a group 
of DMUs. In addition to this, it also provides information related to the inefficient 
DMUs. DEA has already been satisfactorily employed in the logistics industry [8] 
and in other segments such as airline industry [9], airports [10, 11], road passenger 
transport [12], and freight transport [13, 14]. However, prior studies discussed that 
the DEA application in trucking industry needs more attention [15–17]. 

Advantages of DEA: 

1. DEA permits to analyze multiple inputs and output factors simultaneously. 
2. DEA solves an optimization problem and gains its weights result. 
3. DEA is a non-parametric approach. 
4. It reduces the bias in parameter estimation. 

An integrated BSC and DEA approach helps to overcome important limitations 
of the BSC by adding the basis for enhanced performance assessment [18, 19]. The 
joint BSC-DEA model helps the managers in decision-making process by providing 
a conceptual framework for the performance as well as the efficiency evaluation 
of their operational process [20]. The importance of performance evaluation of a 
service has become very difficult due to increasing complexity and linkage between 
different operations and strategies. The authors have suggested an integrated BSC-
DEA approach for performance evaluation and validated through a case of automotive 
industry [21]. An integrated BSC-DEA approach provides strength in performance
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measurement internally in relation with methodology and external by adding more 
operational insights to improve the organization performance [22]. However, to the 
best of our knowledge this is the first study which has developed and integrated 
approach using BSC and DEA to evaluate the performance of the trucking industry 
from truck driver’s perspective. 

11.3 Methodology 

BSC is used to identify and specify the casual relationship between the success factors 
based on the vision, mission, and future perspectives of the organization. Figure 11.1 
demonstrates the details of the relationship among the factors based on the four 
perspectives of financial, customer, internal process, and learning and growth. 

The elements and indicators presented in Fig. 11.1 of the BSC are designed and 
further validated through a case of Indian trucking industry. The efficiency assessment 
has been performed by comparative study between the inputs and outputs measures 
which is presented in Table 11.1 obtained from different perspectives.

Vision To provide all time innovative solutions to transport industry by insuring the safest, most 
dependable transporter of security to the customers. 

Mission 
To organize the transportation sector, there by our users get the safe, faster and secure 
services to grow their business and create an excellent (respectable, trust-worthy, reliable) 
customer image. 

Objectives Perspectives 

Revenue growth 
Reduce operating cost (ROC) 
Increase the overall market share 

Financial 

Enhance customer satisfaction 
Corporate image 

Feed drop rate (FDR) or Family issue/ Social life 
Safety and security 
Enhance service quality 
Working environment 

Drivers Satisfaction 
Develop key skill 
Employees turn over (ETO) (More Job Alternatives 
Available or Salary issues) 

Customer 

Learning and growth 

Business processes 

Fig. 11.1 The vision and mission strategy 
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Table 11.1 Input and output measures for DEA models 

Output Measures Objective Input Measure Objective 

Develop 
key skill 

This measures the 
capability to 
organize focused 
training and 
development skill 
for the truck 
drivers 

Driving and 
training 
institute will 
motivate this 
profession 

More Job 
Alternatives 
Available or 
Salary issues 

This indicator 
indicates that 
number of truck 
drivers resigned 
(due to more job 
opportunity or 
salary issue) 

To help the 
effective 
salary/ 
incentive for 
the truck 
drivers 
received 

Employee 
satisfaction 

It measures the 
number of the 
complaints by 
drivers 

Happy 
employees 
work harder, 
more 
productively, 
and remain 
on staff 
longer 

Working 
environment 
or Driver 
Turnover 
Rate (DTR) 

Interview of 
drivers to 
examine your 
workplace 
culture, 
compensation 
packages, and 
benefits 

To create a 
positive and 
pleasure 
working 
environment 
from their 
job 

Safety and 
security 

This measures the 
present image 
with the desired 
image for the 
organization in 
terms of safety 
and security of 
the drivers 

Enhance job 
satisfaction 
and image of 
the 
organization 

Family 
issue/ Social 
life or Feed 
drop rate 
(FDR) 

This measures 
the average rate 
of feeds dropped 
in a month 
because of 
issues related to 
social life 

This can 
help to 
increase 
service 
quality 

Table 11.2 Notations of the 
sets, parameters n Number of decision making units (j = 1, 2, … n) 

s Outputs (r = 1, 2, …, s) 

m Inputs (i = 1, 2, …, m) 

vi Weights assigned to ith input 

ur Weights assigned to rth output 

yr j Amount of output r produced by DMU j; 

xi j Amount of input i used by DMU j; 

The DEA method is basically data-oriented approach, for efficiency evaluation. 
In which the for the number of DMUs multiple inputs and outputs take place in 
calculation of efficiency. The efficiency of Decision-Making Units (DMUs), which 
converts multiple inputs into multiple outputs (Table 11.2). 

Maximize efficiency score (∅) =
∑s 

r=1 ur yr j∑m 
i=1 vi xi j  

(11.1) 

Subject to
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s∑

r=1 

ur yr j  − 
m∑

i=1 

vi xi j  ≤ 0 (11.2) 

m∑

i=1 

vi xi j  = 1 (11.3) 

11.4 Results and Discussions 

The integrated approach is validated through the Indian trucking industry. At initial 
stage, preliminary BCS approach is applied that provides a balanced portfolio for 
performance measurements of this study. The BSC helps to select right measures 
having the strongest causal linkages between the learning and growth with the internal 
business process. In the second stage, the measures from the BSC has been identified 
as the inputs and output variables for the DEA model. We selected a set of ten truck 
drivers and conducted personal interviews with these drivers. The data collection 
has been performed using seven Likert scale (Strongly disagree, Disagree, slightly 
disagree, can’t say, slightly agree, Agree, strongly agree) for ten truck drivers (Table 
11.3).

In this approach, the integration of DEA model leads to select the right indicators 
utilized efficiently. This allows the management to focus on strategic and operational 
goals considering the truck driver’s perspective. The integrated approach provides a 
systematic way of identifying and measuring the performance with higher accuracy. 
Thus, adding more rationale evidence helps in adoption of strategic steps to under-
stand the issues related to the efficiency measurement. The efficiency score and the 
ranking of the truck drivers is shown in Table 11.4.

From the results, it is observed that particularly some delegations (e.g., DMU1, 
DMU4, and DMU6) require attention on learning and growth and internal processes 
perspective. This study helps the management to conduct brainstorming sessions 
with different entities of the organization. This also helps to understand the relevant 
issues from the truck driver’s perspective. This study attempts to develop a strategic 
map by considering the issues related to truck driver’s performance. The development 
of BSC from the trucking industry viewpoint is a significant contribution. It focuses 
on identification of some of the critical issues and performance measurement of the 
industry. Moreover, the integration of the BSC framework with DEA is helpful to 
consolidate the performance results to identify and rank the decision-making units. It 
also suggests appropriate learning strategies. This study is useful to the managers to 
identify the main reasons behind the poor efficiency and performance of the trucking 
industry from the truck driver’s perspective.
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Table 11.4 The efficiency 
score and ranking DMU Efficiency score Rank 

DMU1 0.8370 8 

DMU2 0.9074 6 

DMU3 1.0000 2 

DMU4 0.7775 9 

DMU5 1.0000 1 

DMU6 0.6705 10 

DMU7 1.0000 4 

DMU8 0.8978 7 

DMU9 1.0000 3 

DMU10 0.9517 5

11.5 Conclusion 

This paper attempted to demonstrate the performance of trucking industry consid-
ering the truck driver’s perspective. Management should not only aim to achieve 
effective operation management but also efficient human resource management must 
be taken into consideration. For this, we have reviewed the literature that dealt directly 
or indirectly with the issues related to the truck drivers’ point of view. This approach 
focuses mainly on learning and growth, business process perspective and provides 
good and acceptable results in decision-making. Furthermore, this study reveals how 
the factors like educational qualification and the age of the drivers reflect their mindset 
and efficiency toward their profession. 

This study helps managers in appropriate decision-making and the development of 
strategic steps toward controlling the shortage of the truck drivers. This study reveals 
the conviction and expectation of the truck drivers toward their profession. From the 
result, it can also be observed the way educational qualification and driver’s age factor 
affects their efficiency. This strategic map guides the management in improving the 
performance of the industry by helping in selection of right measurements indicator. 
In the future, this can be extended to multi-objective approach considering different 
perspectives. 
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Chapter 12 
E-procurement: An Emerging Tool 
for Pharmaceutical Supply Chain 
Management 

Esha Saha, Pradeep Rathore, and Bhargav Anne 

Abstract The movement of commodities, services and information in the pharma-
ceutical industry should be planned to effectively turn raw materials into completed 
dosage forms of medications. Pharmaceutical manufacturing companies frequently 
purchase huge amounts of active pharmaceutical ingredients which require efficient 
procurement systems to maintain everyday supply and activities. One of the major 
goals of pharmaceutical supply chain management is to efficiently apply informa-
tion technology to its procurement systems. This research examines the Indian phar-
maceutical companies’ managers’ perspectives about e-procurement technologies 
through a qualitative study. Based on extensive literature review and the obtained 
results, a research model for examining the pharmaceutical companies’ behaviour 
to use e-procurement technologies is proposed. The proposed model is an extension 
of the Technology acceptance model. The identified factors for the model are data 
integration, performance expectancy, cost and user benefit, innovation, infrastruc-
ture, operations, individual attributes, perceived usefulness and perceived ease that 
will influence pharma companies’ attitude-intention-behaviour to use e-procurement 
technologies. 
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12.1 Introduction 

The procurement function in pharmaceutical industries includes purchasing and 
supply management of raw materials like active pharmaceutical ingredients along 
with other medical supplies, equipment, and instruments [1]. A traditional procure-
ment process is characterized by paper-based systems and manual tasks including 
managing suppliers, requesting, and issuing orders, preparing contracts, negotiating 
with suppliers, generating invoices and bills. This traditional procurement process is 
time-consuming, prone to human errors and expensive in resource terms [2]. Elec-
tronic procurement, often known as e-procurement, is an online-based facility for 
procurement. It is an application of information and communication technology to 
procurement operations [3]. E-procurement is currently a powerful tool for improving 
the effectiveness, efficiency and service quality of its users. As a result, it has recently 
received a lot of attention in the corporate world. Many industries have now identi-
fied e-procurement as a priority and have implemented and adopted e-procurement 
in their varied procurement procedures. It has the potential to streamline all areas 
of the procurement process while decreasing transaction time and cost, simplifying 
processes and enhancing standardization [4]. Among many sectors that have imple-
mented e-procurement platforms, pharmaceutical companies have emphasized the 
adoption of e-procurement [2, 3, 5, 6]. 

E-procurement ensures service improvements and cost effectiveness in pharma 
supply chains by enabling end-to-end integrated material purchases from procure-
ment need identification to final payment through the internet. Basic technologies 
such as e-ordering and e-tendering, as well as advanced systems such as computer-
ized procure to pay process, artificial system-based supply management, blockchain-
based product information record and cloud-based supplier risk management may 
be used in e-procurement [4, 7]. Therefore, it is crucial to learn how pharmaceutical 
company managers who are involved in procurement operations view the use of e-
procurement systems. This has motivated us for this study, and it adds the following 
novelty to the literature. First, best to our knowledge, this is the first study that 
examines the pharmaceutical companies’ managers’ opinions about e-procurement 
systems with specific focus on Indian pharma companies. Second, this study uses the 
TAM theory [8] and extends it to the field of e-procurement in the pharmaceutical 
supply chain. Third, this research work provides supporting evidence regarding the 
perspectives of pharma managers towards implementation of e-procurement system 
for pharmaceutical supply chain management. Fourth, it also identifies factors influ-
encing the attitude-intention-behaviour of Indian pharmaceutical companies towards 
the use of e-procurement systems from the theoretical standpoint of the TAM. In 
addition, this study provides answers to the following research questions: 

RQ1. What are the perspectives of pharma managers towards implementation of 
e-procurement system for pharmaceutical supply chain management? 

RQ2. What are the factors influencing the attitude-intention-behaviour of Indian 
pharmaceutical companies towards the use of e-procurement systems from the 
theoretical standpoint of the Technology acceptance model (TAM)?
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The rest of the chapter has been structured in the following way: Literature review 
is presented in Sect. 12.2. Section 12.3 discusses the research methodology. The 
results are shown in Sect. 12.4. Finally, limitations with future research directions 
and conclusion are highlighted in Sect. 12.5. 

12.2 Literature Review 

The pharmaceutical procurement process includes identifying and assessing 
suppliers, selecting the best vendor for purchasing goods including raw materials, 
machinery, and equipment to produce medications, and monitoring their perfor-
mance [1]. Identifying suppliers who can provide cutting-edge technologies, coop-
erative relationships, long duration agreements, and smart contracts to address chal-
lenges in uncertain situations and disruptions, cloud-based ordering systems, elec-
tronic data interchange, online ordering, and automated processes are just a few 
of the advanced services that are required for modern sourcing [5, 9, 10]. These 
services may be provided with the assistance of e-procurement platforms. It can 
aid manufacturers in making purchasing decisions and increase market knowledge 
of suppliers and their products. In addition, cutting-edge technologies like online 
supplier performance tracking, AI-based supplier relationship management, fully 
interactive sourcing support, intelligent servicing, blockchain-based security, and 
Internet of Things (IoT)-based risk management systems can help in advancing 
and improving the pharmaceutical sourcing process [6]. E-procurement and ambi-
tions to improve procurement operations were highlighted by Bag et al. [4]. To 
pinpoint the procurement challenges causing drug shortages, Chebolu-Subramanian 
and Sundarraj [2] worked with decision-makers and the pharmaceutical industry. 
AlNuaimi et al. [11] conducted research on the rise of big data technology to 
modernize and create a green e-procurement system from the conventional one. 
A review study related to supply and inventory model in the supply chain, which 
controls the raw material inventory in procurement operations, works in progress, 
and finished goods, was most recently given by Utama et al. [12]. 

From the review of literature, it has been noted that there is a significant gap 
between strategizing for new technology adoption and implementing such technology 
to obtain the intended benefits. To introduce new technology (such as e-procurement), 
managers’ readiness must be assessed in order to give guidelines capable of handling 
any issues after adoption. Therefore, this research examined pharmaceutical compa-
nies’ managers’ opinions about e-procurement systems with specific focus on Indian 
pharma companies.
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12.3 Methodology 

According to the previous research, India is the world’s largest supplier of generic 
medications, and third in pharmaceutical manufacturing, and fourteenth in terms of 
value [13]. Furthermore, the Indian pharmaceutical business is estimated to be worth 
approximately $120–130 billion by 2030 [13]. With the entrance of new digital 
technologies, the pharmaceutical business in India is undergoing a significant trans-
formation [14]. It is anticipated that digital technologies would significantly alter 
pharmaceutical purchasing and supply management. Therefore, in this study data is 
collected from experts of Indian pharmaceutical industry. The data collection method 
is explained in detail in Sect. 12.3.1. 

12.3.1 Data Collection and Analysis 

With the use of an online survey platform, data was gathered. Twelve open-ended 
questions from the literature [1, 4, 15, 16] were included in the questionnaire. The 
inquiries are shown in Table 12.1. The survey is conducted online, and questionnaire 
was distributed to the pharmaceutical industry experts using email and many social 
networking sites. The details about pharmaceutical managers were gathered from 
websites and online directories. Numerous pharmaceutical managers in operations 
and supply chain received the questionnaire. While sharing the Google Form link, 
the study’s goals and purpose were clearly stated. Since the focus of our research is 
related to pharmaceutical sector in India, hence the selected samples were restricted to 
businesses with operations in India. After data collection, the analyses of qualitative 
data are carried out.

12.4 Results and Discussions 

The study examined Indian pharmaceutical companies’ managers’ opinions about 
e-procurement technologies through a qualitative study. Based on the results, when 
asked whether pharma managers have implemented or planning to implement e-
procurement systems, most of the pharma managers responded that they are planning 
to use e-procurement systems. They believed ‘e-procurement is an advancement over 
manual procurement activities’. Using the e-procurement systems can have substan-
tial cost savings, less manual error, real-time information sharing and more trans-
parency. Besides, for implementation of e-procurement systems, pharma companies 
do not prefer outsourcing of the activity, rather they will select an e-provider or 
develop their own e-procurement system.
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Table 12.1 Questionnaire for the study 

Open-ended questions 

1 Does your company presently use or planning to implement e-procurement systems? 

2 Will you select e-provider, building your own system or outsourcing? 

3 What kind of goods and services will your company procure through a web-based system? 

4 What type of transaction your company will involve in the e-procurement? 

5 What type of decision-making process will your company involve in the e-procurement? 

6 Which type of costs will your company incur while implementing e-procurement? 

7 Will you look for return on investment in e-procurement technology? 

8 Do you think incorporating e-procurement will be challenging? 

9 What is your viewpoint about the future of e-procurement? 

10 How advanced e-procurement technologies may enhance your company’s supply chain? 

11 List some of the specific issues in the implementation of e-procurement in pharma 

12 Any other thoughts you would like to share about e-procurement? 

Source: [1, 4, 15, 16]

Further, all the pharma managers aim for ‘strategic sourcing’ using the e-
procurement procedure. Most of the pharma companies pursue return on invest-
ment in e-procurement technology as a strategic/long-term goal. Among the various 
costs to be incurred by the company for e-procurement system, pharma managers 
mentioned technical equipment costs and training-related costs to have major contri-
bution. Some of the specific issues mentioned by the managers in the implementa-
tion of e-procurement are ‘understanding e-procurement system, handling software-
related issues, frequently changing environment and unwillingness of employees to 
accept the change’. Moreover, the perspective of pharma managers is that advanced e-
procurement technologies can enhance the pharma supply chain. Overall, the pharma 
managers’ opinion is that e-procurement technologies will help the company to 
reduce the manual work involved in the organization. It will also ensure better 
decision-making, which in turn results in efficient operations and a reduction in 
overall supply chain cost. Based on the perspective of the pharma managers and exten-
sive review of existing literature, we have proposed a conceptual model (Fig. 12.1) 
extending the Technology acceptance model (TAM) [8] and Theory of planned 
behavior (TPB) [17] to examine the pharmaceutical companies’ behaviour to use 
e-procurement technologies. The extended TAM-TPB model is composed of major 
13 constructs.

According to the model, data integration, performance expectancy, cost benefit 
and user benefit influence perceived usefulness of e-procurement technology in the 
pharma sector [18]. Innovation capabilities, infrastructure, operations and processes, 
and individual attributes influence perceived ease-of-use of the e-procurement tech-
nology in the pharma sector [19, 20]. Finally, perceived usefulness and perceived 
ease-of-use of the e-procurement technology influence pharma companies’ attitude-
intention-behaviour to use e-procurement services.
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Fig. 12.1 A proposed research framework

12.5 Limitations, Future Scope and Conclusion 

This study has conducted a qualitative study to understand the perspectives of 
pharma managers regarding e-procurement and to identify the factors that will 
influence pharma companies’ behaviour to use e-procurement technologies. Thus, 
along with the qualitative study it is recommended to conduct a quantitative study 
to identify the significant factors influencing pharma companies’ behaviour to use 
e-procurement technologies. However, it has been noted that there is a significant 
gap between strategizing for new technology adoption and implementing such tech-
nology to obtain the intended benefits. To introduce a new technology (such as 
e-procurement), managers’ readiness must be assessed to give guidelines capable of 
handling any issues after adoption. Therefore, this research examined pharmaceutical



12 E-procurement: An Emerging Tool for Pharmaceutical Supply Chain … 127

companies’ managers’ opinions about e-procurement systems with specific focus on 
Indian pharma companies. A future research model for examining the pharmaceutical 
companies’ behaviour to use e-procurement technologies is also proposed. 
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Chapter 13 
Risk and Feasibility of Sustainable 
Techno-Eco-Env Green Supply Chain 

Kapil Manohar Gumte and K. Nageswara Reddy 

Abstract To evaluate the economic risk, a novel supply chain network is designed, 
which is a multi-period, multi-echelon in nature. The dynamic profit is evaluated 
in terms of net present worth (NPW), involving fluctuating money’s value with 
time and depreciation to manage demand–supply ratios. The designed mixed integer 
nonlinear programming (MINLP) supply chain model incorporates technical aspects 
of potential site locations for manufacturing, import, inventory, and retailer, along 
with feasible and flexible connectivity for distribution. Economically, detailed capital 
and operating cost expenses are evaluated to find the cost distribution. Environmen-
tally, greenhouse gas emissions are calculated throughout the different phases of 
the model’s life cycle via life cycle assessment (LCA) following the government’s 
carbon emission injunctions for the penalty of $35 per ton carbon equivalent. The SC 
feasible and infeasible operating conditions are identified via sensitive parameters 
to assist the overall strategic decision. Here, the sensitive parameter, specifically the 
transport cost below | 3.25 per km per kg, is found to be a crucial parameter. When 
unit transport cost increases by 116.67%, the entire project becomes infeasible and 
risky, making NPW negative. Overall, the model incorporates the technical, econom-
ical, and environmental aspects as a step toward a sustainable supply chain by taking 
the cash crop cotton as the case study product for Pune city. 

Keywords Supply chain network design · MINLP · Greenhouse gas emissions ·
Economic risk · Sustainable planning
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13.1 Introduction 

The cost of cotton is increasing at timely intervals (see Fig. 13.1) due to supply 
shortage and higher demand, which categorically implies a demand–supply imbal-
ance [1]. Here, the supply chain (SC) plays a vital role in meeting these demands 
by managing scarce resources as one of the aspects of cost reduction [2] and further 
can help in evaluating financial risk. After focusing firstly on economics, secondly, 
the SC has to take care of environmental regulations as per government injunction. 

The earlier researchers have done theoretical and conceptual work in the domain of 
the cotton industry [3] and proposed significant suggestions related to procurement, 
purchase, planning, utilities, manufacturing, inventory, quality control, distribution, 
sales, etc. However, they missed implementing these ideas using SC quantitative 
modeling for real-time business. Qualitative SC models were available, e.g., Nazeer 
and Fuggate [1] proposed a qualitative supply chain framework based on 18 critical 
success factors (CSF) using a survey from domain technical experts. Bevilacqua et al. 
[4] used the cotton supply chain network to highlight the environmental analysis of 
cotton yarn and mentioned the specific upstream SC points to bring down the carbon 
emissions. Apart from being qualitative, these models missed the other factors related 
to SC’s technical and economic aspects. 

There did exist other types of models for cotton demand and supply, e.g., the 
model by Thakare et al. [6] used the linked Cobs-Douglas profit function to relate 
output supply and input demand, but this model has a limited scope which misses 
the holistic approach of layer by layer evaluation, as done by SC models. Moreover, 
profits obtained did not consider the depreciation and fluctuating time value of money 
over the time horizon. 

The current paper tries to overcome the knowledge gaps mentioned by providing 
a quantitative SC model with the following contributions: 

1. The technical approach takes care of 

• Network structure, Facility locations, and connectivity 
• Uninterrupted flow across the supply chain 
• External import in case of unmet demand to avoid stockouts 
• Warehouse distribution with inventory

Fig. 13.1 Scatter plot 
showing the increasing cost 
of Cotton in India 
(Source: IndexMundi) [5] 

0 

100 

200 

300 

May-16 Sep-17 Feb-19 Jun-20 Oct-21 Mar-23 

Co
st

 in
 ₹

 

Time 

Cost of Cotton



13 Risk and Feasibility of Sustainable Techno-Eco-Env Green Supply Chain 131

2. Environmentally, greenhouse gas emissions based on life cycle assessment 
(LCA) are included to keep a check on the pollution level. 

3. Economically, the fluctuating time value of money and depreciation is incorpo-
rated using the net present worth (NPW) approach. Categorically, costing is done 
in terms of capital expenditure (CAPEX) as a fixed cost and operating expen-
diture (OPEX) as transport, inventory, maintenance, and imports as a variable 
cost. 

13.2 Model 

Three-layered supply chain model is developed using multi-time period for cotton as 
the final product (see Fig. 13.2). The raw cotton is processed at manufacturing units, 
after which these are sent to the warehouses for inventory and distribution. Finally, 
the product is sent to demand retailers at the last layer. To avoid stockouts, the SC 
incorporated via external imports at distributors to avoid revenue losses and service 
level losses. The material flow from left to right, and money flows from right to left 
across the SC. 

It is recommended that the reader goes through Appendix A nomenclature to 
understand the Equation subscript and acronyms along with Equations explanation 
in upcoming passages. Further, the model is developed to maximize the profit, which 
is calculated in terms of net present worth (N PW  ) (Eqs.  13.1 and 13.2), where the 
time value of money, earning Earning  (Eq. 13.3), depreciation Depr (Eq. 13.4) 
capital Capex  (Eq. 13.7), and operating Opex  (Eq. 13.6) expenditures are involved. 

Max profit N PW (13.1)

Fig. 13.2 Schematic view of designed supply chain network for time period t3. The dotted circle 
for site g1 shows the site not selected (Source: Authors) 
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N PW  =
∑

t 

1 

(1 + α)N−1 ((Erningt − Cstingt − Dprt ) × (1 − Φ) + Dprt )∀t 
(13.2) 

Erningt =
∑

p,ru  

Dmd p,r,t SP  p,t ∀t (13.3) 

Dprt =
i 

((1 + i )N − 1) 
(0.5 × I n  f  Ct ) ∀t (13.4) 

Cstingt = Opext + Capext + GH  GeCt ∀t (13.5) 

Opext = I n  f  MCt + TranCt + I nvtdt + ImptCt + PrdCt ∀t (13.6) 

Capext = I n  f  Ct ∀t (13.7) 

The infrastructure cost I n  f  C  involves a binary variable Y to be multiplied by site 
establishment costs across the supply chain (Eq. 13.8). The infrastructure mainte-
nance cost I n  f  MC  (Eq. 13.9) comes under operating cost Opex  and is calculated 
when the plant is not selected such that plant can be reused in the upcoming time 
period if selected again by the algorithm. The operating cost component further 
involves transport cost TranC  (Eq. 13.10), inventory cost I nvtCd  (Eq. 13.11), 
and import cost ImptC  (Eq. 13.12), production or manufacturing or processing 
cost PrdC (Eq. 13.13). The carbon greenhouse gas emission cost GH  GeC  cost 
(Eq. 13.14) is also considered in the model. Equations 13.8–13.14 are based on the 
unitary method. 

I n  f  Ct =
∑

m 

Ymm,tCmm,t +
∑

d 

Y dd,tCdd,t +
∑

im  

Y imim,tCimim,t , ∀t (13.8) 

I n  f  MCt =
∑

m,t 

(1 − Ymm,t )CMmm,t 

+
∑

d,t 

(1 − Ydd,t )CMdd,t +
∑

im,t 

(1 − Y imim,t )CMimim,t , ∀t (13.9) 

TranCt =
∑

l 

UT  Cl 

⎛ 

⎝
∑

p,m,d 

dmdm,d Xmdp,m,d,l,t Qmdp,m,d,l,t 

+
∑

p,im,d 

dimdim,d Ximdp,im,d,l,t Qimdp,im,d,l,t 

+
∑

p,d,r 

ddrd,r Xdrp,d,r,l,t Qdrp,d,r,l,t 

⎞ 

⎠, ∀t (13.10)
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I nvtdCt =
∑

p,d 

U I  Cd  p,du,t invtd  p,d,t , ∀t (13.11) 

ImptCt =
∑

p,im  

U I  mC  p,t impt  p,im,t , ∀t (13.12) 

PrdCt =
∑

p,d 

UprdC  p,t Pm  p,d,t , ∀t (13.13) 

GH  GeCt = ΩEmist , ∀t (13.14) 

Binary variables {0, 1} i.e., X, Y and constraints Eqs. (13.15–13.19) are used 
to make sure that if site Y is selected, then connectivity X is followed to that site 
location.

∑

p,d,l 

Xmd  p,m,d,l,t ≤ Ymm,t , ∀t, ∀m (13.15)

∑

p,m,l 

Xmd  p,m,d,l,t ≤ Ydd,t , ∀t, ∀d (13.16)

∑

p,r,l 

Xdr  p,d,r,l,t ≤ Ydd,t , ∀t, ∀d (13.17)

∑

p,d,l 

X imd  p,im,d,l,t ≤ Y imim,t , ∀t, ∀im (13.18)

∑

p,im,l 

X imd  p,im,d,l,t ≤ Ydd,t∀t, ∀d (13.19) 

Equation 13.20 shows the greenhouse gas emissions GH  Ge  calculation across 
the life cycle assessment (LCA) involving transport, production, and inventory, 
respectively, where the value of Ω obtained is $ 35 per tCO2e [7]. 

GH  GeCt = Ω(Emist ) = Ω
(
Emis  I  nvt t + Emis  Man  f  t + EmisT  ranst

)∀t 
(13.20) 

Emis  I  nvt t =
∑

p,d 

f d  pinvtd  p,d,t , ∀t (13.21) 

Emis  Man  f  t =
∑

p,m 

f m  p Pm p,m,t , ∀t (13.22) 

EmisT  ranst =
∑

l 

fl 

⎛ 

⎝
∑

p,d,r 

ddrd,r Xdrp,d,r,l,t Qdrp,d,r,l,t
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+
∑

p,im,d 

dimdim,d Ximdp,im,d,l,t Qimdp,im,d,l,t 

+
∑

p,m,d 

dmdm,d Xmdp,m,d,l,t Qmdp,m,d,l,t 

⎞ 

⎠, ∀t (13.23) 

Next, Eqs. 13.24–13.33 represent the material flow across the supply chain. Equa-
tion 13.24 shows the production at the manufacturing site Pmu following plant 
capacity Pm Max  and distribution Qmd (Eq. 13.25) to the following distribution 
layer with transport limitations Qmd Max (Eq. 13.26). 

Pm p,m,t ≤ Pm Max  p,m,t Ymm,t , ∀t, ∀p, ∀m (13.24) 

Pm p,m,t =
∑

d,l 

Qmd p,m,d,l,t , ∀t, ∀p, ∀m (13.25) 

Qmd p,m,d,l,t ≤ Qmd Max p,m,d,l,t Xmd  p,m,d,l,t , ∀t, ∀p, ∀m, ∀d, ∀l (13.26) 

The distribution layer has inventory invtd  (Eq. 13.27) and import connections 
import  (Eq. 13.28) with capacity constraints invtd  Max  and impt  Max  where inven-
tory comes in from the previous time period, manufacturers, and import sites and 
goes out to the following retailers (Eq. 13.29). 

invtdp,d,t =invtdp,d,t−1 +
∑

m,l 

Qmdp,m,d,l,t 

+
∑

im,l 

Qimdp,im,d,l,t −
∑

r,l 

Qdrp,d,r,l,t , ∀t, ∀p, ∀d (13.27) 

invtd  p,d,t ≤ invtd  Max  p,d,t Y dd,t , ∀t, ∀p, ∀d (13.28) 

impt  p,im,t ≤ impt  Max  p,im,t Y imim,t∀t, ∀p, ∀im (13.29) 

The import distribution to the distributor layer Qimd (Eq. 13.30) has trans-
port limitations Qimdl Max (Eq. 13.31), followed by a similar constraint Qdrl 
to the following retail layer Qdrl Max (Eq. 13.32) till all the demand Dmd is met 
(Eq. 13.33). The model makes sure that demand is met under all circumstances. 

impt  p,im,t =
∑

d,l 

Qimd p,im,d,l,t , ∀t, ∀p, ∀im (13.30) 

Qimdl p,im,d,l,t ≤ Qimdl Max p,im,d,l,t X imdim,d,t , ∀t, ∀p, ∀im, ∀d, ∀l (13.31) 

Qdrl p,d,r,l,t ≤ Qdrl Max p,d,r,l,t Xdrd,r,t , ∀t, ∀p, ∀d, ∀r, ∀l (13.32)
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∑

d 

Qdrl  p,d,r,l,t = Dmd p,r,t , ∀t, ∀p, ∀r, ∀p, ∀l (13.33) 

13.3 Methodology 

The methodology adopted here is NP-hard mixed integer nonlinear programming 
(MINLP). The optimization model is solved in a 32 GB i7 processor system with a 
GAMS_38.3 programming version where a Dicopt solver is used to solve 93 discrete 
integer variables, 435 single equations, and 252 single variables of a computationally 
challenging model. 

13.4 Data Collection 

The data is collected from authenticated sources and is not shown here due to space 
constraints and can be made available upon asking. 

13.5 Results and Discussions 

13.5.1 Site Location and Connectivity 

From Table 13.1, one can observe that number of sites needed for the last time period 
t3 is one less than earlier time periods t1 and t2, as this can be seen for one reduced 
site selection for manufacturing unit. This happened because demand for the third 
time period is fulfilled via leftover inventories at the distributor site from previous 
time periods (Eq. 13.28) to save the manufacturing cost (Eq. 13.14) and inventory 
cost (Eq. 13.12) as per SC objective to maximize profit (Eq. 13.1). Now, the way 
these sites are connected is shown in Fig. 13.2 for time period t3. 

Table 13.1 Site selection for 
entire time horizon 
(Source: Authors) 

Site selection t1 t2 t3 

Manufacturing (m) 3 3 2 

Distributor (d) 1 1 1 

Importer (im) 3 3 3 

Retailer (r ) 3 3 3 

Total 10 10 9
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13.5.2 Cost Analysis and GHGe 

The distribution of expenses across the time period is shown in Table 13.2, where 
costing decision variables values are shown. The capital expenditure contributes 
6.18%, whereas operating expenditure does 93.82%. Out of the total cost (see 
Fig. 13.3), transport bears 49.88% (maximum), followed by production 32.91%, 
import 10.98%, infrastructure 6.18% cost, and other important sections. Transport 
bears more cost due to logistics and distribution, but imports clearly indicate insuf-
ficient indigenous production and a supply shortage. Hence external import plays a 
vital role in fulfilling the demand at the expense of a higher per-unit cost of cotton 
to avoid customer’s credibility, which is difficult to quantify. 

In Table 13.2 and Fig. 13.2, the GHGe cost is 0.01%. The value of 0.01% appears 
to be small in percentage as it only involves a single city; instead, the contribution will

Table 13.2 Cost analysis of SC (Source: Authors) 

t1 t2 t3 Total 

NPW (|) 3,148,261 5,079,417 4,135,368 12,363,046.4 

Total cost (|) 9,847,280 11,819,597 9,402,719 31,069,595.1 100% 

Capital cost (|) 690,000 690,000 540,000 1,920,000 6.18% 

Infrastructure cost (|) 690,000 690,000 540,000 1,920,000 

Depreciation (|) 104,229.6 104,229.6 81,571 290,030.211 

Operating cost (|) 9,157,280 11,129,597 8,862,719 29,149,595.1 93.82% 

Production cost (|) 3,255,000 4,007,500 2,962,500 10,225,000 

Transport cost (|) 5,111,550 5,806,260 4,579,590 15,497,400 

Inventory cost (|) 2500 2500 0 5000 

Infrastructure maintenance cost (|) 0 0 7500 7500 

Import cost (|) 787,500 1,312,500 1,312,500 3,412,500 

Greenhouse gas emissions (tCO2e) 0.28 0.32 0.24 0.84 

Emission cost (|) 729.76 836.56 628.79 2195.10 0.01 

6.18 

32.91 

49.88 

0.02 
0.02 
10.98 0.01 

Cost distribution for all time horizon 

InfraC ProdnC TransC InvtCdu InfraMC ImpC GHGeC 

Fig. 13.3 Overall cost distribution across SC (Source: Authors) 
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Table 13.3 Effect of 
transport cost on profit 
NPV (Source: Authors) 

Unit transport cost % Transport cost increase N PW  

1.5 0 1.24E+07 

2.5 66.66667 2.63E+06 

3 100 8.47E+05 

3.25 116.6667 −1.89E+06 

be proportionally large as geographical terrain increases. Hence GHGe cost cannot 
be neglected. 

13.5.3 Threshold Value of NPV 

For a project to be economically feasible, the NPW must be zero or positive. When 
sensitivity analysis is done, the transport cost is found to have a major effect on NPV 
in relation to other parameters such as production cost and import cost, etc., and 
is not shown here due to space limitation. When the unit transport cost is made at 
116.67% of the initial value, the profit NPW obtained is negative, making the project 
economic infeasibility, and this is where NPW reaches threshold value mainly due 
to transportation. This also means SC should operate with unit transport costs below 
| 3.25 per km per (Table 13.3). 

13.6 Conclusion 

We presented a novel green supply chain network design model in the current work, 
incorporating sustainable techno-economical-environmental multi-period, multi-
echelon MINLP-based NP-hard problem. The model not only finds the optimal 
location and connectivity to have flexible, dynamic SC but also does the green-
house gas emission calculation and its penalty across the various LCA. Here OPEX 
incorporating the time value of money for profit NPV is found to dominate the 
expenses (93.82%) in which transport cost is the major (49.88%) and most sensitive 
one causing to project risk. The project’s pivotal point is that the threshold value of 
unit transport cost of | 3.25 per km per kg corresponds to 116.67% raise. 

Appendix A—Nomenclature 

It is highly advised to go through this nomenclature section with an explanation of 
subscripts and relate with model Eqs. 13.1–13.30 and its explanation in Sect. 13.2. 
Equations use values of scalars involving N as total time period, α as a discount
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factor, Ω as carbon penalty, i as annual interest rate, Φ as Goods and Service Tax 
(GST). All location sets are encompassed by g with subsets of manufacturer m, 
importer im, distributor d, and customer c sites across the echelons. Sets of products 
p (single) and a Transport mode set l (single) are used along with each time t period. 
SP  stands for selling price, C represents infrastructure establishment costing, and 
CM  represents infrastructure maintenance cost followed by the respective supply 
chain layer name, e.g., Cm and CMm  represents manufacturing plant establishment 
cost and maintenance cost per plant respectively. U shows unit costing parameter, 
i.e., UTC, U I  Cd, U I  mC , UprdC  represents unit transport cost, unit import cost, 
and unit production cost, respectively followed by their respective supply chain layer 
subset fl , f m, f d  show the emission factor for transport, manufacturing unit, and 
inventory unit. d show the distance followed by the site location acronym indicating 
start to end destination in the supply chain. Q shows the transfer quantity between 
two layers followed by connecting layer sites acronym and explicitly indicating 
maximum quantity Max . Y and X indicate binary integers for site selection and 
connectivity between sites, followed by the site location acronym. 
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Chapter 14 
Steel Price Forecasting for Better 
Procurement Decisions: Comparing 
Tree-Based Decision Learning Methods 

Ravi Ram Reddy Palvai and Arshinder Kaur 

Abstract Most of the manufacturing firms are exposed to the risk of Commodity 
price volatility which can have a substantial impact on their operational and financial 
decisions. One of the most used metal commodities in manufacturing industries is 
Steel and the known fact is that steel prices vary over the time making it difficult 
for procurement decisions. With the current advancements in the field of Artificial 
intelligence and Machine Learning, there is a growing emphasis on development of 
accurate forecasting methods for commodity prices that plays an important role in 
procurement decisions for manufacturing firms. The current paper aims to develop 
ML-based forecasting models by employing Tree-based algorithms namely Regres-
sion trees and Random Forests to forecast steel prices. Past 10 years monthly histor-
ical data of several variables impacting the prices of Steel and the prices of steel are 
considered for forecasting Steel Prices. The results reveal that the proposed methods 
present a promising forecast with high accuracy. The major performance metric 
used in this study to measure forecasting accuracy is Mean Absolute Percentage 
Error (MAPE). The tree-based models used in this paper gave MAPE of less than 
5%, indicating that they outperform other traditional forecasting approaches used in 
the literature, making purchase decisions easier. 

Keywords Steel price forecasting · Procurement · Machine learning (ML) ·
Regression trees · Random forest

R. R. R. Palvai (B) · A. Kaur 
Department of Management Studies, Indian Institute of Technology, Madras, India 
e-mail: palvai.raviram@gmail.com 

A. Kaur 
e-mail: arshinder@iitm.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
M. K. Tiwari et al. (eds.), Applications of Emerging Technologies and AI/ML 
Algorithms, Asset Analytics, https://doi.org/10.1007/978-981-99-1019-9_14 

139

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1019-9_14&domain=pdf
http://orcid.org/0000-0001-6151-0547
mailto:palvai.raviram@gmail.com
mailto:arshinder@iitm.ac.in
https://doi.org/10.1007/978-981-99-1019-9_14


140 R. R. R. Palvai and A. Kaur

14.1 Introduction and Background 

Steel is an essential metal commodity and is used as a primary raw material in many 
manufacturing industries. It is the most essential raw material for the construction 
sector and auto manufacturers, while the auto sector is the second largest sector in 
steel consumption only next to the Construction sector making it clear that these 
industries’ operational costs depend on Steel. So, any fluctuation in the steel prices 
has a direct impact on the firm’s profitability. The steel prices being highly volatile, 
there is a heavy need in forecasting these prices in order to make profitable procure-
ment decisions. If the procurement plan is not appropriate, controlling the cost of 
steel purchasing is rather risky since the steel prices are highly volatile. Hence, a 
proper forecasting model with better accuracy is required in order to make purchase 
decisions efficient. 

The market for mineral commodities is highly volatile and constantly changing. 
Traditional forecasting methods such as Exponential Smoothing, Autoregressive 
Integrated Moving Average (ARIMA), Autoregressive Conditional Heteroskedas-
ticity (ARCH), and Generalized ARCH (GARCH), as well as econometric models, 
may not accurately capture the dynamic and time-related nature of metal commodity 
markets when trying to predict their prices. While time series models like ARIMA 
may be able to represent past trends with some degree of accuracy, they may not be 
able to predict sudden changes effectively because of the use of linear models [1]. 

Many works have been studied to forecast the prices of steel by using traditional 
forecasting methods. Adli [2] used ARIMAX model with exploratory variables to 
forecast steel prices in Turkey. Malanichev and Vorobyev [3] used Multiple Regres-
sion model to forecast global annual steel prices. But all these models used in the liter-
ature to forecast steel prices didn’t give promising results. Therefore, advanced fore-
casting techniques using Machine Learning (ML) can be used to achieve forecasting 
results with higher accuracy when compared to traditional forecasting methods. ML 
techniques can deal with huge amounts of data and they are able to find hidden 
patterns and can learn from them. 

This paper considers such ML techniques known as Tree-based Decision learning 
models that can be used to predict the Steel prices. Decision tree algorithm forms 
the basis of these models. A Decision tree works by splitting a data set in order 
to train a model through a recursive partitioning process, and then the model is 
used to predict the value of a target variable based on the independent variables 
[4]. Liu et al. [5] showed that Decision Trees method is capable of accurately and 
reliably predicting copper prices in both short term and long term. Chen and Xin [6] 
proved that Decision tree models performed better than the conventional models like 
Multiple Linear Regression and ARIMA in predicting Crude Oil prices. 

We can measure the performance of this tree-based models on the basis of various 
metrics such as Mean Absolute Percentage Error (MAPE), Mean Absolute Error 
(MAE), and Root mean square error (RMSE). MAPE is used as the performance 
metric in this study.
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14.2 Methodology 

In this section, we discuss various decision learning models considered for the 
purpose of forecasting steel prices. These models are also known in the machine 
learning literature as tree-based methods [7]. The tree-based methods applied in 
our methodology include Regression trees and an Ensemble method called Random 
Forest. 

14.2.1 Regression Trees 

Decision tree learning is a prediction tool commonly used in data mining [4]. Decision 
trees can be applied to both regression and classification problems. Decision trees 
applied to Regression problems where the output variable is numerical are called 
Regression trees [4, 7]. 

Decision trees are tree-shaped diagrams in which a data set is divided into several 
subsets using a sequence of dichotomous classifications. The proportion of unex-
plained variance decreases with each sub-split, but at the cost of a more complicated 
model. The end product is a tree with so-called decision nodes and leaf nodes. The 
nodes in the final layer of the tree are called leaf nodes. Specifically, following a path 
from the root node (top) to a leaf node (bottom) yields a set of decision rules that 
predict the desired output variable [8]. 

The tree structure is created by partitioning the data recursively using impu-
rity splitting criteria until a leaf node is obtained. The process follows a top-down 
approach, starting at the top of the tree where all the observations are initially grouped 
together. The predictor space is divided into smaller regions with each split. The tree-
building process is considered greedy, which means that the best split is selected at 
each step based on the available data at that point, rather than looking ahead and 
choosing a split that may lead to a better tree in the future step. 

To perform recursive binary splitting, we start by selecting a predictor Xj and a 
cutpoint “k” that splits the predictor space into two regions: {X|Xj < k} and {X|Xj 
≥ k}. We select the predictor and cutpoint combination that results in the maximum 
reduction of the Residual Sum of Squares (RSS). This involves considering all predic-
tors X1, …, Xp, and all possible values of the cutpoint “k” for each predictor. The 
objective is to obtain the lowest possible RSS for the resulting tree. We then repeat the 
process by identifying the best predictor and cutpoint to further split the data into one 
of the two previously identified regions. This results in three regions, and we again 
look for the best predictor and cutpoint to minimize the RSS within each of these 
regions. This process continues until a stopping criterion is met (with a maximum 
depth or minimum node size as the stopping criteria). It is essential to note that the 
regions formed are based on the value of a single predictor Xj and cutpoint. This 
process is repeated for each region created, and the resulting tree is built recursively.
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The goal is to find the optimal predictor and cutpoint combination that leads to the 
lowest possible RSS, which helps in identifying the best splits for the tree [7]. 

14.2.2 Random Forest 

Random forest is an ensemble technique that consists of multiple Decision trees and 
is used for both classification and regression problems [9]. For classification tasks, the 
output of the random forest is the class selected by most trees. For regression tasks, the 
mean or average prediction of the individual trees is returned [10]. Random Forests 
for regression extend the single regression tree by building multiple regression trees 
based on random subsets of training data and predictors. Forecasts based on random 
forests take the average of the multiple fitted regression trees’ predictions. 

Regression trees tend to overfit with high variance and low Bias. Using a statistical 
technique known as Bagging (Bootstrap Aggregating), Random Forest can reduce the 
variance while leaving the low bias roughly unchanged [11]. Bagging is a technique 
used to increase the accuracy of any statistical methods (regression trees in our case). 
It involves creating multiple prediction models by fitting separate regression trees on 
random subsamples taken from the training observations. The final prediction is then 
calculated as an average of all the resulting predictions, which reduces variance. This 
approach improves the accuracy of the model by reducing overfitting and increasing 
stability. By generating multiple subsamples and fitting models on each, bagging 
helps to create more robust models that can generalize well to unseen data [12]. 

In random forest method, after the first random procedure which is bagging which 
generates a number of new training sets by randomly sampling with replacement 
from original training set and combines the results of trees fitted by new training sets 
obtained above, there is also a second random procedure which is random subspace 
selection, which selects a random subset of features at each node of the tree. The 
main reason for doing this is to reduce the correlation of individual trees (i.e., the 
predictive ability being similar across the regression trees) in random forests [13]. 

14.3 Data Description and Empirical Results 

14.3.1 Variable Selection and Data Collection 

Several variables influence steel prices. Some of the key explanatory variables taken 
into account while forecasting Steel prices include 

(i) Supply and Demand of Steel Like any other commodity in the world, Steel 
price is mainly affected by its Supply and Demand. For our study, Supply 
and Demand of Steel are considered in terms of total Production Quantity and
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Consumption Quantity of Steel in India, Production and Consumption Quan-
tity of Steel in China and Global Production Consumption Quantity of Steel. 
Production and Consumption Quantity of Steel in China is also considered 
because China is the biggest producer and consumer of Steel hence a deciding 
factor. 

(ii) Steel prices in China China being the biggest producer and consumer of steel 
in the world, Steel price in China can be a deciding factor for the global steel 
prices and also Indian Steel prices. 

(iii) Raw material Prices The price and availability of raw materials in the produc-
tion of steel also plays a major role in deciding Steel prices. Major raw materials 
involved in the production of Steel include Iron Ore and Coking Coal. Hence, 
Iron Ore and Coking Coal prices are considered as independent variables in 
forecasting Steel prices. 

(iv) Crude Oil Prices Energy prices affect the price of almost every commodity. 
Hence, Crude Oil price is considered as one of the affecting variables for the 
steel prices. 

(v) Macroeconomic Indicators Most of the commodity prices are related to the 
economic activity in that country. Hence, Macroeconomic indicators like YoY 
GDP growth, CPI Inflation rate, Interest rates (repo rate in India), Exchange 
rates (USD-INR), Index of Industrial Production, Purchasing Managers Index 
are considered as independent variables in forecasting Steel prices. 

Based on the explanation above and subject to availability, Monthly data for all 
of the following factors has been collected over the last 10 years, i.e., from Jan’2012 
to Dec’2021. The variable list is shown in Table 14.1.

14.3.2 Correlation Between Steel Price and Selected 
Variables 

We first have to confirm that the steel prices are indeed correlated with all the selected 
variables. To quantify the observed qualitative relationships between Steel and other 
selected factors, we computed Pearson cross-correlation coefficients. The Pearson 
cross-correlation coefficient, which ranges from +1 to 1, measures the linear corre-
lation, and thus the degree of linear dependency, between two variables. A coeffi-
cient of +1 is total positive correlation, 0 is no correlation, and −1 is total negative 
correlation. In more detail, Pearson’s correlation coefficient is the covariance of two 
variables divided by the product of their standard deviations [5, 14]. For example, 
for the Steel price, Ps, and Iron Ore price, Pi, the correlation coefficient is defined as 

ρs,i = 
cov(Ps, Pi ) 
σ(s) ∗ σ(i ) 

(14.1)
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Table 14.1 Variables affecting steel prices 

S. no. Variables affecting Indian steel prices Units Source 

1 Production quantity of steel in India MnT worldsteel.org 

2 Consumption quantity of steel in India MnT worldsteel.org 

3 Production quantity of steel in China MnT worldsteel.org 

4 Consumption quantity of steel in China MnT worldsteel.org 

5 Global production quantity of steel MnT worldsteel.org 

6 Global consumption quantity of steel MnT worldsteel.org 

7 Steel prices in China USD/Ton Steelmint 

8 Price of iron ore in India (fines, 64%) INR/Ton Steelmint 

9 Price of iron ore in China (fines, 62%) USD/Ton Steelmint 

10 Price of coking coal premium CNF (Aus) USD/Ton Steelmint 

11 Crude oil import basket price USD/Barrel ppac.gov.in 

12 GDP growth of India % stats.oecd.org 

13 CPI inflation rate % investing.com 

14 Interest rates (repo rates) % investing.com 

15 Exchange rates (USD-INR) INR investing.com 

16 Change in industrial production (IPI) % investing.com 

17 Purchasing managers index (PMI) – Markit 

Table 14.2 Forecast 
performance of tree-based 
models for steel prices 

MAPE (%) 

1 Month 2 Months 3 Months 

Regression tree 5.18 4.47 4.18 

Random forest 2.95 4.24 3.72

Except for crude oil prices, GDP growth, CPI inflation rate, change in industrial 
production, and the PMI index, all other explanatory variables are highly correlated 
(higher than 0.5). More specifically, the steel price is highly correlated with Iron Ore 
price and Coking Coal price which are direct raw materials used in the production 
of steel. This high correlation can be interpreted easily from the dependence of 
Steel prices on its raw material prices. Also, all the other variables which showed 
correlation with steel prices are considered as independent variables for forecasting 
steel prices. The reason for the lack of association between the above-mentioned 
variables, namely, crude oil price and other macroeconomic indicators, is beyond the 
scope of this study.
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14.3.3 Framework and Results 

The variables which are highly correlated with the steel prices are considered as 
independent variables and the target variable is Steel Prices in India (HRC, 2 mm). 

The dataset with all the independent variables and target variable is first split into 
random training and test samples with test size of 25% and the remaining 75% as 
training data. The training sample is used to fit the model, while the test sample is 
used to evaluate the model’s forecasting accuracy. We repeat this approach using the 
same random training and test sample for both Regression Tree and Random Forest 
model. 

In these two models, we consider lagged independent variables to train the model 
i.e., if we are doing a 1-month price forecast, we take 1-month lagged exploratory 
variables corresponding to the present month’s target variable. For example, we train 
the model using April month’s explanatory variable data to forecast May month’s 
steel price. Similarly, March month’s explanatory variable data to forecast April 
month’s steel price. In the same way, if we are doing a 2-month price forecast, we 
take 2-month lagged variables corresponding to the present month’s target variable 
i.e., to forecast March month’s Steel price, we use January month’s explanatory 
variables. 

To evaluate the model’s forecasting performance, we use Mean Absolute 
Percentage Error (MAPE) as the measure of forecasting error. Root Mean Squared 
Error (RMSE) and Mean Absolute Error (MAE) can also be used as performance 
metrics but MAPE is more standard when measuring forecasting error [15]. Lower 
the MAPE value, higher will be the accuracy or performance. Formally, the MAPE 
is given by the following expression 

MAPE = 
100% 

n 

n∑

t=1

∣∣∣∣
At − Ft 

At

∣∣∣∣ (14.2) 

where At is the Actual value and Ft is the Forecast value. 
After evaluating the MAPE of the test data to evaluate the model’s performance, 

it was discovered that the MAPE values are substantially lower (less than 5%), 
indicating that the models’ accuracy is quite good. The table below shows the MAPE 
values for both Regression Tree and Random Forest models for 1, 2, and 3 months 
forecasts. 

From the Table 14.2, it can be noted that the tree-based models showed higher 
accuracy in forecasting Steel Prices. Random Forest model with lower MAPE 
outperformed Regression tree model in terms of accuracy.
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14.4 Conclusions 

The current work suggests Tree-based Machine Learning algorithms to forecast steel 
prices instead of traditional forecasting methods used in the literature to increase 
the performance of the forecasting model. We have used several explanatory vari-
ables including some macroeconomic variables that showed correlation with the 
steel prices. Using monthly data for the past 10 years, our empirical analysis shows 
that Random Forest model outperformed Regression tree model in terms of accu-
racy. Although steel price has been used as the target variable in our study, these 
tree-based methods are easily applicable to forecast other commodity prices as well, 
except that the explanatory variables might differ. In this study though the models 
are used for short-term forecast only (because of limited past data), it can also be 
extended for long term if we have enough data (or weekly data for 10 years). There 
are also several advantages in using these tree-based methods compared to the tradi-
tional regression methods including the fact that these models don’t need to make 
any assumptions about how the factors are related or distributed. More advanced 
tree-based ensemble models like Adaptive Boosting (AdaBoost), Gradient Boosting 
Decision trees (GBDT), Extreme Gradient Boosting trees (XGBT), etc., can be used 
to increase the performance of the forecast when dealt with huge data. 

This accurate forecasting of Steel can hugely benefit procurement decisions for 
construction and automobile industries since steel is their major raw material. One 
can develop an optimal order plan based on the predicted steel price, which can have 
a significant impact on the firm’s profitability. 
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Chapter 15 
An Interactive Game Theory Analytics 
to Model the Panic Buying When 
the Downstream Supply Chain Channel 
Partners Undergo Horizontal Coopetition 
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Abstract During COVID-19, many large economies like European Union, the U.K., 
Japan and Mexico officially encouraged companies to undergo coopetition to counter 
commotions, hoardings and stock-piling. Observing the benefits, many companies 
and economies are formally coming up with official norms for coopetition. This 
study suggests a novel interactive strategic algorithm using Game Theory to model 
the pricing decisions and quantify the optimal order quantity and profit during coope-
tition. For the analysis, we assumed a dual-channel supply chain consisting of the 
manufacturer, retailer and e-tailer. The Stackelberg game was used to model the 
interaction between the upstream and downstream partners. We assumed coopetition 
between the downstream retailer and e-tailer and modelled the interaction. Later we 
analysed the performance of the channel partners under normal buying conditions 
and panic buying and compared them to derive the propositions. During the coope-
tition model, the retailer’s optimal price, order quantity, and profit increased during 
panic buying, whereas only the optimal price increased for the e-tailer. Manufac-
turer could reap maximum benefits during the panic buying period. The interactive 
analytics developed can aid the management practitioners in developing decision 
support systems and multi-agent systems during coopetition. 
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15.1 Introduction 

Competing businesses may cooperate for a variety of reasons, and there are numerous 
ways that the customers and the companies can get benefit from these collaborations. 
This idea leads to coopetition [1–3], a business condition where the organisation 
competes and cooperates simultaneously. For example, many competing authorities 
of large economies like the European Union, U.K., Japan, Mexico have issued offi-
cial guidelines for companies to pool their experience and identify best practices 
to collaborate, cooperate and compete during COVID-19 [4–7]. They suggest that 
this will ensure supply, avoid supply-chain commotions, hoardings, stock-piling, etc. 
Observing the benefits, many companies and economies are formally coming up with 
official norms for coopetition. For instance, Pfizer and BioNTech reached a deal in 
March 2020 to work together on COVID-19 vaccine. In accordance with this busi-
ness environment, we develop an interactive analytics to model the interaction of the 
supply chain partners when the downstream partners undergo coopetition. Later we 
analyse the impact of panic buying [8–10] on the same supply chain. As far as we are 
aware, this is the first game-theoretic study that examines the effects of panic buying 
or supply chain disruptions when the downstream partners engage in coopetition. 

Panic buying occurs when people engage in surplus buying and storing goods 
extensively in their homes, expecting a shortage of supplies in the near future. This 
usually affects supply chains and creates drastic and severe disruptions. Panic buying 
usually extends from the period between the declaration of the lockdown and the 
stringent implementation of lockdown. In most countries, there will be a minuscule 
time between the declaration of lockdown by the authorities and implementation of 
the lockdown—this span for about 48 h in most of the countries [11, 12]. During panic 
buying, people prefer to have immediate gratification [13]. As a result, consumers 
depended more on retailers. Ambiguity about the future also forced people to avoid 
the e-tailer channel during the initial period. Based on the above-mentioned business 
condition, we formulate the following research objective. 

RO:1 Develop an interactive analytics to analyse the supply chain partners’ 
performance when the downstream partners undergo coopetition. 

RO:2 Analyse the impact of panic buying on downstream channel partners when 
the downstream channel partners undergo coopetition. 

The interactive analytics developed was found to be successful in modelling the 
pricing decisions of the normal period and panic buying period. The optimal price of 
all the downstream channel partners increased, whereas the optimal order quantity 
increased only for the retailer. Consequently, the optimal profit increased only for 
the retailer. The manufacturer was the channel partner who could reap maximum 
benefit from this condition as a tremendous increase was observed in his profit. 

In the following section, we report an account of the existing studies in the field.
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15.2 Literature Review 

The internet has reached every corner of the world. Thanks to the development of 
higher generation telecom facilities. Along with that, this period witnessed the growth 
of many prominent third-party logistics companies like FedEx, UPS and Dehlivery. 
As a result, many companies like IBM, Apple, Dell, HP, Nike and Walmart started 
opening their own online channel to reach out to the customer. This gives rise to 
a concept called partially integrated dual-channel supply chain, in simple Dual-
Channel Supply Chain (DCSC) [14]. After that, there were many studies conducted 
to study the pricing [15, 16], inventory policies [17, 18] and channel coordination 
[19, 20] in integrated DCSC. A change in the DCSC studies was brought by Rofin and 
Mahanty [21] by bringing e-tailers into the studies and thereby adding decentralised 
DCSC into the literature. Our study mainly addresses the disruptions in decentralised 
DCSC. Since there are no studies in the field, we are reviewing the disruption studies 
in integrated DCSC. 

Due to the intrinsically complex behaviour of supply chains and the dynamic 
nature of the market, disruptions [22–25] are usual. The disruptions in a partially 
integrated DCSC were first studied by Huang et al. [24], using a linear demand 
equation and Stackelberg game. Using the same equation and game, Huang et al. 
[26] studied the disruption in production cost and found that the production costs 
need to be revised during disruption. He also found that the actual production cost has 
some robustness during disruption. Cao [27] studied the disruptions in the demand 
using the Stackelberg game and derived the optimal profit during normal and demand 
disruptions. He then compared them to quantify the information value and developed 
a revenue sharing method for coordination. Zhang et al. [28] found that coordinating 
a dual-channel supply chain could achieve the integrated profit of the supply chain 
and alleviate the channel conflict. 

Soleimani et al. [22] analysed optimal decisions in a dual-channel supply chain 
under simultaneous demand and production cost disruptions. They discovered a 
strong correlation between production costs and demand interruptions, which affects 
price and production choices. Yan et al. [29] show that the amount of change in 
decision-making is a linear function of the amount of demand disruption, and it is 
independent of the risk-averse coefficient. They learned that the two models’ optimal 
system production exhibits stability. Tang et al. [30] analysed channel competition 
and coordination of a dual-channel supply chain during the simultaneous disruption 
of demand and cost. 

Huang et al. [31] made a change in the conventional DCSC disruption studies by 
introducing the concepts of different supply chain power structures: the manufacturer 
Stackelberg game, the retailer Stackelberg game and the vertical Nash game. They 
improved the performance of the supply chain by using the virtual production cost 
function. Service and pricing strategies with competition and cooperation in a DCSC 
with demand disruption were studied by Pi et al. [32]. They derive the Stackelberg-
Nash equilibrium in the retailer cooperation and independence models using game 
theory and the two-stage optimisation method. Rahmani and Yavari [25] analysed
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the pricing policies of dual-channel green supply chain during demand disruptions 
and found that when a demand disruption occurs, the original production quantity 
determined based on the predicted demand will have some robustness in both the 
centralised and decentralised dual-channel green supply chain. 

By analysing the existing academic studies, we found scant literature in the 
following areas. 

(a) To the best of our knowledge, there is no game-theoretic analytics for the 
coopetition between downstream channel partners in a DCSC. 

(b) Very scant literature analyses panic buying disruption in a decentralised DCSC. 

We use the following analytics to address the research gaps. 

15.3 Interactive Analytics and Models 

We are assuming a DCSC [29, 33] consisting of a manufacturer and two downstream 
channel partners [34]. We employ Stackelberg game [25, 31] to study the interaction 
between the upstream channel partner and downstream partners. We also assume 
that the retailer and e-tailer enter into coopetition [1–3] to reduce the disruption. We 
propose a basic linear demand function, D = a −λp [24, 25] to relate the relationship 
between the retailer and e-tailer. Here, the term a stands for ‘base market potential’, 
which is defined as the level of demand for the good at zero cost. We also assume 
that the demand of the product is sensitive to the price [31, 35, 36] and is denoted 
by own price elasticity, λ. It can be defined as the change in demand due to a unit 
change in price. These presumptions led to the derivation of the following equations. 

Demand for the retailer, Dr = ar − λpr + γ pe (15.1) 

Demand for the e-tailer, De = ae − λpe + γ pr (15.2) 

Here γ signifies cross-price elasticity. Additionally, we suppose that λ, γ > 
0 and λ > γ  . 

We presume that the manufacturer and downstream channels engage in a Stack-
elberg game. Being the Stackelberg leader, the manufacturer sets the wholesale 
price. 

Profit of the Retailer = πr = (Pr − w)Dr 

= (Pr − w)(a + γ Pe − λPr ) (15.3) 

Profit of the e-tailer = πe = (Pe − w)De 

= (Pe − w)(a − λPe + γ Pr ) (15.4)
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Fig. 15.1 Backward induction analytics 

Profit of the Manufacturer = πm = (w − s)(Qr + Qe) (15.5) 

Here, Qr , Qe represent the relative order quantities of retailers and online retailers, 
and s stands for the unit production cost. Backward induction can be used to deter-
mine the wholesale price, w as shown in Fig. 15.1. We have assumed disruption in 
base market potential [25, 27] and Δar represent the disruptions in the base market 
potential of retailer. 

Based on the above-mentioned basic equations and backward induction analytics 
shown in Fig. 15.1, we have formulated the following pseudocode for the study. 

Based on the interactive analytics developed, we have derived the optimal 
conditions for normal and panic buying periods (Please see Table 15.1).

In the next section, we report the propositions by comparing the two periods. 

15.4 Propositions 

Proposition 15.1 The optimal price of the retailer increased during the panic buying 
when the downstream channel partners undergo coopetition by Δar λ(10λ−7γ )  

4(γ −λ)(γ 2−4λ2) . 

Proposition 15.2 The optimal price of the e-tailer increased during the panic buying 
when the downstream channel partners undergo coopetition by Δar (5γ λ+2λ2−4γ 2) 

4(γ −λ)(γ 2−4λ2) .
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Proposition 15.3 The optimal order quantity of the retailer increased during 
the panic buying when the downstream channel partners undergo coopetition by
Δar (γ −6λ)λ 
4(γ 2−4λ2) . 

Proposition 15.4 The optimal order quantity of the e-tailer decreased during 
the panic buying when the downstream channel partners undergo coopetition by
Δar λ(2λ−3γ )  
4(γ 2−4λ2) . 

Proposition 15.5 The optimal profit of the retailer increased during the panic buying 
when the downstream channel partners undergo coopetition by 

1 

256(γ 2 − 4λ2)
4 λ(λ(Δar γ − 2sγ 2 − 6Δar λ − 2sγ λ  + 4sλ2 

+(−3γ + 2λ)ae + (γ − 6λ)ar )
4 − 16(γ 2 − 4λ2 ) 2 (−2s(γ 2 + γ λ  − 2λ2 ) 

+(−3γ + 2λ)ae + (γ − 6λ)ar )
2 ) 

Proposition 15.6 The optimal profit of the e-tailer decreased during the panic buying 
when the downstream channel partners undergo coopetition by 1 

16(γ 2−4λ2)
2 Δar (3γ − 

2λ)λ(3Δar γ + 4sγ 2 − 2Δar λ + 4sγ λ  − 8sλ2 − 2(γ − 6λ)ae + (6γ − 4λ)ar ). 

Proposition 15.7 The optimal profit of the manufacturer increased during the 
panic buying when the downstream channel partners undergo coopetition by
Δar λ(x+4sγ −4sλ+2ae+2ar ) 

8(γ −2λ)(γ −λ)
. 

15.5 Discussions 

The main contribution of the study is the novel analytics to model coopetition and 
mathematical modelling of panic buying when the retailer and e-tailer undergo coope-
tition. The models for both pre-pandemic and panic buying were developed and anal-
ysed to find the impact of panic buying. It was observed that the decision variables, 
the price of the downstream partners, increased during the panic buying period. But 
the optimal order quantity only increased for the retailer. This period also witnessed 
a high increase in the profit of the manufacturer. A similar trend was observed for 
the retailer. But e-tailer couldn’t reap benefits from this period, and profit signif-
icantly decreased. This study adds to the body of academic knowledge since it is 
the first to focus on the panic buying that occurs in DCSC when the downstream 
channel partners undergo coopetition. Also, this study is the first one that focuses on 
asymmetrical disruptions. 

The study also aids managers in developing decision support systems when down-
stream partners undergo coopetition and to make optimal decisions during pandemic 
disruptions. It was found that, during the initial period of pandemics, the retailer 
should increase the stock of goods. Else he will face stockout which will affect
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his profit. On the other hand, e-tailer needs to curb the price of the product. The 
increase in the product price during the panic buying period decreased the demand 
and, thereby, the optimum order quantity of the e-tailer. This significantly created 
a sharp decrease in his profit. The initial days of the pandemics are honoured to be 
the period where the manufacturer can reap maximum benefit from the market. The 
manufacturer must be able to escalate the entire process to increase production. Else 
it will result in market punishment and, thereby decrease in profit. The interactive 
analytics developed can be used to make decision support systems for collaborative 
models and as an input to multi-agent systems. 

15.6 Conclusions 

The study’s primary purpose is twofold: (1) to present interactive analytics to model 
the coopetition between downstream channel partners in a supply chain and (2) 
to analyse the impact of the panic buying when the downstream channel partners 
undergo coopetition. We have developed novel analytics using the Stackelberg and 
cartel model to study the coopetition among downstream channel partners in a Dual 
Chanel Supply Chain. With the aid of the Stackelberg and cartel games, we modelled 
the interaction and compared the normal period with panic buying to quantify the 
increase or decrease of the optimal price, optimal order quantity and optimal profit. 
The study can be extended in different dimensions. We have analysed only the panic 
buying period. Analysing the lockdown period and associated disruption will tell a 
different story. 
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Chapter 16 
Supply Chain Data Analytics 
for Predicting Delivery Risks Using 
Machine Learning 

Arun Thomas and Vinay V. Panicker 

Abstract The most difficult predictive challenge in supply chain disruption manage-
ment is order delivery delay. Identifying the risk in delivering an order in the sched-
uled time will help the company to focus on the prioritized orders to mitigate the 
disruption before its occurrence. This research presents a machine learning-based 
predictive model for delivery risk prediction of different product orders. The proposed 
approach deals with an imbalanced class problem, where the frequency of orders 
which have the delivery risk is rare when compared to the orders that do not. The Area 
Under the Curve (AUC) score is the selected performance metric for the proposed risk 
prediction problem. With a comparative analysis, it is found that the Random Forest 
model in Synthetic Minority Over-sampling Technique (SMOTE) with the Tomek 
link gives a better performance with an AUC score of 0.80. It is also found that 
the Random Forest model performs better in SMOTE and SMOTE Tomek oversam-
pling methods, whereas K-Nearest Neighbour (KNN) performs well in the random 
oversampling technique. 

Keywords Delivery risk ·Machine learning · Supply chain disruptions ·
Prediction 

16.1 Introduction 

A disruption in the supply chain is an unanticipated or unplanned occurrence that 
disrupts the usual flow of goods, materials, or services throughout an entire supply 
chain. Modern supply chains are becoming increasingly vulnerable to disturbances, 
and a disruption in one region of the world may affect the performance of companies 
all over the world [1]. A study conducted by Business Continuity Institute in 2019 
reveals that every year, more than 56% of organizations in the world experience a 
supply chain disruption, and the firms have started to analyze the disruptions more
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seriously [2]. Delivery delay of products is an import type of disruption occurred 
on the downstream side of a supply chain. Recently, the dynamics of companies’ 
competing efforts have had an impact on efforts to handle orders so that goods can 
reach consumers at the appropriate time and in the right place [3]. 

This work presents the application of supervised learning algorithms in delivery 
risk prediction of orders in supply chain disruption management with the combination 
of ensemble classifiers and sampling methods. 

16.2 Literature Review 

Data analytics in the supply chain are categorized into three main categories such as 
prescriptive, descriptive, and predictive analytics [4, 5]. Prescriptive analytics entails 
using predictions to optimize the existing situation and taking action to progress 
toward a more desirable state. Several articles discussed the application of big data 
and machine learning to predict disruptions in the supply chain. Dani [6] proposed 
a proactive approach to identify the potential risk source by using data mining. De 
Santis et al. [7] presented a predictive model for the backorder imbalanced class 
problem, where the frequency of items that are back-ordered is very less compared 
to those that are not back-ordered. Shajalal et al. [8] also discussed the same backo-
rder prediction problem considering the same data set and developed a deep neural 
network model for the prediction of probable backorders. Brintrup et al. [9] discussed 
how an original equipment manufacturer may use data analytics to identify first-tier 
supply disruptions using historical data and compared the performance of different 
machine learning algorithms for the selected prediction problem. Singh et al. [10] 
presented a public distribution system model with three different cases to analyze 
food supply chain disruptions. 

16.3 Methodology 

16.3.1 Dataset 

The data set was downloaded from a public repository (https://data.usaid.gov/d/a3rc-
nmf6) which includes shipment and pricing data of the health commodity supply 
chain from 2006 to 2015. Table 16.1 lists the most relevant variables in the dataset 
and their descriptions. The steps followed in the development of the risk prediction 
models are shown in Fig. 16.1.

https://data.usaid.gov/d/a3rc-nmf6
https://data.usaid.gov/d/a3rc-nmf6
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Table 16.1 Summary of the dataset 

Dataset Number of 
features 

Positive class Negative class Total Imbalance ratio 

Supply chain 
Shipment data 

33 1186 9138 10,324 12:88 

Fig. 16.1 Steps followed in the development of the risk prediction model 

16.3.2 Exploratory Data Analysis and Pre-processing 

After removing the duplicate details, processing the missing values, and initial feature 
selection, it was found that the dataset contains 10,324 orders of five product groups 
from 73 vendors of which 12% of orders are delivered later than the scheduled date. 
The positive class in the analysis means the orders which are late, and the negative 
class means the orders which are delivered on or before the scheduled date. However, 
upon closer inspection, it is found that the occurrence of the negative class, i.e., the 
orders delivered on time is substantially greater than the positive class, i.e., the orders 
delivered late. So, the dataset is highly imbalanced, and this imbalance may cause 
false-positive classification errors in the results.
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Fig. 16.2 Class imbalance statistics of the dataset 

16.3.2.1 Handling the Class Imbalance 

A dataset is unbalanced in supervised learning when the number of instances of a 
specific class of interest is infrequent when compared to the other classes. There 
are numerous classification issues of this sort in the real world such as pollution 
detection, and risk management, hence this is an interesting subject to explore [11] 
and [12]. Figure 16.2 shows the class imbalance statistics of the problem. 

16.3.2.2 Synthetic Minority Over-Sampling Technique 

In this method, the balancing of the two classes is done by creating artificial data 
points based on similarities in feature space between the existing minority class by 
considering the K-nearest neighbors in the Euclidean space. 

The dataset contains five numerical features. Figure 16.3 shows the correlation 
heatmap of all numerical features. From the figure, it is found that the features of 
line-item quantity and line-item value are highly correlated with a correlation value 
of 0.84, and one of these features is removed from further analysis.

16.3.3 Feature Engineering 

The process of transforming raw data into features that may be used to develop a 
machine learning prediction model is known as feature engineering. It is found that 
out of the initially selected 19 input features, 14 features are categorical. To build 
a predictive machine learning model with these features, the categorical features



16 Supply Chain Data Analytics for Predicting Delivery Risks Using … 163

Fig. 16.3 Correlation heatmap of all numerical features

must be converted into numerical values. Table 16.2 shows the number of unique 
values in each categorical feature. The categorical features are encoded by using two 
feature encoding techniques. The features with several unique values of less than ten 
are encoded by using the One Hot encoding method and the remaining features are 
encoded by the frequency encoding method. 

Table 16.2 Number of 
unique values in categorical 
features 

Sl. No. Categorical feature name Unique values 

1 Project code 142 

2 Country 40 

3 Managed by 4 

4 Fulfill via 2 

5 Vendor INCO term 8 

6 Product group 5 

7 Sub classification 6 

8 Vendor 73 

9 Molecule/test type 86 

10 Brand 48 

11 Dosage 54 

12 Dosage form 17 

13 Manufacturing site 88 

14 First line designation 2
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Table 16.3 Confusion matrix 
Predicted negative Predicted positive 

Actual negative True negative (TN) False positive (FP) 

Actual positive False negative (FN) True positive (TP) 

16.3.4 Selection of Suitable Performance Metrics 

In a binary classification problem, accuracy, precision, and recall are the commonly 
used metrics to evaluate a classifier’s performance. The confusion matrix shown in 
Table 16.3 is used to compute these standard assessment criteria. 

Accuracy (Acc) is the most used performance evaluation metric of any classifi-
cation algorithm, which can be calculated by “Eq. 16.1”. 

Acc = TP + TN 
TP + TN + FP + FN (16.1) 

If the dataset is balanced, accuracy can be selected as a standard performance 
metric for classification problems. The accuracy is not a good performance indicator 
of the classifier when the output variable is imbalanced. In such an imbalanced 
class context, selecting a suitable assessment metric that achieves the necessary 
performance is critical. In these cases, the class-independent metrics, and the area 
under Receiver Operating Characteristic (ROC) curve are the preferable alternative 
assessment metrics [13]. Recall and precision are two more metrics that are frequently 
used as suitable measures for estimating the performance of the balance classification 
problem. 

The AUC score is the commonly used performance assessment metric on class 
imbalanced problems. In this work also AUC score is used to validate the performance 
of the proposed machine learning classification algorithms. 

16.3.5 Algorithm and Feature Selection 

In every machine learning project, feature selection is critical. To develop an effec-
tive machine learning algorithm, the features must be independent, informative, and 
discriminating. From the literature review, it is found that most of the risk predic-
tive models are developed by using K-Nearest Neighbour, Random Forest, Logistic 
Regression, and Support Vector Machine (SVM).
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Table 16.4 Parameters used for different algorithms 

Logistic 
regression 

K-nearest 
neighbour 

Support 
vector 
machine 

Random forest 

Tol = 
0.0001, C = 
1 solver  = 
‘lbfgs’ 
Max 
iterations: = 
25,000 

neighbours 
= 3 
metric = 
‘minkowski’ 
p = 2 

probability 
= True, C = 
0.01 

criterion = ‘gini’, max_features = “log2”, min_ 
samples_leaf = 10, max_depth = 30, n_estimators 
= 100 

16.4 Results and Discussions 

16.4.1 Results Comparison and Evaluation 

The delivery risk prediction problem is solved by using four different machine 
learning algorithms including K-Nearest Neighbour, Random Forest, Logistic 
Regression, and Support Vector Machine. The parameters used for different 
algorithms are given in Table 16.4. 

The proposed models are solved by using three different oversampling methods 
including random oversampling, SMOTE, and SMOTE Tomek methods. Figure 16.4 
shows the ROC curve of different algorithms used in model creation.

16.4.2 K-fold cross-validation 

It is frequently used in machine learning modeling approaches to compare and select a 
model for a particular predictive modeling challenge. In order to minimize overfitting 
in training, a stratified fivefold cross-validation technique is used. Tables 16.5, 16.6, 
and 16.7 show the performance metrics values of different algorithms after cross-
validation by considering three different over-sampling methods.

AUC score is the selected performance metric for the proposed risk prediction 
problem, and from the analysis, it is found that the Random Forest model with 
SMOTE Tomek oversampling method gives a better performance with an AUC score 
of 0.80. It is also found that the Random Forest model performs better in SMOTE and 
SMOTE Tomek oversampling methods, whereas KNN performs well in the Random 
oversampling method.
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Fig. 16.4 Receiver operator characteristic curve of different algorithms

Table 16.5 Performance metrics values with SMOTE oversampling 

Algorithm/Performance metrics Precision Recall F1_score Accuracy AUC_score 

Logistic regression 0.62 0.78 0.69 0.65 0.69 

KNN 0.75 0.77 0.74 0.73 0.69 

SVM 0.62 0.78 0.71 0.66 0.70 

Random forest 0.78 0.85 0.84 0.82 0.79 

Table 16.6 Performance metrics values with random oversampling 

Algorithm/Performance metrics Precision Recall F1_score Accuracy AUC_score 

Logistic regression 0.61 0.77 0.68 0.64 0.69 

KNN 0.76 0.74 0.69 0.72 0.71 

SVM 0.63 0.77 0.71 0.67 0.69 

Random forest 0.78 0.81 0.85 0.84 0.78 

Table 16.7 Performance metrics values with SMOTE Tomek oversampling 

Algorithm/Performance metrics Precision Recall F1_score Accuracy AUC_score 

Logistic regression 0.63 0.77 0.69 0.66 0.70 

KNN 0.81 0.79 0.80 0.79 0.70 

SVM 0.63 0.79 0.72 0.68 0.71 

Random forest 0.80 0.82 0.79 0.81 0.80
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16.5 Conclusion 

16.5.1 Conclusion 

Product delivery risk prediction is one of the major predictive challenges in supply 
chain disruption management that many companies are confronted with today. This 
work presented a machine learning-based predictive system for product delivery risk 
using the available historical data. The prior identification of the risk in delivering the 
product in the scheduled time will help the company to focus on the prioritized orders 
to mitigate the disruption before its occurrence. The overall service performance of 
a company can be improved by adopting these predictive systems. 

The proposed predictive approach deals with an imbalanced class problem and 
which is efficiently handled by different oversampling techniques including Random 
oversampling, SMOTE, and SMOTE Tomek oversampling methods. Since delivery-
risky items (positive class) are uncommon compared to non-risky products (nega-
tive class), several specific methodologies and metrics are used in the design, 
development, and assessment of models in the unbalanced class problem. 

Random Forest model with SMOTE Tomek oversampling method gives a better 
performance with an AUC score of 0.80. It is also found that the Random Forest model 
performs better in SMOTE and SMOTE Tomek oversampling methods whereas KNN 
performs well in the Random oversampling method. 

16.5.2 Future Research Avenues 

Further research can be done to improve the prediction performance with new algo-
rithms and optimize the learning process. Potential features can be derived from the 
existing features to improve the performance of the proposed model by different 
feature engineering techniques. 
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Chapter 17 
Importance of Equitable Public 
Procurement of Food Grains in India 
for Sustainability 

Maheswar Singha Mahapatra and Biswajit Mahanty 

Abstract This paper has analyzed the effects of massive public procurement of food 
grains and their indirect impact on the environmental front. For decades, the practice 
of food grains procurement has created a barrier to a more equitable and sustainable 
procurement. We have applied the concept of system dynamics to analyze the critical 
loops that played a significant role in the current scenario. We have proposed equity as 
an alternative approach to counter the skewed procurement and sustainability issue. 

Keywords Public procurement · Equity · System thinking 

17.1 Introduction 

The government of India has been procuring a significant amount of rice and wheat 
at the minimum support price (MSP) for the past few decades. Such public procure-
ment has helped India become self-sufficient in food grains production, provide a 
safety net for farmers, and run the massively subsidized food grains distribution 
program for more than 80 crore targeted people [4]. However, farmers from only 
a few states have benefited largely instead of an equitable share of public procure-
ment for farmers across all states. Due to such skewed procurement practices over 
the years, other side effects have emerged, such as rising cost of operation due to 
increased statutory charges, which is more than 10% of food subsidy [3]. Another 
side effect is the reduction in private procurement in those states, which skewed 
the public procurement of food grains further. Most importantly, the environmental 
aspects still lack urgent and critical attention from academia and policymakers.
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Availability of water is a critical requirement for agriculture production. However, 
India is already categorized as a water-stressed country, and 78% of freshwater is used 
in the agriculture sector. Out of that, Paddy, wheat, and sugarcane consume almost 
80% of irrigation water. Based on the water productivity report by [6], Punjab and 
Haryana are highly stressed, and Telangana is stressed out of the top few states in 
terms of rice production and procurement. As per the recent assessment of ground-
water at the block level in India (2020), 78% of blocks in Punjab and 60% of blocks 
in Haryana are over-exploited in groundwater use, which is alarming. The existing 
public procurement policy with an assured minimum support price is probably one 
of the few crucial factors that led to the situation. 

In this study, we have analyzed the effects of public procurement of food grains and 
how they become a barrier to sustainability. We have also presented the importance 
of equity to address skewed public procurement. It will also produce better results 
in terms of sustainability. 

17.2 Methodology 

We have used the concept of system dynamics to understand the issues mentioned 
above in the public procurement of food grains. A feedback loop is an essential 
concept of system dynamics that can be of two types, a reinforcing loop (positive 
loop) and a balancing loop (negative loop). Based on the relative strength of these 
loops, system behavior can be predicted. We demonstrate both types of loops below 
(see Fig. 17.1) for the population in a very simple way. 

Similar behavior is observed in a few states with respect to public procurement 
and production of food grains, i.e., the reinforcing loop. More public procurement 
leads to more production, which increases public procurement further. One policy 
that facilitates an increase in public procurement is the open procurement policy. 
However, [5] proved that the total procurement in the past decade remains around 
one-third of total production. They failed to reject the hypothesis at a 5% significance

Balancing loop Reinforcing loop 

Fig. 17.1 Reinforcing loop and balancing loop 
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level. Although, for the past two years (2020 and 2021), the amount of food grains 
procurement was significantly higher than in previous years. 

Therefore, we have investigated various critical loops that impact the overall 
system behavior and have also tried to match the trend of public procurement. 
Subsequently, if we can show significant similarities with a few well-known system 
archetypes, it will be easy to predict future outcomes. 

17.3 Results 

Analyzing the past data, we have observed that the share of procurement for a few 
states is almost double compared to their production contribution. For example, the 
production contribution of wheat for three states: Punjab, Haryana, and Madhya 
Pradesh, is around 45%, but more than 85% of wheat procurement is done there. 
Similarly, the production contribution of rice for six states: Andhra Pradesh, Chhat-
tisgarh, Haryana, Odisha, Punjab, and Telangana, is around 40%, but more than 
75% of rice is procured from there. These statistics establish the skewed nature of 
public procurement. The amount of procurement for rice and wheat is also increased 
steadily and can be found in Tables 17.1 and 17.2. 

Now, it can be said that successful states become more successful in procurement 
which closely indicates the ‘Success to the successful’ system archetype as presented 
below in Fig. 17.2.

Table 17.1 Rice procurement in Lakh Metric Ton (LMT) 

States 2013–14 2014–15 2015–16 2016–17 2017–18 2018–19 2019–20 2020–21 

Andhra 
Pradesh 

37.37 35.96 43.26 35.81 40 48.06 55.33 56.66 

Telangana 43.53 35.04 15.81 33.76 36.18 51.86 74.54 94.53 

Chhattisgarh 42.9 33.55 34.42 46.62 32.55 39.71 50.53 47.74 

Haryana 24.06 20.15 28.61 35.83 39.92 39.41 43.07 37.89 

Odisha 28.19 34.87 33.69 30.24 32.87 43.83 47.98 52.58 

Punjab 81.06 77.86 93.5 110.52 118.33 113.34 108.76 135.89 

Table 17.2 Wheat procurement in Lakh Metric Ton (LMT) 

States 2013–14 2014–15 2015–16 2016–17 2017–18 2018–19 2019–20 2020–21 

Punjab 108.97 116.41 103.44 106.45 117.06 126.91 129.12 127.14 

Haryana 58.73 64.95 67.78 67.22 74.32 87.39 93.2 74 

Madhya 
Pradesh 

63.55 70.94 73.09 39.9 67.25 72.87 67.25 129.42 
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Fig. 17.2 Success to the successful (Source [1]) 

This skewed procurement has also created a scope for these successful states 
to increase statutory charges, making private procurement at mandi costlier. In this 
regard, a few critical loops are presented in Fig. 17.3. 

If there is no check (as can be observed for open procurement policy), the share 
of private procurement is going to reduce as time passes as we can see a reinforcing 
loop as follows: 

Public Procurement—Private Procurement—Unsold Production—Procurement 
Pressure for Public Agencies—Public Procurement.

Fig. 17.3 Public procurement loops 
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This scenario is balanced by more public procurement, as can be seen through 
the balancing loop, i.e., Public Procurement—Unsold Production—Procurement 
Pressure for Public Agencies—Public Procurement. 

However, this pattern is not financially viable in the long run. Therefore, the share 
of private procurement has to be increased. It will happen only when the share of 
public procurement will not encroach upon the share of private procurement. There-
fore, we need to fix an equitable procurement strategy where each state would have a 
fair share based on well-defined criteria, such as demand, production, etc. It will put 
a threshold or a cap for procurement from any state. Over time, skewed procurement 
would turn into a more equitable public procurement. It will force the existing high 
food grains procuring states to go for crop diversification. As crop diversification is 
adopted, water productivity would increase and improve sustainability. 

17.4 Conclusion 

In this paper, we have analyzed public procurement of food grains which has its merits 
and demerits considering the length of operation. Apart from being self-sufficient in 
food grains production, running a subsidized food program for more than 80 crores 
people is a great success. However, some unintended side effects are also observed, 
such as the rapid increase in food subsidy, reduction in private procurement in many 
states, and over-exploitation of water resources for rice and wheat, which is alarming 
for a few states. Therefore, moving towards an equitable procurement will counter 
the skewed procurement practices at present and lead to better sustainability. 

References 

1. Barun W (2002) The system archetypes. https://www.albany.edu/faculty/gpr/PAD724/724Web 
Articles/sys_archetypes.pdf 

2. Government of India, Central Ground Water Board (CGWB). http://cgwb.gov.in/ 
3. Gulati A, Gujral J, Nandakumar T, Jain S, Anand S, Rath S, Joshi P (2012) National food security 

bill challenges and options (Issue 2) 
4. Mahapatra MS, Mahanty B (2020) Policies for managing peak stock of food grains for effective 

distribution: a case of the Indian food program. Socioecon Plann Sci 71:100773. https://doi.org/ 
10.1016/j.seps.2019.100773 

5. Mahapatra MS, Mahanty B (2021) Effective public procurement of food grains: a case of India 
under differential charges. Comput Ind Eng 154(January):107165. https://doi.org/10.1016/j.cie. 
2021.107165 

6. Sharma BR, Gulati A, Mohan G, Manchanda S, Ray I, Amarasinghe U (2018) Water productivity 
mapping of major Indian crops. https://www.nabard.org/auth/writereaddata/tender/180618112 
8Water%20Productivity%20Mapping%20of%20Major%20Indian%20Crops,%20Web%20V 
ersion%20(Low%20Resolution%20PDF).pdf

https://www.albany.edu/faculty/gpr/PAD724/724WebArticles/sys_archetypes.pdf
https://www.albany.edu/faculty/gpr/PAD724/724WebArticles/sys_archetypes.pdf
http://cgwb.gov.in/
https://doi.org/10.1016/j.seps.2019.100773
https://doi.org/10.1016/j.seps.2019.100773
https://doi.org/10.1016/j.cie.2021.107165
https://doi.org/10.1016/j.cie.2021.107165
https://www.nabard.org/auth/writereaddata/tender/1806181128Water%20Productivity%20Mapping%20of%20Major%20Indian%20Crops,%20Web%20Version%20(Low%20Resolution%20PDF).pdf
https://www.nabard.org/auth/writereaddata/tender/1806181128Water%20Productivity%20Mapping%20of%20Major%20Indian%20Crops,%20Web%20Version%20(Low%20Resolution%20PDF).pdf
https://www.nabard.org/auth/writereaddata/tender/1806181128Water%20Productivity%20Mapping%20of%20Major%20Indian%20Crops,%20Web%20Version%20(Low%20Resolution%20PDF).pdf


Chapter 18 
A Framework for 5G Enabled Vaccine 
Supply Chain Digital Twin 

Mohd Juned, Purnima S. Sangle, and Manoj Kumar Tiwari 

Abstract Real-time controlling the vaccine shortage and wastage within the supply 
chain network (SCN) is a critical challenge for healthcare professionals. However, in 
the literature, only limited studies are available on theoretical support and application 
of 5G to control the shortage and wastage of vaccines and no effective framework has 
been developed. Moreover, we are proposing a framework for a 5G enabled vaccine 
supply chain (VSC) digital twin to control the shortage and wastage of vaccines 
across the SCN. The 5G technologies enhance real-time visibility and connectivity 
of the supply chain (SC) at a highly granular level. This paper aims to propose an 
application of 5G technologies to provide the digital twin framework for improving 
visibility and connectivity that will help to make the real-time decision for control-
ling vaccine shortage and wastage within the SCN. As a result, this proposed digital 
twin framework for the vaccine supply chain will help improve delivery perfor-
mance during pandemic and emergency times through highly granular visibility and 
connectivity across the network. 

Keywords 5G · Vaccine supply chain · Framework · Digital twin 

18.1 Introduction 

During the pandemic, providing timely vaccination to everyone was a global chal-
lenge. Also, shortage and wastage of vaccines would be the major cause of death 
during a pandemic because it makes delays to provide timely vaccination. How can we
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provide timely vaccination to everyone along with minimum shortage and wastage 
of vaccines? With this objective, we develop a 5G enabled vaccine supply chain 
framework to provide a road map for how we can minimize and control the shortage 
and wastage of vaccines within the supply chain using 5G and other disruptive tech-
nology applications. During the pandemic, vaccine distribution was the major chal-
lenge due to the involvement of various risk factors such as temperature, wastage, late 
delivery, and weak network connectivity. Moreover, disruptive digital technologies 
like 5G technology, IoT (internet of things), blockchain, cloud technology, RFID, 
and sensors have played a major role to improve visibility and connectivity across 
the supply chain network structure. 

Dolgui and Ivanov [3] have discussed the major abilities of the digital supply 
chain (DSC) which would be heightened by 5G, i.e. visibility, intelligence, clarity, 
connectivity and networking. Most of the authors Wallace et al. [15], Guichard et al. 
[4], Lazarus et al. [8], and Duttagupta et al. [2] have discussed the vaccine wastage 
issues at each echelon of the supply network. The vaccine shortage problem under 
pandemic and emergency conditions has been addressed by McClellan et al. [10], 
Miranda-García et al. [11] Torjesen [14]. Torjesen [14] discussed the various cause 
of shortages like delayed shipment, and dependency on a single supplier. 

The impact of various digital technologies on SC performance has been consid-
ered by Ivanov et al. [6, 7] with different prospective to minimize the disruption risk 
impact on the network structure. Dolgui and Ivanov [3] have discussed the importance 
of 5G technology to improve the connectivity between the supply chain stakeholders 
at strategic, operational, and cross-functional levels. The supply chain risk manage-
ment issues were addressed by Ivanov et al. [5–7] who developed a digitalization 
framework after using various emerging digital technologies like IoT, cloud, and 
blockchain technology to control and minimize the various type of risk in the supply 
chain network. 

Figure 18.1 shows the cellular evaluation from 1 to 5G (2.4–9.6 Kbps to >1 Gbps). 
5G is a new network solution designed to address the problems of future communi-
cation demands, in which a vast number of intelligent devices will be able to connect 
at any time and in any location. These devices need exceptional communication 
network capabilities, such as near-zero latency and data speeds in the Gbps range.

Consequently, the 5th generation of cellular networks provides significant tech-
nical capabilities beyond those of 4G, such as—device connection, reduced energy 
consumption, unconventional resource virtualization, service-oriented resource allo-
cation on demand, and automated management. A significant characteristic of 5G 
networks is their capacity to increase connection for many high-speed applications. 
Thus, 5G networks respond to the rising expectations for communication quality. 
By removing delay, 5G is anticipated to greatly enhance connection, capacity, and 
transfer rates [12]. 

Liu and Zheng [9] employed intelligent logistics technology to automatically 
gather vehicle information via radio frequency tags and transfer vehicle information 
to the back-end computer system so that vehicle information can be monitored in 
real-time. This time, we are aware of the amount of time required for the logistical 
distribution of these three firms using this technology. Cheng et al. [1] explained how
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Fig. 18.1 Cellular evaluation (adopted from Surantha et al. [13])

5G’s high bandwidth, low latency, and huge connections impact intelligent manufac-
turing. 5G has greater data throughput, shorter latency, lower power consumption, 
improved communication quality, and more node connections than 4G. High spec-
trum utilisation, powerful system performance, bidirectional signal transmission, low 
power consumption, and cost are its primary features. 5G works with blockchain, 
RFID, etc. It can track numerous transactions and database logs using blockchain, 
which promotes 5G applications. 

Yan et al. [16] noted that 5G technology paired with new techniques and tech-
nologies such as AI, ML, and network intelligence technology may link the physical 
entities and data of industrial applications including digital supply chain to enhance 
industry growth.
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18.2 5G Enabled Vaccine Supply Chain Framework: 
Digital Twin 

The digital twin framework has been proposed by Ivanov et al. [6, 7] to minimize and 
control the disruption risk in the SC network. The authors have used the combined 
application of optimization, simulation, and data analytics to represent the data-
driven framework. The proposed framework referred to the few disruptive tech-
nologies applications from the digital twin framework developed by Ivanov et al. 
[6, 7]. 

Figure 18.2 shows the data-driven framework of vaccine distribution. Broadly, it 
is a combination of the physical vaccine supply chain (i.e. manufacturer, national 
storage facility, regional hospital, health centre, and vaccination outreach) and digital 
supply chain (i.e. manufacturer data, national storage facility data, regional hospital 
data, health centre data, and vaccination outreach data). Moreover, the digital twin 
formed with the combination of optimization, simulation, artificial intelligence, and 
big data analytics. Also, use an application of various digital technologies to minimize 
the impact of risk and improve the performance of the SC in terms of visibility and 
connectivity to reduce wastage and shortage of vaccines during emergency conditions 
like a pandemic. 

Fig. 18.2 5G enabled vaccine supply chain framework: digital twin
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18.2.1 Timely Response 

5G technology provides high speed (>1 Gbps) of data transmission across different 
stages of the vaccine supply chain network. Moreover, due high speed of data sharing 
every stakeholder in the SCN starts getting a fast or timely response. Also, get 
real-time feedback which helps to minimize the error rate. 

18.2.2 Improved Visibility 

The data and different digital technologies like 5G, IoT, sensors, and RFID help 
to enhance the real-time end-to-end VSC visibility. After performing three major 
operations like planning, monitoring, and control of SC with real-time data stemming 
and supported by the application of artificial intelligence and data analytics. 

18.2.3 Improved Connectivity 

The 5G technology enables a higher level of connectivity across the supply chain 
network structure. This leads to a high level of transparency between different nodes 
and traceability of operations of the supply network. Moreover, 5G technology also 
allows it to handle a large volume of information and it is processed close to the 
source as much as possible and transferred only information to the next level. 

18.3 Expected Response of Proposed Framework 

Simulation approach help to implement the proposed framework under different 
disruptive scenarios such as power breakdown, labour shortage and shortage of 
refrigerated vehicles etc. Virtually simulate the proposed framework of the vaccine 
supply chain based on captured data at different stages of the supply chain network. 
Figure 18.3 shows the impact of 5G along with the different disruptive technologies 
like blockchain, Internet of Things (IoT), Cloud, RFID, Sensors etc. to make the 
vaccine supply chain responsive and also help to improve the visibility, connectivity, 
timely response, and real-time feedback across the SCN.

The logistics and supply chain need to track the state changes from manufacturer to 
the national storage facility, national storage facility to the regional hospital, regional 
hospital to the health centre, and health centre to vaccination outreach. On the other 
hand, it needs to track the distribution of vaccines among stakeholders in the supply 
chain.
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Fig. 18.3 Impact of 5G including other emerging technologies on vaccine supply chain perfor-
mance

With the low delay and high-reliability characteristics of 5G technology, logistics 
tracking can be realized. The support of cloud computing technology is crucial to 
monitor and track all elements and the entire process. 

18.4 Application of 5G Technologies on Vaccine Supply 
Chain 

To check the applicability of emerging digital technologies in the SC it is broadly 
categorized into three levels strategic, operational, and cross-functional level. 

18.4.1 Strategic Level 

At the strategic level, we have considered new digital business models, digital supply 
chain ecosystems, mapping virtual and geographical SC footprints, sustainability, 
and resilience to minimize and control the risk impact on the supply chain. 

18.4.2 Operational Level 

At the operational level, we have considered demand forecasting, analytics, smart 
capacity planning, digital production planning, automated inventory, warehouse
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management, and intelligent fleet management to minimize and control the risk 
impact on the supply chain. 

18.4.3 Cross-Functional Level 

At the cross-functional level, we have considered autonomous and connected vehicles 
and SC logistics, smart cities, and smart homes as part of the supply chain ecosystem, 
E-Healthcare, and supply chain management to minimize and control the risk impact 
on the supply chain. 

18.5 Discussion 

The digitalization of the SC and its capability for practical implementation greatly 
depends on the data, its availability, and its accuracy. The group of technologies 
such as cloud, 5G, blockchain, sensor, and RFID help to enhance the visibility and 
connectivity of the data-driven digital supply chain (DSC) in real time. 

Network-wise local digitalization enables the digital process and leads to a 
complete DSC. Moreover, some potential benefits of emerging digital technologies 
have been declared. Our paper aims to address the challenges in the VSC and the 
proposed framework to control the shortage and wastage of vaccines in the supply 
chain. 

We established the discussion based on two major capabilities of the DSC which 
can be heightened by 5G technology, cloud technology, blockchain, sensor, IoT, and 
RFID i.e. visibility and connectivity within the SC network structure. Our analysis 
includes strategic and operational processes. Under operational process the trans-
formation of manufacturing, warehouse, and distribution operations by end-to-end 
connectivity of devices. From the strategic perspective, the transformation of the 
SC network structure helps to improve the end-to-end visibility and connectivity of 
various stakeholders of the VSC. 

18.6 Conclusion and Future Scope 

The Internet 5G supply chain management system reduces the time for delivery of 
diverse components, controls manufacturing, storage, and distribution, and increases 
supply chain management efficiency. Pay attention to supply chain visualisation and 
information control at critical industrial positions. Monitoring and managing raw 
materials, assembly, quality control, sale, driving, and maintenance, and increasing 
production, storage, and distribution. Intelligent supply chain management must 
be visible and transparent, eliminate stock variations due to early or late delivery,
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improve automation and intelligence, and reduce human mistakes. It simplifies and 
streamlines the logistics process and gives decision-makers real-time monitoring and 
service. 

The proposed VSC risk analytics framework could help supply chain professionals 
to minimize and control the impact of various types of disruptions like pandemics, 
war, tsunamis, etc. such disruptions usually lead the power breakdown, labour short-
ages and interruptions in connectivity. Also, the application of different technologies 
in VSC would make a positive impact and help to increase visibility and connectivity 
across the SC network. Finally, this will help to minimize and control the impact of 
risk within the VSC network structure. VSC risk control using emerging technolo-
gies also help to minimize the wastage and shortage of vaccine during emergency 
time. In the future, we can model this proposed framework to check its effectiveness 
and usefulness in the industry. 
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Chapter 19 
Issues in Procurement and Distribution 
of Plantation Crops: Can AI-ML 
Technologies Offer Better Performance 
Outcomes? 

Joshin John 

Abstract In this paper, we explore the issues in supply chain procurement and distri-
bution of plantation crops. Specifically, we explore challenges related to visibility and 
information sharing related to production data, problems in price disparity, supply– 
demand mismatch, and procurement auctioning. The context is analyzed under the 
lens of a case study on rubber crop plantation in the state of Kerala. We use simple 
comparison and review to explore the scope of applicability of data analytics and 
AI-ML for superior performance outcomes. The paper concludes with a discussion 
on implications to practitioners, limitations, and future scope of research. 

Keywords Procurement · Distribution · Plantation crops · AI-ML technologies ·
Scope review · Case study 

19.1 Introduction 

While Artificial Intelligence (AI) and Machine Learning (ML) are often trumpeted 
as go-to-technologies to solve business problems of today, it may be remembered 
that Generative AI and AI-Augmented systems are currently near the peak of inflated 
expectations on Gartners’ Hype Cycle [2]. In this paper, we critically examine the 
scope of application of data analytics, AI and ML technologies in competitive market 
auctioning for procurement of plantation crops as raw commodities. The rest of this 
paper is structured as follows: Sect. 19.2 describes the plantation crops business, 
and frames procurement related issues. A case illustration is presented in Sect. 2.2. 
In Sect. 19.3, we assess the current business practices and compare it with Data 
analytics and AI-ML enabled outcomes. The paper concludes with a discussion, 
detailing implication for practitioners, limitations of the study, and future scope of 
research.
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19.2 Plantation Crops, Procurement Process, and Related 
Issues 

Plantation crops, although are generally considered under the broad category of 
agricultural crops, are different food crops. This is because unlike, agricultural food 
crops like paddy, wheat or maize, plantation crops generally fall under the category 
of cash crops, and are grown in agricultural estates. Major plantation crops include 
rubber, tea, coffee, cotton, fruit tree plantations, cocoa, oil seed, oil palm, spice 
plantations, etc. 

While the produce from plantations also come under the category of commodities, 
there are important differences that distinguish them from typical food crops such 
as rice and wheat. One, the plantation crops typically have a longer life cycle. For 
instance, rubber has a typical lifespan of 30 years, tea and coffee on an average last 
for 40 years. This is very different from food crops that are seasonal, and have to 
be planted, cultivated and harvested during every season. Two, typically most of the 
plantation crops after basic processing have longer shelf life. After value addition, 
the time to perish under good storage conditions for these crops are even longer— 
sometimes even 2–3 years or more. While there are several issues in production and 
harvesting of plantation crops, we limit the scope of this paper to issues related to 
public procurement and distribution systems. 

19.2.1 The Procurement and Distribution Process 

The specifics of procurement and distribution process varies depending on the type 
of crop. While small farmers produce crops in small lots and sell it as raw commodity 
either to farmer cooperative societies, processing plants or in the commodity market, 
large plantation estates may have in-house facilities for value addition, and may be 
vertically integrated in the value chain. A generic representation of value chain is 
represented for a plantation crop (rubber) in Fig. 19.1. Similar, value chains exist 
for tea, coffee, etc. but we limit the scope of analysis to rubber in this paper for 
parsimony of analysis and brevity.

The procurement process is multi-staged, with some complexity in the mechanics 
of the supply chain network. At procurement point 1, the latex that is collected 
from the rubber trees is procured either by Rubber Processing Societies (RPS) or 
by private processing plants. The processing of rubber happens through a series of 
activities: emulsification wherein the latex is treated with acids and emulsifiers, then 
shaped into sheets in rolling machines, and further dried in smoke-houses, graded 
into different categories to be shipped. At procurement point 2, the dried rubber 
sheets are processed by different businesses such as tyre manufacturers, producers 
of rubber packaging materials, medical companies, etc. The price of procurement 
is the minimum of Minimum Support Price (MSP) set by the government (Rubber 
Board) or determined by market forces (above MSP). The procurement companies
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Fig. 19.1 Value chain for rubber with points of procurement indicated

also purchase synthetic rubber (from petroleum) as a substitute to natural rubber 
depending upon the prices. 

19.2.2 Case Study: Procurement and Distribution Issues 
in Rubber Value Chain 

In this subsection, we discuss the procurement issues in the value chain for rubber. 
We illustrate this using supply chain issues in the latex-rubber business in the state 
of Kerala. We select the rubber plantation business in the state as the unit of analysis 
for the following reasons. Kerala is known as the plantation state of India. The major 
plantation crops in Kerala are rubber, tea, coffee and cardamom. Kerala accounts 
for about seventy-five percent of 712,000 tonnes of rubber produced in India, and 
hence, the associated supply chain and public procurement practices has a significant 
impact on the market, and supply chain performance. 

Of the 540,000 ha of land that are under rubber plantations in the state, 85% of the 
rubber plantation land are owned and operated by marginal and small farmers with 
less than two hectares of land. However, a majority of the marginal or small farmers 
do not own processing facilities such as rollers or smoke-houses. They sell the natural 
latex mix collected to processing plants. This procurement point 1 (refer Fig. 19.1) 
is often stacked against the interests of the farmer’s with very less bargaining power 
as compared to the processing plant. The Rubber Processing Societies (established 
in 1986) was formed to protect the interests of small rubber growers and enable 
collective bargaining. While this helped to some extent to ensure fair price, the 
procurement process could also be manipulated against fair pricing at procurement 
point 2 (refer Fig. 19.1). 

The raw materials sourced by value added processing units (tyre manufacturers, 
rubber-based packaging companies, medical companies, etc.) were purchased at 
procurement point 2. However, this point of procurement was vulnerable to price 
manipulation. This is due to the following reasons: (a) The tyre processing and 
other rubber manufacturing (value-addition) units in India, retained the option to 
import rubber from other countries such as Thailand and Indonesia, often flooding
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Fig. 19.2 Price of rubber in rupee (|) per 100 kg from 2006 to 2022 (RSS4 Grade Kottayam) 

the domestic market, leading to crash in rubber prices. The rubber price (RSS4 
grade) over the last few years is shown in Fig. 19.2. (b) Free trade agreements with 
ASEAN countries in south east Asian region, that accounted to majority of world 
rubber production, often led to price manipulation in the domestic market which 
rendered the domestic rubber not competitive. This was despite supply shortage in 
the domestic markets. 

19.2.2.1 Supply Control Options at Production Side for Domestic 
Planters, and Issues Faced by Stakeholders 

While the local rubber producers (planters) in Kerala had options to control natural 
rubber supply by adjusting the frequency of latex tapping, production, and inventory 
levels, the use of these options was limited by the following: (a) While access to 
international and domestic commodity markets including pricing and volume details 
were available, there was little visibility on the volume of production at supply side 
on a real-time basis. Few large-scale producers had enterprise level MIS that could 
track inventory, but by and large, marginal and small rubber growers were fragmented 
with low level of information sharing, (b) production (latex tapping) was largely labor 
intensive. While labor force capacity could be planned for production, unavailability 
of local labor to work in plantations led to capacity constraints. Latex tapping in 
Kerala was unviable at rubber prices below |120 per kg. In recent years, much of 
the plantation labor force were migrant workers from other states seeking higher 
wages in the state of Kerala, which had an HDI of 0.79, the highest in India. (c) 
While the amount of latex produced by rubber growers in Kerala was almost three-
quarters of national production, the processing and value addition in the value chain 
to a point near the final consumption was almost nil. This means significant erosion 
of potential margins, due to lack of consumption platforms that can be availed by 
the rubber growers for processing, and selling. (d) Uncertainty in weather patterns, 
and climate change also led to reduction in yield. The planters retained the option to
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switch to other crops, or practice multi-cropping, inter or mixed cropping practices in 
a limited scale allowed by government regulations. However, this option was hardly 
used due to lack of information, and prediction capabilities and insights for decision 
making, (e) inventory handling, and logistics costs are realized as hidden costs that 
can be optimized. 

19.3 Comparing Current Business Practices with Data 
Analytics and AI-ML Enabled Outcomes 

In this section we benchmark current business practices in the crop value chain with 
data-analytics and AI-ML enabled outcomes. While the context is grounded in the 
case described in the previous section, the insights may be generalizable to other 
plantation crops, unless there are significant differences in processes. The compar-
ison is at a conceptual level given analytics capabilities that have been theoretically 
demonstrated. However, confirmation of the same is pending in an extension of this 
work involving quantitative treatment of the case discussed. 

In Table 19.1, we list the business practices as-is, and the proposed treatment using 
data analytics or AI-ML technologies. While we observe that better real-time visi-
bility through information sharing on production data using MIS starts at base level, 
diagnostic capabilities to analyze (why?) and handle demand supply mismatches, 
price fluctuations, procurement, inventory holding, supply chain segmentation, 
productivity, and auctioning related issues are promising.

Further, we propose to the scope of application in the given context, use of predic-
tive analytics tools for production and inventory planning. OR tools for optimization 
may be best deployed for inventory and logistics optimization in the crop procurement 
and distribution supply chain. The proposed scope of application of data analytics 
tools, is summarized in Table 19.1. 

19.4 Discussion 

While we proposed several data analytics-based interventions to address the issues 
listed in procurement and distribution of plantation crops, it is important to discuss the 
implications of the same to practitioners. Firstly, the quality of data and information 
sharing capabilities are prime concerns [4]. The network-infrastructure, connectivity, 
integrity of data and the systemic capability are hygiene concerns. Once this is 
ready, the diagnostic capabilities can be set up, which is relatively easy, given the 
standard codes and algorithms available that can be suited to the context. However, 
the effectiveness of the supply chain with analytics will not only be depended on 
the physical infrastructure (distribution centers, storage facilities, transport vehicles
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Table 19.1 Proposed treatment based on DA/ AI-ML interventions 

PP 
# 

Issue Current practice DA/AL-ML 
intervention 

Algorithm/remark 

1a Production data Manual periodic 
aggregation 

Real-time 
aggregation: MIS/ 
ERP 

– 

2a Fall in crop 
yield, crop 
infection 

Nil (absorb losses) Precision agriculture 
(e.g. Target Chem. 
Spray) 

Image recognition 
(Diagnostic)-SVM 

2b Demand supply 
mismatch, price 
crash 

Govt. procures excess 
crop, minimum support 
prices 

Production control 
based on demand 

Game theory: 
adversarial network 

2c Procurement 
price/volume 
disparities 

Nil (procurement 
inefficiencies) 

Block chain 
technology 

Transparent ledgers 
for approvals 

2d Auctioning 
system 

Commodity markets Auctioning 
algorithms 

Bidder Reco, 
GT-ANN 

3 Planning/ 
forecast 

Manual/macro level Regression based CNN, DNN 

4 SC segmentation Limited or no 
intervention 

Clustering algorithms K-Mean, affinity 

5 Logistics 
optimization 

Sub-optimal Vehicle routing NP-Hard 

6 Inv. optimization Inadequate MILP NP-Hard

etc.), but also on the development of analytic culture that is built around systematic 
data capture and data governance strategy [3]. 

Although we illustrated the public procurement context through means of a case 
study, it is limited to the rubber plantation crop in the state of Kerala in India. It is 
important to pursue and validate the procurement and distribution related issues listed 
in other geographies and for other crops. While this is a limitation of this study, it 
also offers exciting future research opportunities combining analytics in Industry 4.0 
settings [1]. Confirmatory studies for the proposed treatments in improvement supply 
chain performance outcomes need to be carried out. Future research possibilities not 
only include application of diagnostic, predictive and prescriptive tools to improve 
supply chain practices, but also methodological improvements to develop superior 
algorithms suited to specific contexts. 
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Chapter 20 
Quantifying the Quality Grade 
of the Return Mobile Phone 
in the Context of a Retail Store 

Satchidananda Tripathy and Akhilesh Kumar 

Abstract Products including garments, clothing accessories, and consumer elec-
tronics are prone to suffer from short product life cycles as a result of fast tech-
nological advancements, manufacturers’ marketing methods, and rapidly changing 
customer tastes. With the growing demand for the technology-driven product, the 
mobile phone’s lifespan has fallen to three to six months. To compete with the global 
market, the mobile manufacturer cut down the price of mobile phones and provides 
upgraded specifications. For this reason, consumer wants to experience the new 
technology in every instance and exchange their mobile phone for a newer one. The 
performance of the mobile phone does not reduce, but to upgrade to modern tech-
nology, the customer intends to swap it with the fresh one. For this purpose, a circular 
economy comes into the picture. Remanufacturing is becoming a critical element of a 
circular economy where products are created, produced, used, and retrieved to avoid 
any kind of waste and decrease the extraction of raw materials. However, lots of 
studies are carried out on the quality grading of the returned core, but we did not find 
any of the quantified definite indexes for the quality of the yielding core. Thus, in 
these articles, we attempt to quantify the quality of returned core (mobile phone) by 
using MCDM and PCA / FA methods. Finally, the reduction equation is established 
to predict the quality of returned core, which reduces the remanufacturing cost by 
providing optimal shorting. 

Keywords Remanufacturing · Optimal sorting · Quality of core returned · PCA ·
MCDM
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20.1 Introduction 

Due to fast invention and development in science and technology, as well as customer 
behavior in chasing the newest innovation and style, technology-based products 
have a shorter life cycle. According to the Lebreton & Tuma [6] technology-based 
commodities such as mobile phones and computers have a quicker innovation cycle, 
which means the previous generation becomes obsolete more quickly, both func-
tionally and psychologically. Similarly, Hsueh [5] noted that, as a consequence of 
technological advancements, the product life cycle in the electronics sector is shorter 
than previously, and as a result, an obsolete product might reach its end-of-use even if 
it is still in excellent condition. A shorter life-cycle has a negative contribution toward 
sustainability since there is an increase in product disposal. Customers prefer newer 
things and dump the old ones, and these choices would quickly deplete landfill space. 
Furthermore, due to unnecessarily increasing obsolescence, more natural resources 
and energy are spent to develop new items than is required. To make matters worse, 
electronic items are increasingly recognized as having a shorter and shorter life cycle, 
while the wastes are poisonous and unfriendly to the environment. 

Several solutions, such as the life cycle approach, regulation, and society approach, 
have been established to reduce product disposal and waste. Dealing with prod-
ucts at their end-of-life is one part of the life cycle strategy. According to de Brito 
and Dekker [3] End-of-use returns are circumstances in which a consumer has the 
option to return a product at a given stage of its life cycle, such as leased cases 
and returnable containers. Hsueh [5] explored a distinct type of return, in which 
a product is returned because it has become obsolete and the consumer wants to 
purchase a new one. Remanufacturing is one option for managing items at their 
end of life, and it allows for regulatory compliance while preserving profitability. 
By the turn of the century, America had over 73,000 remanufacturing businesses. 
Some Chinese companies are also getting into the remanufacturing business. In 
Shanghai, for example, the first Chinese self-R&D toner cartridge recycling system 
was launched in 2006. Product return management, remanufacturing operations, 
and market development for remanufactured products are the three primary tasks in 
remanufacturing program. 

However, many management issues in the remanufacturing industry have still to 
be researched and handled. The variability in the timing, amount, and quality of the 
returns is one of the most difficult aspects of remanufacturing. Paying end customers 
a collection fee to recover the discarded goods is one approach to alleviate this 
ambiguity. This method gives the company control over returned used products, and 
it is commonly employed in the remanufacturing business. Even so, not all of the 
collected cores can be remanufactured due to quality uncertainty. Therefore, the 
random yield in remanufacturing process is another important factor. 

In the recent decade, there has been extensive research on remanufacturing and 
reverse logistics. While most of them are regarding the reverse logistics networks 
design and the inventory planning, the literature on used product acquisition, their 
exchange pricing, and the quality of returned core are limited. So, there is a need
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for a sorting technique according to the quality of returned core before going for 
disassembly. 

In this research, we give a fresh sorting technique for the return smartphone based 
on factors such as potential component reusability, consumer identification informa-
tion, consumer safety status, and external variables such as market demand behavior 
of second-hand smartphones. This document aims to enhance decision-making in 
remanufacturing operations by incorporating product life cycle information, espe-
cially product use stage data, into both ideal sorting strategies as well as end-of-life / 
end-of-use choices. To achieve this, two associated analyses are carried out: first, for 
each item unit, a reusability index is obtained based on the reusability of its parts, 
item characteristics, and item use stage information. Second, the reusability coeffi-
cient for each product category is used to find the composite index for obtaining the 
quality grade of the return core. For this purpose, we use the MCDM processes like 
TOPSIS and PCA/FA. The approach is based on the data gathered from the item’s 
use point. The proposed construct is universal and can be applied to any data set that 
indicates the value or reusability of the item. 

20.2 Research Methodology 

To obtain detailed information on the lifespan of the outdated smartphone in 
Kharagpur and Medinipur, we engaged in conversation with a trader of the familiar 
second-hand mobile phone recycling market. Most of these traders indicate that local 
user was the leading source of second-hand mobile. Some stores are re-polishing and 
repairing their own, while others are sending them to intermediate restoring stores 
before reselling them to customers at rates below the original. We gather some data 
in this survey by preparing a questionnaire and studying the data to know the value of 
a mobile phone exchange in the retail shop. From the information gathered, we rank 
them by MCDM operations like TOPSIS and PCA / FA. In this study, we bring nine-
factor with some level to forecast the old mobile phone’s condition. We processed 
the raw data and handled the missing data by the average value of the corresponding 
variable before implementing the technique. We ranked the factor and developed a 
reduction equation. By using random factors in excel, the mobile phone situation is 
generated, and the quality of the exchange smartphone is predicted. 

20.2.1 Determination of Closeness Ratio Using TOPSIS 

We modeled our problem as Vi = [vi |i = 1, . . . ,  m] several vendor options, F = 
[ fk |k = 1, . . . ,  n] factor affects the quality of return core(smartphone), and W j =[
w j | j = 1, . . . ,  n

]
, w  j ≥ 0 weight of the factor, where

Σn 
j=1w j = 1 the rank of the 

significance of the requirements, X = [
xi j |i = 1, . . . ,  m; j = 1, . . . ,  n

]
the choice
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matrix, where the alternative’s results score is based on the criterion. In this analysis 
equal weightage is given to each factor affecting the return core. 

20.2.2 Determination of Composite Reduction Index (CRI) 
for Cell Phone Quality Evaluation 

Since factors had different measurement scales; we normalized the entire factor by 
using this equation X− = x−

max−x− 

x−
max−x− 

min 
(As all the factors are a negative impact on the 

quality grade index) Then, the intermediate reduction indices I R  I  j , related to each 
of the principal components j, must be calculated for weight calculation once the 
principal components or parameters have been acquired. This is accomplished by 
estimating an accumulation of weighted measures [4] :  I R  I  j = Σn 

k=1 wk j  Ik ; Where 
IRI, an intermediate indicator of reusability; w, indicator weight; I, standardized 
indicator; j, component number; k, indicator number. The wk j  weights are obtained 

from the loading factor: wk j  = ( f actorloadingk j  )
2 

eigenvalue j 
. Composite reduction indexes were 

finally estimated as a weighted accumulation of intervening indexes of reusability: 
= Σm 

j=1 α j I R  I  j ; Where CI, composite reduction indices; j, the number of principal 
components; IRI, the intermediate reusability indicator; α j the weight applied to 
the intermediate reusability indicator. This weight is calculated as follows: α j =

eigenvalue jΣm 
j=1 eigenvalue j 

. 

20.2.3 Data Creation and Cleaning 

Further for determining the quality grade of the product, we took help from the local 
vendors. The quality perceived by them is based on their visual attributes. Thus, to 
get detailed knowledge about their decision making we have devised a questionnaire 
(Appendix 1) which was distributed among local vendors. Our sample size consists 
of 18 data points. We surveyed the mobile phone retailers in Kharagpur and the 
Midnapore area and covered all the retailers who facilitate returns or exchange old 
phones for new ones. In Kharagpur, we obtained 12 sample data, collected from Tech 
Market, Gole Bazar, and Malancha, while we obtained 6 sample data in Medinapore 
majorly surveyed from School Bazar, Station Road, and Keranitola. The following 
factors were taken into the consideration for devising the questionnaire: 

1. Effect of usage period on return price 
2. Effect of the warranty period 
3. Brand Value 
4. The severity of Component Damage and Repair Cost 
5. Various Operating Conditions and payoffs associated with the same
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The primary survey dataset consisted of 30 variables and 18 data points. There 
were nuances in the dataset mainly due to the vendor’s lack of experience in dealing 
with a particular brand, encountering particular operational/damage conditions of 
mobile. In this case, they were unable to provide us with the relevant data. Also, in 
case of mobile conditions that required minor repairing, the handset was repaired 
by a third party, and the reduction in exchange price due to repair was based on the 
price quoted by mobile repair personnel. Thus, vendors dealing with only exchanges 
were not able to provide us with the data related to repair costs. The following table 
describes the data imputation task for the variables (Table 20.1). 

Table 20.1 Survey data cleaning 

Factors Associated variables Data type Data cleaning method 

Reduction in case 
of operational 
condition

• Crack on screen
• Body/ back panel 
damage

• Crack on camera
• Dead Battery 

Numerical (Range given 
in some cases) 

– The range was replaced 
by the average 

– Missing values were 
replaced by the mean of 
a dataset 

– Replaced ‘condition not 
purchased’ case with 
dataset mean 

Reduction due to 
component 
dysfunction 
(Repair cost)

• Fingerprint
• Volume/Power 
Button

• Visible Scratches
• Wifi
• Speakers
• GSM module 

Numerical (Range given 
in some cases) 

Additional 
benefits due to 
accessories

• Charger
• Earphone
• Original Bill 

Numerical + Categorical – The range was replaced 
by mean 

– Removed ‘Original Bill’ 
column as many stated 
it was necessary 

Reduction due to 
age factor

• 1–3 months old
• 3–6 months old
• 6–12 months old
• 12–24 months old
• More than 2 years 

Numerical (Range given 
in some cases) 

– The range was replaced 
by mean 

– Removed the case of 
reduction due to 
warranty expiry as it 
was highly dependent 
on age 

Brand 
Profitability

• Apple
• Vivo/Vivo
• Oneplus
• Xiaomi
• Micromax/ Intex
• Lenovo/ Huawei 

Categorical(4categories) – Imputed mode values 
for missing data 

– Oneplus and Apple 
were highly correlated. 
For apple, missing data 
used values of Oneplus
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20.3 Result and Discussion 

Since the acquired core is indiscriminate and the quality of each core is different and 
unidentified before procurement (i.e., quality variability), the remanufacturer should 
estimate the quality of the acquired core based on historical pre-acquisition data. In 
this paper, we find the closeness value using TOPSIS and reduction index by PCA 
to predict the quality of return smartphones. 

20.3.1 Survey Data Analysis 

We analyzed the individual variables in our survey by plotting their graphs. The data 
given by all the vendors were highly correlated thus showing the obvious nature that 
reduction increases as the phone gets old (Fig. 20.1). 

Next, we observe the effect of various operating conditions. The reduction in the 
case of conditions considered is quite significant. These reduction percentages are 
over the top of age reduction. During the survey, some of the vendors refused to take 
returns of such defaulted products and even some of them were taking the returns, 
they offered negligible prices for such pieces. The dead Battery case turned out to 
be quite severe as in such cases there is no guarantee that the phone might not even 
reboot. While high value of camera reduction is attributed to the trend of people 
looking for a good camera in excellent condition (Fig. 20.2).

As we observe (Fig. 20.3) the repairing cost, we can infer that the reduction is 
not high in such dysfunctional conditions. Sometimes the repairing task does not 
even include component replacement. While in some cases problem might be quite 
severe. Thus, a standard deviation of reduction is a bit high in such cases.

Survey data shows that the Indian Companies are way behind their counterpart in 
the return mobile market as 10 out of 16 vendors stated there is insignificant profit 
for Micromax/Intex models. Currently, leading brands in the mid- segment such as 
Oppo, Vivo, and Samsung are performing well while high-end phones of Apple and
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One Plus though having high profitability, suffer from a low customer on buyers as 
well as sellers’ sides. Now, we applied the TOPSIS method to find out the importance 
of Factor with level for reducing the exchange price of smart-phone. To analyses the 
number of component influences, we use the Pearson correlation matrix and scree 
plot. 

20.3.2 Ranking of Influencing Factors by TOPSIS and Their 
Correlation 

From the closeness Value, we rank the influential factors and assign weightage to 
the factors. As the lower reduction factors give better quality so here we consider 
lower is the better case. From Table 20.2 we found that age is the main factor for the 
reduction in the quality of returned core. With increases in age, quality decreases.

In the TOPSIS method, we simply normalized the data, but the variable is corre-
lated with each other, so we apply PCA to find out the composite reusability index that
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Table 20.2 Closeness value 
Factor Closeness value Ranking 

1-3moth 0.248 1st 

3-6 month 0.332 2nd 

6-12 month 0.514 4th 

12-24 month 0.702 8th 

2 year 0.834 9th 

Crack on screen 0.518 6th 

Body 0.333 3rd 

Camera 0.517 5th 

Battery 0.603 7th

similarly predicts the quality grade. To analyse the number of component influences, 
we use the Pearson correlation matrix and scree plot. 

The Pearson correlation matrix was ready for the retail information gathered and 
displayed in Table 20.3 within the parameters analysed.

Factors such as camera, battery, body, and crack on display indicate a significant 
connection with mobile phone age 1–3 months of 0.03, 0.23, 0.18, and -0.06 respec-
tively. 3–6 months indicate a powerful connection with a Pearson correlation ratio 
of 0.79.6–12 months, 12–24 months, and above two years demonstrate a slight coef-
ficient of correlation of 0.42, 0.45, and 0.41, respectively. When parameters have a 
powerful or moderate link, the transformation of linked parameters into uncorrelated 
parameters is crucial to predict the performance of a mobile phone effectively. An 
appropriate technique for transforming correlated parameters into uncorrelated parts 
is provided by the principal component assessment. Then it is possible to evaluate 
the number of PCs compelled in the research from the scree plot shown in Fig. 20.4.

It is noted that three principal components describing 75.12% of the complete 
variability are adequate in the scree matrix for the research, whose Eigen scores are 
greater than one. The PC1 accounts for 41.2%, PC2 accounts for 20.91%, and PC3 
account for 12.91% of the complete variability as calculated by loads for a cumulative 
proportion by R. 

20.3.3 Composite Reduction Index for Return Smartphone 

Using three principal components we calculate the composite reduction index (CRI) 
by applying the above mention algorithm described in the method section (Table 
20.4).

Interestingly, the composite reduction index shows that the age of mobile phone 
effect constant reduction after three months up to 12 months then again slightly 
more reduction due to the expiry of the warranty period and also the obsolesce of 
technology. After two years, an almost 46% reduction is there from the original price
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Fig. 20.4 Scree plot of nine mobile device performance factor parameters

Table 20.4 Composite 
reusability index for return 
smartphone 

Factor CRI 

1–3 month 0.304 

3-6 month 0.348 

6-12 month 0.345 

12-24 month 0.365 

2 year 0.462 

crack on screen 0.348 

body 0.553 

camera 0.438 

battery 0.212

if the mobile is in good functional condition otherwise again reduce the price with 
dysfunctional the component. The battery of the smartphone can be replaced so it can 
affect less than another factor that is found by the Composite reduction index. From 
this analysis, we find that the composite reduction index gives better insight to grade 
the return smartphone. We see that with the age factor, the mobile phone’s functional 
factor is also needed to predict the return mobile phone’s quality. In our study, we 
consider four technical factors and found that if they do not work, then the exchange 
price will be reduced to 20–55%. Then, we try to establish an equation with dummy 
variables. For example, if present, the reduction will be applied, otherwise not.
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Table 20.5 Predication of quality grade 

Age Screen Camera Battery Body Reduction with Factor Quality 

3 0 0 1 1 1.09 Recycles 

2 0 1 0 0 0.44 High 

1 1 0 1 1 0.65 Low 

3 1 1 1 1 1.52 Recycles 

1 1 1 0 1 0.60 Low 

1 0 1 1 0 0.45 High 

2 0 0 0 0 0.33 High 

5 1 1 1 1 2.47 Recycles 

5 1 1 1 0 1.97 Recycles 

2 1 0 0 1 0.70 Low 

Percentage reduction = 100 
nΣ

i=1 

wi τi βi (20.1) 

where τi= Age factor, βi is the condition of returned mobile phone, n = number of 
influential factors, and wi is the weight according to ranking found in the TOPSIS 
method 

This Eq. 20.1 is used to predict the return mobile phone quality grade. Based on 
the reduction value, we categorized the return quality as high, moderate, low, and 
recycled as more than 80% as recycles, more than 60% as low, more than 50% as 
moderate, and less than 50% as high. 

To illustrate this, we consider Age to be five levels, and the functional factor has 
two levels that work as 0 and dysfunctional as 1. Data were generated in Excel using 
the function = RANDBETWEEN (bottom, top). Some samples were shown in the 
Table 20.5. 

We see that with the age factor, the mobile phone’s functional factor also plays a 
vital role to predict the core quality. After two years the phone went to recycling and 
dismantled the part due to advanced technology available in the market. 

20.4 Conclusion 

A general index of reduction based on vital product features has been proposed 
for the measurement of return core quality level. To this end, we use the TOPSIS 
technique and the principal component analysis to calculate the reusability index for 
each mobile phone functional component. We compute the closeness value according 
to that ranking of the influential factors getting from the TOPSIS method. Composite 
reduction index (CRI) according to the weightage of the factors ranking from the 
TOPSIS method is used to predict the quality of returned core. We categorize them
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into three values. If the decrease is more than 80% as recycles, more than 60% as low, 
more than 50% as moderate, and less than 50% as high. Finally, to demonstrate this, 
we find Age to be five stages, and the vital variable has two stages that operate as 0 
rather than as dysfunctional as 1. Using the function = RANDBETWEEN (bottom, 
top) data was produced in Excel. 

In several respects, this job can be enhanced. The information we had was 
restricted to the information on the mobile phone only. Another Weight technique, 
like AHP, is also used to estimate the sustainability index. Clustering, supporting 
vector device, rainforest, and genetic algorithm ANFISS are then used to determine 
the performance grade using the secondary sustainability index. 
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Chapter 21 
Integrated Blockchain Architecture for 
End-to-End Receivables Management of 
Indian MSMEs 

Deepak Kumar, B. V. Phani, and Suman Saurabh 

Abstract Small firms, also known as SMEs or MSMEs, face acute shortage of 
capital. These firms have huge pending receivables from large corporate buyers 
and government agencies which contributes significantly to this shortage. Despite 
a series of initiatives by the government, the issue remains critical to the survival 
and growth of MSMEs in India. This study explores the current issues and gaps in 
MSME receivables realization and government interventions in India, and proposes 
an integrated Blockchain-based architecture for end-to-end receivables management 
of Indian MSMEs using Ethereum. This will enable timely, cost-effective, transpar-
ent and competitive receivables realization for the small firms freeing up a significant 
amount of capital. 

21.1 Introduction 

Micro, Small and Medium enterprises (MSMEs) are recognized differently by differ-
ent economies across the globe. Parameters like investment in plants and machinery, 
turnover, and the number of employees are used to classify firms into micro, small 
or medium. In India, these firms are classified into micro, small and medium based 
on investment in plant and machinery and turnover. Firms with investments in plants 
and machinery less than one crore and turnover less than five crores are termed as 
micro, with investments not exceeding ten crores and turnover below 50 crores as 
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small and investments less than 50 crores with turnover not exceeding 250 crores as 
medium enterprises. There are more than six crore such firms and constitute more 
than 99% of the firms in the country, contributing almost 30% to GDP, 40% to the 
total export and employing more than 100 million people. Despite their significant 
economic contributions, these firms face numerous challenges owing to their small 
size and limited resources. 

These firms face perennial shortage of funds, which hinders their operation, 
growth and expansion. The opaque nature of such firms prevents access to credit. 
Besides, their sales on credit (receivables) tie up a considerable amount of funds 
eating up their working capital [ 1]. Significant delays in settlement of dues/payment 
of bills by large buyers, central and state departments, and public sector units (PSUs) 
have a negative impact on the recycling of money and business operations of these 
companies. Large purchasing corporations defer payments to their small suppliers 
to maintain the health of their cash conversion cycle [ 2]. This often makes MSMEs 
debt-ridden, eventually pushing them to the brink of insolvency. 

The cash flow cycle of MSMEs gets stretched due to stuck and delayed payments, 
and most often, this is a deliberate strategy of big buyers. As per an estimate, an 
average of Rs. 15 lakh crore is owed to MSMEs at any point [ 3]. And this figure only 
represents the registered MSMEs which account for just 13% of all existing MSMEs 
in India. For micro enterprises, this problem is more severe, and more than 80% of 
them see payments delayed beyond the statutory timeline of 45 days, and as much 
as 45% see them delayed beyond 180 days. In this light, this paper attempts to

• Review the state of MSME dues/receivables through time and steps taken by the 
government to mitigate it.

• Find the current challenges and gaps in MSME receivables realization and the 
government’s current interventions.

• Propose an integrated blockchain-based framework and architecture with Smart 
contract for end-to-end receivables management for MSMEs. 

21.2 Literature Review 

Working capital management (WCM) efficiency is vital for small firms as it represents 
over half of their total assets for production firms and an even greater proportion for 
trading and distribution firms, significantly affecting their liquidity and profitability 
[ 4]. Howorth and Westhead note that WCM has a greater impact on the profitability 
of MSMEs than large corporations [ 5], because of their higher percentage of current 
assets, insufficient liquidity and highly volatile cash flows [ 6]. A significant amount 
of academic literature points to a positive relationship between WCM efficiency 
and profitability and believes that firms can increase profitability through aggressive 
WCM to reduce the number of day’s accounts receivable and inventories [ 3, 7– 11]. 

The three components of working capital are receivables, payables and inventory. 
But, a significant part of the working capital requirement of an MSME arises due
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to long receivables realization cycles [ 2]. According to Jakpar et al. and Tanveer 
et al., the collection time of receivables and economic profitability have a posi-
tive association [ 12, 13]. For a sample of Japanese enterprises from 1990 to 2004, 
Nobanee et al. discovered a strong negative relationship between the length of the 
cash conversion cycle and profitability [ 14]. Poor debtor management has been the 
cause of 20% of bankrupt businesses in the UK. According to Peel and Wilson, if 
financial/working capital management methods in the small business sector could be 
dramatically improved, fewer businesses would fail and economic welfare would be 
significantly raised [ 15]. 

But most often, MSMEs are not in a position to do that due to their lopsided bar-
gaining power in relation to large corporate buyers. The median collection duration 
for manufacturing MSMEs in 2018–19 was 65 days, whereas it’s above 100 days 
for services [ 16]. A 2019 RBI survey found that 44% of manufacturing MSMEs and 
27% of service MSMEs experience payment delays. According to a report by the 
Global Alliance for Mass Entrepreneurship and Krea University, ‘Unlocking Credit 
for India’s Job Creators’, the average payment period for MSMEs ranges from three 
to six months, with the delay increasing with company size. 77% of micro, 69% of 
small and 65% of medium sized businesses experienced late payments. 

The asymmetry in bargaining power lies at the core of this problem. Delaying 
payments to smaller suppliers allows large corporations to keep their working capital 
days under control. Also, the government and PSUs, with their bureaucratic structure, 
follow the traditional ways of purchasing, where there is no deadline for making 
payments, rendering small firms to wait perpetually for their receivables. The scale 
of the problem warrants an effective and immediate solution to ease the capital 
constraints of MSMEs. 

21.3 Government Initiatives and Current Challenges 

The government has taken various steps to help small businesses suffering from 
late payments for their goods and services. In February 1999, the Department of 
Company Affairs modified Schedule VI of the (then) Corporations Act, 1956 to 
require companies to declare outstanding dues to SSIs of 0.01 million or more that 
are more than 30 days old in their balance sheets. MSME Development Act, 2006, 
brought provision to penalize buyers who delay payment to MSMEs for more than 45 
days by requiring them to pay interest to the supplier. India’s Planning Commission 
formed a High Level Committee on Financial Sector Reforms in August 2007, which 
came up with a report in 2009, ‘A Hundred Small Steps’. This report recommended 
securitizing trade credit, which can lower MSMEs working capital and financing 
needs [ 13]. 

The Reserve Bank of India, in March 2014, published a concept paper titled 
‘Micro, Small, and Medium Enterprises Factoring Trade Receivables Exchange’. 
Subsequently, it launched the Trade Receivables Discounting System (TReDS) in 
2016 to address liquidity shortages in the MSME ecosystem. The purpose was
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to build a platform where MSME sellers, corporate buyers, and financers (banks 
and NBFCs) could submit, accept, discount, trade and pay MSMEs’ invoices/bills. 
Three exchanges, namely, Receivables Exchange of India (RXIL), M1 Exchange and 
Invoice Mart Exchange, were launched in India between December 2016 and July 
2017. 

In October 2017, the Ministry of MSMEs introduced SAMADHAAN, a delayed 
payment tracking portal, where MSMEs can file applications for delayed payments 
from the buyers. Many Micro and Small Enterprises Facilitation Councils (MSEFC) 
are established in each state to settle the cases. The awareness remains low amongst 
MSMEs as less than 1% of all registered MSMEs have filed delayed payment peti-
tions, corresponding to only 1.3% of their estimated unpaid payments. Also, due to 
their unequal bargaining position, MSMEs are reluctant to submit complaints against 
purchasers, despite huge receivables. 

The efforts to handle the MSME receivables problem have made progress. How-
ever, there are still gaps and hurdles to overcome. For example, the MSMED Act of 
2006 required payments to MSMEs to be paid within 45 days, but it is uncertain when 
the 45-day period begins. Similarly, TReDS and SAMADHAAN have the potential 
to be game changers, but some factors are hindering their effective utilization. 

21.3.1 Problems with MSME SAMADHAAN 

Though intended to provide MSMEs recourse to pending payments, MSME SAMAD-
HAAN is too detailed and complex to meet all the requirements. The requisite paper-
work is the first issue that occurs. All applicants on the SAMADHAAN portal must 
upload copies of various papers, including signed contracts, work orders, invoices 
and proof of product or service delivery to the buyer, to substantiate their claim. The 
MSMEs, in the majority of cases, lacked appropriate documentation to begin with. 
They had entered into contracts with their customers and offered goods or services to 
them without clearly defining the deliverables, and in many cases, without even sign-
ing a legal contract. Purchase orders and invoices, for example, were either missing 
or not legally admissible in other instances. 

Second, the paperwork for each case is so detailed that going through it requires a 
significant amount of time and effort (thus the cost). A highly trained authority would 
need at least four hours to review and vet each document before making a judgment 
on the case [ 17]. Accordingly, to solve all pending case on the portal requires 400,000 
man-hours, implying, an army of 10,000 devoted bureaucrats would have to work 
nonstop on SAMADHAAN cases for four months, even as new applications continue 
to pour in. 

The third issue is the length of time of settlement. While most applications to 
the MSECF are unanswered, those that are picked up take weeks to process. Even 
starting the hearing on applications takes at least two weeks. Whenever an aggrieved 
MSME contacts the state council, the initial hearing takes at least two months, after 
which a notice is sent to both parties, giving them another two months to resolve.
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The case is then referred to an arbitrator, who is given a three-month deadline to hold 
a hearing, but the buyers do not want to attend. 

Fourth, there is a lack of enforcement of the litigation and compliance. The 
defaulter’s failure to appear for hearings is typical. The buyer will ignore the hearings 
and continue to press the case for years because there is no penalty for doing so. Even 
if the arbitration results in an MSME being able to recover its dues, the company is 
compelled to go to a local civil court to do it. After that, it’s a civil matter. Because 
the civil court is likewise exceedingly slow, it could take up to ten years to recoup 
the debts.” 

21.3.2 Problems with TReDS 

TReDS was established to provide liquidity to MSMEs through discounting their 
bills or receivables. It is a platform that connects lenders, buyers, and micro, small, 
and medium businesses. Lenders compete to settle an MSME supplier’s claims after 
the buyer acknowledges the invoice. After a predetermined period, the buyer repays 
the lender, which is usually a bank. The platform, however, is yet to be adopted by 
many stakeholders. Only 35% of corporates with a turnover of more than Rs. 500 
crore which were mandated to onboard have registered themselves as of April 1, 
2022. Many who signed up appear to have done so solely to comply with statutory 
guidelines. Very few of them have made a transaction yet. Despite this, in 2021–22, 
Rs. 36,000 crore invoices were discounted, and the growth looks promising. But 
some hurdles are impeding wider adoption of the platform. 

To begin with, most MSMEs are unfamiliar with digital platforms and govern-
ment processes, making them wary of going down this path. Also, despite having 
a registration, many MSMEs do not publish their invoices on the platform owing 
to undisclosed corporate pressure (buyers). Besides, large businesses are hesitant to 
submit invoices to the internet for two reasons. First, TReDS is a transparent system, 
so they’d have to pay the suppliers’ invoices within 45 days of receiving the goods or 
services. Second, their competitors could identify their MSME suppliers by looking 
at their internet invoices. 

The speed with which buyers approve invoices is the root of the problem, mainly 
the Central Public Sector Enterprises. Invoices are typically approved in 45–60 days 
by these companies. They usually settle the money by this time. However, the volume 
generated by PSUs is only about 7–8% of the total volume generated by the three 
platforms. The problem is that invoice approval occurs after the due date in many 
circumstances. This defeats the purpose of TReDS platforms in the first place. On 
the other hand, private corporations take between 5 and 15 days to acknowledge an 
invoice, after which the MSME supplier receives the approved payments. 

The major problem for most online trade receivables exchanges has been getting 
the volumes and building a vibrant and liquid marketplace. In India, the exchanges 
are undergoing similar tests. The turnover ceiling should be cut from Rs. 500 crores
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to Rs. 250 crores to attract more businesses. Also, more awareness needs to be made 
among MSMEs to register on the platform and avail the liquidity option. 

21.4 Blockchain-Based MSME Receivables Management 
Platform 

The section above highlights the challenges inherent in the existing processes in 
MSMEs receivables realization. Extensive requirement of documents in proper for-
mats, huge cost in form of time and effort to process them for arbitration, longer time 
period in settlement, deliberate incompliance, quality issues, fear and low bargaining 
power of small suppliers leave them with no option but to be at the mercy of big 
buyers. The other route, i.e. TReDS, though provides an alternative, suffers from 
similar issues like standardized documents requirement, technological aversion by 
MSMEs, corporate pressure, delay in invoice acknowledgment and approval, and 
thus liquidity. 

A blockchain-based solution can begin with a few standardized templates (pre-
cisely defining the deliverables and the payment terms and conditions) inherent in 
smart contracts starting from the purchase order. This would prevent a significant pro-
portion of disputes from forming in the first place. The standardization of contracts 
will aid both buyers and sellers in compiling documents, and MSME councils will 
be able to expedite the resolution of all cases. Officials would find it easier and faster 
to go over the essential elements in the standardized contracts, even if they had to use 
a manual information retrieval procedure because they would know exactly where 
to look. Modern technologies like computer vision and OCR, on the other hand, 
might be used to automate the extraction of information from contracts, reducing 
the time it takes for officials to make a decision from a few hours to a few minutes. 
The issue of invoice acknowledgment and approval delays will be eliminated, as 
real-time acknowledgment will allow for speedier discounting options. 

21.4.1 Platform and Methodology 

We used the most popular blockchain, Ethereum, which provides a well-tested 
ecosystem where many examples are available to use standard procedures and 
datatypes for developing decentralized applications. Ethereum smart contracts, 
implemented in Solidity, are well suited for applying BOSE and ABCDE method-
ology, and data recording and transaction management procedures are easily imple-
mented. We follow the ABCDE method [ 18], an eight-step software development 
approach designed specifically for blockchain software systems. We will not describe 
the App System code phase or the system integration phase for brevity but will finish 
at the end of the design phases.
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21.4.2 System Design 

Following the ABCDE method [18], we provide the system design step by step below. 

21.4.2.1 The Goal of the System 

It aims to integrate the whole MSME receivables process, including the erstwhile 
discounting through TReDS and arbitration through MSME SAMADHAAN, and 
implement it over a blockchain architecture. This would reduce the process’s duplic-
ity and bring more transparency and formality to receivables management, beginning 
from the very point of purchase. 

21.4.2.2 Actors 

The system has the following actors: 
MSME They are the suppliers of goods and services to big firms. 
Buyer They are the entities to whom goods and services are supplied to by MSMEs. 
They comprise big corporates, central and state departments, and PSUs. 
LSP (Logistic service provider) They are the transporters who help deliver goods 
from suppliers to the buyer. 
Financer These are the institutions that finance the receivables and payables. 
UAA (Udyog Aadhar Authority) This entity can be from the ministry of MSME 
and shall act as the system administrator and supervisory body. 
MSEFC (Micro and Small Enterprises Facilitation Council) It shall act for dispute 
resolution and settlement. 

21.4.2.3 User Stories 

This section outlines the various activities actors on the platform undertake (see 
Fig. 21.1). UAA (Udyog Aadhar Authority) registers different actors and manages 
and controls the various actors’ reading and writing accesses in the system. 

The Buyer sends a purchase order until the supplier’s orders remain unaccepted 
(MSME). After acceptance of the purchase order, it can raise a cancellation or mod-
ification request, which the supplier has the option to accept or reject. If the supplier 
accepts cancellation or modification, the smart contract (SC) will terminate, and a 
fresh SC will be needed to create a new purchase order. The buyer validates the 
billing invoice and delivery invoice after receiving the order (auto validate if not 
done within 24 h of LSP sending a delivery signal). It can raise an alert if the item 
is not delivered, and LSP flags the delivery signal. Then it can either pay the bill or 
opt to be factored (Reverse factoring).
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Fig. 21.1 The user stories of the system. Created by the Authors 

The MSME (supplier) accepts the purchase order and sends the billing and delivery 
invoice to the buyer. It can raise the cancellation request after accepting, which the 
buyer has the right to accept or reject. It can accept the buyer’s cancellation request, 
which will lead to the termination of the current contract. Then after delivery, it either 
receives the payment, opts for factoring, or raises a complaint to the MSEFC. 

The LSP will have to make two entries: picked up and delivered. On the same 
day as the delivery date of the logistic partner, the buyer will have to approve the 
delivery, which will also entail the approval of bills and invoices. 

The financers bid for financing the receivables (Factoring units). The seller or 
buyer gets the option to accept the bid depending upon who will bear the cost of 
financing. They pay the amount to the MSME (supplier) and receive payments later 
from the buyer. MSEFC receives the complaint, notifies the two parties involved and 
asks for mutual settlement, may reject a plea or accept the plea, and pronounces a 
verdict. 

21.4.2.4 UML Sequence Diagram 

UML sequence diagram represents the sequence of operations that the actors and 
the system perform. Figure 21.2 shows these interactions. It includes the purchase 
process between buyer and seller, the process of financing the receivables or payables, 
and the arbitration process.
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Fig. 21.2 UML sequence diagram. Created by the Authors 

21.4.2.5 Smart Contracts UML Class Diagrams 

The contracts UML diagrams in Fig. 21.3 show the structure of smart contracts and 
their integration. The managing authority, i.e. UAA assigns one of four typologies 
to every node that defines their roles. It also has a mechanism to suspend or blacklist 
nodes that do not act according to the network’s rules or renege on their commitments 
or roles in the system. Every time a purchase order is sent, a receivables Management 
contract is created which in turn creates a purchase contract. The factoring and 
arbitration contracts are only created when either the buyer/seller opts for financing 
their payables/receivables or when the seller raises a complaint, respectively. 

Each of the smart contracts consists of numerous variables and functions dealing 
with specific tasks. They also have events that are triggered when something sig-
nificant occurs and can be detected by observer programs. Because SCs can’t call 
external systems’ operations directly, events offer a way for them to communicate 
with the outside world. Modifiers are Boolean functions that are called before a 
function is executed in all contracts. They have the ability to verify limitations and
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Fig. 21.3 Smart contracts inheritance, contracts ‘purchase’; ‘factoring’; ‘arbitration’ and ‘reciev-
ablesManagement’ (clockwise from top left). Created by the Authors 

possibly halt the execution of a function. They also check whether the node accessing 
the particular contract has the authority to do so or not. 

21.5 Conclusion 

MSMEs have the potential to catalyze the economy’s growth but often remain on 
the brink of survival owing to their inability to manage and raise timely capital. 
Due to the asymmetry of bargaining power, they remain at the mercy of big players 
who delay payments to these firms to keep their own working capital days in control. 
The government has made continuous efforts to address this by bringing mechanisms 
like MSMED Act, MSME SAMADHAAN, MSME facilitation councils and TReDS. 
Though these steps have realized some of the intended outcomes, gaps and challenges 
remain. Some of them include extensive documentation, fragmented processes, costly 
and illiquid discounting market, lengthy arbitration cycle, deliberate incompliance 
by large firms, quality issues and hesitant MSMEs owing to fear and low bargaining 
power. 

The proposed blockchain platform integrates the whole receivable management 
process in a single system, removing the processes’ duplicity and bringing more 
transparency to the system. A transparent purchase system and automated payment 
and settlement mechanism would reduce the asymmetry of power between the small 
and large firms and result in timely and fair-trade settlements. Also, the blockchain-
based integrated financing of payables/receivables with more stakeholders and a
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transparent process can bring down the cost and illiquidity. The digitized and auto-
mated end-to-end process will also bring down the time and cost of litigation both for 
the parties and the government. The framework can be fine-tuned according to the 
need and can also be expanded to integrate more related processes and stakeholders. 
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Chapter 22 
Investigating the Key Enablers 
in Perishable Food Supply Chain Using 
DEMATEL and AHP—PROMETHEE 

Malleswari Karanam , Krishnanand Lanka, Sai Nikhil Pattela, 
and Vijaya Kumar Manupati 

Abstract Demand variations, disruptions, and environmental regulations stand as 
major setbacks in the perishable food supply chain (PFSC). Hence, in PFSC there is 
a need for identification of enablers and critical enablers that can help for better deci-
sions to overcome the above mentioned issues by making the supply networks more 
resilient. In this chapter, first with the identified enablers the most influential ones 
have been recognized with the multi-criteria decision-making (MCDM) based Deci-
sion making trial and evaluation laboratory (DEMATEL) method. In addition to 
the ranking of enablers, we have determined the cause and effect relationship of 
the enablers for the perishable food supply chain using DEMATEL. Later, a hybrid 
MCDM i.e., Analytical Hierarchy Process (AHP) - Preference ranking organiza-
tion method for enrichment evaluation (PROMETHEE II) has been used to rank the 
enablers and further identify the key enablers for the considered PFSC. The results 
obtained from the above models provide the critical enablers which further help the 
members in the supply chain be more resilient. 
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22.1 Introduction 

In recent years, digitalization and Industry 4.0 have become prominent in many 
industries for improving their performance and efficiencies. Integrating perishable 
food supply chain (PFSC) with digital technologies such as Radio frequency identifi-
cation, Internet of things (IoT) etc., aids in the identification, traceability, and quality 
monitoring of perishable products throughout the supply chain (SC). Perishable prod-
ucts such as vegetables, dairy products, and fruits are constantly deteriorating both 
in quality and economic parameters. In order to maintain a hassle-free functioning 
and performance of food supply networks, these products need to reach from the 
supplier to the end customer within their limited product life [1]. 

Perishable food supply chains have to be resilient enough to tackle the demand 
uncertainties, disruptions, and environmental regulations. However, appropriate 
transportation selection also promotes the effort to preserve the quality, freshness, 
and safety of the perishable products, which helps reduce the overall losses [2, 35]. 
Moreover, economic, environmental, and societal risks may indeed be reduced with 
efficient PFSC management. The environmental considerations are to be amalga-
mated with the SCs, due to the rapid rise in the global temperatures. Developing 
sustainable SCs minimizes the total carbon emissions in the long run [3]. Perishable 
products have a significant influence on food security in many developing coun-
tries, and effectively managing them by identifying the key enablers facilitates the 
decision-making process. 

Considering the necessity for PFSC and the aforementioned problems, this chapter 
has been focusing on the following goals: 

1. To rank the enablers and identify the most key enablers for the PFSC using the 
Decision making trial and evaluation laboratory (DEMATEL) approach. 

2. To determine the cause and effect relationship of the enablers for the PFSC using 
DEMATEL. 

3. To rank the enablers and identify the most key enablers for the PFSC through 
integrated AHP—PROMETHEE II. 

4. To identify the key enablers using DEMATEL and integrated AHP— 
PROMETHEE II 

The remainder of this chapter has been carried out as follows: Sect. 2 describes 
the significance of enablers related to PFSC work and identifies the methodologies to 
rank these enablers. Section 3 explain the MCDM methodologies such as DEMATEL 
and integrated AHP—PROMETHEE II and identify the key PFSC enablers. Finally, 
Sects. 4 and 5 discuss the results and conclusions of the current study.
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22.2 Related Work 

A literature survey conducted to find the enablers of PFSC revealed fifteen 
enablers that impact the PFSC, and [4] in their study have explored the themes of 
PFSC and identified the hierarchy of each enabler using Total interpretive structural 
modeling—Cross impact matrix multiplication applied to classification (TISM— 
MICMAC) analysis. They explored the literature supporting the enablers’ importance 
of PFSC. PFSC enablers were identified from literature to maintain food products 
significantly throughout the SC. The fifteen enablers are described in the following 
sub-section. 

22.2.1 Enablers Related to PFSC 

The fifteen enablers have been identified from the literature that are Radio frequency 
identification (RFID), IoT, Shelf Life (SL), Cold Storage (CS), Inventory Control 
(IC), Decision Making (DM), Third-party logistics (3PL), Vehicle Routing (VR), 
Unit Capacity (UC), Fuel Consumption (FC), Freshness keeping (FK), Cost–Benefit 
Analysis (CBA), Global Warming (GW), Carbon Emissions (CE), and Energy 
Utilization (EU). 

Radiofrequency identification: RFID tags are used to search, identify, and track the 
products. RFID plays a vital role for perishable products upstream to downstream of 
the PFSC. Monitoring and tracking environmental conditions for delivering perish-
able products in cold chains have been made simple using RFID tags and other 
sensors [5]. 

Internet of Things: The IoT infrastructure includes a smart device that measures 
environmental parameters such as temperature, humidity, and gas concentrations, 
enables real-time computations and early reports [6]. 

Shelf Life: Perishable products are distinguished from non-perishable products 
due to their shelf life. The shelf life of perishables varies from one product to another 
product. The perishable product’s shelf life and quality are assessed based on the 
deterioration [7, 8]. 

Cold Storage: The rate of deterioration of perishable products is substantially 
reduced due to cold storage. A temperature-controlled transit system is necessary 
to prevent perishable items from deteriorating from upstream to downstream of the 
PFSC [9]. 

Inventory Control: IC has a significant impact on perishable products. Due to the 
limited life period, there is a restriction on perishable products inventory, which may 
lead to not satisfying the consumer requirement [10]. 

Decision Making: Decision making has to be based on the deterioration of perish-
able products from supplier to the end consumer. For example, products with less 
shelf life have to be delivered first. Hence, DM is a significant influence on PFSC 
[11].
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Third-party logistics: 3PL providers deliver the perishable products from the target 
to the destination within the time window to keep the freshness of the perishable 
products [12]. 

Vehicle Routing: VR plays a vital role in transporting the perishable products 
upstream to downstream of the PFSC. There are constraints in VR, such as the 
vehicle’s capacity, different types of vehicles, and multi-compartment vehicles to 
differentiate the different perishable products [13]. 

Unit Capacity: Storage and Transportation unit capacity are considered during 
the PFSC. UC depends on the type of vehicle during the transportation of products 
[14]. 

Fuel Consumption: Perishable products are temperature-dependent, so more fuel 
consumption is required during the transportation of products to maintain the quality 
of perishable products [15]. The goal is to find the path that uses the least amount of 
fuel for both propulsion and refrigeration [16]. 

Freshness keeping: The selling cost of perishable products is decided based on 
freshness keeping. The perishable product’s cost varies in all stages of the SC due 
to the freshness of the product (such as supplier, wholesaler, distributor, retailer, and 
vendor) [17]. 

Cost Benefit Analysis: It aims to minimize the total cost, including the transporta-
tion and operational costs of each stage of the SC [18]. 

Global Warming: Perishable products are required by the refrigeration system to 
maintain their quality. During the transportation of products, more greenhouse gas 
emissions occur due to a gas leakage [19]. 

Carbon Emissions: Carbon emissions trading policies are required to lead cold 
chain logistics firms in energy-saving and emission-reduction transformations of 
cold storage [20]. 

Energy Utilization: Refrigeration in transportation takes a lot of energy, resulting 
in many carbon emissions [6]. 

22.2.2 DEMATEL and AHP—PROMETHEE II Approaches 

In this section, the authors illustrated various multi-criteria decision making 
approaches such as DEMATEL, AHP, PROMETHEE II, TOPSIS, VIKOR, ANP, 
and fuzzy concepts. Applying the MCDM approach helps identify the key criteria 
for a given problem. The related studies on MCDM are: Karanam et al. [4] iden-
tified the 15 enablers and their hierarchies for PFSC using TISM-MICMAC anal-
ysis. Wu et al. [21] studied the interrelationships and level of influence on food 
waste enablers using priority ranking and cause and effect diagrams using Hybrid 
AHP-DEMATEL. Kilic et al. [22] proposed the hybrid methodology N-DEMATEL-
TOPSIS for investigating the environmental sustainability dimensions and perfor-
mance comparison of various municipalities. Sharma et al. [23] applied DEMATEL 
to identify the most driving enabler on e-waste management in circular economies. 
Khanzode et al. [24] identified 14 enablers in manufacturing firms (sustainability and
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circular economy domains), later ranking and establishing cause and effect relations 
using the DEMATEL methodology. Li et al. [25] applied DEMATEL-PROMETHEE 
and identified 5 enablers and found that the energy efficiency parameter to be given 
the highest priority by governments for selecting the resources. Makan et al. [26] 
six alternatives were taken, and the results show that reactor technologies are more 
sustainable than closed technologies using PROMETHEE method. Gupta et al. [27] 
Prioritizing enablers such as nursing staff, doctors, and diagnostic technicians for 
service quality in the healthcare sector using MCDM methods. 

22.2.3 Summary 

Following a review of the related work, we observed that no one had employed 
DEMATEL and AHP—PROMETHEE II to determine the PFSC’s most key enablers. 
DEMATEL was selected as the best alternative based on its merits, according to the 
literature. AHP integrated PROMETHEE-II methodology is employed to compare 
the results obtained in DEMATEL analysis. Therefore, we used the DEMATEL and 
AHP-PROMETHEE II for ranking the enablers of PFSC and identify the most key 
enablers. 

22.3 Methodology 

The current study goal is to build a unique research framework for identifying the 
key enablers of PFSC based on the prior studies and experts’ ratings. In this chapter, 
MCDM methodologies are DEMATEL, integrated AHP –PROMETHEE II have 
been used to rank the enablers of PFSC and finally identify the key enablers. We have 
adopted the traditional DEMATEL method to determine rank and the causal relation 
between 15 selected enablers. Traditional DEMATEL over the other methods in 
MCDM because in complex systems, the impact of influences is better captured by the 
DEMATEL method [28]. Next, we have proposed one more MCDM method AHP— 
PROMETHEE II, to rank the enablers. The required weights for PROMETHEE II 
have been calculated through AHP. MCDM tool AHP is used to assign the priority 
weights to the enablers used to obtain the hierarchy levels [29]. Finally, we identified 
the key enablers through obtained rankings from the methods mentioned above. The 
proposed framework is described in Fig. 22.1.
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Enablers 
RFID IoT SL CS IC DM 3PL VR UC FC FK CBA GW CE EU 

DEMATEL AHP – PROMETHEE II 

DEMATEL – Steps 

Step I : Direct relation matrix 
Step II : Normalized direct 

relation matrix 
Step III : Total relation matrix 
Step IV : Finding prominence 

and relevance values 
Step V : Cause effect diagram 
Step VI : Diagraph based on 

threshold value 

Stage I – AHP : Calculating weights of each enabler 

Stage II – PROMETHEE II 
Step I : Normalized the decision matrix 
Step II : Finding the deviation by pairwise comparison 
Step III : Determine the preference function 
Step IV : Aggregated preference calculation 
Step V : Calculating the positive and negative flows 
Step VI : Calculating the net outranking for each enabler 
Step VII : Ranking of the enablers based on net outranking 

Fig. 22.1 Proposed framework 

22.3.1 Dematel 

In this section, DEMATEL approaches have been used to identify the key enablers 
for PFSC. The initial interrelationship among each enabler has been taken from the 
literature. 

22.3.2 Dematel 

In this section, DEMATEL approaches have been used to identify the key enablers 
for PFSC. The initial interrelationship among each enabler has been taken from the 
literature. 

Step1: Generating the direct relation matrix (DRM) 

A n × n matrix is generated from the experts’ ratings on the enablers (A). aij denotes 
the influence of enabler i on enabler j. Experts have used 0 to 5 scale to represent the 
relationship among various enablers. The DRM is formulated based on the dominance 
rule from the experts’ ratings as shown in Table 22.1.

Step 2: Normalized direct-relation matrix 

We calculate the normalized values of the matrix DRM from the previous step. For 
each row, the sum of the rating

∑
a j values are calculated. Then, of all the sum
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Table 22.1 Direct relation matrix (DRM) 

Enabler RFID IoT SL CS IC DM 3PL VR UC FC FK CBA GW CE EU 

RFID 1.0 4.8 4.3 4.6 4.9 4.9 4.2 4.1 0.0 0.0 0.0 4.3 3.1 0.0 4.2 

IoT 4.8 1.0 0.0 4.9 4.4 4.4 0.0 0.0 0.0 0.0 0.0 4.2 3.1 0.0 4.5 

SL 4.9 4.5 1.0 4.5 4.5 4.5 4.0 4.0 0.0 4.2 4.0 4.9 0.0 3.2 4.2 

CS 4.5 4.0 0.0 1.0 4.2 4.2 0.0 0.0 0.0 4.2 0.0 4.9 4.8 4.4 4.6 

IC 4.5 4.0 4.0 4.9 1.0 4.0 4.9 4.0 0.0 3.2 4.1 4.5 4.9 3.4 4.9 

DM 0.0 4.4 4.5 4.8 4.0 1.0 4.4 4.2 0.0 0.0 0.0 4.8 4.0 3.4 4.2 

3PL 0.0 4.2 3.4 4.1 4.0 4.0 1.0 4.0 0.0 0.0 0.0 4.3 4.2 0.0 3.4 

VR 3.4 3.3 4.9 4.2 4.0 4.0 4.9 1.0 0.0 0.0 4.2 4.2 3.4 0.0 3.4 

UC 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 

FC 0.0 0.0 0.0 4.1 0.0 0.0 0.0 0.0 0.0 1.0 4.8 0.0 4.9 4.9 4.9 

FK 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4.9 1.0 0.0 4.5 4.0 4.5 

CBA 0.0 4.3 4.5 4.6 4.9 4.9 4.4 4.2 0.0 3.3 0.0 1.0 4.3 3.3 4.9 

GW 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 4.9 4.3 

CE 0.0 0.0 0.0 3.4 0.0 0.0 0.0 0.0 0.0 4.5 0.0 0.0 4.7 1.0 4.9 

EU 0.0 4.2 0.0 4.0 0.0 0.0 0.0 0.0 0.0 4.0 4.5 4.3 4.7 4.9 1.0

values, the maximum value is selected as summax. Every rating in the initial decision 
matrix is divided by the summax to get the normalized values. 

Step 3: The total relation matrix (R) 

An identity matrix (I) similar to the size of matrix Y is considered. Then, the matrix 
(I-Y) is computed. The matrices Y and inverse of (I-Y) are multiplied using the 
matrix product method to get the total relationship matrix (R) (Table 22.2). 

R = Y × (I − Y )−1 (22.1)

Step 4: Prominence and Relevance 

The sum of the rows (Kj) and columns (Li) in the matrix R is found 

K j = 
n∑

i=1 

ri (22.2) 

Li = 
n∑

j=1 

r j (22.3)
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Then prominence (Kj + Li) and net effect (Kj - Li) values are calculated for each 
enabler. The value of (Kj + Li) is proportional to the impact of enabler i on the other 
enablers. If the net effect value is greater than zero, the enabler belongs to the cause 
family; otherwise, it goes into the effect category. The ranking of the enablers is done 
using (Kj - Li) values and is shown in Table 22.3.

Step 5: Cause and effect diagram 

The cause and effect diagram has been plotted based on the (Kj + Li) and (Kj - Li) 
obtained from the R. Here, x axis is considered as prominence (Kj + Li) and y axis is 
considered as relevance (Kj - Li) values. The causes are shown in green colour, and 
the effects are shown in orange colour in the cause and effect diagram. Figure 22.2 
illustrates the cause and effect diagram.

Step 6: Diagraph based on the threshold value 

To explain a structural relationship among the enablers, a threshold value helps in 
filtering out the negligible relationships in matrix R. The threshold value (0.103) is 
determined as the average value of R. To further investigate the interplay between the 
enablers, each enabler value from the R is compared with the threshold value, and the 
relation between various causes and effects are portrayed in the digraph (Fig. 22.3).

22.3.3 Integrated AHP-PROMETHEE II 

This section uses an integrated AHP and PROMETHEE II to rank the PFSC enablers. 
The fifteen enablers have been identified from the literature, and the pairwise compar-
isons among the enablers are collected from expert ratings. AHP is used to calculate 
the weights of each enabler. These weights have been used in PROMETHEE II to 
rank the enablers. 

22.3.3.1 Ahp 

Step 1: Constructing a decision hierarchy 

A pairwise comparison matrix is constructed such that the diagonal elements are 
equal to 1, as an enabler has equal importance with itself. The elements of the matrix 
correspond to the pairwise comparisons among the enablers using a 1 to 9 scale in  
Table 22.4. For judgment consistency, aij = k implies that aij = 1/k [30].
Step 2: Normalizing the comparison matrix 

A normalized matrix is calculated by dividing each element with its column total 
(ai j  /

∑
a j ) to sum up the column elements of the resulting normalized matrix to 1. 

Then, the average of the elements in each row is calculated to find the criteria weights 
(Wi).
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Fig. 22.2 DEMATEL—cause and effect diagram

Fig. 22.3 DEMATEL—Diagraph based on the threshold value

Table 22.4 Value in AHP matrix and level of importance 

Value 1 3 5 7 9 2,4,6,8 

Level of importance Equal Weak Strong Very strong Extreme Intermediate values

Step 3: Consistency check 

We find critical ratio (CR) and critical index (CI) values to check the consistency 
of the wi found in the previous step. The eigenvalue λ is calculated for each row
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Table 22.5 Number of dimensions and RI values 

N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.48 1.56 1.57 1.59 

by multiplying Wi and weighted sum value for each row (WSi). The maximum 
eigenvalue λmax is the mean of all the eigenvalues thus obtained. The critical ratio is 
calculated using the formula: 

CR  = λmax − n 
n − 1 (22.4) 

where “n” is the number of enablers considered. The obtained CR value is 
CR = 2.1673 – 15 / 15 – 1 = > 0.1548 where n = 15. 
Later, the critical index is found using the relation 

C I  = CR/RI (22.5) 

where RI is the Random Index (Table 22.5) which depends on the number of criteria/ 
dimensions/enablers used in the comparison matrix. 

CI = 0.1548 / 1.59 = > 0.0974 < 0.1. For the comparison matrix to be consistent, 
the CI value should be less than 0.1, or inconsistency should not be higher than 10%. 
Table 22.6 shows the weights obtained in this step, which are used in the second 
stage to arrive at the final ranking of the enablers.

22.3.4 Promethee Ii 

Step 1: Normalize the decision matrix 

Every enabler is classified into two groups, viz. beneficial and non-beneficial. The 
criteria whose lower limit is necessary; it is known as the non-beneficial criteria. 
When the higher values are desired, they fall into beneficial criteria [31]. In this 
chapter, enablers falling in non-beneficial criteria are FC, CBA, GW, and CE, the 
rest are of beneficial criteria. The normalized values thus calculated are in Table 22.7. 

Ni j  = ai j  − a j,min 

a j,max − a j,min 
(22.6)
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Ni j  = a j,max − ai j  
a j,max − a j,min 

(22.7) 

Equation 22.6 is used to find the normalized values for beneficial criteria, whereas 
the normalization of non-beneficial criteria is carried out by Eq. 22.7. 

Step 2: Calculating the evaluating differences of an enabler with other enablers 

Evaluative difference (D) is the difference between the normalized values of an 
enabler with respect to all other enablers. For example, evaluative differences are 
D(RFID-IoT), D(RFID-SL), D(RFID-CS) –– D(RFID-EU) for the enabler RFID. 
This process is carried out for all the enablers. 

Step 3: Calculating the preference function 

The preference function P(x, y) represents the amount of preference of a criteria 
x with respect to criteria y and is valued between 0 and 1. The preference value is 
zero if the evaluative difference is negative. If the evaluative difference is positive, 
the preference function takes the difference value. 

P(x, y) = 0, i f  D(x, y) is  negati  ve (22.8) 

P(x, y) = D(x, y), i f  D(x, y) is  posi ti  ve (22.9) 

The preference function values are hence calculated for all the obtained matrices 
in the above step. 

Step 4: Calculating aggregated preference (AP) values 

The weights obtained using the AHP method and the preference values obtained in 
the previous step. P(x, y) are used to calculate the AP for each row as follows:

∏
(x, y) = 

n∑

j=1 

wi Pj (x, y) (22.10)

∏
(y, x) = 

n∑

i=1 

wi Pj (y, x) (22.11) 

The calculated values are written in the form of a n × n matrix with diagonal 
elements as zeroes. 

Step 5: Calculating leaving and entering flows
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The entering (in) flow (ψ+) is calculated for rows as: 

ψi,+ =
∏

i (x, y) 
n − 1 (22.12) 

The leaving (out) flow value (ψ−) is calculated for columns as: 

ψ j,− =
∏

j (y, x) 
n − 1 (22.13) 

The net flow is: 

ψn,net = ψn,+ − ψn,− (22.14) 

This net flow value is calculated for all the enablers (Table 22.8). Based on these 
net flow values, ranking is given to all the enablers. Higher the net flow value, the 
greater the rank.

The final rankings from the integrated AHP-PROMETHEE II method are 
represented in Table 22.9.

22.4 Findings and Discussions 

The PFSC enablers are ranked based on two MCDM methods DEMATEL and inte-
grated AHP -PROMETHEE II, and key enablers have been identified. After assessing 
the enablers, it is relatively simple to handle PFSC management. This study analyzes 
various PFSC enablers and cause-and-effect relationships and ranks them based 
on MCDM methods. The relationship matrix for the fifteen enablers based on the 
experts’ ratings has been identified from the literature. The ranking results are shown 
in Table 22.10.

The significance of the enablers has been determined by DEMATEL using (Kj + 
Li) values. The DEMATEL results show that SL, RFID, VR, and IC have been key 
enablers for PFSC, prioritizing rank of first, second, third, and fourth, respectively. 
Shelf Life is the most key influential enabler with the highest (Kj + Li) value, 
5.3254, and capacity has the least importance with (Kj + Li) value of 0.0362. The 
previous study observed that SL, RFID, VR, and IC are the critical enablers for PFSC, 
quantifying based on the TISM approach at the highest level. The integrated AHP— 
PROMETHEE II results show that VR, RFID, SL, and IC have been key enablers for 
PFSC, prioritizing rank of first, second, third, and fourth, respectively. Comparing 
DEMATEL and integrated AHP—PROMETHEE II, there is an interchange between
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Table 22.9 Ranking of enablers from AHP-PROMETHEE II method 

Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Enabler VR RFID SL IC CBA DM 3PL IoT CS EU FC CE GW UC FK

the SL and VR. For perishable products, SL and VR are both significantly high 
priority to deliver the perishable products within the shelf life and optimize the 
vehicle route. Based on the DEMATEL results, CBA, DM, and 3PL prioritized ranks 
five, six, and seven. The PROMETHEE II results show that CBA, DM, and 3PL 
prioritize rank five, six, and seven. Comparing the CBA, DM, and 3PL with the 
above approaches, cost benefit analysis is the fifth priority in PFSC to optimize the 
transportation and operational cost throughout the SC. In addition to the ranking, 
from the DEMATEL analysis, RFID, IoT, CS, IC, DM, 3PL, VR, CBA, and EU are 
categorized as the causes, and the remaining enablers are effects. 

22.5 Conclusions 

Identifying the key enablers helps in maximizing the PFSC efficiency and promotes 
a better decision making process. In this chapter, we have considered the enablers 
related to PFSC from the previous literature conducted by the authors. To understand 
the key enablers importance and their relevance with respect to current technologies 
in the context of PFSC a MCDM has been adopted. The better approach leads to 
good performance solutions, hence, a hybrid MCDM approach with integrated AHP-
PROMETHEE II has been proposed in which the AHP method has evaluated the 
weights of various enablers where PROMETHEE II is used to rank the enablers 
using the weights obtained from the AHP. Later, another prominent MCDM method 
i.e., DEMATEL is employed in this chapter that helps in ranking the enablers and 
categorizes them into cause and effects. Both the proposed and adopted methods are 
used in this chapter to compare and analyze the results for validation. It has been 
found that the enabler shelf life is the most key influential enabler with the highest (Kj 

+ Li) value 5.3254, followed by 4.937 (RFID), 4.653 (VR), 4.292 (IC), 4.064 (CBA), 
and 3.9512 (DM). From the integrated AHP—PROMETHEE II method, it is evident 
that VR, RFID, SL, IC, and CBA enablers have the highest ranking. Combining both 
the results, the proposed ranking is as follows: SL > RFID > VR > IC > CBA > DM 
> 3PL > IoT > CS > EU > FC > FK > CE > GW > UC. From the above results, 
SL, RFID, VR, IC, CBA, and DM are the most influential enablers in the context of 
PFSC. RFID helps in digitalizing the PFSC, thereby improving its performance and 
efficiency. Similarly, vehicle routing and inventory control directly impact the most 
significant characteristic of perishable goods i.e., shelf life. Lastly, the operational 
and transportation costs are important for transporting of the perishable products 
within their shelf life period in PFSC.
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Chapter 23 
Blockchain for Supply Chain 
for Perishable Goods 

Anandu B. Ajith, Nikhil R, Pati Chandana, Vinod Pathari, 
and Vinay V. Panicker 

Abstract Maintaining transparency in the perishable goods supply chain is critical 
to ensure that the items are not tampered with and that customers have faith in the 
products. This work aims to solve this problem utilizing blockchain technology, 
which is well-known for its decentralization, immutability, and trustless nature. The 
research goal was to develop an Android application that is both cost-free, easily 
deployable, and easy to use for recording product data and the supply chain. Before 
purchasing a product, a consumer might use this app to scan the QR (Quick Response) 
code to retrieve all of the product’s details and supply chain to ensure that the product 
has not been tampered with and is still within its shelf life. 

Keywords Supply chain · Perishable goods · Block chain · Transparency ·
Traceability · Android application 

23.1 Introduction 

Perishable goods have a short shelf life and are unmarketable after their expiry. 
However, they are being tampered with because of various reasons. The expiration 
dates on the product packages may be worn off, or counterfeit products may be 
sold under the names of well-known brands. Tampering with perishable foods, in 
particular, could expose consumers to dangerous food-borne infections [1]. There-
fore, consumers must inspect and ensure that the product’s box is not ripped, torn,
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or damaged and verify the expiration date [1]. However, the expiration date may be 
changed to extend the shelf-life of the products illegally, and the packaging could be 
reused to fill the faulty product with the genuine company’s label. This tampering can 
be done very easily and quickly and would lead to customer skepticism in buying 
the products. Therefore, a need for a trusted source of product data that cannot 
be tampered with is necessary. This could be achieved through the application of 
blockchain technology. 

Currently, a central database is used to store, retrieve, and modify the data in most 
industries, and a central system is often responsible for securing this data. However, 
this implementation has its disadvantages. 

It is hard to retrieve the data once lost, there is a lack of transparency and security, 
and these centralized databases will not serve the requirement for sectors where 
decentralization, transparency, and immutability are much required. In this context, 
blockchain technology can be applied. 

Blockchain is a decentralized ledger made up of a chain of blocks, where each 
block consists of a cryptographic hash of the previous block and several transac-
tions and other details [2]. This distributed ledger technology ensures the following 
characteristics. 

1. Decentralization: Every node in the network owns a copy of the blockchain, 
ensuring that transparency is maintained and that there is no central entity solely 
responsible for the blockchain. 

2. Security: The transactions would be signed by the sender using the digital signa-
ture formed from the user’s private key, and the other nodes in the network could 
verify the transaction’s validity with the sender’s public key, ensuring the trans-
action has not been tampered with. It would be impossible to tamper with the 
blockchain since it is stored across the network of devices, ensuring its security. 

3. Immutability: Even if a block of data in a blockchain is being modified, to make 
the blockchain valid, one should recalculate the cryptographic hashes of the entire 
chain from that block, which is not practically effortless; therefore, it cannot be 
modified or deleted once the blocks are added, making the chain practically 
immutable. 

4. Consensus-based: In order to agree that a transaction is valid, all the nodes in 
the network must agree on a consensus algorithm. 

As a result, supply chain entities can store data in the blockchain and benefit from 
its qualities, while customers can look into the blockchain to check product details 
and ensure that the product is authentic before purchasing.
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This paper is organized into six sections. Section 23.2 presents a literature review, 
followed by the problem described in Sect. 23.3. Section 23.4 describes the solution 
approach adopted in this research. Section 23.5 reports the results of our work, and 
the last section presents our conclusions. 

23.2 Literature Review 

Maintaining transparency in the perishable products supply chain is critical for 
consumer trust. If the product details such as manufacturing date, location, temper-
ature of the product when manufactured and while transporting are recorded and 
made publicly accessible, the consumers can access the particular product’s data and 
purchase it after making sure of its authenticity. But, storing the data in centralized 
servers would imply placing huge burden of trust and the responsibility of safe-
guarding the data on a single authority. Therefore, the collected data could be stored 
in a public block chain ledger so that the stored data is immutable once added to 
it and as the ledger is distributed, anyone can access the data anytime [3]. As the 
data is public, immutable, and distributed, prospective customers can access the 
data and verify the product’s authenticity before purchasing it. This would boost 
the customer’s trust in the manufacturing company [3]. Especially in the case of 
perishable food products, customers would often be worried about the temperature 
and other conditions maintained during the product’s manufacturing, storage and 
transportation phases. To resolve it, data could be recorded by IoT enabled devices 
and stored in the public block chain ledger, so that customers can access the real-time 
and historical information about the products [4]. 

23.3 Problem Description 

Due to the shorter shelf life of perishable goods, they are more vulnerable to 
tampering such as selling expired products or reusing the packaging of previously 
used products by stuffing the fake product with the genuine company’s label. There 
is also a risk that the expiry date on the product has visibly deteriorated, which could 
cause customers to be confused about the product’s expiry date. Customers’ trust in 
the company would be eroded under such circumstances, and consuming products 
past their shelf life, particularly food products, could result in food poisoning and 
other food-borne diseases, which could be harmful. As a result, complete openness 
of all product data is essential so that consumers can access it prior to purchasing the 
product to assess its validity.
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23.4 Solution Approach 

We propose a solution based on blockchain technology to prevent the possibility 
of tampering of data in perishable goods. The product supply chain data in the 
blockchain is safe, tamper-proof, and readily available to all users. The idea is to store 
the lot number, product key, manufactured date, the expiry date, the manufactured 
location, and other product details in the blockchain. Date and location would also be 
added to the blockchain after the product is transacted in the supply chain. Consumers 
can view the entire supply chain and product details by scanning the QR code label 
on the product’s outer cover. 

When a customer purchases a product, the seller scans the QR code and marks it 
as purchased. If another consumer scans the QR code of a sold item, they see that 
the product has been purchased in the product supply chain and realize that there is 
an unacceptable reuse of the packaging (QR code) and avoid buying it. 

A low-tech technique with which each product would be tracked is by using 
a combination of “Lot Number” and “Product Number,” which, when combined, 
uniquely identifies the item. The product packaging will contain these identifiers as 
QR codes. Each participant in the supply chain has a unique private key and public 
key, which generates a unique address that is used to identify themselves. 

Initially, the manufacturer constructs the blockchain, and the application adds the 
manufacturer as the network’s authority node, which is responsible for generating 
blocks and delivering them across the network after confirming transactions from 
other nodes (wholesalers, retailers, etc.). 

The manufacturer first creates the lot, which represents a set of similar products, 
and then records all of the details of the lot, such as Lot number, individual unique 
product keys of the products, manufacturing date, expiry date, and manufacturing 
location in a “CREATE LOT” transaction and transmits it to all nodes in the network. 
Except for manufacturing (first step) and purchasing of the product (last step), all 
intermediate transactions like wholesaler purchasing from the manufacturer or a 
retailer purchasing from a wholesaler would be recorded on the blockchain as a 
“PURCHASE” transaction. The transaction will contain details of when and where 
the transaction occurred. It is assumed that when a product is handed over, the address 
that sells the product adds the transaction. 

“END PURCHASE” transaction is used to keep track of products purchased by 
end-users and products that had faults during distribution and are to be withdrawn 
from the market.
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The product’s route from manufacturer to retailer can be tracked with the above 
configuration. When a customer wants to examine the details of a product before 
buying it, they can use the app to scan the QR code of the product they want to buy, 
and the product’s trip through the blockchain will be displayed. The end consumer 
can check the product’s expiration date and ensure that the supply chain does not 
include an end purchase transaction before purchasing it. The end consumer can 
now make an informed choice of the legitimacy of the products and purchase the 
same. When a customer buys a product, the retailer adds an “END PURCHASE” 
transaction, which includes the date and location of the purchase, and marks the 
conclusion of the product’s journey. 

If a seller receives a tampered product, the seller can return it to the wholesaler 
and include an “END PURCHASE” with the wholesaler’s address and the date and 
location the goods were returned and mark the product as purchased so that it cannot 
be sold again. 

With the above configuration, the life-cycle of a product can be monitored trans-
parently on the blockchain from producer to end consumer and, this can prevent 
tampering with perishable goods and boost customer confidence in the items and 
company. 

In the traditional approach, storing all this information would require a lot of 
storage and the need to place trust in a centralized entity. By utilizing a distributed 
blockchain, with low powered Android devices, where there is no need to completely 
trust any entity, we aim to overcome the above limitations. 

23.5 Results and Discussion 

A Proof-of-Concept native android application that implements the above flow has 
been developed using our version of the blockchain library. The application can be 
used by. 

– Producer to add CREATE LOT transactions, and, PURCHASE transactions while 
selling products to wholesalers. 

– Wholesaler to add PURCHASE transactions while selling the products to retailers. 
– Retailer to add END PURCHASE transactions while selling the product to the 

end consumer marking the product as purchased. 
– End Consumer, can use the app to query by LOT ID, PRODUCT ID to get product 

details and supply chain of individual products. 
– Everyone can view the information of all the transactions. 

This application currently considers Producers as the Authority nodes, as it is their 
need that quality products reach the end consumer. Hence Producers are validators 
creating blocks. The schematic of the Android application is explained using the Use 
Case Diagram Fig. 23.1. Corresponding to each of these use cases, our blockchain 
undergoes an immutable change and this is depicted in Table 23.1. Screenshots of 
the proposed application are given in Fig. 23.2.
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Fig. 23.1 Use case diagram of the application

23.6 Conclusion 

Maintaining openness in the perishable foods supply chain has become increasingly 
critical with rising customer concerns about product authenticity. In order to accom-
plish this, a low-cost, quickly deployed android application is designed which is 
implemented utilizing blockchain technology at its core. This will ensure that the 
supply chain data stored in it is immutable, safe, and decentralized. The consumer 
can download the Android app, scan the QR code on the product, and inspect the 
complete product supply chain, ensuring that the goods have not been tampered with 
or re-sold at any point in the supply chain.
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Table 23.1 Table with actions and activity on block chain by various actors 

Actors Action Effect on the block chain 

Producer Add 
CREATE_ 
LOT 
Transaction 

A CREATE_LOT transaction with lot number, product keys and 
other relevant metadata is created and broadcast on the Network 

Producer Create Block 
with 
Transactions 

Periodically the Producer (which is the Authority node in our 
case) takes the valid transactions from the queue and produces a 
block. This block is then broadcast to all nodes 

Wholesaler Add 
PURCHASE 
Transaction 

A transaction with product keys, lot number and other metadata 
is made, and broadcast on the network. Clients wait until this 
block is added to a block [i.e., recorded on the chain] 

Wholesaler, 
Retailer 

Add END_ 
PURCHASE 
Transaction 

A transaction with product key, lot number is made and 
broadcast over the network. Clients will wait until a block with 
this transaction is added to the block chain 

Producer, 
Wholesaler, 
Retailer, 
Customer 

Search The local copy of the block chain is searched using the 
parameters given [e.g.: lot number, product keys etc.] 

Fig. 23.2 Screenshots of the application



246 A. B. Ajith et al.

References 

1. Food Tampering: An Extra Ounce of Caution. https://www.fda.gov/food/buy-store-serve-safe-
food/food-tampering-extra-ounce-caution. Last accessed 12 May 2022 

2. Gupta W (2017) Blockchain for dummies. IBM Limited Edition. Wiley, NJ USA 
3. Ahamed NN, Thivakaran TK, Karthikeyan P (2021) Perishable food products contains safe 

in cold supply chain management using blockchain technology. In: 2021 7th international 
conference on advanced computing and communication systems (ICACCS), pp 167–172 

4. Mondragon AEC, Coronado CE, Coronado ES (2019) Investigating the applicability of 
distributed ledger/blockchain technology in manufacturing and perishable goods supply chains. 
In: 2019 IEEE 6th international conference on industrial engineering and applications (ICIEA), 
pp 728–732

https://www.fda.gov/food/buy-store-serve-safe-food/food-tampering-extra-ounce-caution
https://www.fda.gov/food/buy-store-serve-safe-food/food-tampering-extra-ounce-caution


Chapter 24 
A Novel Linear Mathematical Model 
Based Heuristic for a Class 
of Classification Problem 
with Non-linearly Separable Data 
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Abstract Classification is a supervised machine learning technique that is used to 
predict the class or category of a new observation based on training data. Classi-
fication techniques can be broadly categorized into logic-based (decision trees and 
rule-based classifier, perceptron-based (neural networks), and statistical techniques. 
In this study, we focus on developing a mathematical model based heuristic for binary 
classification problems. The application of Operation Research (OR) techniques is 
quite rare in the literature on classification. We propose a novel Linear Programming 
(LP) based model for binary classification. A very popular dataset available in the 
literature, Iris, has been used in our analysis. It is a multi-variate dataset first used by 
Fisher in [1], which consists of three classes of fifty instances each, where each class 
refers to a type of Iris plant. The classes are as follows: Iris Setosa, Iris Versicolor, 
and Iris Virginica. The proposed Linear Programming model consists of additional 
variables to show the interaction effect between the predictor variables along with 
the actual predictor variables so that non-linearly separable data points can also be 
classified by using the proposed LP based binary classifier. The values of the deci-
sion variables, obtained from building the classification model using LP on training 
data set, are used to predict the class of observations on the test data set. The overall 
accuracy of the proposed 2-stage classifier is found to be comparable with the results 
reported in the literature.
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24.1 Introduction 

One of the most common applications of machine learning is in the area of predictive 
analytics. Supervised machine learning forms an integral part of predictive analytics, 
which deals with algorithms to process labeled data. When the observations in the 
data are unlabeled, it is referred to as unsupervised machine learning [2]. Classifi-
cation models in predictive analytics predict the class or category of a new obser-
vation while training from a given set of observations. The response variable in a 
classification problem is qualitative compared to a regression problem where the 
response variable is quantitative in nature [3]. The selection of any statistical tech-
nique depends on whether the response or dependent variable is qualitative or quan-
titative. Linear Regression is used for quantitative variables and logistic regression 
is used for modeling qualitative variables. However, most statistical learning tech-
niques such as Naïve Bayes, tree-based techniques, and perceptron-based neural 
networks can be used for classification irrespective of the nature of the response 
variable after proper coding of the qualitative variables. A model which is able to 
classify two classes at a time is known as a binary classifier. A multi-class classifier 
can classify more than three classes. The main objective of the study is to develop 
a mathematical model-based heuristic for classification problems. A popular dataset 
used in classification problems, the IRIS dataset [1], has been used in our analysis. 

24.2 Literature Review 

In this section, we give a brief overview of the various applications of machine 
learning techniques for solving classification problems. We also give a review of the 
Linear Programming based models for classification found in the literature. 

Classification is a supervised machine learning technique that is used to predict 
the class or category of a new observation based on training data. Classification 
techniques can be broadly categorized into logic-based (decision trees and rule-
based classifier, perceptron-based (neural networks), and statistical techniques [4]. 
Application of ML-based techniques for classification has been found in intelligent 
decision-making, especially in the area of credit card fraud detection and identifica-
tion of criminals. Another area where machine learning techniques find huge appli-
cation is inventory management [5], optimizing logistics and warehousing costs. 
Healthcare is one of the prominent areas where machine learning techniques have 
been able to devise algorithms for the prognosis and detection of diseases like cancer, 
diabetes, and patient management [6–8]. 

Operations Research-based techniques using linear programming for classifica-
tion were discussed by Freed and Glover [9]. The objective in their LP model maxi-
mizes the gap between the two class decision boundaries instead of minimizing the 
deviation from each class. Madankumar et al. [10] proposed an LP-based classifier
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by considering the interaction effect between the features and the contribution of 
features from their higher order polynomial degrees. 

Pinto et al. [11] used various techniques such as Support Vector Machine (SVM), 
K-Nearest Neighbors (KNN), and logistic regression on the Iris dataset and found the 
best accuracy using SVM. Thirunavukkarasu et al. [12] also used KNN in their study. 
Both studies used the scikit-learn library in python for their analysis. Wu et al. [13] 
study the application of Random Forests and Boosted trees on the Iris dataset. The 
study also compares the performance of the two techniques with popular algorithms 
KNN, SMO, and simple Classification and Regression Trees (CART). 

The main research gap identified from the literature review is Operations Research 
based techniques for binary classification in data analytics have been less found 
in the literature. Therefore, our motivation is to integrate Operations Research and 
analytics. The remainder of the paper is organized as follows; Sect. 24.3 discusses the 
proposed Linear Programming model for classification for the Iris dataset, Sect. 24.4 
discusses the numerical illustration and results, and Sect. 24.5 concludes the study 
along with key contributions, limitation, and future scope. It is to be noted that the 
proposed Linear Programming (LP) model consists of additional variables to show 
the interaction effect between the predictor variables along with the actual predictor 
variables so that non-linearly separable data points can also be classified by using 
the prepared LP-based classifier. 

24.3 The Proposed Binary Classification Model 

24.3.1 The Iris Dataset 

It is a very popular dataset in the literature, and various techniques from data analytics 
and machine learning have been used to model it. It is a multi-variate dataset first 
used by Fisher in [1]. It is also published at UCI Machine Learning Repository. The 
data set consists of 3 classes of 50 instances each, where each class refers to a type of 
Iris plant. The classes are as follows: Iris Setosa, Iris Versicolor, and Iris Virginica. 
The attributes of the plant are given by sepal length (in cm), sepal width (in cm), 
petal length (in cm) and petal width (in cm). 

24.3.2 The Linear Programming Model for Binary 
Classification 

The dataset is partitioned into training and test sets, and the model building is done 
using the training set. We divide the observations by the square root of the sum 
of squares of every feature for normalization in our LP based heuristic model for 
classification. It is done by taking the square of every feature followed by taking the



250 A. Jain and C. Rajendran

square root of the sum of the squares. Every attribute is then divided by its respective 
square root of the column sum. Test set is normalized by dividing the square root of 
the column sums of the training set. This is done because in real world size of test set 
is not known and therefore the square root of the column sums cannot be calculated 
a priori.  

normalize(ai, j ) = ai, j/∑N 
i '=1 

a2 
i ' j 

(24.1) 

Linear Programming Model Formulation. We develop a model consisting of 
interaction effect terms C P r , where r = 2 along with P features for main effect. The 
concept of interaction effect between two predictors has been inspired by the design 
of experiments (DOE) where all the possible (full or partial factorial) combinations 
of the factors are hypothesized to affect the response variable. We also develop the 
general model consisting of P main features alone and compare the accuracy of the 
two. The parameters, decision variables and constraints for Iris dataset have been 
discussed below. 

Parameters 

P Total number of features or predictors in each observation 

N Total number of observations in the training data set 

j, j ' Index for the features; j, j ' ∈ 1, 2, 3, . . . ,  P} 
i Index denoting an observation; i ∈ 1, 2, 3, . . . ,  N } 
ai, j Value of feature j for observation i 

C1 Set of observations belonging to Class 1 

C2 Set of observations belonging to Class 2 

k Index denoting an observation from Class 1; k ∈ C1 

l Index denoting an observation from Class 2; l ∈ C2 

Decision Variables 

Intercept A surrogate constant 

x j An unrestricted variable to capture the coefficient for the term ai, j 

x
'
j, j ' An unrestricted variable to capture the coefficient of the interaction term with respect 

to
/
(ai, j × ai, j ' ) 

u1 An unrestricted variable to denote the upper limit for observations belonging to class 1 

l2 An unrestricted variable to denote the lower limit for observations belonging to class 2 

Gap A positive variable which takes the difference of the lower limit of class 2 and upper 
limit of class 1
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Objective 

Maximize Z = gap (24.2) 

subject to 

Constraints 

u1 ≥ intercept + 
P∑
j=1 

x j × ak, j + 
P−1∑
j=1 

P∑

j ' = j+1 

x
'
j, j ' ×

/(
ak, j × ak, j '

)∀k ∈ C1 

(24.3) 

l2 ≤ intercept + 
P∑
j=1 

x j × al, j + 
P−1∑
j=1 

P∑

j ' = j+1 

x
'
j, j ' ×

/(
al, j × al, j '

)∀l ∈ C2 (24.4) 

gap = l2 − u1 (24.5) 

gap ≤ P 
gap ≥ 0, and 
intercept, x j , x

'
j, j ' , l2 and u1 unrestricted in sign. 

(24.6) 

We have established two decision boundaries of u1 and l2 for the two classes 
of our problem. This implies that any observation in the training data set less than 
u1 belongs to C1 and any observation greater than l2 belongs to C2. Constraint 
(24.3) calculates the highest value among observations from C1 as a function of the 
predictor variables and their interaction effects. Similarly, constraint (24.4) calculates 
the lowest value among observations from C2 as a function of the predictor variables 
and their interaction effects. Constraint (24.5) calculates the difference of l2 and u1. 
As gap is a positive variable, constraint (24.5) also imposes the lower limit l2 to be 
higher than the upper limit u2. Constraint (24.6) is used to give an upper limit to the 
variable gap because of the maximizing nature of the objective function. We have 
restricted the upper limit of gap to be equal to the number of features in the model 
(i.e., P). 

Testing the Proposed Model. The values of the intercept and coefficients x j , x
'
j, j '

obtained from building the model on training data set are used to predict the class 
of observations on the test data set. The region between u1 and l2 is a grey zone and 
any observation lying in the grey zone is assigned to the class which is nearest to it 
in terms of the classification function with respect to data points: 

f (i ) = intercept + 
P∑
j=1 

x j × ai, j +
∑∑

x
'
j, j ' ×

/(
ai, j × ai, j '

)
(24.7)
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In general, if | f (i ) − u1| ≤ | f (i ) − l2|, then assign datapoint i to Class 1; else, 
assign datapoint i to Class 2. 

24.4 Numerical Illustration and Results 

Considering the Iris dataset, we have set P = 4 and taking the C P 2 interaction effects 
for the proposed model. The LP model is solved using ILOG CPLEX 20.1.0.0 on a 
PC with INTEL® Xeon® CPU E5-2620 v3@ 2.40 GHz 2 Processor, 64.0 GB RAM. 

The steps followed for the binary classification of Iris dataset is given below in 
the flow chart (Fig. 24.1). 

We follow a proportionate sampling approach to generate the training and test 
dataset. A sample of training set consists of equal observations from each class. We 
have used caret package from R library to create 5 equal folds of data for modeling. 
As our LP model is a binary classifier, only two classes are given as input to the 
model. In stage 1, a binary classifier is trained to classify species Setosa and Non-
Setosa (versicolor and virginica). In stage 2, another binary classifier is trained over 
the remaining observations from Non Setosa class i.e., Versicolor and Virginica. It is 
evident that we have two binary classifiers, one for classifying into Setosa and Non 
Setosa, and another binary classifier for classifying into Versicolor and Virginica 
datapoints, from among Non Setosa data points. 

24.4.1 Accuracy of the Proposed Heuristic 

In general, accuracy of a classifier can be computed using a confusion matrix as: 

Accuracy = TP + TN 
TP + FP + FN + TN 

, (24.8) 

where TP: True positive, TN: True Negative, FP: False Positive, and FN: False 
Negative.

Fig. 24.1 Flow chart to 
show the different stages in 
Iris classification 

Stage 2 

Stage 1 

IRIS 

Non 
Setosa 

Versicolor Virginica 

Setosa 
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Table 24.1 Test accuracy for 
iris dataset using proposed LP 
based heuristic 

Number of 
folds 

Minimum 
accuracy (%) 

Mean 
accuracy (%) 

Maximum 
accuracy (%) 

Five-folds 90 98 100 

Table 24.2 Mean Accuracy of classification of Iris dataset as reported by [11] 

Support vector machine 
(SVM) (%) 

K-nearest neighbor 
(KNN) (%) 

Logistic regression (%) 

Mean 
cross-validated 
accuracy 

98 97 96 

Mean accuracy 
(without cross 
validation) 

96 93 91 

Pinto et al. [11] used various techniques from machine learning for the classifica-
tion of Iris dataset and found SVM to give the best test accuracy. We benchmark the 
accuracy reported by the authors in this work and report the overall accuracy of stage 
1 and stage 2. We report the accuracy in terms of maximum, mean and minimum 
using the 80:20 training and test data split. For the 80:20 split, the data is divided 
into five equal folds. We also found that the model consisting of P features alone 
achieves 100% accuracy in the first stage but fails to give good results in the second 
stage, which indicates the presence of non-linearity in the Iris dataset. Table 24.1 
gives the test accuracy for the model with interaction effects and Table 24.2 presents 
the results of techniques from literature. 

In this work, we have proposed a new Linear Programming model for the classi-
fication problem. We observe that the accuracy of the proposed LP based heuristic 
for five-folds is comparable to the cross-validated accuracy reported by [11] using  
SVM (98%) in Table 24.2. We have also reported the minimum accuracy and the 
maximum accuracy which have not been reported in the literature. We also validated 
our dataset using the LP-model proposed by [9] and observe that the model cannot 
classify the given dataset, possibly due to a single decision boundary without the 
consideration of gap and without the consideration of interaction effect between the 
variables. 

24.5 Conclusion and Future Work 

Some of the key contributions of this study are as follows. 

1. The LP model for binary classification is easy to implement and reproducible, 
while many of the machine learning techniques are not.
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2. The normalization function in Eq. (24.1) is unique in our work. It takes care 
of the limitation of the min–max normalization technique in which some of the 
values in the test set may turn negative, if minimum value of training set is less 
than any of the observation in the test set. 

3. The results of the LP-based classifier are comparable to that of the machine 
learning techniques reported in the literature. 

The application of the proposed LP based heuristic is not only limited to Iris 
dataset, but also be used for other classification related datasets. Popular datasets from 
UCI Machine Learning repository like WDBC Breast Cancer dataset can be analyzed 
in future studies, and different aspects of supply chain such as classification and 
selection of suppliers can also be explored. The LP model for classification is binary 
and needs to be solved in more than one step for datasets with more than two classes. 
Future work can focus on experimenting with different values of the gap variable. 
There is also a scope of adding more features to bring additional non-linearity to the 
model or using different objective functions. 
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Chapter 25 
Intermittent Demand Forecasting 
for Handtools in Forging Industries: 
A Svm Model 

Harsora Karn and Ajay Gupta 

Abstract One of the most challenging tasks is forecasting intermittent demand, yet 
the most important activity in the forging industry since it serves as a foundation for 
production and inventory level planning. It is likely to be the most difficult task in 
handtools manufacturing as well. While working with these kinds of demands, expo-
nential smoothing is frequently utilised in practice. More improved approaches, such 
as the Croston method, SBA, MA, ARIMA, SARIMA model, and so on, have been 
researched based on the exponential smoothing method. Demand unpredictability 
and intermittency offer obstacles in accurate demand forecasting using traditional or 
better methods. Support vector machine (SVM) models have been found to outper-
form previous models in terms of accuracy. However, there are certain drawbacks to 
basic SVM models, such as the fact that the computation takes more time and does 
not result in a statistically significant gain in accuracy, and there are a few reasons for 
model resilience in demand forecasting. To anticipate intermittent demand, we used 
an adaptive univariate SVM (AUSVM) model. Real-world data from the forging 
(handtool) sector indicates its performance when compared to current models. In 
terms of computational time, AUSVM clearly surpasses basic SVM. The compu-
tational findings of the forging industry handtool scenario show that for a lot of 
non-smooth demand series, AUSVM provides an analytically important increase in 
accuracy and best inventory performance when compared to very famous parametric 
models. The paper concludes with an explanation of why AUSVM is better for fore-
casting demand and inventory control in the forging industry, in general, and for a 
handtool manufacturer in particular. 
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25.1 Introduction 

Many businesses are concerned about poor demand forecasts. It serves as the founda-
tion for all aspects of inventory management. Various forecasting models have been 
created to account for various demand components such as trend and seasonality. 
Intermittent demand is a type of need that emerges at random, with many spans of time 
with little demand. Furthermore, when a demand emerges, it is occasionally for more 
than one unit. This is particularly true for service components and capital products. 
In this work, the word fluctuating demand refers to patterns that are smooth, inter-
mittent, irregular, or lumpy. Intermittency, demand unpredictability, and the lack of 
explanatory factors all provide issues for the forging industry’s intermittent demand 
forecasting (a handtool manufacturer). A recent achievement in predicting accuracy 
has been obtained by infrequent demand forecasting models relying on machine 
learning technology. The objective of this research is to see if, under certain condi-
tions, a machine learning system with suitable carve may increase both forecasting 
veracity and stockpile effectiveness in the forging business (a handtool maker). 

Over the last decade, a multitude of strategies for anticipating intermittent needs 
have been established in scholastic articles. The following forecasting methodolo-
gies have been discussed: parametric prediction, non-parametric bootstrapping, and 
machine learning models. The parametric model relies on a demand dissemination 
theory, but the inverse model does not require a distributional assumption to estimate 
demand. Because data gathering on sporadic needs in the production business is 
usually a challenging undertaking due to business exclusivity, researchers employ a 
variety of datasets. 

Reference [2–9] contains the literature, which offers to some extent modestly a 
variety of possible planning approaches addressing the problem of demand uncer-
tainty. Croston’s [1] method underpins the majority of the research effort in the 
domain of intermittent demand in terms of the parametric forecasting methodology. 
This is the conventional strategy that is commonly used in practise and has been exten-
sively researched in the academic literature [1]. Later, in 2001, Syntetos [3] publi-
cised a key flaw in Croston’s work, namely that it is skewed toward positive demands. 
And in 2005, the Syntetos and Boylan technique (SBA method) was introduced for 
improved accuracy, although it was subsequently discovered to be biased for low 
intermittent data. Several more approaches, such as the Bootstrapping techniques, 
have recently entered the intermittent demand forecasting space [4]. They examined 
six models for bootstrapping, the most important of which were the Willemain– 
Smart–Schwarz model (WSS) and the Viswanathan–Zhou model [4]. Croston and 
SBA concepts were updated to enhance later models, including Teunter–Syntetos–
-Babai (TSB) [4], a seasonal autoregressive integrated moving average (ARIMA) 
[5]. 

Mobarakeh et al. (2017) used convoluted data with 36 periods to build a sliding 
window bootstrapping (SWB) model to anticipate next-period demand. Machine 
learning research publications include neural network and support vector regres-
sion (SVR). A few additional machine learning algorithms were also invented, such
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as XGBoost and Random Forest, which function similarly to a previously stated 
bagging approach [6, 7]. created a hyper parameterised SVM regression model set 
via a cumbersome grid search. Kourentzes [8] introduced two feed-forward neural 
network (FNN) models with 36 training measurements. Lolli [9] created an FNN as 
well as a recurrent neural network (RNN). Jiang [10] developed an adaptive autore-
gressive SVM model for spare component demand forecasting. Because of a powerful 
requirement on temporal series that are autocorrelated, its usefulness for intermittent 
demand is restricted. 

This paper is divided into five sections. Section 2 examines the most extensively 
used technique for estimating intermittent demand. Section 3 offer an experiment 
containing specific techniques for using SVM regression, such as data set selection, 
performance criteria, and experiment results. The final portion contains conclusions 
and suggestions for additional research. 

25.2 Demand Estimation Methods 

Other forecasting models, based on successful models found in the literature and 
freshly built models, are discussed in this chapter. The models are validated using 
real-world demand data from the firm. Multiple markers of performance are used to 
contrast the various models. 

25.2.1 Support Vector Regression (SVR) 

In both theory and implementation, SVR is closely connected to SVM classifiers. A 
distance gauge must be added to the loss function. Regression can be both linear and 
nonlinear. A non-linear transformation such as the non-linear SVC technique, can be 
utilised to map the data into a high-dimensional feature space where linear regression 
is conducted. In the error loss function, Vapnik (1999) added the e-insensitive zone. 
This zone indicates the degree of accuracy at which the constraints on generalisation 
ability apply from a theoretical standpoint. Training vectors that fall inside the zone 
are considered accurate, but those that fall outside the zone are considered erroneous 
and help with the error correction function. These erroneous vectors are transformed 
into support vectors as shown in Fig. 25.1. Vectors that lie above and extreme of 
the dotted lines represent the support vectors, but those not outside the e-insensitive 
zone have no bearing on the regression function. Only support vectors may then be 
used to determine the regression surface.

SVR is fundamentally linear regression in the feature space. Despite being 
simplistic and inapplicable in real-world settings, it serves as a foundation for under-
standing sophisticated SVRs. The purpose of SVR is to develop an f (x) function 
that differs from the targets yk by no more than ε for all of the training data while 
remaining as flat as feasible. Let the linear function f (x) have the following form:
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Fig. 25.1 One-dimensional non-linear regression with epsilon intensive band

f (x) = wT x + b 

In the fundamental weight space, the optimisation problem becomes 
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The primal Lagrangian form is used to solve this restricted optimisation problem: 
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The kernel method was used here with K (x, xi ) = φ(xk)
T φ(xl ) or k, l = 1,…,N. 

The kernel trick is a technique for writing a nonlinear operator as a linear one in 
a higher dimension space. The model’s dual form is the following equation, where 
αk,α

∗ 
k are the QP problem solutions. 
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25.2.2 Adaptive Univariate Svm (Support Vector Machine) 
Regression 

Jiang (2021) created the adaptive univariate support vector machine (AUSVM) as a 
variation of the original support vector machine (SVM). The basic AUSVM is used 
for adaptive hyperparameter optimization, which replaces the usual grid search for 
classification and regression. Forecasting of demand for as long as lead time L and 
the review period R is required for a handtool firm using a system of periodic order-
to-level inventory. In practise, the corporation can ideally decide between L and R. 
The following parameters are defined for modelling: 

k = Lead Time + Review Period. 

k = L + R (k  = 1,2,3,….,K). 

Training Period = 1,2,3,…..,T1. 

Validation Period = T1 + 1,T1 + 2,T1 + 3,….., T1 + V. 
Testing Period = T1 + V + 1, T1 + V + 2, T1 + V + 3,….., T1 + V + T2 

dt s = demand f  or  hand  tools  s(s = 1, 2, 3, . . . ..,  S) in  a  period  t(t = 1, 2, 3, . . . ..,  T ) 

where t is defined as a weekly or monthly term depending on the circumstances 

Dt,k 
s =

∑t+k−1 

t 
d t 
s 

where Dt,k 
s is represents the demand of a handtool s over k period starting from t 

w = Coe  f  f  i cient  vector 

b = intercept  

C = Regulari zation constant 

ε = Loss f  unction thresold 

γ = Kernal  parameter  

dt−1 
s = demand in  periodt  − 1 

τ t−1 
s = number of zero demand periods between the last two non − zero demands
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Fig. 25.2 Dynamic training, validation and testing process 

δt−1 
s = number of successive periods with zero demands at the end of t − 1 period 
xt s = Attribute Vector for item s in period t 

xt s = [dt−1 
s , τ  t−1 

s , δt−1 
s ] 

AUSVM combines the procedures of undulate validation, training and testing 
(Fig. 25.2). The total training sample capacity grows during the voluble training 
process (i.e. from T1 to T1 + V + T2 1), where T1, V and T2 signify the training, 
validation and testing set’s time periods. The model is first created during the initial 
training period, and then forecasted during the first validation phase. The training 
period is then increased to the first validation period, and the forecast is performed 
again on the following validation period. In this manner, the model gets trained 
while also being enhanced. The validation procedure tries to fine-tune important 
hyperparameters utilised in testing. The testing periods are used to assess the model’s 
efficacy. 

The validation procedure is separated into three stages: main problem, 
subproblem, and dual-subproblem. When the hyperparameter is obtained from the 
Main problem, the Dual-subproblem and Subproblem are utilised to construct the 
best-suited SVM regression problem. The main issue is with the hyperparameter (e.g., 
regularisation constant, an error threshold in loss function and kernel parameters). 
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Equation 25.1 is an objective function of the main issue, which is to minimise the 
MSAE and optimise the hyperparameters. The Lagrange multiplier is the solution 
to the Dual-subproblem generated from Eqs. 25.6–25.7. These Lagrange multipliers 
are utilised in Eqs. 25.2–25.3 to calculate the forecast value, which is then applied to 
the goal function. bt,k s signifies the regression function’s intercept, whereas πk

(
xi s,x

t 
s

)

denotes the kernel function derived from a linear, polynomial, or radial basis, and 
sigmoidal kernels. The least validation error criterion may be used to choose the best 
kernel function. 

To tune the hyperparameter, the basic SVM employs the PSO (particle swarm 
optimisation) method. [8] created the new enhanced APSO (adaptive particle swarm 
optimisation) method, which has supremacy in comparison of speedy preventing 
prematurity, convergence, and robustness. This APSO method is included in the
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Main problem to automatically jingle the AUSVM aggressive bounds. In the adap-
tive process, the MASE in Eq. 25.6 is used as the vigour value. Changes in {Ck, εk, 
γk} (i.e., θk). Update outcome Subproblem variables and their effects twin coun-
terparts. For simplicity in Subproblem and Dual-subproblem θk is removed from it. 
Equation 25.4 optimises the model with a given set of hyperparameters from the 
Main issue by generating a flat regression model and dealing with demand uncer-
tainty (Under a skewed distribution, the long tail of demand is extremely impor-
tant). Constraints 1–2 of Eq. 25.5 allow the output function to estimate with k accu-
racy all attribute-response pairings (xi s , Di,k 

s ). Constraints 3–4 of Eq. 25.5 define the 
boundaries. 

We obtain the intercept b as follows from the optimisation results of constraint 
1–2 of Eq. 25.5 based on the Lagrange and KKT conditions: 
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t − k∑
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whereas the final forecast value is given by 
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It is worth noting that subproblem and its consequences twin are changed from 
ε-SVM. They may be found using the Libsvm platform [6] by inserting demand and 
characteristics structured as shown in Eqs. 25.3, 25.5, 25.6. 

25.3 Experimental Setting 

25.3.1 Datasets 

The dataset was compiled using firm data, namely sales data of ordered handtools 
in inventory from 2016 to 2019. Data is gathered on a weekly basis, including item 
codes, item descriptions, and ordered/shipped amounts. All goods are then classified 
into categories based on their inter-demand intervals and degrees of idiosyncrasy 
and repetitiveness. The average inter-demand interval (also known as the average 
demand interval) and the squared coefficient of variation were used to determine the 
amount of intermittence and erraticness of each item. 

Following that, products with intermittent demand are divided into four categories 
based on the kind of Erratic, Lumpy, Smooth, and Intermittent demand patterns such 
that two cut-off values of 0.49 and 1.32, respectively.
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25.3.2 Performance Criteria 

The accuracy of the forecast is measured using the following demographic metrics: 
normalised mean squared error (NMSE), mean absolute error (MAE), and mean abso-
lute scaled error (MASE). The NMSE and MAE are measurements of the difference 
between actual and projected values. The lower the NMSE and MAE values, the 
closer the anticipated time series values are to the actual values. In MASE, ampli-
fication of a loss relies mostly on the naïve method’s in-sample MAE. The mean 
absolute error (MAE) and mean square error (MSE), which are commonly used to 
evaluate time series forecasting outcomes, are as follows: 

MAE  = 
1 

N 

N∑

i=1

∣∣yi − y
∧

i

∣∣

MSE  = 
1 

N 

N∑

i=1

(
yi − y

∧

i

)2 

In modelling and forecasting, the criterion for determining the optimal model is 
the comparatively modest MAE and MSE. 

25.3.3 Experimental Results 

Using eminent real datasets from the handtool manufacturer, the prediction skills 
of the recommended model are compared with artificial neural networks (ANNs), 
autoregressive integrated moving average (ARIMA), and feed-forward neural 
networks (FNN) models. In this study, the mean absolute error (MAE) and mean 
squared error (MSE), as well as the mean absolute scaled error (MASE), which are 
frequently used for evaluating the results of time series forecasting, were tilized as 
performance measures. Table 25.1 summarises the MAE and MSE values for the 
models’ latest observations. The bold numbers in each row show the finest veracity 
per stream model, while the highlighted by-line value denotes the best among all 
models. 

Table 25.1 A comparison of predicting precision and calculation time of several models 

Errors Croston ARIMA ANN SVM AUSVM 

MAE 37.3 12.68 9.89 14.51 14.19 

MSE 42.49 19.54 21.05 22.15 21.03 

MASE 0.839 0.869 0.997 0.826 0.817 

Time (s) 25.19 189.11 986 768 681.66
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25.4 Conclusions 

Machine learning models outperform time series approaches, generating more 
accurate predictions that are closer to the real data, as we discovered in the literature. 

In the forging business, AUSVM has been shown to be useful at forecasting 
intermittent demand (a handtool manufacturer). AUSVM has attained substantially 
shorter reckoning time among machine learning models, and a numerically symbolic 
accuracy yield Across the models of parametric, bootstrapping, and neural networks 
when tested on real-world data with 160 handtools. The following are the causes 
for these findings: The linear kernel function has been validated as a preferable 
alternative for AUSVM over the difficult RBF kernel utilised in SVM. Because of 
the linear kernel function, an adaptive particle swarm optimisation technique, rather 
than a cumbersome grid search, tunes fewer hyperparameters for numerous spare 
parts. AUSVM can recognise historically comparable scenarios by combining the 
three features, which aids in capturing demand dynamics. Simultaneous hyperpa-
rameter tuning aids in the prevention of overfitting and the reduction of the number 
of hyperparameters by the resulting linear kernel function. 
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Chapter 26 
Electric Vehicle and Charging 
Infrastructure Development: 
A Comprehensives Review Using Science 
Mapping and Thematic Analysis 

D. V. Pendam and T. M. Rofin 

Abstract This research study will conduct a literature review on the development of 
electric vehicles and charging station infrastructure. We used the four-phase method 
to review the literature. The review process includes bibliometric search, descriptive 
analysis, scientometric analysis, and citation network analysis. In phase I, the 957 
articles retrieved from Scopus and Web of Science from 2008 to 2022 were systemat-
ically screened. The final selected articles were then subjected to descriptive analysis 
to identify the most influential authors, articles, keywords, and countries in the EV 
research domain. The research concepts/themes and methods were then classified 
using thematic analysis. Numerous discoveries have been made in the development 
of electric vehicles and charging infrastructure as a result of this review. China, the 
United States, and Germany are the leading countries in all areas of EV and EVC 
research. The research gap and issues of EV and EVCS are highlighted at the end of 
the review, as is the scope for future discussion. 

Keywords Electric vehicle · EVs · Charging station · Charging infrastructure 

26.1 Introduction 

Greenhouse gas emissions (GHGs) from the burning of fossil fuels and climate 
change (CC) are critical issues in the world [1–3]. One of the reasons for this is the 
continuous usage of nonrenewable sources in conventional vehicles such as petrol 
and diesel which not only depletes the available natural resources but also pollutes 
the environment [4]. This leads to a negative impact on human lives as well as the
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environment [5, 6]. To address GHG and CC issues, 193 countries around the world 
came together at Paris Summit 2015 and decided to reduce GHG emissions and limit 
the global limit up to 2 °C and further reduce to 1.5 °C [7]. With this commitment, 
participant countries (develop and developing) agreed for the net zero emission target 
by 2050 to achieve the sustainable development goal. This is the global motivation 
for the research community, scientists, academicians, and policymakers to reduce 
carbon emission. Adoption of EVs and electrification of transportation will help 
in reducing carbon emission. If the carbon emission keeps increasing will create a 
more worst situation for human lives and the environment. To overcome this issue, 
there is a need and necessity for the alternative sources to traditional vehicles. The 
adoption of the electric vehicle (EV) seems to be one of the best solutions in front 
of the government and the automobile industry to resolve the issue of GHG and CC 
[8, 9]. But, inadequate availability of charging facilities or infrastructure hinder the 
adoption of electric vehicle in developed as well as developing countries[10–12]. 

Now, developed countries have adopted the electric vehicle and started setting 
up the charging infrastructure to charge the electric vehicle without interruption. 
The amount of charge in an EV will decide how much it can run. So, it is good 
if the time battery will have enough amount of charging before starting the trip, 
otherwise, it will create problems while traveling long distances. Since COVID-19, 
most people prefer to travel using their own car to avoid infections. According to 
IEA, it is shown that some people prefer the electric vehicle over traditional cars and 
still some people like traditional vehicles. But the government has taken the bold 
decision to scrap the old conventional vehicle or convert it into EV. According to EV 
global outlook (2022), it is expected that to be 360 million by the end of this decade. 
In addition to this, the automobile industry has started making the EVs including 
Plug-in-hybrid electric vehicle (PHEV), Battery electric vehicle (BEV), and Electric 
vehicle (EV). These vehicle charge using the connector which are classified based on 
the type of charge connector used such as slow charging (level 1), high charging (level 
2), and fast charging (level 3). The current status of electric vehicles and charging 
stations shows the increasing trends in EV and EVCS. Also, to increase connectivity, 
charging stations must have a global standard of charging connectors and connect all 
types of electric vehicles. But inadequate infrastructure, long charging time, frequent 
charging, and rollout of electric vehicle on the road are some technical issues [14–16]. 
To resolve these technical issues, the automobile industry is shifting toward electric 
mobility to improve the solution for battery range, charging time, EV-related issues, 
helps in reducing the carbon emission for sustainable development. 

During the early stages of EV research, researchers, scientist, and policymakers 
identified the problems associated with EVs and charging infrastructure. It also 
has substantial barriers to adopting EVs and EVCS including technological, social, 
and economic challenges. For example, there exists too much market pressure for 
future technology requirements and how the EV industry will respond to it [21]. 
However, [22] emphasized the importance of charging infrastructure based on EV 
travel patterns and how EV infrastructure can address the issues of EV charging 
on distances (daily travel). In this regard, one of the critical issues is the design of 
a charging network [14, 23] mentioned the type of charging such as fast or slow
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charging, charging station planning [24], and discussed the scheduling of multiple 
charging points for charging EVs [25]. Although most research on EV design, plan-
ning, scheduling, and infrastructure management is taking place before 2020, the 
number of charging points and electric vehicles remains limited. 

Current research from 2021–2022 continues to highlight issues such as charging 
infrastructure, charging type, charging location, charging facilities, and emerging 
technologies such as battery storage and wireless charging, among others. For 
example, [24] discussed the various types of EVs and their infrastructure, but they 
emphasized that the problem of charging infrastructure remains complicated. [25] 
stated that “the proportion of electric vehicles in transportation fleets is increasing, 
but widespread adoption will be impossible without adequate charging infrastruc-
ture.” The deployment of such infrastructure should be guided by a strategy that takes 
into account both the environment in which it is installed and the behavior patterns 
of electric vehicle users. If these factors are not considered, there is a risk of failing 
to meet the needs of users. [26] raised the issue of an inadequate EV management 
system. [27] focuses on EV security and the EV Ecosystem. [28] concentrate on the 
development of EV infrastructure to meet the energy storage needs of e-mobility. 
This reflects the growing interest in EV and EVCS research among the research 
community to address the issues of carbon emissions. 

Considering the above thoughts of the researchers and their directions, it is also 
very important to understand the current or as-is status of electric vehicles and 
charging infrastructure in developed and developing countries for achieving the net 
zero target [24–26]. To track and monitor the progress of EV and EVCS, our primary 
focus is to fill the identified research gap. Here, we have used science mapping and 
citation network analysis methods using RStudio and VOSviewer software to find 
the outcome of selected articles on EV and EVCS domain. This software aids in the 
analysis of data retrieved from Scopus and Web of Science for this research study. The 
objective of this research study is to conduct a thorough evaluation and determine the 
stages of electric vehicle and charging infrastructure development in developed and 
developing countries in the EV research domain. The following research questions 
will be addressed in the comprehensive review of EV and EVCS research domain: 

RQ1: What are the current research trends in EV and EVCS? 

RQ2: Which emerging authors, institutions, countries, and journal articles have had 
the greatest influence on the EV and EVCS domains? 

RQ3: What academic structure does the EV and EVCS research knowledge base 
have? 

Finally, the foregoing is the outline for the paper. Section 2 demonstrates the 
research methodology. Section 3 summarizes the results of the bibliometric, scien-
tometric, and citation network analyses. Section 4 discusses the major key findings 
of EV and EVCS research with a discussion followed by the future scope, including 
new research directions.



270 D. V. Pendam and T. M. Rofin

26.2 Review Methodology 

We used the four-phase review scheme [26] in this method, which is clarified and 
displayed in Fig. 26.1. The main objective of this study is to understand the current 
state of EV and charging infrastructure in developed and developing countries. Then, 
investigate the various emerging fields of research in EVCS research, classify a 
summary research field, and identify future research prospects in each area. The 
review process is organized into four levels: (a) bibliometric search, (b) descriptive 
analysis, (c) scientometric analysis, and (d) citation network analysis. 

Fig. 26.1 Flowchart for four-phase literature review process
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26.2.1 Phase I: Bibliometric Search 

Time period 

The period for the review studies does not give any limit cap to cover maximum 
coverage of the research field, but the momentum of research starts from the year 
2008 onwards. So, we take all the articles from the 2008 to 2022 period. 

Database selection 

The articles were regained from the Scopus database for the literature survey because 
it has comprehensive coverage and covers almost all journals and publications asso-
ciated with other sources. However, we took additional articles from the science web 
to not miss out on any paper from Scopus. 

Journal selection 

In this research study, the journals focusing on an electric vehicle, charging infras-
tructure, and its relevant domains include energy, environmental science, decision 
sciences, business management, transportation, and transportation science. 

Article selection 

For the selection of articles, we follow the keyword search function such as Abstract, 
Title, Keyword ((“Electric vehicle” OR “electric car” OR “electric motor” OR “elec-
tric automobile” OR “Battery Electric Vehicle” OR “Hybrid Electric Vehicle” OR 
“Zero Emission Vehicle” OR “Plug-In electric” OR “e-vehicle” OR “e-car” OR “E-
vehicle” OR “E-Car” OR “E-Automobile” OR “Next-generation Car” OR “Clean 
Car” OR EVs OR BEVs OR HEVs OR FEVs OR AEVs) AND (“Charging Facil-
ity” OR “Charging Infrastructure” OR “Charging piles” OR “Charging Station” OR 
“Charging system” OR “Charging Points” OR “Charging Centre” OR “Charging 
location” OR “Charging hub”)). Initially, 10,616 total articles were found after that 
keyword function was used to keep the article in the line research field of interest. 
Lastly, the articles published in peer-reviewed journals in the English language are 
well-thought-out for the final study and exclude other articles. After that, the article 
and review article filter are used, selecting the journal publication for the last pieces. 
Finally, 939 articles were considered for the definitive research study. Here, we 
have used the R studio functions to merge all the data file from Scopus and Web 
of Science and convert them into CSV files. After that, we used the biblioshiny for 
further analysis.



272 D. V. Pendam and T. M. Rofin

26.2.2 Phase II: Descriptive Analysis 

Following phase I process, a descriptive analysis is carried out with r studio and the 
biblioshiny function to identify: 

1. Main information about data. 
2. Article distribution by year of publication. 
3. Journals’ contributions. 
4. The authors’ influence. 
5. Country contribution. 
6. Institution contributions. 

26.2.3 Phase III: Scientometric Analysis 

After phase II is finished, a scientometric study will be conducted using the 
VOSviewer, a software tool (van Eck and Waltman, 2009). This tool can improve the 
visual interpretation of networks based on distance, with each separation between 
two nodes indicating the degree of proximity between them. This method identifies 
the effects/influences of articles, journals, authors, and keywords on our topic of 
interest. 

26.2.4 Phase IV: Citation Network Analysis 

Following the scientometric analysis, the research domain is classified using citation 
network analysis (CNA). CNA features include the ability to categorize research 
areas and aid in research growth or paradigm shifts. The references and citations of 
the collected articles are first investigated in this research, and then binary matrices 
are created. Citation networks in the form of clusters are created using these matrices. 
A modularity-based clustering strategy is used [27]. 

26.3 Results & Discussion 

This section discusses the outcomes of descriptive analysis, scientometric analysis, 
and citation network analysis. The discussion of electric vehicles, charging stations, 
and newly developing fields follows. Finally, a number of significant study findings 
are presented.
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Table 26.1 Main 
information used in research Main information about the data Results 

Timespan 2008:2022 

Sources (Journals) 155 

Documents 957 

Average Years from Publication 2.66 

Average Citations Per Documents 16.68 

Average Citations Per Year Per Doc 3.48 

References 39,615 

Keywords Plus (Id) 4229 

Author’s Keywords (De) 2735 

Authors Of Single-Authored Documents 29 

Authors Of Multi-Authored Documents 2723 

Documents Per Author 0.35 

Authors Per Document 2.88 

Co-Authors Per Documents 3.98 

Collaboration Index 2.93 

26.3.1 Descriptive Analysis 

The descriptive analysis uses quantitative data to highlight the primary contributions 
of publications, authors, journals, keywords, nations, and institutions, which aids in 
identifying patterns and trends in the field of EV and EVCS research. The explanation 
of it emphasizes the primary contribution in various fields. 

26.3.1.1 Main Information About the Data 

The information was gathered between 2008 and 2022 from the databases of Scopus 
and Web of Science. The several research field tags utilized for research anal-
ysis, include time period, sources, keywords, authors, documents, and references 
biblioshiny’s analysis of 957 articles yielded the noteworthy findings displayed in 
Table 26.1 after taking into account 957 publications. The table’s collaboration index, 
which shows the expansion of research in diverse fields, is 2.93, which is regarded 
as an excellent number in the research area. However, the author to document ratios 
of 2.88 and 3.98, respectively, also represent the growth of research. 

26.3.1.2 The Distribution of Number of the Articles by years 

The standard of publications is a crucial indicator of how scientific fields are evolving 
in light of trends. The quantity of citations for a given research piece is very significant
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Fig. 26.2 Annual publication

because it indicates the excellence of the research. The study trends were recorded 
using the Boltzmann fit equation in this case. Figure 26.2’s output for the Boltzmann 
equation shows that y stands for the prediction variable and x for the response vari-
able. The Boltzmann fit line is represented by the little letter a, colored blue. For 
2008 through 2022, the small letter b, colored black, reflects the number of papers 
published that year. The summary of the distribution of articles by year created using 
the biblioshiny function is given in Table 26.2, which provides evidence for the 
number of times an article is cited annually, the mean average number of times an 
item is cited annually, and the citable years. Considering the Boltzmann equation’s 
nonlinear fit, it is discovered that R2 = 0.8799 and modified R-square = 0.84386. 
The anticipated value for 2022, estimated at 218, demonstrates that there will be an 
increase in future research articles on EV and EVCS areas. 

26.3.1.3 Distribution of the Number of Articles by Journals 

The nu.mber of studies published in various journals from 2008 to 2022 is examined 
using the Scopus and WoS databases, and a summary of the distribution of articles 
by the top 20 sources is shown in Table 26.2. The number of documents, citations, h 
index, and citation per document are used to analyze sources. The citation distribution 
yearly aids in assessing the quality of research in a given year, as shown in Table 26.2. 
According to Table 26.2, “Energies” took first place with 303 publications out of 957 
articles with 3030 citations and a h index of 27,  indicating the  quality of research 
articles in the field of EV and EVCS. The second position is for sustainability, and the 
third position is for sustainability (Switzerland) with 81 and 47 articles, respectively.
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Table 26.2 A summary of the distribution of the number of articles by years 

Year N MeanTCperArt MeanTCperYear CitableYears 

2008 1 107.00 7.64 14 

2009 0 0.00 0.00 0 

2010 2 33.50 2.79 12 

2011 2 3.50 0.32 11 

2012 2 92.50 9.25 10 

2013 4 176.75 19.64 9 

2014 18 68.11 8.51 8 

2015 26 33.65 4.81 7 

2016 47 54.11 9.02 6 

2017 68 31.18 6.24 5 

2018 109 27.50 6.87 4 

2019 133 19.83 6.61 3 

2020 196 8.89 4.45 2 

2021 230 3.00 3.00 1 

2022 109 0.47 0 

MeanTCperArt- Mean Times Cited per Article, MeanTCperYear- Mean Times Cited per Year

Transportation Research Part D-Transport and Environment take fourth place with 
35 articles. The number of articles produced by the sources is used to rank the sources 
in this case. When we consider other factors, such as citations, the position of sources 
can change. One of the most intriguing facts about Table 26.2 is that the number of 
citations/documents for Transportation Research Part A: policy and practice is 50.42 
and for applied energy is 43.50, despite the fact that their publication dates begin 
in 2015 and 2014, respectively. It clearly demonstrates that in scientific research, 
quality is always important for good citation. 

26.3.1.4 Distribution of the Number of Articles by Authors 

The biblioshiny function in bibliometrics analysis has been used to evaluate the 
individual contributions of authors and provide the evaluation’s results. Table 26.3 
shows the annual distribution of articles by number in the year numbers column 
and the total number of citations for each year in brackets. Figure 26.3 shows the 
distribution of articles by author, with dark colors reflecting rising citation counts and 
light colors denoting declining citation counts. The number of articles in Fig. 26.3 is, 
however, indicated by the size of the bubble. Table 26.3 shows that  Lin Z. is in first  
place with 14 articles and 760 citations, Zhang Y. is in second place with 12 articles 
and 154 citations, and Liu C. is in third place with 11 articles (674 citations). The 
interesting fact in Table 26.3 is just the number of citations for the research articles. 
Zhang Z only produced 9 articles, but they received fewer citations, while Chen W
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produced 6 articles, receiving more citations than Zhang Z, indicating that the quality 
of the research articles matters more than the quantity of articles when it comes to 
receiving citations. The dark bubble in Fig. 26.3 indicates that Lin Z. and Liu. C. 
have received more citations, and the other bubbles on the line indicate that there 
are more publications being published. Liu C. has the most citations per publication, 
which also reflects the value of his articles.

26.3.1.5 Distribution of the Number of Articles by Countries/regions 

The results of the examination of nations’ contributions for the years 2008 to 2022 
are shown in Table 26.4. The table clearly shows that China holds the top spot in the 
EV and EVCS domain, contributing 267 articles with 2940 citations and an average 
citation count of 14.55. The United States, in second place, contributed 246 articles 
with 4414 total citations, which is a very high number compared to other nations. 
The input from the nations of origin was extracted into an Excel heat map, which 
showed the country of origin’s geographic origin. Figure 26.4 depicts the geographic 
head of the institution contributing to the research scope of the current analysis 
using the extracted data and the “Geographic Heat Map” add-in in Excel. A created 
geographic heat map that uses color grades from deep red to deep green to show areas 
of low density (0–50) and high density (250–300) of published research papers is an 
interactive technique to show each nation’s contribution. In the United States, China, 
and the United Kingdom, the contributing country has a more significant density.

26.3.1.6 Distribution of the Number of Articles by Different Institutes 

The role played by several institutes in the field of EV and EVCS is also examined. 
Figure 26.5 presents the investigation’s findings. The contribution made by various 
institutions is depicted in this image. The top university on the list is “North China 
Electric Power University, China,” and only 4 of the top 5 universities are located in 
China. However, in terms of EV and EVCS research, Tsinghua University Beijing, 
China, holds second place, and the University of California, United States, holds third 
place. Figure 26.5 provides proof that the top spike in the graph indicates the article’s 
contribution to the EV and EVCS research. The quantitative data about the article’s 
% contribution is shown in Table 26.5, which highlights its tremendous impact on 
this field of study. For example, North China Electric Power University in China 
contributes 18%, and Tsinghua University in Beijing contributes 17%. However, 
the contribution of the University of California, USA is 15%. That is why these 
institutions are at the forefront of EV and EVCS research.
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Table 26.4 A summary of author’s contributions 

Authors DF TA SA MAA FAA RBA RBDF 

Zhang Y 0.29 17 0 17 5 1 4 

Zhang X 0.35 14 0 14 5 2 3 

Liu C 0.07 14 0 14 1 2 10 

Li Y 0.25 12 0 12 3 4 5 

Li X 0.5 10 0 10 5 5 1 

Wang Y 0.4 10 0 10 4 5 2 

Wang J 0.11 10 1 9 1 5 6 

Chen Z 0.10 10 0 10 1 5 7 

Huang X 0.10 10 0 10 1 5 7 

Li J 0.10 10 0 10 1 5 7 

DF =Dominance Factor; TA—Total Articles; SA—Single Author; MAA—Multi Authors Articles; 
FAA—First Author Articles; RBA—Rank by Articles; RBDF—Rank by Dominance Factor 
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Fig. 26.3 Journals contribution

26.3.2 Scientometric Analysis 

To identify the most influencing author, document, countries, organizations, and 
sources scientometric analysis was carried out on the 957 articles from the period
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Fig. 26.4 a Most productive authors. b Top authors’ production over time

2008–2022 using VOSviewer 1.6.17 version software and biblioshiny function in 
bibliometrics software. The investigation of findings shows the impact of various 
attributes in the field of EV and EVCS research area. 

26.3.2.1 Source Impacts 

The source impact was performed with the VOSviewer 1.6.17 software version. The 
minimum number of source documents and citations per source is kept at five. 33 
of the 153 sources meet the criteria. The layout is generated using fractionaliza-
tion in this normalization method. There are 6 clusters of 24 items. Energies, IEEE 
Transaction on Intelligent Transportation System, IEEE Transaction on Vehicular
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Fig. 26.5 Geographical heat map for country contributions 

Table 26.5 Number of 
articles by countries Country Articles TC Avg. article citation 

China 267 2940 14.55 

United States 246 4414 33.19 

United Kingdom 95 1135 25.8 

Germany 83 1251 22.34 

The Netherlands 51 634 18.11 

Italy 49 368 9.65 

South Korea 46 386 9.65 

India 42 266 13.3 

Canada 34 290 18.12 

France 30 266 14 

Spain 30 329 14.95 

Portugal 29 59 3.28 

Australia 23 174 14.5 

Sweden 22 277 19.79 

Denmark 21 228 15.2 

Austria 20 187 13.36 

Switzerland 20 186 14.31 

Poland 19 132 6.95 

Belgium 18 164 12.62 

Brazil 17 59 6.56
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Technology, International Journal of Sustainable Transportation, Journal of Modern 
Power System and Clean Energies, Sustainability, and Sustainability are among the 
seven items highlighted in red (Switzerland). 

Cluster 2 is highlighted in dark green and contains 5 sources, Cluster 3 is high-
lighted in light blue and contains 4 sources, Cluster 4 is highlighted in yellow and 
contains 3 sources, Cluster 5 is highlighted in pink and contains 3 sources, and 
Cluster 6 is highlighted in faint green and contains 2 sources as applied energy and 
environmental research letter. The size of the bubble indicated the source citation. 
Because citations are weighted in this case, the larger the bubble, the more citations 
there are. Figure 26.5 also indicates that the size of the bubble is larger for energies, 
which takes first place with 3070 citations among all sources, and second place goes 
to transport research part d with 1268 citations. Figure 26.6 illustrates the evolution 
of new sources in the field of EV and EVCS research. Figure 26.6’s critical observa-
tion reveals new sources of publishing the research article in EV and EVCs research, 
which is highlighted in yellow. Table 26.5 shows a summary of the impact of various 
sources using the biblioshiny function in bibliometrics software to generate the h 
index, g index, m index, total citations (TC), number production (NP), and publica-
tion year start (PY Start). The h, m, and g index-es are used to compare the quality 
of field research. The higher the index, the higher the research quality. Table 26.5 
shows that energy sources have a higher h, m, g index, TC, and NP, proving their first 
place in the EV and EVCS research domain. Energies, for example, has an h index 
of 27, an m index of 2.45, and a g index of 39, ranking first among all sources with 
3070 total citations and 256 publications. Transportation Research Part D: Transport 
and Environment, on the other hand, has an h index of 16, a g index of 32, and an m 
index of 1.6, with 1268 total citations and 32 publications. Both journals’ publication 
years begin in 2012 and 2013, respectively.

26.3.2.2 Authors Impact 

We first set the minimum number of articles per author to 1 and the minimum number 
of citations per author to 15 in VOSviewer 1.6.17. As a threshold, it filters 254 out 
of 902 authors. In this case, the fractionalization normalization method generates 
the layout. Filtrations revealed that 56 authors out of 902 consider by software and 
formed 9 clusters. In Cluster 1, chen t, dong j, eptimiuou d, marmaras c, morton c, 
namdeo a, pagany r, tu w, xi x, yi z, and zhao x are among the eleven authors with 
strong collaboration between them which is highlighted in red. Funke s has the most 
link strength (12) in the group, with 11 connections in Cluster 2 which is highlighted 
in green color having eight authors. 

In comparison, Cluster 3 is highlighted in blue and has seven authors, Cluster 4 
is highlighted in yellow and has six authors, Cluster 5 is highlighted in dark pink 
and has five authors, Cluster 6 is highlighted in light blue and has five authors, and 
Clusters 7 also have five authors. However, Clusters 8, and 9 all have four authors 
each. Still, their cluster colors are different, as shown in Fig. 26.7. The number of 
authors cited is indicated by the size of the node in the visualization network, and the
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Fig. 26.6 Number of articles published by institutions

link displays the strength of the network between the nodes. The greater the power, 
the shorter the distance between two nodes. In Fig. 26.8, new authors in the field 
of EV and EVCS are highlighted in yellow. Table 26.6 summarizes the quantitative 
explanations for the research field’s exploration. Dong j and Chen t have the most 
citations, with 292 and 278, respectively, according to the table observation in the 
citation column. Dong j, Chen t, Mersky a, and Hardman s have the most citations 
in this area, and they are also the most productive and active authors in the EV and 
EVCS.

26.3.2.3 Documents Impact 

We first set the minimum number of citations to 20 in VOSviewer. It filters 244 
documents out of 957 papers that meet the criteria. The total cluster generated by 
VOSviwer records is 9. The number 9 has 43 items with 58 links, with the most 
citations going to Dong j et al. Figure 26.6 depicts the most influential documents 
or articles in EV and EVCS research in terms of font size and highlighted text. 
Figure 26.7 depicts the progression of the EV and EVCS research domains, with bi 
z and song l, dek r, mic, and keolei as new emerging authors. Figure 26.8 depicts an 
emerging document in the EV research domain (Table 26.9).
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Fig. 26.7 a Visualization of sources (Network). b Visualization of journal sources (Overlay) 

Fig. 26.8 a Visualization network of authors. b Overlay visualization of authors
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Table 26.6 Contribution of different institutes in percentage 

Institutes Articles Contribution in Percentage (%) 

North China Electric Power University, 
China 

35 18 

Tsinghua University Beijing, China 33 17 

University Of California, United States 30 15 

Southeast University, China 17 9 

Beijing Jiaotong University, China 14 7 

Rwth Aachen University, Germany 13 7 

Technical University of Denmark, 
Denmark 

11 6 

Politecnico Di Milano, Italy 10 5 

University Of Minho, Portugal 10 5 

Aalto University, Finland 9 5 

Delft University of Technology, 
Netherland 

9 5 

Idaho Natl Lab, United States 9 5 

Qatar University, Doha, Qatar 9 5 

Seoul National University, South Korea 9 5 

Tianjin University, China 9 5 

Eindhoven University of Technology, 
Netherland 

8 4

26.3.2.4 Keywords Impact 

We first set the minimum number of keyword occurrences to 20 in VOSviewer. It 
filters 40 keywords out of 2758 that meet the criteria. Figure 26.8 portrays the EV and 
EVCS research network with various research areas. The majority of the investigation 
focused on electric vehicle concepts and charging station infrastructure. However, 
the type of charger and charging system, as well as energy storage, are emerging 
research using alternative energy sources. Overlay network Fig. 26.9 clearly shows 
that smart charging and energy storage are new areas of research in EV and EVCS 
(Table 26.10).

26.3.2.5 Country Impact 

Using VOSviewer, we first set the minimum number of country documents to be five, 
and the minimum citation is 5. It filters 46 countries out of 253 countries meeting the 
thresholds. Figure 26.10 shows a network of countries working on EV and EVCS 
research areas. China, the United States, and the United Kingdom are the most 
influential countries. It is evident from Fig. 26.11 that the United States and China
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Table 26.7 A summary of top sources’ impact 

Sources h 
index 

g 
index 

m 
index 

TC NP PY 
start 

Energies 27 39 2.45 3070 256 2012 

Transportation research part D-transport and 
environment 

16 32 1.60 1268 32 2013 

Applied energy 16 24 2.00 1206 24 2015 

Transportation research part C-emerging 
technologies 

11 13 1.22 819 13 2014 

Energy 13 17 1.86 739 17 2016 

Transportation research part a-policy and 
practice 

8 10 0.89 605 10 2014 

Sustainability 13 21 1.44 592 63 2014 

Energy policy 12 15 0.80 574 15 2008 

Sustainability (Switzerland) 13 22 1.44 540 40 2014 

Renewable and sustainable energy reviews 8 10 1.14 401 10 2016 

IEEE transaction on vehicular technology 7 8 0.70 288 8 2013 

IEEE transaction on power delivery 1 1 0.10 258 1 2013 

IEEE transaction on intelligent transportation 
system 

7 10 252 10 

Environmental research letters 6 8 0.86 246 8 2016 

Journal of power sources 5 5 0.56 230 5 2014 

IEEE transactions on transportation 
electrification 

6 8 1.00 217 8 2017 

Journal of modern power system and clean 
energy 

8 11 1.00 193 11 2015 

International journal of sustainable 
transportation 

4 4 0.67 181 4 2017 

Electric power system research 5 6 0.63 176 6 2015

began the research on EV and EVCS. India, Denmark, Belgium, and Poland are new 
emerging countries in this research domain (Tables 26.7 and 26.8).

26.3.3 Citation Network Analysis/Thematic Analysis 

Thematic analysis is performed on 957 articles from 2008 to 2022 using the 
biblioshiny function in RStudio’s bibliometric analysis. It aids in detecting the themes 
of the research areas for a given time period and separating the fields in the thematic 
map based on the centrality and density measures. X-axis represents the centrality and 
y-axis represent density. Callon centrality expresses the role of a research topic’s rele-
vance in the domain, whereas callon density expresses topic development. Figure 26.1
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Table 26.8 A summary exploring the impacts of the authors 

Author Documents Citations Total 
link 
strength 

Normalized 
citations 

Average 
publication 
year 

Average 
citation 

Average 
normalize 
citations 

Aarslan 
O 

2 62 1 1.43 2014 31 4.87 

Levinson 
R 

2 40 1 1.36 2018 20 0.68 

Pagany R 2 34 5 2.49 2019 52 2.49 

Dong J 1 292 6 4.08 2014 292 4.08 

Chen T 1 278 2 4.87 2015 278 4.87 

Mersky 
A 

1 201 1 3.52 216 201 3.52 

Hardman 
S 

1 190 1 6.47 2018 190 6.47 

Cai H 1 168 1 2.35 2014 168 2.35 

Shahraki 
N 

1 159 2 4.59 2015 159 4.59 

Tu W 1 149 7 2.61 2016 149 2.61 

Lieven T 1 115 0 3.32 2015 115 3.32 

Bi Z 1 91 1 2.63 2015 91 2.63 

Chen Z 1 86 4 2.62 2017 86 2.62 

Liu H 1 47 4 2.25 2019 47 2.25 

Note Citations, total link strength, normalized citation, average publication year, average citation, 
and average normalized citation retrieved from the VOSviwer software 

Table 26.9 A summary 
showing the article with the 
highest number of citations 

Document Citations Norm Citations 

dong j; et al. (2014) 292 4.08 

chen t; et al. (2016) 278 4.87 

mersky a; et al. (2016) 201 3.52 

hardman s; et al. (2018) 190 6.47 

xi x; et al. (2013) 181 0.98 

cai h; et al. (2014) 168 2.35 

shahraki n; et al. (2015) 159 4.59 

tu w; et al. (2016) 149 2.61 

gnann t; et al. (2018) 134 4.56 

bi z; et al. (2015) 91 2.63
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Fig. 26.9 a Document visualization (network). b. Document visualization (Overlay)

depicts a thematic map with four research theme categories: motor, niche, basic, and 
emerging or declining. In each theme, the color of the bubbles indicates the clusters 
and the size of the bubbles indicates the occurrence of keywords. Figure 26.1 shows 
the motor theme in the first (I) quadrant, which has a higher value of centrality and 
density and is well-developed and relevant for structuring the conceptual framework 
of the domains. The basic theme, significant for the domain and cross-cutting to 
its different areas, is shown in the second (II) quadrant, which has a higher value 
of centrality and a lower value of density. The niche theme is defined by the third 
quadrant (III), which has a lower value of centrality and a higher value of density, in
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Fig. 26.10 a Keywords visualization (Network). b Keywords visualization (Overlay)

which the topics are well-developed but still marginal for the domain under investi-
gation. The fourth (IV) quadrant has a lower centrality and density value, indicating 
an emerging or declining theme that is undeveloped and only marginally interesting 
for the investigation. 

From 2008 to 2022, thematic evaluation (Fig. 26.2) was tried to carry out in 
RStudio using the “keyword plus” function with the biblioshiny function, because 
actual article production on EV and EVCS research began in 2012. The thematic
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Fig. 26.11 a Country visualization (Network). b Country visualization (Overlay)

map depicts the research topic and patterns established by existing researchers using 
clustering techniques to extract the different topics of the specific domain based on 
the keyword network. The years 2012, 2014, 2016, 2018, and 2020 are chosen as five 
slicer-cutting selection based on the timeline of the published paper. Figure 26.13 
depicts the complete thematic evaluation (alluvial diagram), which indicates the 
flow of the research topic and pattern for the selected period, and the individual 
thematic map, which depicts the detailing of various research theme evolution in 
Fig. 26.13a, b, c, d, e, respectively. Keyword such as “transportation infrastructure” 
and “Optimization” have been introduced in the beginning of the time phase 2008– 
2012 which serve as a unique theme. Figure 26.13a depicts the thematic map for 
time slice 2008–2012, which only contains emerging and motor themes. There is 
no distinct niche and basic theme. The size of the bubble in the emerging theme 
indicates that transportation infrastructure is the emerging theme at the beginning 
of the EV and EVCS domain. The motor theme, on the other hand, shows a higher
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Fig. 26.12 Thematic map

value of centrality and density, as evidenced by the size of the bubble indicator and 
the red color, which also indicates the cluster of the thematic map. The shift in 
theme from 2008–2012 to 2013–2014 clearly demonstrates that the subject matter 
has changed in the new time slice 2013–2014 depicted in Fig. 26.13b. During this 
phase, transportation infrastructure was transformed into alternative fuel charging 
infrastructure, and batteries were transformed into charging(batteries), and charging 
infrastructure, as well as two new topics of EV and EVCS such as charging station, 
investment added to the thematic map. This reflects the fact that EV and EVCS 
research is rapidly expanding since all these topics are lies in the motor theme. The 
measurement of the callon centrality, callon density, centrality rank, density rank, 
and cluster are listed in Table 26.11. 

Fig. 26.13 Thematic evolution (2008–2022)
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Table 26.10 A summary of influencing keywords 

Keyword Occurrences Total link 
strength 

Average 
publication year 

Average 
citation 

Average normalize 
citation 

Electric vehicles 271 94 2019 18.03 1.02 

Charging 
infrastructure 

71 44 2019 21.65 1.07 

Optimization 42 22 2019 20.95 1.13 

Smart charging 32 23 2020 10.66 1.35 

Electric mobility 22 13 2020 8.32 0.56 

Renewable 
energy 

22 15 2018 19.68 0.91 

Smart grid 22 13 2020 21.05 0.72 

Electric vehicle 
charging station 

21 9 2020 13.95 1.08 

Battery electric 
vehicles 

20 7 2018 22.4 1.22 

Fast charging 19 15 2017 32.79 1.22 

Transportation 19 10 2020 18.89 0.91 

Sustainability 18 19 2019 11.44 0.89 

Energy storage 15 13 2019 26.93 1.31 

Wireless 
charging 

15 3 2018 23.33 0.79

Only the investment topic flows from 2014 to 2015 in the time phase 2015–2016, as 
do new research topics such as plug-in hybrid, battery management system, inductive 
power transmission, location, and transportation. The size of the bubbles represents 
the maturity, stages, or level of the research field. According to Fig. 26.13c, plug-
in hybrid electric vehicle research is an emerging field, charging infrastructure and 
battery management are basic themes, location, and inductive power transmission 
are niche themes, and transportation is a motor theme. 

The flow of research topics from 2016 to 2017 is depicted in an alluvial diagram 
(Fig. 26.13), and the research topics are investment, battery charging infrastruc-
ture vehicles, charging batteries, inductive power transmission, renewable energy 
resources, and energy utilization in Fig. 26.13d. In this phase, incentive and battery 
infrastructure are emerging themes, and their small bubble sizes show a clear picture 
of the new theme for the specified period. The basic theme is charging batteries, but 
the size of the bubble indicates the scope of the research. However, inductive power 
transmission is a niche theme, and the size of the bubble indicates that it requires 
more investigation for further development of the research field. 

The research topic for 2017–2018 is time change, energy storage, battery charging 
electric vehicle infrastructure, incentive, transportation, and battery charging. The 
flow of the research theme for this period is shown in Fig. 26.13e, where charging 
time is extremely important in the battery management system of an electric vehicle
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Table 26.12 A Summary of the clusters in the thematic analysis 

Cluster 1 Collon 
centrality 

Collon 
density 

Rank 
centrality 

Rank 
density 

Cluster 
color 

Charging infrastructure 
electric vehicles 

50 1115.38 3.5 3 Red 

Batteries 0 456.25 1.5 1 Blue 

Transportation charging 
infrastructures 

0 711.54 1.5 2 Green 

Cluster 2 

Charging infrastructure 
vehicles 

12.54 832.36 8 5 Red 

Charging (Batteries) 14.23 1454.68 9 9 Blue 

Charging station 9.81 1355 6‘ 7 Green 

Alternative fuel charging 
infrastructure vehicle 

11.25 1436.11 7 8 Pink 

Investments 22.95 1602.94 10 10 Orange 

Cluster 3 

Charging infrastructure 
vehicles 

26.77 239.29 6 2 Red 

Battery management 
systems 

16.88 333.23 4 4 Blue 

Location 14.50 430.55 2 5 Green 

Transportation 24.76 474.26 5 6 Pink 

Inductive power 
transmission 

15.36 415.50 3 4 Orange 

Plug-In-Hybrid 1.16 169.44 1 1 Light 
Grey 

Cluster 4 

Charging (Batteries) 23.36 77.98 6 3 Red 

Energy utilization 18.42 152.04 5 5 Blue 

Battery charging 
infrastructure electric 
vehicle 

9.90 71.01 3 2 Green 

Inductive power 
transmission 

4.84 91.86 2 4 Pink 

Inductives 0.41 59.15 1 1 Orange 

Renewable energy resources 16.98 190.97 4 6 Light grey 

Cluster 5 

Charging (Batteries) 12.04 46.93 6 5 Red 

Energy storage 7.75 42.81 4 2 Blue

(continued)
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Table 26.12 (continued)

Cluster 1 Collon
centrality

Collon
density

Rank
centrality

Rank
density

Cluster
color

Battery charging 
infrastructure electric 
vehicle 

7.92 42.49 5 1 Green 

Charging time 4.85 42.95 2 3 Pink 

Transportation 6.74 70.93 3 6 Orange 

Inductives 1.22 43.15 1 4 Light grey

because maximum research is being done by researchers, industries, and stakeholders 
of EV and EVCS to reduce charging time. As a result of this, charging time has 
emerged as an emerging theme for this period. Energy storage and battery charging 
infrastructure for electric vehicles are also becoming increasingly important for elec-
tric vehicle management, and these fields fall under the basic theme, indicating that 
much more research is required to explore the field of EV and EVCS, which has 
piqued the interest of researchers and practitioners. Inductive power transmission is 
a niche theme that attracts research to explore the field, but charging batteries is a 
motor theme that shows that a lot of research is happening with charging batteries 
and new materials are coming for battery charging and it is still a challenging and 
evolving research theme. The size of each theme’s bubble represents the expansion 
of various research topics in the EV and EVCS domains. 

Electric vehicles, investments, energy storage, batteries, and renewable energy 
sources are the evolving fields of research in the EV and EVCS domain for 2021– 
2022. The stakeholder’s investment in EVs and EVCS is critical to driving the electric 
vehicle market. In addition, to charge the batteries, electric energy is required, which 
can be obtained from renewable sources such as solar, wind, or other sources. To 
accelerate the adoption of EVs and EVCS, the government must make a bold decision 
on incentives for EV and EVCS users and manufacturers. However, it is critical 
because conventional vehicles remain on the road (Table 26.12). 

To fully comprehend the contextual structure of the screen extent literature, 
biblioshiny must perform a factorial analysis to multiple correspondence analysis 
(MCA), which results in the classification of distinct clusters, as shown in Fig. 26.14. 
This analysis also categorized the study’s sample, which was then combined with 
the results of keyword co-occurrence analysis, as shown in Fig. 26.8. Each cluster/ 
group of publications’ documents was ready to be analyzed using VOSviewer soft-
ware’s “Bibliographic coupling of the document,” which aids in identifying the 
connection between the documents based on citation and text similarities. Each 
cluster was named to represent the domain of EV and EVCS research after cross-
referencing with research articles identified using the factorial analysis approach 
(biblioshiny) and the bibliographic coupling (VOSviewer). As stated in the previous 
paragraph, biblioshiny used a factorial analysis with the auto-generation option to
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identify different clusters and their conceptual structure. The current study iden-
tifies three dominant macrostructures in the proposed field of research based on 
the observation of bibliographic results obtained using both software. These are the 
following categories: (1) electric vehicles, (2) charging infrastructures, and (3) energy 
storage. The associated dendrogram (shown in Fig. 26.14) generated by the results 
of the factorial analysis (i.e., MCA-Multiple correspondence analysis) techniques in 
biblioshiny revealed that these identified clusters shared some similarities and over-
laps. Figure 26.7 depicts a cluster dendrogram that was generated and optimized with 
the 48 most commonly used keywords to improve readability due to visual constraints 
of small fonts and the generation of complicated tree structures when all keywords 
were included, as shown in Fig. 26.8. The keywords listed in cluster 1 in Fig. 26.7 
are “infrastructure,” “model,” “energy,” “design,” and “adoption,” all of which are 
related to electric vehicles. In contrast, 24 keywords in cluster 2 (blue color) are asso-
ciated with charging infrastructure (shown in Fig. 26.7). The remaining keywords are 
primarily concerned with energy utilization, power distribution, renewable energy, 
and so on. The topic dendrogram confirms the various dominant clusters discovered 
by co-occurrence and factorial analysis (Figs. 26.15 and 26.16).

26.4 Discussion 

For the analysis of literature, the four-stage review process applied on 957 articles 
which are taken from the Scopus and Web of Science database from 2008 to 2022(up 
to May) using bibliometric software such as RStudio and VOSviewer. The results of 
this comprehensive review in the area of EV and EVCS are listed below: 

(a) According to descriptive analysis, (1) there is an increasing trend in EV and 
EVCS research during 2008–2022. 

(b) The top three journals publishing the most articles on EV and EVCS are “Ener-
gies,” “Sustainability,” and “Transport Research Part D”. contributing the most 
to the field. China, the United States, and the United Kingdom have the most 
influence on EV research. However, new countries participating in EV research 
include India, Belgium, and Poland. 

(c) According to scientometric analysis, new countries are collaborating with 
dominant countries, and some authors have begun collaborating between the 
groups. 

(d) The thematic map depicts the evolution of new emerging research themes in the 
field of EV and EVCS all around the world, and all nations now have begun their 
mission to reduce carbon emissions and achieve a net-zero target. The charging 
system, charging time, and energy storage are all new fields of study in EV and 
EVCS.
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Fig. 26.14 a Time Slice I—(2008–2012). b Time slice II—(2013–2014). c Time Slice III—(2015– 
2016). d Time Slice IV—(2017–2018). e Time Slice V—(2019–2020)

26.5 Conclusion 

The four-phase review process on EV and EVCS charging infrastructure development 
is used in this research study, which includes bibliometric search, bibliometric anal-
ysis, scientometric analysis, and citation network analysis. From 2008 to 2022, 939 
articles were chosen for the bibliometric study. The bibliometric analysis is performed 
on these articles to investigate trends in authors, documents, sources, keywords, 
countries, and organizations. Furthermore, a scientific metric analysis is performed 
to investigate the impact of the EV and EVCS research domains. Finally, the citation 
network analysis employs R studio and a biblioshiny function to track the growth 
of emerging research themes in the development of EV and EVCS infrastructure. 
Overall, China is the leading country in the EV and EVCS domains.
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Fig. 26.15 Conceptual structure 

Fig. 26.16 Topic dendrogram
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Chapter 27 
Contract Price Negotiation Using 
an AI-Based Chatbot 

Divya Ramachandran , Anupam Keshari , and Manoj Kumar Tiwari 

Abstract The contract management process is a tedious and often manually 
performed task in the procurement process in the industry. It includes requesting bids, 
negotiating, drafting the contract, etc. Within this purview, there is ample opportunity 
for smart automation. In this paper, we present a general framework for a negotiating 
bot that can bargain with the vendor for an agreement on the price in the contract 
negotiation process. Based on the data provided by the vendor, the bot determines 
a fair price as per market standards, using which the user (procurement staff) can 
further negotiate for a better deal as per the systematic steps described by the decision 
bot. This method can benefit the companies by saving a significant amount of time 
and money for the organization and reducing human dependency on such routine 
tasks. 

27.1 Introduction 

Contract management is an integral step in the procurement cycle. It involves 
requesting quotes from suppliers, compiling the bids, cost negotiation, and coming 
to an agreement on various KPIs such as quality standards, supplier lead time, fulfill-
ment rate, etc. [1, 2]. This is a protracted process in the industry usually done manually 
by the procurement staff. It is essential to ensure efficient contract management for a 
sound supplier relationship, minimized supply cost, standardization, and an optimum 
trade-off between cost and quality. The long-drawn nature of this process hints at 
the need for a smart automated system that can bring substantial value addition by 
performing routine tasks without much human intervention.
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27.1.1 Contract Management Process 

Contract Management for procurement involves several steps as described in the 
literature [2–4], i.e., Step-1: Request for a new contract or review of the existing 
contract, Step-2: Authoring the contract, Step-3: Negotiation and Approval, Step-4: 
Contract performance and Analysis, Step-5: Amendment and Expiry/Renewal. 

Contract management poses challenges due to its time-consuming nature with a 
non-standardized process and increasing complexities in the regulations. 

In this paper, we focus on the negotiation stage of the contract management process 
(step-3), presenting the automation of price negotiation with the support of an AI-
based Chatbot. There are two major issues to deal with. First the functioning of the 
AI-based Chatbot, Second the activities/steps involved in the negotiation. 

27.1.2 AI-Based Chatbot 

Artificial intelligence (AI) is used to build a smart machine that can mimic human 
behavior. It carries out many decision-making tasks autonomously and reduces 
human intervention [5]. 

Similarly, a chatbot or chatterbot is a software application that can simulate human 
conversation. Chatbots can be broadly classified into three categories. 1. Simple 
Chatbot—That is rule-based and task-specific where the bot poses predefined ques-
tions, and the user has to choose from the options provided. 2. Smart Chatbots—It 
can have a free-flowing conversation, understand the sentiment, and learn from the 
interactions. 3. Hybrid Chatbots—It is a combination of simple and smart chatbots 
and is a balanced tool in terms of complexity and usability. 

With consumers demanding relentless service, chatbots are setting foot in the 
industry as many brands are using this chatbot technology to streamline their 
processes involving basic customer services or enabling product discovery. 

The presented chatbot carries out price inquiries from vendors and negotiates 
based on the recommended rate patterns. 

27.1.3 Negotiation Process 

While agreeing on the price, contractual terms, and services in the procurement, 
negotiation is a paramount skill. 

BATNA (Best Alternative to Negotiated Agreement) gives the best option a party 
has if the negotiation fails. It can be determined by identifying all the alternative 
courses of action and evaluating these alternatives [6]. 

A strong BATNA ensures a solid stand during negotiation and provides a good 
backup plan. A stronger BATNA also increases the chances of the opposite party
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settling for a mutual agreement. Our proposed negotiation process is based on the 
recommended price of the item. For each vendor, a recommended price is determined 
using the vendors’ record (fill rate, product quality, company’s goodwill), and the 
performance category of the vendor. The calculated recommendation remains the 
reference price to reach the final deal. 

27.2 Literature Survey 

While there has been a significant study related to the usage of machine learning for 
supplier selection and usage of chatbots. This section first surveys the effectiveness 
of an AI-based chatbot in the procurement process and then discusses the existing 
natural language processing techniques that are used to create the chatbot algorithm. 

27.2.1 Impact of AI in Procurement Using a Chatbot 

The usage of AI chatbot is being established as a well-grounded solution for buyer– 
seller, supplier-manufacturer, etc. Previous studies have explored the effect on the 
seller’s attitude and discrimination while interacting with a chatbot while providing 
a quotation. Cui et al. [7] were able to run a field experiment on an online platform of 
a trading company and compare the quotes across the chatbot, and female and male 
human buyers. The study considered the initial price quote for the experiment as it 
reflects the buyer’s disposition to pay, suppliers could lose customers based on the 
initial price offered, and it is not affected by bargaining on negotiation. 

They concluded that a simple chatbot without smart technology receives a higher 
quote price than human buyers. However, automation smartness simultaneously 
delivers the most value. 

27.2.2 ML-Based Price Negotiation 

Previous research has explored the areas of electronic negotiation [8], and the work 
done by Carbonneau et al. [8] presented a neural network-based model for predicting 
the opponent’s proposal while negotiating. Various what-if scenarios optimization 
cases were studied, using which the model could exhibit interesting negotiation 
strategies. 

Another research by Liu and Zheng [9] presented a negotiation bot that gave a 
fair market price based on used car data and provided suggestions to the negotiator 
based on the market price. They used a decision tree model that could simulate a 
step-by-step process to assess the offer given by the seller and negotiate further.
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27.2.3 Natural Language Processing: An Interactive Chatbot 

In 2019, Flipkart launched its first haggling bot that enabled customers to bargain for 
better deals during their online sales. Google Dialog Flow is an artificial intelligence 
software powered by Google AI, which is NLP based and can handle conversa-
tions for text-based and voice-based chatbots. Similarly, Haptik is another enterprise 
conversational AI-based platform. They built a WhatsApp bot during COVID-19 
which was used by 21 million users as a government helpline. 

In this paper, we would be using Natural Language Processing for creating the 
bot interface and sentiment analysis. We would be creating our own data dictionary 
for linking the vendor responses to the bot response. 

27.3 Methodology 

The paper presents a general framework that can be used in price negotiation for 
the procurement process, it integrates a decision tree for negotiating under different 
scenarios with an NLP-based Chatbot. 

It is a hybrid chatbot (illustrated in the introduction section), for the balance 
of complexity in the implementation and usability. The hybrid chatbot in this 
case performs both price negotiation and interaction based on a decision criterion 
(Fig. 27.2). 

First, the requirement of the product/raw material to be procured is identified. 
Following this, the vendor’s bid data and historical information are collected and 
various KPIs are calculated. Then, the recommended price is predicted, and the 
negotiation process starts as per the Decision bot explained in (Fig. 27.2). The nego-
tiation loop continues till the user and the seller reach an agreement or rejection as 
shown below (Fig. 27.1).

27.3.1 Recommended Cost Determination 

The supplier bid information provided by the user is used to predict the recommended 
cost of the product and the performance category. Based on the historical information 
of the suppliers, the supplier KPI data [1, 2] is input into the model. We have used 
the following Key performance indicators of the vendor: 

1. On-time Delivery (OTD) 
2. Fill Rate 
3. Defect Rate 
4. Compliance Rate 
5. Vendor Availability
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Requirement of a product of 

Collect the supplier’s/vendor’s bid data 
Online data search 

engine/biding platform 

Database 

Determination of the recommended price 

Vendor’s Response 

Decision bot 
(A hybrid Chat bot) 

Negotiated Price 

Exit on Agreement/Rejection 

Closing Decision 

Fig. 27.1 Activities involved in price negotiation: a general framework to implement smart-
automated negotiation in procurement 

Fig. 27.2 Decision tree methodology for deal selection or rejection
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Using the above information of the supplier, recommended price for the vendor 
is predicted by the bot, and the supplier is classified into different performance 
categories—High, Medium, and Low. 

27.3.2 Decision Bot 

The decision bot helps to arrive at a negotiated price systematically. If the recom-
mended price is less than or equal to the quoted price, the deal is closed. Else, the 
negotiation process is carried out. Since we have proposed a hybrid model for the 
chatbot, the seller would have predefined options—Agree, Reject, and Tradeoff. 

Based on this response, the negotiated prices are presented to the seller step by 
step to arrive at a final decision (Fig. 27.2). 

After obtaining the recommended price and category from the previous step in 
(Sect. 27.3.1), the input-offered price is taken from the supplier. If the offered price 
is less than or equal to the recommended price, the deal is closed. 

If the offered price is higher, then the bot guides the user through step-by-step 
negotiation. In [9], the authors have used the formula: 2 (recommended—offered) 
to calculate the aggressive price (lowest negotiated price), whereas, we have created 
a logic to calculate N.F and use it as an incrementing factor to calculate the revised 
recommended price (RRP). 

First, the lowest price in the recommended category is calculated. Negoti-
ating factor is ((Recommended price—Lowest price)/4)/Recommended price) if the 
recommended price is less than or equal to the lowest price, N.F is assumed to be 
0.025. RRP1 is calculated by incrementing the lowest price by the negotiating factor 
(N.F) and subsequently, the RRP [2–5] is calculated by multiplying the N.F by the 
preceding RRPs. 

If the negotiated price 1 stated by the seller after quoting RRP1 lies between 
RRP1—RRP4, then the deal is accepted, else further negotiation is carried out by 
quoting subsequent RRP. The upper limit for the accepted price is the recommended 
price. In the case of the high-performance category, RRP5 is considered, and addi-
tional perks are requested. The deal is rejected if the best price offered by the seller 
is greater than the last RRP. 

27.3.3 Interface of Negotiating Bot 

The chatbot interface can be built using the natural language processing technique 
[10]. A data dictionary will be used and created for intent recognition which will 
contain a set of tags, patterns, and responses. The chatbot responds to the seller as per 
the tag from the data dictionary and a random response is generated. The inputs from 
the seller are preprocessed—case normalized (lowercasing all the letters), tokenized
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(sentence broken to individual words), and stemmed (reducing words to stem words, 
e.g., Agree, Agreed, Agreeing would be reduced to the root word ‘agree’). 

For simplicity, we have limited the input from the seller to a numeric entry for 
quoting and negotiating. The entered number is POS Tagged as ‘Cardinal Digit’. The 
integer version of the digit is assigned to the input and compared with the recom-
mended price and RRPs in the subsequent iterations. The responses are generated 
based on the predefined response options in the dictionary and the calculated RRP 
costs. The deal is accepted/rejected as per the conditions explained in (Sect. 27.3.2) 
and the chatbot is closed. 

27.4 Conclusions and Future Work 

The proposed methodology is a general framework that can be used to implement 
smart-automated negotiation in procurement. In the proposed methodology, the price 
negotiation process is referenced with a recommended price. For a product, the 
recommended price will be unique for each vendor, which will be depending on 
vendors’ records, i.e., fill rate, OTD, defect rate, compliance rate, vendor avail-
ability, and average price associated with the vendors’ region. Referencing the recom-
mended price, a decision tree-based scheme demonstrates to settle the right deal for 
a procurement. 

Future works could extend this methodology for negotiation from price to consid-
ering additional features in the contract process such as contract renewal dates, 
delivery time, tradeoffs to arrive at the final decision, document detection, and 
compliance to enable an end-to-end contract management process. 

Here, the decision bot logic considers only a limited number of iterations for 
bargaining. The iterations can be made dynamic as per the product and business 
requirements. Apart from this, deep learning models can be incorporated to enhance 
the performance and interface experience of the chatbot. 
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Abstract The outcome of construction activities leads to the production of large 
amounts of solid waste, primarily known as construction and demolition (C&D) 
waste. The reutilizing of C&D wastes plays a vital role in the sustainable growth of 
the environment, economy, and public health. The existing recycling methods have 
limitations, such as cost, human intervention, unstable identification process for recy-
cling, on-site sorting techniques, irregular landfill events, and a lack of an effective 
waste tracking system. The paper proposes an end-to-end improved convolutional 
neural network (EEI-CNN) based reverse logistics model for recycling C&D waste to 
overcome these issues. The EEI-CNN is a customized convolutional neural network 
that performs the classification of C&D waste aggregates. The refine the efficacy of 
EEI-CNN, a preprocessed image is used. The effectiveness of the proposed method 
is judged for an openly available C&D waste image dataset. The evaluation metrics 
like accuracy, precision, true positive rate, true negative rate, and F-score are esti-
mated. The proposed method outperforms existing methods based on comparative 
analysis. 
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28.1 Introduction 

Construction engineering is a complex process involving planning and managing 
large structures. It is a process of generating large quantities of solid waste known as 
C&D Waste [1]. Currently, the management of C&D waste is a global challenge and 
issue. Its proper management can help in natural aggregate restoration for concrete 
production with the environment and public health. It enables a recognition of the 
large construction wastes required for landfills. It also aids in avoiding a mix-up 
with municipal waste. Recycling is one of the most active strategies to minimize 
waste and achieve sustainable construction waste management. The three Rs method, 
which stands for reduce, reuse, and recycle, is the most common perspective to 
lessen the probable effect of waste [2]. While recycling waste has several advantages, 
it would be cumbersome as it takes time and human interference to separate the 
trash into predefined classes. Additionally, the high cost, human requirement, uneven 
sources for recycling, on-site sorting, unregulated landfill activities, and a lack of an 
effective waste tracking system [3] are the major drawbacks of existing C&D waste 
management techniques. To overcome such difficulties in recycling construction 
waste, technologies based on artificial intelligence have emerged as alternatives. This 
research aims to develop a deep-learning-based reverse logistic model for recycling 
C&D waste. 

The rest of the manuscript is prearranged as follows; in Sect. 28.2, a literature 
study of the existing method of C&D waste is presented. Section 28.3 describes 
the methodology and materials for the present work. Section 28.4 illustrates the 
description of evaluation metrics. Section 28.5 is about the result and discussion of 
the proposed method. And Sect. 28.6 presents a conclusion. 

28.2 Related Work 

This segment presents navigation about the existing work. Akanbi et al. [4] presented 
a deep neural network (DNN) for waste classification in a globular economy. This 
model can predict the quantities of materials used after the demolition of the building. 
The numeric value of the average R-squared was 0.97, and the mean absolute error 
(MAE) ranged from 17.93 to 19.04. Majchrowska et al. [5] demonstrated a deep 
learning-based framework for waste recognition in natural and municipal surround-
ings. The suggested method achieved an average accuracy of up to 70% in waste 
identification and a classification accuracy of around 75% in the test data set. Na 
et al. [2] developed a framework based on transfer learning using artificial intel-
ligence (AI) to recognize construction waste. The proposed model was developed 
based on an image dataset. There was a limited dataset, so the data augmentation 
increased the dataset. With the help of data augmentation and transfer learning, 
the mAP was increased by 16%. Chu et al. [7] have designed a multilayer hybrid 
deep learning method for waste classification and recycling. A convolutional neural
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network (CNN) extracts the features from the image dataset and combines them 
with other elements to make it a fusion feature. The obtained accuracy was 90%. 
Davis et al. [6] have used a deep convolutional neural network to classify construc-
tion waste material. The performance evaluation metric used was the F1 score and 
accuracy. The method achieved an accuracy of 94%. Awe et al. [7] depicted a faster 
regional convolutional neural network (F-RCNN) model to classify waste. It was an 
experimental project that categorizes waste into paper, recycling, and landfill. The 
value of mean precision was 68%. Thung and Yang [8] employed a support vector 
machine (SVM) with CNN to classify waste into six groups. It has an accuracy of 
63%. 

Based on the literature study, it has been noticed that very few performance eval-
uation parameters are estimated to judge the efficacy of the developed model. And 
also, the existing method has limited accuracy (Table 28.1). 

Table 28.1 A detailed summary of the reported work as a literature 

Author Year Dataset Method Parameters Remarks 

Akanbi et al. 
[4] 

2022 C&D image 
dataset 

DNN Average R-squared 
= 0.97, MAE = 
17.90–19.04 

Less number of 
parameters are 
estimated 

Majchrowska 
et al. [5] 

2020 Open litter 
image dataset 

Deep 
learning 
model 

Precision = 75%, 
accuracy = 70% 

Accuracy is 
limited 

Na et al. [2] 2022 Self-acquired 
image dataset 

YOLACT Accuracy = 97% Less number of 
parameters are 
estimated. 

Chu et al. [9] 2018 Self-acquired 
image dataset 

Transfer 
learning 
with AI 

mAP increased by 
16% 

No other 
parameters are 
estimated, only 
mAP 

Davis et al. [6] 2021 Self-acquired 
image dataset 

Deep CNN Accuracy = 94% Less evaluation 
metrics are 
estimated 

Awe et al. [7] 2107 Image dataset F-RCNN Precision 68% Less number of 
parameters are 
determined 

Thung and 
Yang [8] 

2016 Image dataset SVM and 
CNN 

Accuracy = 63% Less evaluation 
metrics are 
assessed
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Fig. 28.1 Proposed flowchart of deep learning-based reverse logistic model for recycling C&D 
waste 

28.3 Method and Models 

Figure 28.1 shows the proposed flowchart for recycling C&D waste for real-time 
application. In the proposed flowchart, there are two ways to collect the data. The first 
way uses the sensors to acquire the numeric information of the pre-screened object. 
Sensors [9] like bridges measure the weight of the C&D solid waste. And inductors 
differentiate between metallic and non-metallic C&D waste. Further, a Naive Bayes



28 A Deep Learning-Based Reverse Logistics Model for Recycling … 315

Table 28.2 Complete 
enlightenment of used 
datasets for the proposed 
work 

Attributes Description 

Number of images 1231 

Number of classes 11 

Image size Variable in nature 

Image file format Joint photographic experts group 

Accessibility Publicly 

classifier extracts the features based on numerical information. The second way uses 
an imaging system (Cameras) to acquire images of waste. This process results in the 
formation of an image database. Further, image enhancement is performed with the 
help of contrast-limited adaptive histogram equalization (CLAHE) [10]. After that, 
the preprocessed image data is categorized as model training, validation, and test 
data. The train and validation data are fed into an end-to-end improved CNN. It is 
used for feature abstraction. The features extracted from both ways are merged, and 
a hybrid feature set is created. Further, the hybrid feature set is given to a multilayer 
perceptron neural network that classifies the C&D waste as landfill, Puddle Clay, 
Coarse aggregates, and Fine aggregates. It is the working explanation of the proposed 
method of recycling C&D waste for real-time application. For the present paper, the 
proposed flowchart works as an assumption where only an end-to-end improved 
CNN has been developed for the available image dataset. 

28.3.1 Dataset 

The proposed method utilizes an open-source dataset [11]. It consists of a total of 11 
groups of solid and C&D waste. For easy working, concrete blocks and bricks are 
labeled as waste to landfill class. Soil vegetation is labeled as puddle clay. The groups 
of gravels and stones are labeled coarse aggregates. Similarly, paving and sands are 
marked for fine aggregates. The complete explanation of the dataset is presented in 
Table 28.2. 

28.3.2 Pre-processing 

In the present paper, contrast-limited adaptive histogram equalization [10] is accom-
plished for the quality improvement of C&D waste images. It is an essential step for 
enhancing image quality, and the result works as an input for accurate classification. 
It improves the contrast of low-quality images globally. For CLAHE, all necessary 
information such as the number of rows and columns, image bit or dynamic range, 
clip limit, and distribution parameter type are collected. After that, a mapping of 
the gray level with a clipped histogram is generated. It gives the average number of
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pixels over a contextual region. It mathematically reads as 

MAvg = 
MCR  − X p ∗ MCR  − Yp 

Mgray 
(28.1) 

where MAvg is the average number of pixels, Mgray is the number of gray levels, 
MCR−X p and MCR−Yp are the number of pixels in the contextual region’s X and Y 
direction, respectively. Using Eq. (28.1) and histogram clip information, CLAHE is 
determined. It is given as 

MCL  = MCLIP ∗ MAvg (28.2) 

28.3.3 Proposed an End-to-End Improved Convolutional 
Neural Network (EEI-CNN) Based Reverse Logistics 
Model for Recycling Construction and Demolition 
Waste 

EEI-CNN is a customized convolution neural network [12] that uses four convolution 
layers to extract the features. CNN is a deep learning architecture that processes 
structured array data, commonly called images. It consists of three layers: convolution 
named as Conv2D, pooling, and fully connected layers. The initial two layers, i.e., 
Conv2D and pooling, are used for feature abstraction. The third, fully connected 
layer is used to map the extracted features into the final output, such as classification 
with the help of SoftMax. Only the convolutional and pooling layer is cast to extract 
the low-level and high-level features. The low-level features reflect the minor details 
of the image, whereas the high-level features refer to objects or instances present in 
the image. The proposed method uses two activation functions, i.e., Rectified Linear 
Unit (ReLU) and sigmoid functions. ReLU can be read as 

f (x)ReLU = max(x, 0) (28.3) 

ReLU gives a zero value for negative numeric pixel values and returns the x for 
positive numeric pixel values. The sigmoid activation is a nonlinear analysis of f (x) 
that indicates the changes with the assessment of x . It reads as 

f (x)Sigmoid =
1 

1 + exp(−x) 
(28.4) 

Figure 28.2 shows the architecture of the proposed EEI-CNN. It is designed 
and developed for the publicly available C&D image dataset. After preprocessing 
by CLAHE, the dataset is alienated into train, validation, and test image data of
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Fig. 28.2 The proposed architecture of the EEI-CNN

ratio 8:1:1. It comprises four convolutional operations named Conv2D, followed by 
activation and a pooling operation. The four consecutive Conv2D uses filter sizes 16, 
32, 64, and 64. The abstracted features are used to make a set of features in 1D vector 
form. Then the feature set is fed to the flattening layer. Further, the output of flatten
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layer is processed through the SoftMax layer that providing a probability-based 
classification.

28.4 Evaluation Metrics 

Some evaluation metrics [13] are predefined to measure the efficacy and a compar-
ative study. For the proposed work, classification evaluation metrics are used. The 
metrics are rooted in the confusion matrix, which is shown in Table 28.3. 

Accuracy(AC) = TP + TN 
TP + TN + FP + FN 

(28.5) 

Precision(PC) = TP 

TP + FP 
(28.6) 

True positive rate(TPR) = TP 

TP + FN 
(28.7) 

True negative rate(TNR) = TN 

TN + FP 
(28.8) 

F − score = 
2 ∗ Precision ∗ TPR 
Precision + TPR 

(28.9) 

Balanced classification rate(BCR) = 
1 

2 
[TPR + TNR] (28.10) 

Youden′s index (YI) = TPR − (1 − TNR) (28.11) 

Table 28.3 Confusion matrix 
Real positive Real negative 

Anticipated positive TP FP 

Anticipated negative FN TN
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28.5 Result and Discussion 

Figure 28.1 shows the proposed EEI-CNN for the real-time application. Assuming 
Fig. 28.1 as a core concept, an EEI-CNN is developed for existing datasets. 
Figure 28.2 shows the architecture network of the proposed EEI-CNN. It uses four 
consecutive layers of convolutional operations trailed by a ReLU with a pooling 
operation. The last Conv2D uses the sigmoid activation function. Here, the first layer 
abstracts the low-level image features while the last layer provides the high-level 
features information of the input image. Figures 28.3 and 28.4 are the proposed 
method training-validation, accuracy, and loss curves. It is a visualization plot of 
the learning proportion of accuracy and loss in accordance with numeral of epochs 
executed. A total of 50 epochs are run to form a training validation model of the 
proposed method. As shown in Fig. 28.3, the accuracy of the proposed method 
increases as the number of epochs increases. Similarly, the loss of the proposed 
EEI-CNN of Fig. 28.4 decreases as the number of epochs increases. 

Table 28.4 is a comparative study of the proposed method with the existing CNN 
method, such as Akanbi et al. [1], Davis et al. [5], Chu et al. [4], and Majchrowska 
et al. [2]. The numeric entity of AC, TPR, TNR, PC, F-score, BCR, and YI are 95.46%, 
97.61%, 93.02%, 0.9401, 0.9577, 0.9532, and 0.9063, respectively. Figures 28.5 and 
28.6 are comparative graphical plots of existing CNN and the proposed EEI-CNN.

Fig. 28.3 Accuracy curve of training and validation of the proposed EEI-CNN
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Fig. 28.4 Loss graph of training and validation of the proposed EEI-CNN

Table 28.4 A comparative study of existing CNN and the proposed EEI-CNN 

CNN model AC (%) TPR (%) TNR (%) PC F-score BCR YI 

Akanbi et al. [1] 93.16 93.53 92.78 0.9307 0.9330 0.9316 0.8631 

Davis et al. [5] 94.00 86.00 85.00 0.8601 0.8602 0.8602 0.7103 

Chu et al. [4] 91.00 91.00 92.78 0.9286 0.9192 0.9189 0.8378 

Majchrowska et al. [2] 87.20 87.20 84.20 0.7740 0.8601 0.8202 0.8101 

Proposed model 95.46 97.61 93.02 0.9401 0.9577 0.9532 0.9063
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Fig. 28.5 Comparative graphic plot between existing CNN and the proposed EEI-CNN in terms 
of accuracy, TPR, and TNR 

Fig. 28.6 Comparative visual plot between existing CNN and the proposed EEI-CNN in terms of 
precision, F-score, BCR and YI
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28.6 Conclusion 

In this paper, an EEI-CNN-based reverse logistic model was proposed to recycle 
C&D waste. It was developed for the openly available image dataset. It was based on 
the fundamental concept of image processing with deep learning. In terms of image 
processing, CLAHE was used to improve image quality. Further, a customized CNN 
model that comprises four Conv2D layers was designed. It was used to classify 
the image datasets as waste to landfill class, puddle clay, coarse aggregates, and 
fine aggregates. The corresponding numeric entity of AC, TPR, TNR, PC, F-score, 
BCR, and YI was 95.46%, 97.61%, 93.02%, 0.9401, 0.9577, 0.9532, and 0.9063, 
respectively. Based on the comparative study, it can be concluded that the proposed 
method is performing well. The proposed method helps in reducing the cost required 
for the recycling process with the automatic classification of C&D waste. It also 
facilitates a waste tracing system that results in support for on-site sorting of waste. 
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Chapter 29 
Supplier Prioritization and Risk 
Management in Procurement 

Virendra Kumar Verma 

Abstract Today’s global business is evolving into a one-economy and one culture. 
As a result, the production sector is shifting toward high-value-added operations, and 
supplier and risk management needs may change significantly. The current overview 
addresses the issues of finding suitable and viable suppliers, prioritization, and risk 
management in procurement. The main types of supplier selection have been deter-
mined at this point. Companies utilize qualifying criteria, selection criteria, and other 
considerations to categorize criteria during the selection process and risk manage-
ment. The SLR technique is utilized to establish the relative relevance of supplier 
prioritization and risk management in procurement. In the context of the Indian 
manufacturing business, this helps to determine purchaser preferences in prioritizing 
suppliers. A review was conducted for this aim to define supplier prioritization and 
proactive risk management in procurement. This review paper’s contribution is to 
examine the research findings and future research directions. The SLR study helps 
find and contribute to viable suppliers based on delivery, quality, cost, added value, 
flexibility, risk, service, ecological ways, and social accountability, as well as opera-
tional and disruption risks in risk management in procurement. Researchers can use 
an innovative approach to operations research to solve supplier prioritization and risk 
issues in procurement uncertainty concerns. 
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29.1 Introduction 

Today’s manufacturing industry faces strong competition in terms of pricing, quality, 
and logistics [1]. Various manufacturing organizations begin to subcontract busi-
ness that is outside their core strength in demand to carry on with the industry 
[2]. Outsourcing has made the supply chain more complicated and challenging to 
handle. If businesses do not understand the risk’s implications and prevalence, they 
may undergo unfavorable outcomes. In the manufacturing company, the risk is well 
described as the inconsistency of return, and risk can have a harmful effect on fore-
casted yield [3]. Risk management is not only a critical concern in the financial sector; 
it is also a developing worry in the supply chain, as the unpredictability of an incident 
happening in one part of the supply chain might result in an unpleasant string effect 
for the supply chain channel [4, 5]. Several possible risk factors, such as supplier 
selection, supply yield, pricing, and demand should obviously be considered while 
making optimal decisions in risk management in procurement under uncertainty. 
Researchers have conducted much research in this field. Campuzano-Bolarin et al. 
[6] explored the issue of stochastic demand procurement planning [6]. In the aspect of 
unpredictable order and amount in the open market. Federgruen and Yang [7] estab-
lished a model to construct resource support and determine demand distribution with 
suppliers in the existence of demand fluctuations and yield [7]. Nevertheless, before 
applying procurement risk management solutions, it is essential to recognize the 
source of unpredictability that causes procurement risk. As there is no organized 
approach to categorizing procurement risk, the manager’s experience and intuition 
play a big role in how they manage it. After an unexpected risk happens, a short-term 
risk management strategy is put in place. There are a lot of literature review articles on 
supply chain risk, but according to the author, there hasn’t been a review paper on risk 
management in procurement. We also reviewed and discussed supplier prioritization 
criteria such as delivery, quality, cost, added value, flexibility, service, risk, environ-
mental practices, and social responsibility in Sect. 29.3.1. This brief review study 
gives information about supplier prioritization and procurement risk for researchers 
and practitioners. Section 29.1 delivers a short introduction to the background of 
supplier prioritization and risk management in procurement. Section 29.2 explains 
the literature review. Section 29.3 supports an overview of supplier prioritization. 
Section 29.4 is about the overview of risk management in procurement. Section 29.5 
shows opportunities and challenges. The conclusions are described in Sect. 29.6. 

29.2 Literature Review 

The review approach is established on SLR [8], a literature review methodology. 
Figure 29.1 shows a flow chart of the literature search method to give a strong 
image of the review activity and findings. The articles chosen were mostly published 
between 2000 and 2022, with “Scopus, Science Direct, Web of Science, and Google
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Title and Abstract 
Evaluation. Fulfilled 
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Full text evaluation 

Fulfilled selected criteria? 

Literature search criteria: 
• Between 2000–2022 
• Published journal paper 

• Related to supplier prioritization and risk management in procurement uncertainty 

Scopus, Science Direct, Web of Sci-
ence and Google Scholar 

Over 240 Articles fulfilled all the criteria 

Over 145 not fulfilled one of the fol-
lowing criteria: 

• Supplier prioritization 
•  Risk management in procurement 

Around 33 not fulfilled one of the 
following criteria: 
• Supplier prioritization 
•  Risk management in procurement 

95 papers 

62 papers 

Fig. 29.1 Literature review search flowchart 

Scholar” as the primary electronic databases. Supplier prioritization, Risk manage-
ment, procurement, sourcing, supply risk, supply chain, and contract were among 
the keywords searched to find relevant publications. The papers are further sorted 
based on their topical relevancy, citation count, and publication year. Over 62 papers 
from top reputed journals such as the International Journal of Production Economics, 
the International Journal of Production Research, and many more were chosen, as 
shown in Fig. 29.1. 

29.3 Overview of Supplier Prioritization 

Suppliers are a highly substantial element in any supply chain, so procurement is 
one of the most significant decisions to make during the planning stage. For any 
firm, the necessity to attain international supply-edge competitiveness has expanded 
significantly over the previous era [9, 11, 14]. Suppliers play a significant role in 
achieving business competitiveness in new procurement and operational strategies.
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As a result, choosing the correct suppliers is an important part of these strategies. 
In reality, the uncertainty and inaccuracy of the problem’s goals, limitations, and 
parameters make decision-making difficult. As a result, the challenge of supplier 
selection has gotten a lot of attention in the area of supply chain and main strategies 
look at the issue through the lens of selection criteria. In reality, a company’s decision 
to choose a supplier may be affected by a number of factors, such as the price 
quoted, the performance of the product, on-time shipment, the after-sales support, 
the supplier’s locality, and their economic stability [10, 12, 14, 56, 59]. Supplier 
selection appears to be a multi-benchmarks challenge involving together qualitative 
and quantitative aspects. When looking for a suitable provider, you must make a deal 
between these direct and indirect factors. 

29.3.1 Supplier Prioritization Criteria 

Table 29.1 shows a detailed description of the supplier prioritization criteria.

29.4 Overview of Risk Management in Procurement 

According to Tang [26], managing supply chain risk involves coordination or coop-
eration between supply chain players to ensure competitiveness and consistency 
[26–28]. In addition, in Sect. 29.4.1, we identify common procurement concerns to 
help us define the scope of our evaluation. Procurement risks and approaches are 
discussed in Sect. 29.4.2. 

29.4.1 Risk Management in Procurement 

Procurement is a set of processes that a company uses to get resources such as 
materials, expertise, capacity, and services to carry out its primary firm endeavors 
[29–31]. HP was a pioneer in developing a price, demand, and availability uncertainty 
measurement approach based on scenario analysis [29, 47, 50, 60]. Following the 
realization of these uncertainties, the contract is set up and its value is determined. 
Numerous studies have been conducted, and various purchasing portfolios have been 
developed, taking into account operational costs, product availability, and demand 
information, to achieve optimal control over supply while also minimizing risks or 
variances [28, 32, 33]. Procurement risk management is the method of decreasing risk 
and uncertainty in prices, lead-times, and demands to assure a continuous supply flow 
(materials, expertise, capacity, and services) with the smallest amount of interruption 
[34, 35, 46]. Although procurement is a part of the supply chain, the implications of 
insufficient risk management in procurement might be comparable to or the same as
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Table 29.1 Description of the supplier prioritization criteria 

Supplier prioritization 
criteria 

Descriptions 

Delivery Integration with logistics services can help manufacturing supply chains 
save money and increase overall effectiveness. Decreased transport 
costs, value-added services, and shorter shipment times can all help the 
supply chain play more efficiently [9, 11, 13, 14] 

Quality Quality must be taught to all players in the channel as a streamlined way 
of doing business. Quality has become very significant because supply 
chains that use just-in-time production with optimal inventory levels 
have little safeguards to protect against quality problems [10, 12, 14, 54, 
57] 

Cost Direct labor, supplies, rework, and scrap are all areas where you can 
save money on the inside. Other possibilities can be identified through 
decreasing expenses in novel approaches. Non-value-added expenses 
can be minimized by utilizing methods including activity-based costing 
(ABC), just-in-time manufacturing, supplier-managed inventories, and 
lean manufacturing. While cost cuts are crucial, more effort will be 
necessary to sustain a competitive benefit and meet the challenge of 
progressively more proficient international competitors [12, 13, 15] 

Added value Value-added services like low-cost storage, fast responses to warranty 
issues, easy access to replacement components, and improved logistics 
can give you an edge over your competitors [14, 23–25] 

Flexibility Production flexibility, variety flexibility, demand flexibility, and service 
flexibility are all aspects that influence the level of flexibility required 
from a supplier. Due to a lack of statistical data, precise flexibility 
needs, such as a specific upward flexibility percentage, are now 
impossible to achieve in this study [13, 21, 22, 52] 

Service Customer beliefs for prompt service before, during, and after a sale are 
continuing to rise, and service providers are responding to these 
demands, aided by the Internet and innovative transportation methods. 
Maintenance manuals, service bulletins, and answers to frequently 
asked inquiries are all available on the Internet. Customers can place 
orders every day, including holidays, from somewhere in the globe 
using e-commerce. In the US, replacement parts can be supplied 
instantly, and essentially anywhere else in a few days [9, 13, 14, 51] 

Risk Maintaining continuous supply network flows is essential for a supply 
chain’s success in the market. However, each of these flows has 
associated risks that require appropriate mitigation techniques. The 
theme of supply chain risks has increased in prominence as a result of 
the realization that supply network breakdowns are lethal to the presence 
of all supply chain participants. This is due to a lack of resources and 
proper planning to address supply chain risks [5, 7, 11, 13, 14, 53]

(continued)
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Table 29.1 (continued)

Supplier prioritization
criteria

Descriptions

Environmental 
practices 

Incorporating environmental considerations into purchase decisions 
introduces a new set of trade-offs, confounding the decision-making 
method with both quantitative and qualitative aspects. Even so, not 
many businesses use any kind of organized study to evaluate suppliers 
based on how they affect the environment. Environmental factors are 
supplier environmental evaluation, hazardous waste management rules, 
ISO 14000 certified, hazardous material list, management of toxic waste 
pollution, eco-friendly product packaging, and recyclable content [16, 
17, 22, 55] 

Social responsibility The ability to handle stakeholders was viewed as a social responsibility. 
Many academics have tried to define social sustainability in their study. 
Social sustainability is a human rule of behavior that must be attained 
fairly, inclusively, and responsibly. The function of procurement 
managers in the area of social responsibility in the supply chain, as well 
as how carrying out these responsibilities can lead to more trust and 
participation from suppliers through procurement social responsibility 
and logistics social responsibility [18–20, 58, 61, 62]

those of a lack of risk management in the supply chain [36, 37, 48]. The authors make 
an effort to differentiate between supply chain risk and procurement risk by empha-
sizing that procurement risk is mainly focused on the risks concerned with supply 
interruption and the agreement that exists between the purchasing organization and 
the suppliers. 

29.4.2 Risk Management Approaches in Procurement 

To be more specific, in today’s unpredictable and competitive market, procurement 
is subjected to a wide range of uncertainties, including fluctuating lead times, unpre-
dictable demand, and unstable pricing. Most of these unpredictabilities and threats 
can be divided into two types: disruption and operational risks, which are discussed 
in Table 29.2. The risk of potential financial loss that can be attributed to various 
partners in the supply chain not effectively collaborating with one another is known 
as operational risk. Natural disasters, strikes, political uncertainty, and equipment 
failure are all examples of disruption risk [27, 40–45, 49]. Table 29.2 summarizes 
all potential procurement uncertainties following a thorough analysis of the research 
paper. As a result, it is essential to first identify potential risks before selecting and 
implementing risk management in procurement techniques. The usual procurement 
risks and accompanying risks management in procurement approaches are depicted 
in Fig. 29.2.
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Table 29.2 Risks management in procurement 

Operational risks Disruption risks 

Variable lead time; uncertainty on the supply yield Disruption of information 
systems 

Informational system with inadequate data consistency and 
effectiveness 

Civil war or political crisis 

Financial constraints; interest rate variability; price uncertainty Fire or poor weather 
conditions 

Incorrect inventory records; changing currency rates Legal threats 

Demand uncertainty; essential manpower constraint Supplier failure, machine 
failure 

Risks management in 
procurement 

Demand 
Uncertainty 

Price Uncer-
tainty 

Lead Time 
Uncertain 

Yield Un-
certain 

Disrup-
tion 

Updating 
Information 

Making 
Joint Decisions 

Backup Supply 
Network 

Selection of 
Suppliers and 
Contracts 

Contract 
Flexibility 

Hedging against 
price risk 

Inventory 
Decision and 
Coordination 

Supply-
Channel Backup 

Ordering 
Time Optimal 

Capital 
Investment 

Diversifica-
tion of Suppliers 

Supply 
channel backup 

Fig. 29.2 Risk management approaches in procurement flowchart 

29.5 Opportunities and Challenges 

Opportunities and challenges for suppliers are ensuring quality, reducing risk, 
fostering corporate social responsibility, satisfying regulatory needs, controlling 
expenses, producing value for the company, and driving innovation. Supplier chan-
nels are more complicated than ever; therefore, it is time to shift away from telephonic 
conversations, mail, and spreadsheets and incorporate new approaches to communi-
cating with suppliers. This will boost your capacity to evaluate the performance of 
suppliers and organize tasks that require access to numerous organizations. Smart 
Enterprise work management on a digital platform will help conquer today’s largest
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supplier relations difficulties and improve suppliers’ performances across the KPIs 
that matter most to the company. 

29.6 Conclusions 

A variety of procurement uncertainties are discussed in this brief review study. Uncer-
tain demand, multi-uncertainties, disruption risks, pricing, yield, and lead time are 
all extensively explored. This work also includes an assessment of the most recent 
uncertainty management strategies. The genuinely significant factors are flexibility, 
delivery, quality, and cost, while risk, service, social responsibility, and environmental 
practices are highlighted as desired attributes for supplier prioritization criteria. It 
covers the aspects of future study in the area of supplier prioritization and risk 
management in procurement. The manager’s experience shows a big responsibility 
in controlling unexpected risk during a short-term risk management strategy and 
supplier prioritization strategy. These are the major areas of improvement and future 
research direction. 
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Chapter 30 
Development of an Integrated Customer 
Relationship Management Tool 
for Predictive Analytics in Supply Chain 
Management 

S. N. Dhisale , V. B. Nikumbhe  , P. P. Kerkar , H. P. Pinge  , 
A. D. Revgade , and U. A. Dabade 

Abstract Most businesses nowadays are designing their products and services with 
the customer in mind. Many businesses throughout the world are expected to shift 
from a product-centric to a customer-centric attitude. Customer relationships, expe-
riences, and happiness are therefore crucial for any business’s long-term existence, 
sustainability, and profitability in any industry, yet small businesses lack the resources 
and skills to succeed. An integrated decision-making framework is built in this present 
study, integrating diverse data mining methodologies from many fields. The primary 
goal of this research is to improve the application of predictive analytics in small 
and medium-sized organizations. The decision-making framework in the form of a 
Customer Relationship Management (CRM) tool for an online retail sector is the 
solution offered as part of this study. An integrated decision-making framework tool 
is built in the pretense of a predictive analytical CRM system, with seven core char-
acteristics and more than thirty sub-activities. The seven features created as part of 
this study are Data Visualization and Analysis, Customer Segmentation, Customer 
Classification, Product Recommendation, Customer Linked Predictions, Sales Fore-
casting, and Forensic Analysis, since they are frequently requested by CRM tool 
users. It is built using a variety of data mining and machine learning methods. The tool 
is then made available as a real-time online application. This tool, which consists of 
a frontend and a backend application, is essentially designed to give users a complete 
picture of the data. Aside from that, there are several enhancements that can be made 
to this tool.
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Keywords Customer relationship management · Predictive analytics · Data 
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30.1 Introduction 

As the digital developments in the domains of Artificial Intelligence (AI), Internet 
of Things (IoT) are having an impact on different industries globally, putting too 
much emphasis on them can cause a company to lose sight of what matters most to 
them: their customers. American Express found that 33% of customers will consider 
switching companies after just one instance of poor customer service. As a response 
to this concern, nowadays, most of the companies are shifting from a product-
focused view of the world to a customer-focused one. Companies are trying hard 
to devise strategies for providing customized services to their customers. Daqing 
et al. presented various simple data mining techniques that can be employed in rela-
tion to customer-centric business intelligence [1]. And this is the major driving force 
behind the usage of CRM and CRM systems by various industries. 

CRM is a business strategy containing a set of practices that organizations adopt 
to maintain and increase their customer base and thus develop mutually profitable 
customer–supplier relationships as stated by Bin-Nashwan et al. [2]. According to 
research, it costs about 50% more to acquire new customers than it does to retain 
existing ones, and customer acquisition costs have climbed by nearly 60% in only 
five years. In short, customer relations can bring profits or losses as per the steps a 
company puts forth. Hence, a CRM approach and a dedicated system are of utmost 
importance to thrive in the market as mentioned by Srivastava [3]. Any CRM-based 
IT system can be regarded as a centralized database where all the crucial information 
related to customers of one’s company is present. 

But there are certain challenging issues related to CRM and systems based on 
it. CRM technology has yet to achieve the influence that it deserves in the industry. 
Around 22% of salespeople say they have no idea what a CRM system is, and 
40% of businesses don’t use one at all. Also, there exist other problems like lack 
of support, less local vendors, siloed departments, and most importantly improper 
data management and analysis. Therefore, Mishra et al. [4] proposed various data 
mining techniques which can be used for building a predictive analytics model. 
Moreover, CRM has only been perceived as a database and contact management 
tool with a complex interface to date. Despite many existing CRM systems, each 
system emphasizes different features to manage customer relationships and most 
of these systems can be afforded by big industries and firms only. This leads to 
the question, “How can a CRM system encompassing all the features to manage 
customer relationships be affordably developed?”. 

To address this question, an integrated decision-making framework tool is 
constructed in the guise of a predictive analytical model. This framework is benefi-
cial for small- and medium-scale industries, specifically for the ones in the domain 
of online retail as the related dataset is considered while developing the model.
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This paper is organized in different sections such as, section two includes the 
theoretical background of the CRM terminologies and the key features of the CRM 
system. Section three includes the methodology to develop a decision-making frame-
work. In section four, experimental analysis and results have been discussed by 
considering a case study. Lastly, section five discusses the comprehensive summary 
consisting of research contributions and future scope. 

30.2 Literature Review 

30.2.1 CRM: Customer Relationship Management 

CRM has become a critical topic among scholars since its inception as a study 
field in the 1990s [5]. A CRM system is a commercial technique for establishing 
mutually beneficial customer–supplier connections. Many studies suggest that firms 
may improve customer satisfaction [6], customer retention [7], customer loyalty 
[8], and company success [9] by implementing CRM. It is an industrial management 
technique that assists in the creation, development, and enhancement of relationships 
with precisely chosen customers to maximize their value to the firm and improve 
profits. 

30.2.2 Supply Chain Management: Integration with CRM 

Companies seldom combine Supply Chain Management (SCM) and CRM, according 
to Kracklauer et al. [10]. They claim that by integrating these business processes, 
firms may break through and reach a number of performance and financial metrics 
that would be impossible to attain with simply stand-alone CRM and SCM method-
ologies. The primary goal of CRM is to gain and keep lucrative long-term clients. 
Marketing, sales, and support workers, as well as top management, utilize CRM 
solutions to monitor and analyze crucial client connections [10]. Fuxiang and Yuhui 
[11] emphasized that enterprises must view their CRM operations through the lens 
of SCM. 

30.2.3 Customer Segmentation and Classification: Grouping 
of Customers 

Many strategies may be used to segment customers, but the most common are 
Recency-Frequency-Monetary (RFM) and k-means. According to Lin [12], RFM is 
a straightforward yet efficient approach for market segmentation that can be used to
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segment the customer base. RFM analysis increases market segmentation by looking 
at when (Recency), how often (Frequency), and how much money was spent on a 
given item or service (Monetary) [13]. The k-means technique is a non-hierarchical 
method that has become quite popular for classification due to its ease of setup 
and quick execution [14]. Market segmentation, pattern detection, and information 
retrieval are just a few of the applications [15]. 

30.2.4 Product Recommendation: Efficient Promotion 
of Products 

Liu [16] developed a recommendation system for apparel fashion evaluation by 
proposing items using SVM algorithms. The filtering process employing the K-
Nearest Neighbor (KNN) algorithm and matrix factorization was explored by Sharma 
et al. [17]. Between a collection of elements, association rules extract appropriate 
correlations, common patterns, relationships, or casual structures. Zhao et al. [18] 
used methodologies like Apriori, and Frequent Pattern-Tree algorithms to address 
classification and clustering in association rule mining techniques. Cheung et al. [19] 
proposed a distributed approach that generates a modest number of candidate sets 
and decreases the number of messages sent to the mining association. 

30.2.5 Customer Linked Prediction 

Net Profit Contribution Using machine learning models to estimate customer life-
time values (CLTV) and segmentation, Venkatakrishna et al. [20] explored marketing 
decision-making and future marketing strategies and plans. Using the Conway– 
Maxwell–Poisson (COM)-Poisson Distribution, Mohamed et al. [21] introduced the 
Pareto- Negative Binomial Distribution (NBD) and the Beta Geometric Negative 
Binomial Distribution (BG-NBD) models for simulating purchasing behavior. With 
BG-NBD and Pareto-NBD models, Jasek et al. [22] investigated the empirical statis-
tical analysis and predicting capacities of chosen probabilistic Customer Lifetime 
Value (CLV) models. 

Sales Forecasting The practice of sales forecasting allows a company to anticipate 
future revenues. Cash flow planning, inventory planning, production scheduling, 
and revenue projections, etc. all rely on forecast prediction [23]. Forecasting may 
be done using a variety of methodologies, including qualitative techniques, time 
series analysis and projection, and causal models [24]. Autoregressive integrated 
moving average (ARIMA) models, according to Box and David [25], are a type of 
statistical model that is used to analyze and forecast time series data. Many additional 
machine learning models, such as Long-Short-Term-Memory (LSTM), have also 
been widely used since they deal with non-linear data. Saxena et al. [26] did research
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Fig. 30.1 Decision-making framework highlighting major key components 

on deep learning-based models for anticipating future automobile sales trends and 
the results show that LSTM-Recurrent Neural Network (RNN) outperforms ARIMA 
for multivariate datasets. 

30.3 Decision-Making Framework 

30.3.1 Model Overview 

The approach used in this study is described in this section, as shown in Fig. 30.1. 
The crucial seven components of an integrated decision-making framework tool 
are constructed which are data preparation and analysis, customer segmentation, 
customer classification, product recommendation, customer-linked predictions, sales 
forecasting, forensic analysis. The integrated decision-making framework tool uses 
seven major components and over 30 sub-components to make suitable judgments. 
Except for forensic analysis, all features are illustrated in the following sections. 

30.3.2 Data Preparation 

This study focuses on customers who have previously bought items to complete the 
seven critical components. Exploring dataset attributes, identifying and handling 
numerical and categorical variables, missing, sparse, duplicate, and inconsistent 
data types, as well as dealing with feature transformation, feature scaling, feature 
generation, and data visualization are all part of data preparation.
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Table 30.1 Customer segmentation using hybrid modeling (K-means with RFM) 

Method: K-means with RFM-based customer segmentation approach 

Input: Customer ID, transaction date, quantity, and price of purchased product 
Output: Customer segmentation 
Start 
1. To calculate Recency (amount of time elapsed since the last date of a customer’s purchase), 
Frequency (total number of transactions), and Monetary (total amount paid up to the last date of 
purchase) and generate an RFM matrix for each customer 
2. To create plots to infer the relationship between each of the RFM metrics 
3. Generate RFM score and correlate it with labeled segmentation and then segment customers 
based on it 
4. To re-create an RFM matrix suitable for k-means clustering 
5. Find the optimum number of clusters using the Elbow Method and create plots to visualize the 
distribution of customers in labeled segments and clusters 

End 

30.3.3 Customer Segmentation and Classification 

This section proposes a hybrid technique that combines RFM with k-means clus-
tering. The customer segments are calculated using this approach, which combines 
the RFM score and the k-means algorithm. For example, the strategy outlined in 
Table 30.1 can be used to segment customers. 

Support Vector Classifier (SVC), Logistic Regression, K-NN, Decision Tree, 
Random Forest, AdaBoost Classifier, and Gradient Boosting Classifier are some 
of the classifiers utilized in our decision-making system to categorize clients. It will 
also allow users to choose the best classifier based on its ability to forecast, quality 
of fit, and user needs. 

To do so, first split the labeled dataset generated by segmentation into a train-
test format, then define the associated classifiers, train and test them further, and 
then build the confusion matrix, which will be used to validate the findings of the 
various classifiers. After that, compute recall, precision, accuracy, and area under 
the receiver operating characteristic curve by viewing the classifiers’ performance. 
Finally, utilize a soft classifier to select the best classifier based on predictive ability 
and fit quality. 

30.3.4 Product Recommendation 

The association rule is one such proposed collaborative filtering mechanism. The 
relationship between two or more items is described by association rules. The product 
suggestion using Apriori, for example, is shown in Table 30.2.

Understanding the importance of support, lift, and confidence may assist 
companies in determining which products will sell the best and so improve earnings.
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Table 30.2 Product recommendation 

Method: Association rules using the Apriori algorithm 

Input: Identification number of product, label of the product 
Output: Association rules 
Start 
1. To format the pre-processed dataset by retaining the attributes related to the Identification 
number of the product and the label of the product 
2. To train the model using the Apriori algorithm and generate association rules 
3. To compute the product’s Support, Confidence, and Lift parameters 
4. To create filtered association rules and product recommendation table 

End

Table 30.3 Expected future transactions and company’s net profit contribution 

Method: BG-NBD model and GG model approach 

Input: Customer ID, transaction date, quantity, and price of purchased product 
Output: Expected future transactions for a specific time period, expected average profit, CLV, 
customer segments based on scaled CLV 
Start 
1. To compute Recency, Frequency, Monetary, and Time period (T) for each customer 
2. To determine coefficients of BG-NBD and GG Model by computing equations for various 
values of variables 
3. To predict expected transactions for a specific time period (1 week/1 month) by inserting the 
coefficient and variable values for each customer 
4. To calculate the expected average profit for each customer by inserting the coefficient and 
variable values for each customer 
5. To compute CLV, according to the standard equation for each customer 
6. To scale the CLV in a fixed range (0–1) and segment the customer 

End 

30.3.5 Customer Linked Predictions 

The BG-NBD model is used in the decision-making framework to forecast predicted 
future transactions that will be completed by consumers in a particular time period. 
The Gamma Geometric (GG) Model is used to anticipate a company’s net profit 
contribution to its total future relationship with a client. 

For example, the approach stated in Table 30.3 can be used for predicting the 
number of transactions for a given time period and to anticipate a company’s net 
profit contribution throughout the course of a customer’s lifetime. 

30.3.6 Sales Forecasting 

In this work, time series forecasting models are used to anticipate future sales based 
on previous sales trends found in the dataset. The ARIMA and LSTM models were
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Table 30.4 Sales forecasting 

Method: LSTM approach 

Input: Customer ID, transaction date, total price of the purchased product 
Output: Forecasted values of future sales 
Start 
1. To check the data for stationarity and seasonality by Augmented Dickey–Fuller Test (ADF 
Test) 
2. To compute ADF value, P-Value, number of lags, and number of observations used for ADF 
Regression and comparing P values to analyze data 
3. To split the dataset into train and test data, then train the model in LSTM 
4. To forecast the future sales for a certain time period and compute performance metrics like 
prediction accuracy and RMSE score 

End 

utilized in this part, and after comparing the findings, the LSTM model was shown to 
be more accurate on bigger sequential data. Also, presented is a system for forecasting 
future sales. The approach presented in Table 30.4 can be used, for example, to 
forecast sales for a future time period. 

30.3.7 Web Application Overview 

Under the name Grahak360, the decision-making framework created as part of this 
project has been implemented as a web application interface as depicted in Fig. 30.2. 
It comes with a dashboard that graphically shows data and charts, as well as provides 
the necessary forecasts and analysis. It is also intended to be user-friendly and simple 
to comprehend. 

Fig. 30.2 Home page of the deployed web-application interface Grahak 360
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Table 30.5 Attribute description in the customer transaction dataset 

Attribute Description; meaning and values Data type 

Bill A 6-digit unique bill number assigned to each transaction. (e.g., 
540,026) 

Categorical 

MerchandiseID A unique number assigned to each distinct product. (e.g., 
21,519) 

Categorical 

Product Name of the product Categorical 

Quota Quantity of each product per transaction Numerical 

BillDate Billing date of transaction. (e.g., 04/01/2019) Numerical 

Amount Product price per unit in Pound sterling. (e.g., £2.85) Numerical 

CustomerID A 5-digit unique number assigned to each customer. (e.g., 
14,031) 

Numerical 

Country Name of the country where the customer resides. (e.g., United 
Kingdom) 

Categorical 

30.4 Experimental Analysis and Results 

Each of the seven characteristics yielded appropriate results. However, all anal-
yses and outcomes are shown in the following section, apart from customer-related 
prediction, product suggestion, and forensic analysis. 

30.4.1 A Case Study 

Business Background The online shop in interest is a UK-based, non-store firm 
that has been registered since 1981 [1]. The merchant’s customer transaction dataset 
has 8 variables and a total of 1,067,371 transactions. The transactions in the dataset 
are from December 1, 2017 to December 9, 2019. The 8 attributes in the dataset are 
elaborated in terms of descriptions and their data type as shown in Table 30.5. 

30.4.2 Feature Engineering Analysis and Results 

Feature Engineering The attributes CustomerID and Product both have missing 
data, accounting for 22% and 0.4% of the total data points, respectively. On average, 
about ten units of quota per product were sold. At a maximum price of £ 6.15, 
75% of purchasers purchased less than or equal to 10 items. The cleansed data has 
824,364 rows and 8 columns after missing values were deleted. The dataset had 
15,487 duplicate rows, accounting for less than 2% of the total data points.
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30.4.3 Customer Segmentation and Classification Results 

Customer Segmentation Customer segmentation is done using RFM and Hybrid 
(K-means plus RFM) modeling approaches. 

RFM. A scatter plot was used to infer the association between each of them. So, 
based on the relationship between recency and frequency, this graph indicates that 
the majority of newly recruited consumers buy regularly. 

Customers are labeled in Table 30.6 based on the 10 segments indicated in 
Fig. 30.3. 

Hybrid Customer Segmentation These scatter plots may be used to compare clus-
ters such as recency versus frequency, monetary versus recency, and monetary versus 
frequency. The recency versus frequency Scatter figure below shows that the three 
separate groups are scattered throughout a wide variety of clients. The green clusters 
reflect customers that have a high recency but a low frequency. Customers with a high 
frequency but low recency are represented by the yellow cluster, whereas customers 
with a mid-range frequency and recency are represented by the purple cluster as 
inferred from Fig. 30.4.

Similarly, a 2D depiction of clusters can be shown in terms of monetary versus 
frequency.

Table 30.6 Customer IDs being labeled with 10 correlations of segmentations 

Sr. 
No 

Customer 
ID 

Recency Frequency Monetary R F M RFM 
Score 

Segment 

0 12,346 326 47 452,198.66 2 3 5 235 At Risk 

1 12,347 3 240 11,659.22 5 5 5 555 Champions 

2 12,348 76 51 7447.40 3 3 5 335 Need 
attention 

3 12,350 311 17 728.40 2 2 2 222 Hibernating 

Fig. 30.3 Number of customers in each segment 
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Fig. 30.4 The 2D representation of clusters in terms of recency versus frequency

Table 30.7 Precision of 
respective classifiers Classifier Precision Classifier Precision 

Support vector 
machine 

99.78% Decision tree 99.23% 

Logistic 
regression 

99.90% Random forest 99.58% 

k-nearest 
neighbors 

98.67% Gradient boosting 99.63% 

Customer Classification A train test is created from the labeled dataset obtained 
via segmentation. The classifier is then built using the necessary code. The data is 
then examined and validated using several classifiers, with the best classifier being 
chosen based on precision, accuracy, predictability, and quality of fit in learning 
curves. 

Soft Vote Classifier Result All of the classifiers are evaluated in the analysis 
presented in Table 30.7 and the best classifier suited for the operation is chosen. 

30.4.4 Sales Forecasting Results 

The data is mostly fluctuating; therefore, time series analysis is done. Future 
Sales Prediction using ARIMA Model has been calculated. The ARIMA predic-
tion accuracy of 19% (as calculated through RMSE metrics) denotes unsatisfactory 
results.
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Fig. 30.5 Future sales prediction using LSTM model 

Figure 30.5 indicates future sales prediction using the LSTM Model with a predic-
tion accuracy of 77% (as calculated through RMSE metrics) denoting satisfactory 
results. 

30.5 Conclusion 

This paper demonstrates an integrated decision-making framework tool that is 
constructed in the guise of a predictive analytical model. Data visualization and anal-
ysis, customer segmentation, customer categorization, product suggestion, customer-
linked predictions, sales forecasting, and forensic investigation are the seven essential 
characteristics of this platform. With all of these capabilities in place on the tool’s 
backend, an operational interface is created on the front to assist decision-makers in 
making informed decisions. 

30.5.1 Research Contributions 

The proposed decision-making framework operates the tool such that it can guide 
one to get a panorama of data. It aids in customer segmentation and categorization, 
aids in the creation of association rules for product suggestions, aids in the prediction 
of future transactions and the contribution of one’s company’s net profit to an entire 
future connection with consumers, and much more. Our suggested framework-based 
tool is more comprehensive, configurable, and collaborative than previous studies by 
many scholars and researchers in this field.
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30.5.2 Potential Future Research 

Despite these important contributions, the suggested framework-based tool has 
notable shortcomings that serve as a springboard for future research. The input 
dataset must be in a well-defined format to run the tool effectively, and the time 
it takes to create results is dependent on the number of iterations and the size of the 
dataset. 

The initially focused research area would be to include more capabilities to process 
datasets involving different organizational levels to assist decision-makers in gaining 
insights and creating transparency via proper decision-making. The second potential 
approach would be to develop an algorithm to change the tool’s user interface based 
on the domain of usage and make it more flexible. 
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Chapter 31 
Predicting Top Companies Amid 
Changing Macro Environment—Optimal 
Sampling Imposing Restriction Filters 

Selvan Simon and Hema Date 

Abstract Predicting top-performing companies is an essential part of long-term 
business-to-business relationships. For example, supplier selection, sourcing risk 
management, enterprise loan customer selection, and stock selection. Moreover, 
long-term financial decisions involve analyzing the microeconomies of the compa-
nies. In other words, ratio analysis helps us to diagnose the health profiles of compa-
nies to select loan customers, equities, suppliers, vendors, producers, buyers, sellers, 
and others, for any business collaboration. However, the financial data by its nature 
is noisy, and the relationships among fundamental variables are dynamic due to 
the external influence of the changing macroeconomies. This study reviews optimal 
sampling techniques used in machine learning models for mitigating the problems 
caused by changing economic environments. It brings some immensely impor-
tant sampling designs to develop models for ration analysis in decision support 
systems. Filtering noise due to external disturbances necessarily imposes constraints 
on the industry, size, consistency, history, performance, and the environment of the 
company. The moving window system allows us to retrain the models with more 
recent environments. It makes the model comparison difficult, an essential step of 
model validation. However, in real-world situations, models must prove to be more 
profitable rather than more accurate for usability. 

Keywords Ratio analysis · Financial health · Long-term decisions · Classification 
of companies ·Moving window system · Optimal training sample 

31.1 Introduction 

Machine Learning (ML) is considered a subfield of Artificial Intelligence (AI). It 
uses many algorithms for the development of models that enable computers to learn 
and perform tasks. For example, classification is a learning task where some training
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samples with known classes or categories are provided for training a model, called 
classifier. Then, the model is used to predict the class they belong to for unseen new 
samples. The task may be a simple binary classification with exactly two classes 
or a complex multiclass classification with several classes. A classifier is said to 
generalize well if it can predict the correct classes well on a set of unseen test 
samples [25]. Artificial Neural Network (ANN) is the most dominant ML tool used 
in stock prediction [23, 24]. ML models employed ANN in ratio analysis for the 
financial health classification of companies for long-term decisions [22]. 

Predicting top-performing companies enhances the return on investment (ROI) 
in demand and supply models. For example, supply chain management is essen-
tially chaining business to business in provider and procurer roles in various stages. 
To maintain the smooth functioning of business, it is essential to select partnering 
companies, at every stage. According to ROSMA (Return on Supply Management 
Assets) Performance Check Report 2016, ROSMA standard classifies the procure-
ment profession as a top-tier group of standout performers, a middle tier performing 
well below the top tier, and a large group of bottom-quartile performers. The top-
quartile performers deliver more than seven times their cost and investment base in 
procurement [20]. 

31.1.1 Predicting Top Companies to Win Market 

Models applying fundamental analysis are based on the financial performance of the 
companies. They predict top-performing companies that are more likely to achieve 
higher ROI in the subsequent year [10]. They inspect the financial health of the 
companies using fundamental variables to classify them [1, 2, 6]. The portfolio 
managers can buy top-class stocks [9, 11, 18, 21, 26] for constructing portfolios to 
outperform the market in the long term. 

31.1.2 Machine Learning in Predicting Top Companies 

Unlike umpteen ML models for technical analysis, very few studies [3, 4, 7, 9–13, 
17–19, 26, 28, 29] employed ML models for predicting top companies to enhance 
the stock selection. They applied fundamental analysis for improving the ROI of 
portfolios. The models predicted top-performing stocks from a set of listed companies 
for investment in the subsequent year or quarter.
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31.1.3 Constrained Sample in Financial Health Prognosis 

The amount of the macro environment’s influence depends on how much of a 
company’s business is dependent on the health of the overall economy. For instance, 
cyclical industries are heavily influenced, while basic staple industries are less 
influenced (for details read “Cyclical vs. Non-Cyclical Stocks: What’s the Differ-
ence?”). Situations may worsen when the predictive analysis includes various indus-
trial sectors which are affected by the environments to varying degrees. The weak 
relationships among financial variables in the noisy financial data display dynamic 
patterns in the changing market environment. Thus, studies may impose constraints 
on sampling based on industry type, market capitalization, data availability, histor-
ical period, performance slab, and economic environments. Filters on training and 
testing samples help us to optimize the search among fewer more relevant patterns. 

31.2 Restriction Filters for Datasets 

It is common to impose restrictions on the companies to be included in ratio anal-
ysis for financial health classifications. This section reviews the restriction filters on 
companies imposed by ML models, for all financial years. 

31.2.1 Filter on Industry 

Studies may impose filters on industry to maintain homogeneity in the financial 
characteristics of the underlying assets. 

Yildiz [28] used a dataset comprising 958 firms listed on Istanbul Stock Exchange 
during 1992–1999. It included manufacturing, commercial, and service firms but 
excluded financial institutions, holdings, and transportation companies due to their 
different financial characteristics. Firms with different financial reporting periods 
were also deleted from the final dataset. 

Becker et al. [3] developed stock selection models for S&P 500. They included 
monthly financial data and stock returns of 350 investable stocks. They excluded the 
financials and utilities sectors from the study to maintain the homogeneity of the 
underlying assets. 

Liu et al. [14] included the financial data of 629 electronic firms listed on the 
Taiwan Stock Exchange (TSE) and Over the Counter (OTC) in 2004 and 2005 in 
their revenue growth rate forecasting model.
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31.2.2 Filter on Capitalization 

Studies may impose filters on the size of the companies to maintain consistency in 
the sample. 

Olson and Mossman [17] obtained an initial sample of 4750 observations of firms 
traded on the Toronto Stock Exchange during 1976–1993 from databases. They 
imposed a set of restrictive filters on companies as there were many ratios and few 
returns missing for some smaller companies. Thus, the final sample included 2352 
observations only from medium to large companies, with annual sample size ranging 
from 79 in 1976 to 213 in 1993. 

Huang et al. [10] included only 200 companies with the largest market capital-
izations listed on the TSE as investment universe. 

31.2.3 Filter on Completeness 

Studies may impose filters on the completeness of data in standard databases to 
reduce noise. 

Fan and Palaniswami [7] used financial indicators of the stocks listed on the 
Australian Stock Exchange during 1992–2000. To reduce noise and maintain consis-
tency, they included only data from annual reports and discarded the rows with more 
than one missing variable. The final dataset consisted of 273–537 rows each year. 

Feng and Kong-lin [8] developed a model for enterprise credit risk classifica-
tion. They selected the eastern large and medium-sized loan enterprises from a loan 
database. However, they deleted the firms whose financial data were not available. 

Quah [18] used data from 1630 DJIA equities traded during 1995–2004. The 
author included the delisted companies to avoid survivor bias. However, the author 
deleted the entries with missing values for more than half of the features to reduce 
noise. 

Yildiz and Yezegel [29] included all the firms traded in NYSE, AMEX, and Nasdaq 
exchanges over the fiscal years from 1962 to 2005. Their aim was to overcome 
the limitation of using a sample from a single stock exchange. Nevertheless, they 
excluded the companies with missing data from their experiments. 

31.2.4 Filter on Multiple Constraints 

Studies may impose multiple filters on different criteria to make the dataset more 
compact with fewer patterns. 

Min and Lee [15] included all 944 non-bankrupt firms in 2002 and 944 bankrupt 
firms during 2000–2002. All those firms were from the Korean medium-size heavy 
industry.
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Min et al. [16] included 614 Korean companies, among them 307 were bankrupt 
and filed for bankruptcy between 1999 and 2002. All the firms were from the medium-
sized light industry. 

Yeh et al. [27] used a sample consisting of information and electronic manufac-
turing firms listed on TSE. They initially considered a set of variables following 
literature and industry experts. However, they deleted those variables with missing 
values. 

31.2.5 Filter on History 

Obviously, including very old historical records may not be useful due to many 
new developments in technology. Therefore, it is normal that researchers include the 
historical data of the recent past 10 to 15 years in their experiments. Thus, applying 
the above restriction filters, we can obtain the datasets for 10 to 15 years. We denote 
them by D0, D1, .  .  .  ,  Dn. Where Di is the dataset of the ith financial year. 

31.3 Restriction Filters for Training Sets 

Adding a large training sample may not necessarily estimate more accurate models 
in case of noisy financial data. Therefore, to build a resilient model, it is necessary 
to impose some restriction filters on the training sample to reduce noise. 

31.3.1 Filter on Performance 

The fundamental analysts aim to buy (sell) stocks of companies with strong (weak) 
fundamentals like that of the top (bottom) performing companies. Essentially, the 
fundamental analysis is guided by extreme cases: identifying patterns from the histor-
ical records of companies that performed extremely well (top) to buy stocks and 
companies that performed extremely bad (bottom) to sell stocks. Therefore, for 
predicting top companies, we can include only companies with extreme perfor-
mances as training examples from the dataset of each fiscal year. This process is 
known as downsampling. At the end of this process, we will have n sets of training 
samples obtained from the first n datasets. We denote them by τ 0, τ  1,  . . . ,  τ  n − 1. 
Where τ j is the set of all training samples from the financial year j.
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31.3.2 Filter on Environment 

Stock selection models are required to classify the stocks correctly according to the 
future performances of their companies. However, the performance of the models 
may deteriorate in classifying the stocks when used in an unseen environment that 
is different from the training environment. Since the financial markets are extremely 
unstable the correlation between the data included in training and the future perfor-
mance of a given stock may become weaker. Thus, a dynamic adaptation to the 
changing environments is very important in responding to market instability. Models 
may implement dynamic adaptation via retraining, using new data drawn from new 
environments. Ideally, the system should be retrained as and when an occurrence of 
a change in the market. However, it turns out to be very difficult to detect such points 
at which a market changes [9]. 

31.4 Moving Window System 

Alternatively, for the purpose of constructing portfolios using annual rebalancing, 
stock selection models may employ Moving Window System which it retrains every 
year on the most recent n years of data. Using a moving window system, [19] assessed 
the generalization power of ANN using small sample drawn from recent environ-
ments. ANN showed its ability in deriving relationships in constrained environments 
through moving windows, making it recommended for stock selection by adapting 
to the changing market environments. 

In the moving window system for annual stock selection with the size of training 
window η = 1, a training window, trailing with a testing window, recursively rolls 
forward in unison toward the successive target years. The financial ratios of year N 
and the stock returns of year N + 1 are used in retraining the model. The model is 
then applied to ratios of the year N + 1 to predict stock returns for the target year N + 
2. Thus, a revised model is estimated for each testing year for a one-time application 
[12]. 

The training window recursively includes the historical records of recent past n-
years until before the testing year in training sets. Thus, the retraining captures the 
latest relationship among the variables from their dynamic relationships amid the 
changing market environment [19]. 

31.4.1 Training and Testing Window 

The training windows allow retraining of the models using recent past few years’ 
historical records. Thus, the training set comprises training samples of the recent 
past few years obtained above and test samples of the subsequent year constitute
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the corresponding test set. For instance, in the case of the model illustrated above, 
the training samples of every contiguous recent past four years were included for 
retraining the model, and the dataset of the fifth year was used in testing them. This 
process is repeated ten times rolling forward 1 year each time to obtain a series of ten 
training sets for the model. Figures 31.1 and 31.2 give the flowchart and illustration 
of this process for a model with 4 years of records included in training sets (η = 4) 
with a prediction horizon of one year (θ = 1). 

Fig. 31.1 Training and test 
sets construction in a moving 
window system
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Fig. 31.2 Training and test sets in a moving window system 

31.4.2 Top Companies Selection Window: Cases 
and Scenarios 

The following studies on fundamental analysis by ML models adopted the moving 
window system. These models used the financial ratios of the listed companies as 
inputs and classified their stocks based on historical records. The models selected 
top-performing stocks from a set of companies based on their predicted returns for 
the subsequent financial year. The models classified a stock as Class-A (say) if it 
belongs to the top-performing minority category and as Class-B, otherwise. Where 
the Class-A stocks have the potential for higher annual returns. 

Quah and Srinivasan [19] used the dataset consisted of quarterly stock prices and 
financial ratios from 1993 to 1996. The window allowed samples from the recent 
three quarters in training sets and samples from the subsequent quarter in test sets. 
Thus, they could select stocks to construct portfolios for a series of 13 testing quarters. 

Fan and Palaniswami [7] used the data for consecutive three years to predict high-
return stocks for the subsequent year. Thus, utilizing the data from 1992 to 2000, 
they could recursively experiment to make predictions for five years from 1995 to 
1999. 

Olson and Mossman [17] used the dataset comprising observations of firms during 
1976–1993. The recent six years of data were recursively rolled forward each year
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to estimate returns for each of the 12 out-of-sample years 1983–1993. That is, the 6-
year average in-sample parameters were used with accounting ratios at the beginning 
of the fiscal year to forecast 1-year-ahead. 

Krishna Kumar et al. [12] used the financial ratios of the companies listed on the 
BSE 500 during 1995–2005. The model used the relationship among variables from 
the recent year to predict high-return stocks for the subsequent year. Moving forward 
through time, a new model was estimated for each successive year for constructing 
value portfolios for the years 1996–2006. 

31.4.3 Training Window Optimization 

Consider a moving window system with the training window size η years. The 
disadvantage of the moving window is that the first η-1 years of training samples are 
predominantly from old environments. Therefore, the system must include as fewer 
years’ data as sufficient for retraining. What should be the value of η, the size of 
the training window? If η is too small, say η = 1, too little data will be available, 
because the training set comprises only observations of the recent past year. Thus, it 
may not be feasible to retrain on just a handful of data points. On the other extreme, 
if n is too large, say η = 20, the retraining may be literally ineffective as the training 
set is a bundle of data drawn from a wide variety of environments as the market has 
changed several times over the period of 20 years. Therefore, choosing the size of the 
training window is an optimization problem: For a given investment universe U with 
κ number of companies, minimize η, with η => 1. Note that when κ is decreasing, 
we have to increase η, to avoid the lack of data for retraining and vice versa. 

31.4.4 Testing Window Optimization 

In the moving window system for annual stock selection, it is common to set the 
size of the test window θ to 1 (see Sect. 31.4.2). Moreover, it is not necessary to 
apply downsampling on test sets [18]. Thus, we include the entire dataset of the 
corresponding year in the test set of a target year. However, we exclude a column in 
the test set, if that was either the response variable or used in deriving the response 
variable. Thus, we obtain a series of n test sets for the n target financial years Y1, 
Y2, …, Yn. We denote them by S1, S2, …, Sn. Where Sk is the set of all test samples 
of the fiscal year Yk.
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31.4.5 Advantages of the Moving Window System 

The moving window system helps to construct a series of training sets for training 
the model.

● It allows retraining the models using new data drawn from recent environments 
for fundamental analysis.

● It always includes constrained environments that reduce the number of data 
records by eliminating invalid data. Thus, it works as a data pre-processing step 
in modeling to enhance performance by data reduction.

● It provides a practical solution for the effect of changing macroeconomies.
● It can be used to construct and rebalance portfolios for long-term stock investments 

[7, 9, 12, 17, 19].
● Similarly, it can be adopted by any decision support system predicting the 

performance of companies, where the decisions are revised periodically. 

31.5 Conclusions 

The ML models explored in this study are intended to enhance equities screening 
to improve long-term ROI. However, the optimal sampling concepts of modeling 
discussed in this review remain applicable to any demand and supply model for long-
term decisions. Such models select top-performing companies for improving long-
term ROI. They predict the performance of companies by diagnosing their financial 
ratios to find matching patterns in historical records. However, due to changes in 
the economic environment, the patterns acquired from the training sample may have 
no matching pattern in the unseen test sample. The changing macroeconomies alter 
the patterns among microeconomic indicators dynamically. Therefore, a statistically 
proven, well-trained model may not yield profit in the long term. This conceptual 
review brings forth optimal sampling designs of noisy financial data for training and 
testing the models that minimize pattern distortions. 

31.6 Limitations and Challenges 

When we adopt the moving window system:

● We may have to forgo the recommended minimum sample size for training the 
ML algorithms.

● The models are trained for the one-time application: predicting subsequent target 
years. Thus, we must repeat all the steps of model estimation for each test case.

● It makes the model comparisons almost impossible to apply statistical tests, as 
the models are fitted in different environments every time. However, comparative 
studies are an essential part of the ML modeling.
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31.7 Scope for Further Studies 

ML models predicting top companies for improving long-term ROI are rare.

● Apply ratio analysis for predicting top-performing companies.
● Obtain optimal length of historical period to train such models, which are iterative. 

Such optima are application specific: they depend on the prediction target, ML 
algorithm used, number of companies to be classified, number of categories in 
classification, etc.

● Develop prediction models resilient to noisy financial data in changing macroe-
conomies.

● Compare prediction models on the basis of profits and not merely on statistical 
measurements.

● Apply reinforcement learning, a new area of ML that considers the environments 
for decision. 
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Chapter 32 
Role of Artificial Intelligence in Green 
Public Procurement 

(with Special Reference to European Economic Deal) 

Bhakti Parashar and Amrita Chaurasia 

Abstract In order to get the market to give the public sector products and services 
that have the least possible negative impact on the environment, green public procure-
ment, or GPP, is now being implemented. Despite the fact that the scope varies 
from nation to nation, it is a widely acknowledged environmental policy tool. In the 
meanwhile, modifications in environmental legislation have led to states randomly 
purchasing goods, services, and works as well as their application. Green Public 
Procurement (GPP) has been shown to be an effective strategy for achieving the 
environmental policy objectives indicated in the communications from the European 
Commission. The field of artificial intelligence (AI) has expanded dramatically at 
the same time that businesses, governments, and society have greatly benefited from 
the intelligence of computers with machine learning capabilities. They also have 
an impact on broader trends in global sustainability. Key problems for sustainable 
manufacturing can be helped by artificial intelligence (e.g., optimization of energy 
resources, logistics, supply chain management, waste management, etc.). In this 
framework of smart production, there is a push to integrate AI into green manufac-
turing processes in order to abide by increasing environmental requirements. The 
government mandates a seamless integration of a complex system of laws, institu-
tions, innovations, health care, nutrition, and education into all goods and services. 
The bulk of ecological and biodiversity study domains, as well as environmental and 
ecosystem management in general, are anticipated to benefit from advancements 
made feasible by artificial intelligence (AI) and related technologies like the Internet 
of Things. The essay aims to demonstrate how AI and ML could be applied in this 
situation to improve the efficacy and accuracy of the public procurement system. 
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32.1 Introduction 

Managing a product’s life cycle’s sustainability effect, raising consumer demand for 
better goods and more advanced manufacturing processes, and helping consumers 
make informed purchasing decisions are all crucial green economy activities [1]. 
However, the government’s initiative is critical in starting and maintaining the green 
economy’s virtuous circle [2]. Public purchases of goods, services, and projects, 
particularly green public procurement, must have the fewest possible negative effects 
on the environment (GPP). Before going on to procurement, where it is vital to 
select the best short-term remedies with long-term consequences, green supply chain 
management (GSCM) must also be developed [3]. It is crucial to acknowledge the 
rise in popularity of green and sustainable public procurement in order to address 
socioeconomic, environmental, and social issues through procurement [4]. 

Since the Single European Act took effect in 1986, the concept of green public 
procurement, or GPP, has been strongly related to the increasing significance of 
environmental protection in EU policy goals and aims. (SEA) [5] Given that the 
state of the environment is frightening on a global scale for a variety of reasons, 
environmental issues have risen relatively high on the political agenda of the EU over 
the past 20 years [6]. To address these issues and advance the achievement of local, 
regional, national, and EU environmental goals, the EU legislator envisioned a green 
shift in public procurement. Several legally required EU green public procurement 
structure features were consequently implemented. Sustainable public procurement 
(SPP), which is built on the three pillars of economic, social, and environmental 
responsibility, includes GPP as one of its components. Instead of emphasizing social 
and economic sustainability, this essay concentrates on the environmental aspects of 
public procurement [7]. 

Moreover, because they make it simpler and quicker to analyse massive volumes 
of data, which increases our knowledge and enables us to better understand and 
manage environmental challenges, artificial intelligence (AI) and other technologies 
have a lot of potential for green public procurement. Environmental effects and 
trends can be tracked more precisely, effectively, and quickly with the help of AI and 
Earth observation data fusion. It also enhances predicting skills by offering a new 
understanding of the dynamics that lead to environmental effects. 

Significant environmental harm has been caused by the overuse of natural 
resources, the enormous volume of trash produced, and the incorrect disposal of 
dangerous chemicals, which have been paid for by corporate organizations. The 
hallmark of our corporate strategy for the past 20 years, lowering our global envi-
ronmental impact has become increasingly important. The success of this endeavor 
depends on small and medium-sized businesses (SMEs). One of the corporate sectors 
that embraces change the most is supply chain management. The connection between 
the supply chain and environmental activities is made possible by the use of green 
supply chain management (GSCM). Thanks to green supply chain management, 
businesses can alter resource recycling, distribution, manufacturing, and consump-
tion to have a less harmful influence on the environment (GSCM). Data analytics’
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significance in operations management as it relates to the management of operations 
has likewise rapidly increased. 

32.1.1 Green Public Procurement 

Public procurement is the practise of purchasing commodities, services, and creative 
works from private sector vendors by government agencies and state-owned busi-
nesses., has a lot of potentials to advance calls for improving the sustainability of 
goods and services, provided that various objectives can be balanced. The GPP is 
“the process by which public bodies try to buy goods, services, and performance with 
a low environmental effect throughout their life cycle”, according to the European 
Commission [5] The GPP is a component of a larger paradigm for environmentally, 
socially, and economically sustainable public property procurement [6]. 

32.1.2 AI and Green Public Procurement 

Artificial intelligence (AI) applications in sectors including energy, agriculture, 
housing, and mobility, which are commonly cited for their potential environmental 
impact. Environmental research could advance innovative applications, such as those 
in the energy or mobility sectors, with the usage of AI. Gathering, analyzing, and 
processing huge amounts of data also enhance the decision-making processes used in 
regulatory or political contexts. But just as AI has the potential to be a strong tool for 
achieving the objectives of a green transition, it also has the potential to accentuate 
unfavorable processes and generate fresh environmental dangers. The demands for 
energy and resources associated with digitization are strongly driven by AI systems 
[5]. 

AI-based techniques are already in use to better design transportation systems and 
infrastructure, increase the effectiveness of internal combustion engines, improve 
electric car charging, coordinate different modes of transportation, and regulate and 
manage railway systems. AI can also be used in use cases that boost the circular 
economy, such as improving the efficiency of eco-design or assisting in the inspection, 
sorting, separation, and disassembly processes that help materials circulate in the 
economy. AI-generated information may also help businesses and customers modify 
their behavior to be more ecologically friendly. The use of automated steering systems 
and technology Thanks to technology that makes predictive maintenance possible, 
infrastructure safety will continue to increase. 

A number of critical sectors of a green transformation also show AI’s promise. 
Electrical systems can benefit from the integration of renewable energy sources when 
artificial intelligence (AI) is utilized to monitor and optimize energy use. Applications 
in agriculture could help farmers use water, pesticides, and fertilizers more efficiently, 
minimizing any unfavorable environmental effects. AI systems are becoming more
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prevalent in all facets of our existence. Every day, a wider range of data-driven, linked, 
and automated applications help us communicate, shop, and acquire information. 
However, AI is not only becoming more commonplace in our daily lives in private: All 
facets of economics, research, and policymaking are already utilizing technology’s 
ability to increase our knowledge, better manage operations, and ultimately control 
and influence our surroundings [5]. 

The method’s benefits for the environment are frequently highlighted: Artificial 
intelligence (AI) has the ability to cut energy and resource consumption, hasten 
decarbonization, and support the circular economy through its applications in sectors 
such as energy, agriculture, housing, and mobility. By employing AI, environmental 
research could promote creative applications in the energy or mobility industries 
[9]. By collecting, evaluating, and processing huge amounts of data and helping 
to identify complex patterns in the environment or social interactions, AI has the 
potential to enhance the decision-making processes used in regulatory or political 
settings. 

So far, despite the fact that AI has the potential to be a strong tool for achieving 
the objectives of a green transition, it also carries the risk of amplifying undesired 
processes and generating new environmental risks. As a result of their energy-hungry 
algorithms and extensive use of both old and new information and communica-
tion technology (ICT) devices and ICT infrastructure (i.e., data centres and data 
networks), artificial intelligence (AI) systems have a substantial impact on the energy 
and resource requirements of the digitalization process [9]. 

32.2 Application of AI in Green Public Procurement 

Relatively few AI-based solutions are currently being developed to address envi-
ronmental issues, and economic actors continue to be the primary motivators for 
the development of AI applications. Nonetheless, these applications are becoming 
more widespread and are employed, among other things, to keep track of environ-
mental deterioration, improve resource utilisation, and increase our knowledge of the 
environment and climate. Growing amounts of research are being done on AI’s poten-
tial to support a sustainable and green revolution. Being green should become the 
standard in society, and GPP is a government-centred practise that integrates social 
responsibility [10]. In other words, the transition from conventional to sustainable 
use depends heavily on the government [12]. 

Policymakers must develop initiatives to increase consumer understanding of 
sustainability, with a focus on what actions consumers should and shouldn’t do 
[13]. The public authority can effectively serve as a role model and a mentor for its 
followers and individual customers because it is the most powerful consumer in the 
world [14]. 

Following are the broader area where artificial intelligence may apply to make 
green public procurement more effective (Fig. 32.1).
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Fig. 32.1 Application of AI 
in green public procurement 

32.2.1 Regulatory Technology 

An attempt to “regulate (autonomously) governing systems” in line with socio-
ecological goals might be seen as a green AI policy. From the perspective of environ-
mental policy, answering two interconnected concerns is necessary to fully realise 
AI’s potential for the green transition. How may the increase use of AI systems 
affect the environment and enduring problems like anthropogenic climate change, 
if at all? Determining how AI systems identify the tasks and activities they do is so 
important. Which rules and practises work best for controlling AI dynamics while 
accomplishing environmental objectives? The creation and use of regulatory tech-
nology is referred to as “RegTech”, a phrase that emerged in the field of financial 
regulation. Deatherage [15] describes RegTech as only an expansion of the concepts 
of automating compliance and offering insight [15]. When traditional techniques of 
monitoring prove too time-consuming, AI may also be used to track specific offences 
[16]. As an illustration, a programme called Protection Assistant for Wildlife Secu-
rity (PAWS) that uses predictive AI has been created to stop poaching. To forecast 
poachers’ behaviour, it combines game theory and machine learning. Then, using 
a model of the poachers’ behaviour, PAWS offers patrol routes [17]. In this regard, 
more AI tools have been created to find listings for animals for sale on well-known 
e-commerce sites [18]. 

32.2.2 Pollution 

When it comes to urban governance and planning, for example, digital modelling of 
policy decisions can help governments make more sensible choices. IMEC and the 
Netherlands Centre for Applied Scientific Research unveiled a “interactive digital 
twin” of Antwerp in 2018. (TNO). A computerised 3D representation of the city 
is produced using data on noise pollution, real-time sensor data on air quality, and
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traffic. Its goal is to provide a current and future perspective of the city in order to 
forecast and assess the effects of proposed legislative actions [19]. 

Another indication of the potential of AI in urban management is the employment 
of sensors with built-in AI systems to covertly identify different road users at specific 
intersections and control traffic lights so that different forms of transportation can be 
given priority as and when necessary. In “smart junctions”, which can give priority 
to pedestrians and cyclists when and where it is appropriate [20], there will be more 
bikes on the road as a result of COVID-19. For instance, [21] AI can be used to 
identify the most workable future land use and transportation plans. 

AI-based solutions may be used to monitor, measure, forecast, and simulate pollu-
tion dispersion. Additionally, it can help to optimise and regulate the removal of 
pollutants from the environment. These applications may be found in the fields of 
pollution control for wastewater and solid waste, as well as air, soil, and water pollu-
tion, including marine contamination. For instance, AI apps can estimate pollution 
levels many days in advance when it comes to clean air. They are able to provide noti-
fications regarding the air quality as a result. They can aid in the tracking and averting 
of air pollution since they provide real-time pollution monitoring and the location of 
air pollutant sources. 29 PE 662.906, “Artificial Intelligence and the European Green 
Deal”, 23. 

With the use of computer algorithm examples of untreated sewage discharges, 
daily effluent flow patterns, or historical spill events, the computer programme was 
taught to identify when a spill was likely to happen. The programme allegedly found 
almost 1,000 spills that had allegedly gone unreported for a period of eleven years 
[23]. 

32.2.3 Energy 

For decarbonization, a shift to the production of renewable energy will be required. 
As a result, there will be a noticeable rise in the number of decentralised power 
producers, supply will be influenced by the climate and the length of the day, and 
flexible production and storage solutions will be necessary. Generation, storage, 
and consumption are all combined in intelligent power networks, or “smart grids”. 
An AI-powered central control system balances out power variations, notably those 
brought on by erratic renewable energy sources in the grid, by efficiently coordinating 
between generation, storage, and consumption. Since AI is being used to handle 
load management, estimate supply and demand, and manage grid networks, it will 
be crucial in the future to achieve high levels of renewable energy integration and 
efficiency. 

For example, VeriFone Energy leverages data from grid devices, energy demand, 
pricing, and weather forecasts to offer energy utilities adaptable AI solutions that 
automate forecasting processes in real time [24]. AI-based smart grid solutions are 
now being produced by numerous start-ups, and Siemens [25] has integrated AI into 
its suite of tools for designing, running, and managing smart grids. The production
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of renewable energy might be further optimised with AI technology, just as in other 
industries. 

For instance, reinforcement learning has been used to maximise the amount of 
power produced by wind turbines or mobile solar panels [26]. It can decide where 
the turbines in wind farms should be placed [27]. In order to identify faults, automate 
issue diagnostics, and predict failures, wind turbines are also exposed to machine 
condition monitoring systems, particularly in remote and offshore areas [28]. This 
increases availability, productivity, and decreases the maintenance costs of wind 
farms. Other AI technologies can be used to find issues with rooftop solar panels. 

AI may be used to find leaks, forecast methane emissions from gas pipelines and 
compressor stations, and make proactive pipeline management recommendations. 
By utilising AI algorithms and data from 23 satellites, the start-up Bluefield helped 
Florida authorities locate the source of multiple methane leaks and gives 120,000 
firms in 130 countries with information on their CH4 emissions [29]. 

32.2.4 Water Management 

AI is also used to assess soil moisture and other crucial factors that could help farmers 
use irrigation water more effectively. This is done by fusing data on precipitation 
volumes with satellite images [30]. Accurate meteorological data are also required for 
irrigation optimization because the weather has a direct impact on evapotranspiration. 
As a result, artificial intelligence (AI) applications have recently grown, even reaching 
the level of individual farms [31, 32]. 

32.2.5 Climate Change 

Precision farming has the potential to reduce fuel usage of agricultural equipment 
right away and have favourable second-order effects on energy use. For instance, 
if inputs are utilised more effectively, less energy may be required to produce them 
[33]. AI may also aid in reducing nutrient runoff into the water and direct and indirect 
N2O emissions from agricultural soils if it results in a drop in anthropogenic nitrogen 
inputs (from mineral or organic fertilisers into farms and grassland). The net EU 
GHG emissions from N2O emissions will be 3.9% in 2018, according to current 
projections. [34]. The potential to boost yields and maintain soil health are two 
frequently mentioned effects of modern technology in agriculture [35]. Emissions 
from farming may decrease if this lessens the pressure to expand agriculture or frees 
up crops and grassland on organic soils. In 2018, organic soils were responsible for 
30 Mt of the EU’s CO2 emissions. Its importance is questionable [36] because a 
variety of other factors also affect how farmers manage their land.
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If artificial intelligence is successful in increasing the carbon content of agricul-
tural soils, it may be conceivable for it to make a more significant direct contribu-
tion to climate change mitigation. To more precisely determine soil carbon, Cloud 
Agronomics uses deep learning and hyperspectral observations of the soil [37]. 

32.2.6 Biodiversity and Ecology 

A wide range of options for biodiversity and conservation are presented by AI-based 
technology. They can support the creation of protected areas by monitoring ecosys-
tems, recognising and tracking habitat deterioration, simulating interactions between 
animals and their environment, or estimating animal migration patterns, for example. 
For instance, the Biodiversity Observation Network (GEO BON) of the Group on 
Earth Observations (GEO) uses in-situ and remote sensing data to support the moni-
toring of changes to biodiversity and ecosystem services with the goal of providing 
high-quality observations, information, and data to scientists, policymakers, and the 
general public. GEO BON offers a map of the forest cover that illustrates the climatic 
change. 

Invasive, hazardous, or threatened species can be found using artificial intelligence 
(AI) systems, which can also provide precise population and location estimates. 
They can also keep an eye on a species’ health. It is well known that the majority of 
current monitoring methods, such as video traps and on-foot surveys, are time- and 
resource-consuming, incorrect, and imprecise. 

AI provides a new method to more quickly analyse wider areas when combined 
with other technologies like unmanned aerial vehicles or tiny thermal imaging sensors 
[38]. Satellite tagging is used by programmes like “Whaletrack” to gather information 
on whale migration patterns. Machine learning may be used to analyse and assess 
acoustic sensor data in order to distinguish between various species in a region and 
research their behaviour [22]. 

32.2.7 Material Resources 

The first direct impact on natural resources comes from the development of ICT 
and microelectronic components, which act as the foundation for the operation of 
the digital infrastructures needed for the application of AI. Manufacturing active 
semiconductor components consumes a lot of materials and energy. Metals like 
cobalt, palladium, tantalum, silver, gold, indium, copper, lithium, and aluminium 
stand out when it comes to the detrimental consequences that the extraction of raw 
materials for the construction of digital technology has on the environment and 
society. 

Due to the strong demand for digital end-user devices, cobalt (9.4% of the world’s 
primary output) and palladium (8.9% of the world’s primary production) are in
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great demand. The incorporation of AI could increase demand for such materials, 
for example in the form of a customised neural network, given that such throw-
away consumer devices would require the use of huge batteries. The inventory 
of data centres includes ICT components like servers and data storage in addi-
tion to supporting systems like cooling systems, uninterruptible power supplies, and 
physical buildings that all have an effect on resource utilisation. 

Often, they are heavier than the server equipment. Under a variety of circum-
stances, IPOL | Policy Directorate for Economic, Scientific, and Quality of Life 
Policies PE 662.906 34. Steel, aluminium, and copper, which are common building 
materials and needs, make up the majority of them. The support systems’ expected 
lifetime is frequently mentioned in decades. Servers, on the other hand, are composed 
of common ICT materials like copper, rare earths, precious metals, and semiconduc-
tors. Depending on performance needs, ICT for servers is updated every few years, 
up to ten years at most. 

32.3 Findings and Suggestions 

32.3.1 Findings 

The main purpose of the European Green Deal can be advanced in a number of 
ways by using artificial intelligence (AI). The negative effects of AI on the envi-
ronment, however, may compromise the achievement of these objectives. In this 
study, the potential of the environment is studied together with the characteristics and 
underlying causes of environmental dangers. Best practices and environmental policy 
measures are also covered. The study’s recommendations in its conclusion empha-
size the importance of passing legislation in order to harmonies AI development and 
application with the objectives of the European Green Deal. 

32.3.2 Suggestions 

While using AI systems and applications have many potential advantages for socio-
ecological development, it also has substantial and pervasive environmental hazards. 
In order to provide clean, quality-controlled training datasets, convenient access 
to observation data, the creation of novel use cases, and prototype applications, 
researchers with competence in both AI and earth observation must develop their 
capabilities. 

Theoretically, environmental policy and regulation can make use of a wide range 
of measures to support the judicious development of new technologies and inno-
vations as well as the defence and alleviation of some sustainability-related issues. 
Supporting projects that aim to increase the number of open datasets and give the
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general public access to pertinent data is crucial when taking environmental issues 
into account. 

Due to this, it is possible to include underserved nations and regions as well as 
thematic areas that may not have a solid business reason. According to the World 
Development Report [39], “An international agreement is needed to ensure that data 
are retained as a global public good and as a resource to help fair and sustainable 
development”, the UN said. To move the Green Deal’s main projects on climate. 

change, the circular economy, zero-pollution, biodiversity, reforestation, and 
compliance assurance in this direction, the “GreenData4All” programme and the 
“Common Europe Green Deal Data Space” must be established. 

In order to use AI to address environmental concerns in the sectors of research, 
business, government, and civil society, developing countries also need support in 
building the skills necessary for them to do so. Emerging and developing economies 
must address the problems that are causing the decline in global environmental 
resources, such as temperature and biodiversity. It is imperative that these nations 
have access to the promise of AI. There are still a lot of significant issues that need to 
be resolved, including the lack of sufficient local data, access to crucial data, a talent 
shortage, the relative unattractiveness of various business models, or governments’ 
limited capacity to encourage and regulate the development and use of AI. 
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Chapter 33 
Supplier Prioritization and Risk 
Management in Procurement 

Shilpa Narayanswamy and Nikhil Ghantial 

Abstract People analyze risks and task corrective actions to reduce the severity. 
But, in supply chain, risks cannot be eliminated, only reduced. Traditionally, supply 
chains involve three sub-sections, procurement, processing, and distribution. While 
processing is in-house; distribution and procurement are critical, and any issue there 
affects the whole supply chain. Therefore, resources are deployed to make them 
resilient and minimize impact. Procurement is defined as a process of buying goods 
and services. A procurement strategy needs to maintain a balance between the risks 
involved and create a win–win situation for both the organization and supplier. Since 
it involves decision-making at all levels and can affect every part of the organi-
zation, procurement strategy must prioritize risk mitigation to maximize its effi-
ciency and efficacy. Hence, supply chain departments must realign their approaches 
to include evaluating suppliers, paying premium prices for raw materials, redefining 
product characteristics, identifying alternate suppliers globally, developing sources 
in the vicinity, changing logistics, outsourcing technology, and so on. This paper 
attempts to showcase how supply chain risks can be minimized using a structured 
approach, which includes supplier prioritization followed by risk management tech-
niques, assessing impact, and creating a contingency plan to eliminate risks. A real 
case is presented in which the structured approach is discussed to mitigate risks in 
the nascent stage itself. 

Keywords Supplier prioritization · Risk management · Procurement · Supply 
chain · Risk assessment
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33.1 Introduction 

The advent of COVID-19 has highlighted various loopholes in the supply chain which 
led to the restructuring of various strategies of procurement and distribution; as the 
market is facing a lot of raw material shortages, delayed shipments, and issues such 
as container shortages and increasing cost of reverse supply of containers, companies 
are highly interested in developing suppliers in the vicinity of their manufacturing 
locations. To give an example, a top automotive manufacturer in India sources 95% 
of the material required for assembly from local vendors. Also, on average, the 
production cost in manufacturing is more than 50–60% associated with raw material 
costs. In today’s dynamic business climate, procurement’s role is not limited to just 
getting the right goods and services at the best possible price, with the right volumes, 
at the right time. Their role has critically evolved to identify procurement risks, and 
with organizational involvement develop a risk mitigation strategy that reduces a 
company’s vulnerability to potential supply management impacts. 

The raw material cost is impacted by various factors since the advent of cross-
border trade, impact on one country causes issues in other countries due to interlinked 
supply chains. One of the rising concerns contributing to the RM (raw material) cost 
is inflation, as per RBI data, the inflation was set to be in the range of 6 to 8% 
which now has crossed the threshold adding to it US economy is facing all-time 
high inflation these have a huge impact on world trade the primary reason has been 
US dollar being the default exchange currency in many countries. In a such high 
inflationary environment, the operating profit margin (OPM) is reduced significantly 
and the pressure is on the supply chain to reduce the cost by using some or other 
innovative ideas. 

People working in the supply chain are under tremendous pressure since the 
supply chain is vulnerable to any disruption occurred in the economy hence, input 
cost increases, and their key result area (KRA) is directly linked to how they reduce 
the input cost, provide faster delivery, and reduce the cost of supply and distribution. 
Supply chains use various strategies to meet their KRAs and one of the critical 
strategies is supplier prioritization and risk management in procurement. 

Supplier prioritization and supplier risk management are two different terms but in 
real-life scenarios, they are closely linked to each other. Supplier prioritization means 
the process by which a firm identifies, evaluates, and contracts with the supplier 
and provides the work to them, evaluation is done on various factors to set the 
context some of which are vicinity to plant, accepting the company policy, and using 
environment, health, and safety (EHS) norms at their premises. 

Supplier risk management, on the other hand, is the process of identifying, 
assessing, and controlling threats to a project which might occur while the project is 
ongoing so the idea is that risk is identified using risk assessment techniques and use 
risk mitigation methods to avoid the risk or reduce the same. When talking the struc-
tured approach of risk management constitutes risk identification, risk assessment, 
risk mitigation contingency plan, and risk monitoring by internal stakeholders. For 
risk mitigation, company should understand the source and driver of risk.
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Fig. 33.1 Procurement risks 

Both supplier prioritization and risk management are critical for the project’s 
success. 

A broad classification of procurement risks in a project is depicted in Fig. 33.1. 

33.2 Literature Review 

One of the most important parts of the supply chain is procurement and it is said that 
on average a company spends about 50 to 60% on raw material procurement, thus 
a major part of the revenue is consumed by raw material [1]. Procurement is very 
often existing in an uncertain business environment. This includes uncertain customer 
demands, market fluctuations, unavailability of raw materials, extended lead time, 
etc. Due to this, a major focus is on procurement and how the procurement cost viz a 
viz supplier can be identified such that minimum cost is spent on the same. the modern 
supply chain has changed from what used to be a resource optimization to a now 
so-called customer-centric approach, due to which having profit maximization and 
cost minimization are a concern, but people are going beyond it [2]. Risk mitigation 
is now more important and supply chain-related risks are now discussed at a higher 
level in supply chain literature [3]. When we say supply chain risk it is a very broad 
term and encapsulates various issues which can be related to disruption in production, 
inventory obsolesce, customer return of goods, seasonal-based trends of products, 
supplier failure to provide raw material on time, and so on [4]. To mitigate some 
of the issues in the supply chain companies are ferociously working to establish a 
reliable supplier, which can supply both in an uptrend of their product with more raw
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materials and can sustain the downtrend of seasonality, therefore, companies need 
to have a vision and reduce supply chain-related risk while supplier prioritization 
which means supplier need to be evaluated with the risk associated in our supply 
chain and thus trying to reduce the risk [1, 5]. 

Risk arises in the supply chain in two phases. One for manufacturing of the product 
from raw material and the other from moving the product from company premises 
and delivering to the customer and the reverse logistics in case of customer returns, 
so the probability of undesirable things happening is more and no one can predict 
the same but the consequence can be analyzed [6]. The risk is demand-driven and 
the result of disruption in the supply chain globally the risk can be categorized as 
operational risk and strategic risk [7]. 

With increasing globalization and cross-border trade, the risk associated with the 
supply chain is increased so supply chains need to have a plan in place if the current 
strategy does not work or at least be ready that’s how can they mitigate the risk [8]. 
Firstly, network integration in the supply chain is important and the coordination 
analysis is used by several researchers for the same. in line with network analysis, 
risk management is important and various research is done researchers have identi-
fied some models that when used can help in reducing the risk for example one of the 
researchers used bibliometric and network analysis tools to identify key research clus-
ters/topics, interrelationships, and generative research areas on quantitative models 
for managing supply chain risks [9] and research is also done in some service-based 
industries as well. 

The main value addition comes into the picture when companies started using it 
and started developing their measures of risk assessment depending on the product 
and the nature of the business in which the company is operating. 

33.3 Supplier Management 

In a manufacturing enterprise, there is a value chain by which the product is manufac-
tured, the value chain consists of various processes by which the raw material (RM) 
is converted into finished goods (FG) for which customers will be willing to disburse 
money from his pocket. The process of converting raw material to finished goods 
involves a set of operations and coordination between management and supplier, 
managing supplier become a big task as there need is at the upstream operation like 
raw material supply and any deviation caused upstream resonate till downstream and 
there might be a delay in supply of finished goods to the customer. 

When we say managing the supplier it involves the quantity, quality, delivery 
time, and acceptance of payment terms although some of these are known, some are 
unknown; like in India various festivals are celebrated throughout the year. Suppose 
a supplier is in Gujarat and our plant location is in Maharashtra and due to the festive 
season in Gujarat supplier may not be able to supply the material due to manpower 
shortage in the plant. But, in Maharashtra, it is not a festive season and customer 
demand is intact; in such a scenario reaching a consensus by the procurement team
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and supplier before a festive season becomes important and due to unavoidable 
scenarios procurement might have to procure more before the festive and stock up 
their warehouses. Also, the supplier might have to add additional manpower and 
supply the requested quantity. 

Supplier management becomes more critical because the increasing dependence 
on suppliers makes organizations highly exposed to supplier risks. 

Many of the procurement risk causes could be linked to supply-side risks. Supply-
side risks could be due to various reasons like physical damage to the facility, natural 
disasters, labor strikes, outsourcing, manufacturing delays, etc. Due to volatility 
and increased supply-side risks, there is usually a spillover in terms of increased 
production or overstocking. 

A few factors that have a high impact on supplier management are supplier concen-
tration, over-reliance on a supplier, global sourcing trends, trust towards suppliers, 
relationship with suppliers, information sharing with suppliers, etc. Understanding 
these risks in advance can enable the purchasing organization to take effective action 
in response to those risks. 

Such scenarios might arise and hence managing suppliers becomes an important 
part of the whole supply chain such that production will continue, and the supply 
chain will not be hampered. 

Hence organizations need to have full visibility of not only their first-tier supplier 
but also their second- and third-tier suppliers. 

33.4 Supplier Prioritization 

While selecting and evaluating suppliers’ assessment basis, some pre-set criteria 
become an important part of the process. Here assessment of suppliers refers to 
certain measurable parameters such as procurement metrics to evaluate the credibility 
of the supplier. 

One of the most important parameters is the product or raw material which the 
company needs from the supplier. Once this is finalized then other parameters like 
quality, quantity, and delivery are evaluated among different potential suppliers and 
the best is considered to supply the goods. These processes for the assessment of the 
supplier are part of the supplier prioritization practice. Certain components are part 
of the broad supplier prioritization practices globally. Some of the factors which are 
considered important are listed Table 33.1 and 33.2. 

Table 33.1 Broad components of supplier prioritization 

Component Explanation 

Goal-driven Responds to organizational strategy, goals, and end-customer needs and wants 

Resource driven Prioritize interventions based on available resources 

Market-driven Responds to market understanding that we are selecting the right suppliers
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Table 33.2 Key criteria for 
identifying potential suppliers No Criteria for potential suppliers 

1 Revenue 

2 Location 

3 The segment of supplier-customer 

4 Current capacity 

5 No. of clients 

6 Employee strength 

7 ISO certification or other 

8 Management of supplier 

9 Feedback from supplier 

10 Feedback from an existing client 

11 Feedback from old client (4 to 5 years) 

12 Acceptance to supply material on a credit basis 

The above points are some of the key aspects to consider while prioritizing 
suppliers but one of the crucial aspects is the sector in which our supply chain is 
operating. A case in point is; if it is a pharma industry then despite meeting all the 
criteria there must be a supplier visit conducted to check their working standards, 
hygiene maintenance in the nearby vicinity, knowledge of the product which the 
supplier is supplying, following of current good manufacturing practices (CGMP), 
adhering to good documentation practices (GDP), etc. 

33.5 Risk Management 

Proactive risk management needs preparedness with suppliers. Preparedness in this 
context refers to a situation where if a contract was drafted for 6 months, then the 
supplier continues to provide us raw materials which are affected due to petrol prices 
at the same earlier rate despite the market fluctuations. Here, even if the rate is 
increased marginally, it will not reduce the profit margin for the industry. Like the 
role of project risk management in project management, supplier risk management 
is gaining prominence to mitigate risks of the supply chain. 

Supplier risk assessment and management can be modeled using.

● Qualitative models
● Quantitative models
● Hybrid models 

which include both qualitative and quantitative models. 
Similarly, one-time advance payment is no more functional in many organizations, 

and nowadays agreements are in terms of 20% amount once the order is dispatched;
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30% once the order is within industry premises, and the rest after the material is 
tested for quality. 

In the case of resource-oriented industries like steel and aluminum, the material 
test report is one of the important criteria to check the quality and is compared on a 
point-to-point basis to the in-house testing report post which the payment is initiated. 

A simple depiction of risk management in the form of a matrix, where risk assess-
ment and management is mostly applied to the High and Medium importance cate-
gory. The supplier risk assessment and management process can comprise sequential 
steps as follows (Table 33.3). 

Also, once we identify various types of risk associated, we can categorically 
allocate them in a bucket of risk response matrix wherein each risk is assigned a 
category according to which action will be taken (Fig. 33.2).

● Avoid: Find a different approach to the activity that creates risk.
● Mitigate: Take steps to reduce the risk with appropriate control and monitoring 

measures.
● Transfer: Transfer all or some of the risk using insurance or other methods (Such 

as partnership)
● Accept: Accept the risk and all associated costs in case of exposure.

In general, the most preferred response should be to avoid risk such that in the 
first case, the risk will not affect any stakeholder, following these will be to mitigate 
risk such that no stakeholder will be affected by risk but the cost of mitigation may 
be shared collectively among them, in case of transfer of risk this response should be 
used only when avoid and mitigate doesn’t work out, in transferring the risk at least 
one of the stakeholder will be impacted, the last one in risk response is the accept 
risk these is least preferred and directly it affects the cost and schedule. 

Once we prioritize our actions, we can reduce the severity of risks and design 
emergency plans for them.

Table 33.3 Steps for supplier risk assessment 

Step 
no: 

Step 
description 

Process 

1 Identify Understand potential risks for each supplier. Use data from portfolio 
analysis and supplier preferencing 

2 Assess Assess the likelihood of the risk being realized and the severity of the 
impact 

3 Prioritize Prioritize risks for action basis assessment done earlier and ensure the 
right risks are highlighted 

4 Plan Create either a mitigation action plan or a contingency action plan in 
response to priority risks. Develop an action plan 

5 Manage Manage and review the risk process on an ongoing basis and repeat the 
process on a loop 
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Fig. 33.2 Risk response matrix

Risk mitigation planning would include detailed contract planning and provision, 
supplier audits, maintaining rapport with suppliers, communication strategy, and 
maintaining policies and systems to name a few. 

Risk contingency planning would include disaster recovery planning, switching 
suppliers, switching to substitute products, pausing operations, and creating readiness 
for alternatives to name a few. 

Decisions taken in global supply chains are complex and reversing them in the 
short term becomes a difficult and costly affair. It is important from an organization’s 
perspective to build robust programs for both known and unknown risks. Hence, 
understanding all possible risks and spending time in evaluation and assessment can 
be helpful and provide better results to the organization. Risk management is not 
only process management but also entails mindset and culture shifts. 

33.5.1 Live Case 

A live application of how risk management helps is explained below. The case study 
company was in the manufacturing sector. It supplied parts to domestic customers. 
The company produced a high variety of products and was planning to launch many 
new ones as well. The company followed a make-to-order strategy as per customer 
requirements and plan its upstream activities from raw material (RM) to work in 
progress (WIP). 

A customer had a requirement for a new product (typically in the shape of a 
round plate) that required a pressing and heating process simultaneously. Hence 
the company floated a requirement for the machine specifically an special purpose 
machine (SPM) to the internal team handling such projects. The design of the machine
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was made by the internal team, and the manufacturing of the machine was to be 
outsourced since the company’s core competency was in manufacturing the product, 
not the machine so the purchase team and project team came into the picture and 
took forward the task. 

The top management had communicated the following 4 points to the purchase 
and project team as their evaluation criteria for the success of the project. 

1. Cost 
2. Delivery 
3. Quality 
4. Service 

Historically supplier evaluation and assessment were based on traditional methods 
in the company. However, over time, the company started facing many supply risk 
problems as they neglected many suppliers-related risks in which the purchase team 
was well versed. The performance of the suppliers had an impact on the profitability 
and sustainability of the company. There was a need to reduce supplier-related risk by 
eliminating unreliable and risky suppliers right at the beginning of the procurement 
process. Collectively purchase and project teams worked out the approach for supplier 
identification and reducing risk for the same. 

A framework was developed to measure the severity of the procurement risks. 
Accordingly, basis risk prioritization and the circumstances of the case, rank-based 
solutions were suggested to mitigate the severity of the procurement risks. 

The case details the model followed for supplier evaluation and selection in the 
company. 

Identifying potential suppliers started with the following steps: 

1. Filtering the registered suppliers based on their capacity and required bed size 
for manufacturing the special purpose machine (SPM). 

2. Communicate the requirement to potential suppliers and ask for request for 
quotation (RFQ). 

3. One-on-one meeting with the project team and suppliers to have clarity on the 
design and the supplier in build capacity to verify whether the required quality 
will be maintained or not. 

Overall, the methodology followed for risk assessment is described in the 
following chart (Fig. 33.3).

The effectiveness of the proposed supplier evaluation method would largely 
depend on the right identification of supplier risk factors. After several discussions 
with key stakeholders in the case, the purchase team finalized the criteria for selec-
tion. Specific requirements of the company, the uniqueness of the sector, and the risk 
attitude of the company were also considered. 

One of the points which were identified in the discussion was that the machine 
required some plates of which the length was more than 1400 mm and the width 
was 500 mm. Although the width can be made on any conventional vertical milling 
machine (VMC) it was difficult to find a computer numerical control (CNC) or a 
vertical milling machine (VMC), wherein the length of the plate can be manufactured
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Fig. 33.3 Risk identification process

with the overall quality parameter of parallelism and tolerance need to be maintained 
less than ±0.05 mm which was a difficult task. 

It was difficult to find many suppliers because of the specific design requirement 
and finally, a supplier was shortlisted who had the required bed size, but the purchase 
team found that this single criterion would create a lot of dependency on the supplier 
removing any scope of controllable factors in our procurement and project team. 

The issue was communicated to the design team and the project, purchase, and 
design had a lot of discussions after which it was finalized that the plate will be split 
into two pieces and will be assembled but in this case, the quality parameter of the 
tolerance was more critical as per the specification given by design. 

After due consultation with the design, purchase, and project teams some design 
changes were done which can be manufactured from a local registered supplier, and 
RFQs were floated. 

The quotation came from many potential suppliers and finally based on the quality 
and cost, delivery, and service following apple-to-apple comparison was made with 
supplier 1 who was a local registered supplier, and supplier 2 who had the bed size 
and quality that was required (Table 33.4).

Based on the comparable purchase team decided to finalize supplier 1, one of 
the primary reasons for the same is supplier 2 was not accepting any clause of 
rectification post machining, while in the case of supplier 1 if there are some issues 
with the machine, supplier 1 will be in the nearby vicinity and communication would 
be faster in real-time with additional support from internal design and project team 
on any clarification regarding the machine. 

But there was one thing the project team was concerned about which was some 
critical standard parts that are required and are used in the design of the machine and 
can be sourced by supplier 2 only, so the purchase team had no other option but to
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Table 33.4 Comparison with supplier on the basis of the same characteristics 

Criteria Supplier 1 Supplier 2 

The location of the 
organization’s plant 

2 km 200 km 

Capacity One Single machine with bed 
size (L = 700 mm) 

4 machines with a bed size of 
(L = 1000 mm) 

Cost 1,00,000 INR 1,00,000 INR 

Quality assurance by the 
supplier 

Within a ±0.05 mm tolerance 
range 

Within a ±0.025 mm tolerance 
range 

Material test report acceptance Yes, will be provided No 

Corrosion Resistance Coating 
on the final product to reduce 
the erosion 

Yes, will be provided No 

Acceptance to Install the 
product by the supplier in the 
organization plant 

Yes No 

Payment terms: 
20% After dispatch 
30% After the material is 
received in the plant 
50% After full functioning of 
the product 

Yes No. (Need full payment once 
the product is on organization 
premises) 

Delivery 2 months 1 Month 

Inspection weekly Possible Not possible as far away from 
the organization

buy it from them, yes since it was standard part available it was ready to dispatch 
and was in company premises in a matter of days. 

Before finalizing the deal with supplier 1, various risk associated were identified 
and the following risk assessment was done and critical points were discussed with 
supplier 1 and a consensus was obtained such that some part of the risk was transferred 
to supplier 1, such that he will take responsibility to meet the desired result as 
expected. Risk in the case of supplier 1 cannot be avoided or mitigated since he was 
selected so the third step of transferring/sharing risk in our context was done (Table 
33.5).

● Controllability score—is the extent to which a project can manage the risk
● Likelihood score—is the probability of risk to occur
● Impact score—is derived from schedule, cost and non-quantifiable impact
● Overall risk score—is the multiplication of impact and likelihood (likelihood 

score * impact score)

This table was designed to outline and prioritize supplier-side risks. This would 
help the organization to review and analyze all the potential characteristics of the 
suppliers and prioritize accordingly. The scoring was given on a scale of 0 to 1, with
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Table 33.5 Illustrative risk matrix 

Sr. 
no 

Risk 
category 

Risk description Controllability 
score 

Likelihood 
score 

Impact 
score 

Overall 
risk score 

1 Quality of 
material 

Material not meeting 
the desired tensile 
strength 

0.4 0.3 0.55 0.165 

2 Quality of 
machining 

Not meeting the 
desired tolerance level 

0.2 0.6 0.6 0.36 

3 Delivery Deviation from the 
committed date by the 
supplier 

0.6 0.7 0.5 0.35 

4 Installation Fitment issue 0.5 0.68 0.6 0.408

0 being the lowest and 1 being the highest, risk which has a high impact and high 
likelihood of occurrence was given high priority, while in case the impact of risk is 
high but the likelihood of risk to occur is low in that case the priority given to the 
risk should be less, a risk having a median impact but the likelihood of occurrence 
is high is prioritize more as there is more relevant to the company. 

To showcase a factor considering the above overall risk score is used which collec-
tively uses the impact and likelihood and gives better insight on prioritization of 
risk. 

To rank the risks by considering the probability and deductibility of the risks, 
failure mode effects analysis (FMEA) model was used as the reference base. 

FMEA can be explained by an illustration, let us say a machine is broke down into 
smaller sub-assembly followed by parts, and for each part, potential failure mode 
and effects caused by them are noted the whole idea is to measure the effect in a 
numerical term such that better controllable measure could be taken and in turn, the 
output of controllable measure can also be measured, the technique is highly useful 
in the manufacturing industry and is applied in the service industry as well. 

Overall FMEA provides a framework for problem-solving, in our case although 
we thought of all the risks that could occur with both suppliers and came down to a 
conclusion to go ahead with supplier 1, in real-life scenarios nothing is perfect and 
there are chances that in work allocated to supplier 1 something might go wrong. 

FMEA helps in the following areas: 

1. Helps to identify potential problem 
2. Helps to identify preventive action 
3. Helps to identify contingency action 

Preventive action is the one to avoid the occurrence of the potential problem in 
the first case whereas the contingency plan is the one which is used in the case where 
the potential problem has occurred. The same ideology was used in developing Table 
33.5. Wherein the risk is measured in numerical terms.
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In Table 33.5, the value mentioned and the risk identified were mentioned by 
consensus of both the internal project and design teams as technical insight and 
supplier capability were observed by them. 

Installation was identified as the risk which needs to be prioritized the factor 
behind that risk are

● Criticality of the design
● New machine one of its types
● The Fitment issue of all parts and movement of parts in motion 

Quality of machining

● The tolerance level committed on paper by the supplier and maintained on the 
machine might differ

● Post-corrosion resistance coating chances of fitment may be tight since the 
tolerance level are close 

Quality of material

● The chemical report does not meet the desired level
● The tensile report did not meet the desired level
● The machine will be used to heat a product in that case if material quality is not 

good then chances of sagging and breakage are high 

Delivery 

Sometimes suppliers did not assess the project properly and committee a date to 
supply the material with a thought to get the project in the first place, post start of 
working supplier gives various reason for not being able to comply with the date 
mentioned in the contract some of the reasons include.

● Unavailability of the operator of the machine
● Raw material unavailability
● Material available at a higher price compared to the price on the day of signing 

the contract
● Power cut issue 

Note: The likelihood of an issue in the quality of the material was less as the 
material was tested at internal company premises. 

Post prioritizing, the risk next on the basis of the matrix responsible, accountable, 
support, consult and inform (RASCI) risk mitigation and concerned responsibility 
table were developed where each risk identified was allocated to a concerned person 
who will make sure that the risk is reduced and in the first place should not occur 
(Table 33.6).

Also, post-risk assessment, a meeting was set up with the supplier, and the below 
questions were asked:

1. Date of delivery after the purchase order is released. 
2. Mechanical and chemical test reports from a certified testing lab. 
3. A timely update on the status of manufacturing.
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Table 33.6 Risk mitigation and concerned responsibility 

Risk Responsibility Risk mitigation measures 

1. Quality of 
material 

Project Material test report duly checked before the start of 
manufacturing 

2. Quality of 
machining 

Design, project Supplier visits on a weekly basis to assess the progress 
and help in any technical issue and if any bottleneck is 
identified try to solve it at the supplier premises 

3. Delivery Supplier Written commitment and failure to adhere may have an 
impact on future new project orders to the supplier 

4. Installation Supplier, execution, 
project 

At least 2 persons from supplier end for installation in 
company premises till the first ok piece comes, Internal 
execution team will hold the primary responsibility to 
assembly and the required assembly details will be 
provided by the project team

4. In-house assembly and no full payment till the first ok piece check. 
5. Assembly post coating at supplier premises as well to check the fitment. 
6. Service support till the next 6 months to rectify issues that might occur in the 

machine. 

Finally, after due diligence, an agreement was signed with the supplier, and the 
order was released. 

From the above case, we can see how critical risk management was and the vision 
required in the supply chain to eliminate critical risk at the start during supplier 
selection and evaluation. 

33.6 Conclusion 

The supply chain is tricky and will be hampered by any global issues, and the supply 
chain will be impacted more if risks associated with it are not assessed and reduced. 
Supplier prioritization and risk management go hand in hand and are closely related 
to each other use of project management orientation helps to better manage risk 
management and imbibe a culture in a company as in our case methods like risk 
assessment matrix, comparison matrix, and considering the issue at supplier end and 
redesign the product, collectively helped to reduce/mitigate the risk in our case. 

In our scenario of supplier preferencing from the case study, we can see how the 
risk which might occur is considered. 

Further, at a granular level, the risk associated is decomposed, and then associated 
prioritization was given Some of these risks are known risks, and some are unknown 
risks which are not visible to the purchase team. The severity of known risk is 
reduced by following the methodology of a risk matrix as highlighted in the case 
of the manufacturing industry and assigning a responsible department for the same 
such that they take it their prime focus area and measurement criteria.
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In manufacturing, it is said that a bottleneck process, if it is at the start or end, 
can be controlled but if it is in the middle, it becomes difficult. So, to improve 
the bottleneck process most of the available resources need to be allocated to the 
bottleneck such that the bottleneck is improved and overall, the process is improved. 

Similarly, before finalizing the supplier, internal resources should be allocated to 
supplier assessment and identifying the risk for the same such that in case of the 
project many times supplier might become a bottleneck the chances of the same are 
reduced. 

This case implementation was specifically done in the manufacturing sector. 
Further research can be done in the said area of supplier prioritization and risk 
management and transfer the ideas to different sectors and a suitable methodology 
can be designed to help in supplier preferencing and risk mitigation. This will enable 
companies to proactively handle supply chain risks in their value chain. A global 
study can also be undertaken to give valuable insights to implement the solution in 
other countries and the applicability of the same due to cultural differences. 
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Chapter 34 
An Empirical Study on Recruitment 
Management Systems: Start of a New Era 

K. V. N. Lakshmi , Y. Fathima , R. Ravichandran , 
and N. Sathyanarayana 

Abstract The importance and relevance of AI in current times cannot be over-
emphasized. As with evolving technologies, AI too has grown in size and scope and 
permeated across disciplines and industry sectors. Starting from making the highly 
mundane and process-oriented tasks, into automation mode, it also provides a higher 
level of accuracy, comfort and economic value to both the industry applying AI and 
the consumer who gets a standard quality product or service at reasonable costs. 
AI and machine learning play thus a very crucial role in different processes and 
help improve accuracy, enhance the quality of prediction and enable better deci-
sions. As always these involve rule-based heuristics processes, interactive processes, 
which are constructed to fit an algorithm, that can clearly express the relationship 
and process the data to give the final output. This has the aspect of higher accu-
racy, greater automation and lesser human intervention. Typically, the scenario that 
happens is that AI algorithms are applied using Machine learning applications, which 
then coordinate together to give the desired output. Typical areas where applications 
of AI can be seen are related to a Human Resource Management System (HRMS)–– 
social recruiting, automated computerized job advertisements, candidate identifica-
tion, flagging potential issues, apportionment of timeslots in line with the supervisor’s 
availability for job interviews as also automating the first level interview process. 
Over time it is expected that only selected positions will go for an interview by an HR 
manager and the rest may be done by the use of AI-ML integrated platforms, using 
bots. These have serious amplifications and consequences for the industry and how 
and what roles are likely to be taken up, depending on the convenience, payoff arising
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in the process, etc. This study examines the various aspects of these technologies and 
how they can help in the process of recruitment, accelerate the onboarding process 
and what factors help one to identify the process, examine the use of social media, 
social recruiting, virtual assessment, speeding up the hiring process and the like. 
Based on the specially designed questionnaire for this purpose, the authors propose 
an empirical study on a sample response of 281 individuals, across different levels 
from managers, senior executives and to examine how far the factors considered are 
responsible for explaining the impact of the changes happening in the application 
of AI and ML in the recruitment, selection and training process, and whether they 
have a significant role to play in the HRMS, and whether the use of AI and ML in 
HRMS is going to increase. Using factor analysis and regression analysis the authors 
studied the role played by the various factors and conclude that these factors have 
got a significant impact on the process of automating the HR process and application 
of various modern technologies including AI and ML in the system. The authors 
conclude that going forward, the HR process across industries is likely to be auto-
mated, with benefits in terms of quality, cost and efficiency flows accruing to the 
industry and final pass down to consumers in the form of reduced costs for products 
and services. 

Keywords Artificial intelligence · HR automation ·Machine learning · Deep 
learning · Algorithm based selection and recruitment process · HRMS · Social 
recruiting 

34.1 Introduction 

The authors propose here to review previous research in this respect, as well as how 
the rising involvement of AI in HR automation activities will influence society and 
the economy. The days of sifting through classified advertising for a job are long 
gone. Most corporate positions are now advertised online, and digital workplaces 
are becoming the standard. Companies want the recruiting process to be as virtual as 
possible. Unemployment is nearing a peak, and firms are receiving so many appli-
cations that it may be difficult to keep track of them all. So, how do you gather 
and evaluate applications while still fairly assessing all candidates? It is possible to 
accomplish so by utilising a Recruitment Management System (RMS). 

RMS is a piece of HR software that helps streamline and control the hiring process 
inside an organisation. It facilitates a full-fledged recruitment cycle from first job 
advertising to final offer, including applicant management and interview scheduling. 
Most systems have a job posting template of a Job description and Job specifica-
tions like job title, location, employment type, education, level of skills, years of 
experience, etc. 

Once the company enters the job in the recruitment management system, various 
stages of the recruitment process need to be set up. These stages are based on the 
company’s hiring needs. RMS gathers all information submitted by an applicant
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when they apply for a job. It also allows recruiters to exclude prospects who do not 
satisfy the system’s predefined criteria. To maintain track of each person’s details, 
most systems allow recruiters to take extensive notes on their contacts with each 
prospect. Each recruiter has a personal account that is accessible via their business’s 
email address, allowing the firm to reply directly to applicant applications within 
the recruitment management system and schedule interviews. When required, the 
organisation can even reject candidates with individualised comments. Nowadays, a 
company may complete all of the processes in the recruiting process from a single 
platform, making the recruitment management system a lifesaver for companies with 
ambitious hiring ambitions. 

34.2 Review of Literature 

Recruitment and selection are defined by Edwin Flippo as “Recruitment is the process 
of locating and attracting prospective employees to apply for openings inside an 
organisation.” 

In layman’s terms, recruiting and selection are mutually exclusive procedures. 
They are very different from one another yet are critical components of the organi-
sation. It aids in determining the potential and skills of applicants for anticipated or 
real organisational openings. It connects job seekers and employers. 

Human resource management theorists like Korsten [15] and Jones et al. [13] 
extol the virtues of interviews, evaluations, and psychometric testing in the course of 
the employee selection process, emphasising the need for a thorough and methodical 
approach to recruitment and selection. They continued by saying that online applica-
tions and interviews might be part of an internal or external employment procedure. 
This system is often based on policies, job listings, and information as well as adver-
tisement, the initial screening process, evaluation, decision-making, final selection, 
and training [15]. 

Jones et al. [13] state that the procedures involved in designing recruitment policies 
and defining management objectives may be gleaned from instances of recruiting 
policies in the healthcare, commercial, and industrial sectors. 

Successful recruitment techniques involve things like reviewing the job descrip-
tion, the current labour market scenario/conditions, conducting interviews, and 
administering psychometric testing to candidates. Jones et al. [13] provide a number 
of other selection procedures, such as a variety of interviews, role plays, group 
discussions, and group projects. 

Recruiting is at the heart of every management process, and failing to do so may 
create issues and undesirable barriers for any organisation, such as detrimental effects 
on profitability and inadequate staffing or employee skills [13]. 

According to Karade and Dsouza [14] author of HRM in a Business Context, the 
term “recruitment and selection” refers to the procedure of finding and attracting 
competent job candidates. He argues that finding and selecting the most qualified
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candidates is more of a complex task that calls for strategic management decision-
making and comprehensive preparation. This would suggest that management places 
a premium on workers who are both competent and familiar with the needs of the 
position. In light of the fact that the ability to operate in a team is essential for every 
manager to succeed. 

Human resource management (HRM) practises, HRM-organizational strategies, 
and organisational performance were all linked by Hiltrop [10] Further research by 
Hiltrop [10] confirmed that careful recruiting improved organisational performance, 
providing important takeaways for decision-makers in the business world. Further-
more, the process of hiring employees has become a major talking point. Successful 
businesses invest more in training, especially in soft skills like communication and 
cooperation, because of their thorough hiring procedures [11]. 

Human resource management strategies are used in any organisation with the 
end aim of enhancing the company’s performance and revenues via the training and 
development of employees, as stated by Jackson et al. [12]. 

Bratton and Gold [5] state that in order to find employees who are a good fit for 
their company, businesses develop models of the kind of people they want to work 
there, and then use rigorous and precise selection procedures to narrow down the 
pool of applicants. However, the discussion between candidates and employers that 
will decide the nature of their working relationship doesn’t begin and end with the 
selection and recruiting processes. 

Recruitment and selection provide an opportunity to elaborate on applicants’ 
preconceptions about the company’s treatment of them [5, 12]. Realistic job previews 
(RJPs), which might include case studies of employees and their overall work and 
experiences, the chance to “cover” someone at work, employment samples, and films, 
are a method for constructing the perspective, as stated by Bratton and Gold [5]. The 
purpose of RJPs is to help job-seekers have more reasonable expectations. 

Ability management was the main emphasis of Silzer et al. [21] research, and 
they were successful in addressing issues like the debate over whether or not talent 
is innate or acquired. 

After considering the same issues in the BOU, Bizer et al. [4] suggested changing 
the recruiting process by making it HR’s obligation to publicise the position directly 
rather than relying on any intermediary authority. The plan is to get rid of all the 
things that don’t bring value. 

34.3 Objectives of the Study 

1. To identify the different components from the variables developed for the study. 
2. To know the impact of the different components identified on the effectiveness 

in the decision-making. 
3. To know the effect of predictor components on the effectiveness of the recruitment 

process of the organization.
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34.4 Sample Design and Methodology 

34.4.1 Method of Research 

An empirical study on recruitment management systems: Start of a new era. 

34.4.2 Sampling Technique 

The data is collected using the purposive sampling technique to suit the research 
needs and specifically approached individuals with certain characteristics. 

34.4.3 Sample Unit 

The population selected for this study is managers, vice presidents, intrapreneurs, 
CMDs and team leaders. 

34.4.4 Sample Size 

In total, 281 respondents were interviewed who are from different demographic and 
professional backgrounds. 

34.5 Limitations of Study 

Through the study tried to cover all aspects of RMS, it is not out of limitations only 
281 respondents are selected for the study time is another constraint with a restricted 
preview of the study. 

34.6 Data Analysis 

The KMO MSA test was performed to determine if the data is appropriate for factor 
analysis. Since the value is 0.788, this data is eligible for FA (Table 34.1).

The following table shows the test results of the factor loadings (Table 34.2).
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Table 34.1 KMO and 
Bartlett’s test Kaiser–Meyer–Olkin measure of sampling 

adequacy 
0.788 

Bartlett’s test of sphericity Approx. Chi-square 11,140.789 

df 120 

Sig 0.000

Table 34.2 Rotated component matrixa 

Component 

1 2 3 

This will support optimizing job advertisements −0.022 0.985 0.148 

An automated purchasing space will be provided by software for 
advertising a vacancy through programmatic job advertisements 

0.007 0.974 0.137 

It empowers advertisers to laser-target their ideal demographics −0.008 0.972 0.137 

It will provide tangible results and a high Return on Investment −0.040 0.979 0.144 

It enables advertisers to easily access details on which stage a 
candidate is in the hiring process. This is one of the major benefits of 
ATS 

0.139 0.131 0.967 

It will allow the organization to clearly see gaps in the hiring process. 
This makes the hiring process more transparent 

0.131 0.153 0.964 

It provides ways to automate manual tasks 0.129 0.152 0.967 

It enables speeding up hires without sacrificing quality 0.126 0.147 0.966 

It provides enough sourcing of a candidate’s resume 0.900 −0.051 0.058 

Social media may give extra information about applicants for use in 
sourcing choices 

0.887 −0.050 0.041 

Through social recruiting, there is a less chance of losing out best 
candidates 

0.901 −0.049 0.062 

This will stimulate the sensory experiences of physically being there. 
This enables potential candidates to know exactly to know what it is 
like to be a member of the organization. This is more effective 
comparatively 

0.920 0.020 0.133 

The virtual application assessment process will streamline the 
assessment process comparatively 

0.904 0.017 0.106 

Virtual/video interviewing saves time, efforts, and travel cost 0.933 0.030 0.162 

VR interviews will boost the effectiveness of recruiting managers in 
making decisions 

0.935 0.026 0.163 

Extraction Method: Principal Component Analysis 
Rotation Method: Varimax with Kaiser Normalization 

aRotation converged in 5 iterations
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Table 34.3 (VR interviews) - Model summary 

Model R R Square Adjusted R square Std. error of the estimate 

1 0.956a 0.914 0.913 0.270 

aPredictors: (Constant), Application_Tracking_System, Social_Recruiting, Programmatic_Job_ 
Advertisements 

Table 34.4 (VR interviews) - ANOVAa 

Model Sum of Squares Df Mean Square F Sig 

1 Regression 387.165 3 129.055 1773.159 0.000b 

Residual 36.610 503 0.073 

Total 423.775 506 

aDependent Variable: VR interviews will boost the effectiveness of recruiting managers in making 
decisions. 
bPredictors: (Constant), Application_Tracking_System, Social_Recruiting, Programmatic_Job_ 
Advertisements 

Table 34.5 (VR interviews) - Coefficientsa 

Model Unstandardized 
coefficients 

Standardized coefficients 

B Std. error Beta t Sig. 

1 (Constant) −0.632 0.092 −6.854 0.000 

Application_Tracking_System 0.050 0.016 0.044 3.083 0.002 

Programmatic_Job_Advertisements 0.024 0.016 0.021 1.555 0.121 

Social_Recruiting 1.077 0.015 0.944 69.614 0.000 

aDependent Variable: VR interviews will boost the effectiveness of recruiting managers in making 
decisions 

Table 34.6 (RMS results) - Model summary 

Model R R square Adjusted R square Std. error of the estimate 

1 0.701a 0.491 0.485 0.671 

aPredictors: (Constant), Application_Tracking_System, Social_Recruiting, Programmatic_Job_ 
Advertisements 

Table 34.7 (RMS results) - ANOVAa 

Model Sum of squares df Mean square F Sig. 

1 Regression 119.768 3 39.923 88.735 0.000b 

Residual 124.175 276 0.450 

Total 243.943 279 

aDependent Variable: RMS results in an effective recruitment process for an organization. 
bPredictors: (Constant), Application_Tracking_System, Social_Recruiting, Programmatic_Job_ 
Advertisements
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Table 34.8 (RMS results) - Coefficientsa 

Model Unstandardized 
coefficients 

Standardized coefficients 

B Std. error Beta t Sig. 

1 (constant) 0.087 0.310 0.281 0.779 

Social_Recruiting 0.813 0.052 0.696 15.680 0.000 

Programmatic_Job_Advertisements 0.153 0.052 0.132 2.928 0.004 

Application_Tracking_System −0.024 0.054 −0.020 −0.441 0.659 

aDependent variable: RMS results in effective recruitment process for an organization 

Table 34.9 Social_medias_Identified frequencies 

Response Percent of cases (%) 

N Percent (%) 

Social_medias_Identifieda Facebook 175 24.3 62.7 

LinkedIn 175 24.3 62.7 

Twitter handle 99 13.7 35.5 

WhatsApp 195 27.0 69.9 

Skype 77 10.7 27.6 

Total 721 100.0 258.4 

aDichotomy group tabulated at value 1 

Table 34.10 Software_For_RMS frequencies 

Responses Per cent of cases (%) 

N Percent (%) 

Software for RMSa JazzHR 184 27.8 65.7 

RecruiterBox 149 22.5 53.2 

Merittracs 48 7.3 17.1 

Zoho Recruit 138 20.9 49.3 

Recruiterflow 60 9.1 21.4 

Recruit CRM 82 12.4 29.3 

Total 661 100.0 236.1 

aDichotomy group tabulated at value 1 

By combining many variables, the data were summed up in 3 dimensions. Factors 
were taken out with the help of the principal component. 15 different things were 
narrowed down to 3 factors. These three things were named:

● Social Recruiting
● Programmatic Job Advertisements
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● Application Tracking System 

Various variables are grouped into these components identified. The variables 
which are grouped under each component are as follows. 

34.6.1 Social Recruiting: (SR) 

– It provides enough sourcing of a candidate’s resume. 
– Social media may give extra information about applicants for use in sourcing 

choices. 
– Through social recruiting, there is less chance of losing out best candidates. 
– This will stimulate the sensory experiences of physically being there. This enables 

potential candidates to know exactly to know what it is like to be a member of the 
organization. This is more effective comparatively. 

– The virtual application assessment process will streamline the assessment process 
comparatively. 

– Virtual/video interviewing saves time, effort, and travel cost. 

34.6.2 Programmatic Job Advertisements: (PJA) 

– This will support optimizing job advertisements. 
– An automated purchasing space will be provided by software for advertising a 

vacancy through programmatic job advertisements. 
– It empowers advertisers to laser-target their ideal demographics. 
– It will provide tangible results and a high return on investment. 

34.6.3 Application Tracking System: (ATS) 

– It enables advertisers to easily access details on which stage a candidate is in the 
hiring process. This is one of the major benefits of ATS. 

– It will allow the organization to clearly see gaps in the hiring process. This makes 
the hiring process more transparent. 

– It provides ways to automate manual tasks. 
– It enables speeding up hires without sacrificing quality. 

H0: There is no impact of ATS, SR, and PJA on ‘RMS will increase the efficiency 
of decision-making hiring managers’ (Table 34.3). 

H1: There is an impact of ATS, SR, and PJA on ‘RMS will increase the efficiency of 
decision-making hiring managers’.
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Predictor variables namely, ATS, SR, and PJA were regressed on the depen-
dent variable Whether RMS will increase the efficiency of decision-making hiring 
managers. The R2 is showing 0.914 which depicts that the model equation explains 
91.4% of the variance in RMS decision-making (Table 34.4). 

Overall the regression coefficient is significant is statistically significant with a 
p-value < 0.05 because of which the null hypothesis is rejected and concluded that 
there is an impact of ATS, SR and PJA on ‘RMS will increase the efficiency of 
decision-making hiring managers’ (Table 34.5). 

Standardised coefficients Beta for SR is 0.944 which is influencing decision-
making hiring managers to a greater extent comparatively whereas PJA is showing 
the least influence on the dependent variable. 

H0: There is no impact of ATS, SR, and PJA on ‘RMS result in the effective 
recruitment process for an organization’. 

H1: There is an impact of ATS, SR, and PJA on ‘RMS result in the effective 
recruitment process for an organization’ (Table 34.6). 

The predictor variables ATS, SR, and PJA is showing 0.491 variances in the 
Dependent variable ‘RMS results in the effective recruitment process for an orga-
nization’. So the impact of independent variables is to the extent of 49.1% on the 
dependent variable (Table 34.7). 

ANOVA being a mean squared test is applied to determine whether factors (treat-
ments) are significant. Since the F value is high (88.375) and low significant value 
(0.000) it can be said that: there is an impact of ATS, SR, and PJA on ‘RMS results 
in the effective recruitment process for an organization’. Thus null hypothesis is 
rejected (Table 34.8). 

Standardized coefficients beta for SR is 0.696 which is again showing a higher 
impact on the dependent variable RMS results in an effective recruitment process for 
an organization. But ATS is showing a negative influence on the dependent variable. 

The respondents were asked to identify the social media which the respondents 
identified most of the time. They were asked to select those sites in which they are 
actively participating. Multiple response analysis was conducted for the same (Table 
34.9). 

The majority of the respondents are actively participating in WhatsApp, and 175 
respondents are active on Facebook and LinkedIn. Less percentage of respondents 
are involved through Twitter followed by it is skype. 

RMS needs software to automate the recruitment process. The respondents were 
asked to identify the prominently used software for the recruitment process. Multiple 
response analysis was conducted for the same (Table 34.10). 

JazzHR happens to be the prominent RMS Software.
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34.7 Findings 

The study was undertaken to study the RMS and its effectiveness in the recruitment 
process. 15 variables were developed to analyse the respondent’s opinions on the 
same. Factor analysis was conducted for the same. KMO’s Measure of Sampling 
Adequacy was conducted to know whether the sample is adequate or not. Since the 
value was greater than 0.06, FA was conducted. The results were generated from the 
rotated component matrix. The entire set of variables is divided into 3 components, 
i.e., Social Recruiting, Programmatic Job Advertisements, and Application Tracking 
systems. Further, to analyze the impact of these components regression analysis to 
conduct. 

The dependent variable was whether RMS will increase the efficiency of the 
decision-making hiring managers and the dependent variables were SR, PJA, and 
ATS. Since the R square was high, it was concluded that there is a high level of 
impact of these predictor variables on the dependent variable. So, the null hypothesis 
was rejected. RMS will ease the job of the hiring managers enabling them to speed 
up the recruitment process due to which the efficiency of the managers will increase. 

Another hypothesis was developed to test whether RMS will effective recruitment 
process for an organization. The same predictor variables were regressed on this 
dependent variable. The R square was higher again resulting in rejecting the null 
hypothesis. 

Multiple response analysis was conducted to identify the commonly used social 
media platforms in which respondents are active. From the results, it was found that 
WhatsApp is the most commonly used social media platform. Followed to which are 
Facebook, LinkedIn, Twitter, and Skype. The commonly used recruitment software 
for RMS was JazzHR as opined by respondents. 

34.8 Conclusion 

The importance of the use of automation and AI in RMS is increasing day by day 
and is likely to be more pronounced due to various mixes of available technology 
solutions. These are likely to increase the productivity, effectiveness, and efficiency of 
the overall system. The different HR software which is popularly used in the market 
is a testimony to the same. However, it is not a mixed blessing, As with any AI 
initiative these are likely to face passive resistance from workers and employees, and 
may need persuasive skills of the highest order from middle and top management to 
address the fallout and make the initiative a success. Another possible dimension is the 
impersonal, cold approach practised in automation which may lack a sense of human 
touch and feel, and sensitivities of languages and semantics may come into play here 
especially if one single algorithm based software is used across geographies without 
thought for differences in culture too. These may create possible bias, and bring about 
a trust deficit which needs to be addressed carefully by the top management. AI and
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automation in HR have travelled much far and go into face recognition, and retina-
based access to employees which may indicate a crossing line into the forbidden area 
of privacy and a delicate balance needs to be hit between the technology and human 
social traits. With the role of AI, and Robots in automation tasks going up right from 
recruitment it may be possible that special counsellors of a different sort are needed 
to alleviate the apprehensions of the employees in a free and frank discussion, which 
seldom is done in reality by management. This can compound the already fragile 
HR ecosystem which is getting increasingly dominated by AI and automation. These 
call for skills of a very high capability and grade so that we can get the benefit of 
both the human touch and sensitivity aspect as well as the improvement in efficiency 
and effectiveness in the HR process using an RMS. All in all one case certainly 
Automation and AI, as well as deep learning applications, linked with IoT devices 
promise a good future if used carefully by a skilled manager and this puts pressure on 
top management as well as middle management to be ready with change strategies 
and fathom out the resistance to change aspect. Although it is too early to speculative 
on which direction the future is likely to unfold towards us, it is certainly on the key 
aspect that: (i) AI and automation in HR tasks will accelerate over the next few years 
and (ii) IoT devices will increasingly play a part in recruitment training, simulation, 
development, and assessment process. (iii) Resistance to change will be the passive 
and deliberate outcome of management responses. (iv) Trust between employee and 
employer may become a causality in the process. (v) Continuous investment efforts 
in training and development are called for, with reskilling and upskilling which only 
can perhaps help sustain the employee in the job he holds and be productive in the 
process. (vi) People and Employees may have to make significant efforts in terms 
of time, money and resources to keep pace with developments in technology. The 
benefits however are worthy of a cause and may be adopted or looked for being 
internalised in a structured and deliberate manner. 
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Chapter 35 
Traceability of Unwitting Disclosure 
Using Explainable Correlation 
in Procurement and Supply Chain 
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Abstract Many firms maintain highly complicated and worldwide supply chains 
in today’s world, which results in tons of transactions. Because of the gap in record 
maintenance for transactions, there arises the possibility of an anomalous transaction, 
i.e., any suspicious transaction that does not follow the historical pattern of regular 
transactions, thus creating a demand for disclosure of procurement and supply chain 
transactions. In this paper, the authors define the method of segregation of transac-
tions and obtain derived parameters from a study. This also establishes a model-based 
correlation between the derived parameters and the blockchain. Blockchain plays a 
critical role in creating immutable records. It will help to reduce human interven-
tion and induced errors, maintain transparency in the transactions, and improve the 
verifiability and traceability of an anomalous transaction during an audit. 
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35.1 Purpose of Research 

In the era of the modern world, demand for the supply chain is increasing, especially 
in developing countries like India. With this, tons of tangible and intangible trans-
actions occur among companies, warehouses, stakeholders, and customers. Some 
companies keep a transaction record, while some omit non-desired transactions [1]. 
These transactions may or may not be anomalous. Thus, this research focuses on 
tracing anomalous transactions. 

Tracing is essential because some measures or ACTs enforce the transparency and 
visibility between the transactions, yet, the measures are not effective for anomalous 
transactions. There is a need for some improvised strategy [2]. 

The authors emphasize establishing an explainable correlation of procurement 
and supply chain with blockchain technology, which develops a generalized model 
that can be used to trace anomalous transactions. The paper shall review numerous 
strategies to trace anomalous transactions. This paper consists of five sections; the 
first section briefly introduces procurement and supply chain transactions and dash-
board studies and explains the blockchain concept. The second section enumer-
ates the successful procurement and supply chain disclosure strategies. The third 
section uses syntactic analysis to classify transactions by type, construct a link with 
the blockchain, successfully implement strategies, and develop a generic model 
for tracing unwitting transactions in procurement and supply chains. Section four 
provides an idea about the benefits observed after a model implementation in the 
supply chain. The fifth section defines the implications of the model derived in the 
study and provides scope for future research in this area. 

35.2 Methodology 

This study presents a model-based blockchain solution for procurement and supply 
chain transactions, which will aid in maintaining transparency and tracing anomalous 
transactions. The research looks into the use of blockchain in the supply chain in-
depth and breaks it down into three questions, then try to answer them. 

1. How to sort out the transactions based on their types? 
2. Gaps in transactions and how to categorize/differentiate anomalous transactions? 
3. How to trace anomalous transactions with the use of blockchain in procurement 

and supply chains? (Fig. 35.1).

Transactions: The standard definitions of transactions for different scenarios could 
be given as follows:

1. A general transaction is a business occurrence that has a monetary impact on an 
entity’s financial statements and is recorded in its accounting records as an entry 
[3].
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Fig. 35.1 Pipeline—tracing of anomalous transactions

2. A procurement transaction is a legal document through which a recipient or sub-
recipient purchases the property or services required to carry out the project or 
programme specified in the award or sub-award. 

3. A supply-chain transaction is a series of deliveries of the same commodities from 
one party to the next, all of which are transported directly from the first supplier 
to the ultimate customer. At least three subjects are engaged in chain transactions, 
although there are frequently more. 

4. The lifecycle of a transaction begins with its creation, also known as origination. 
The transaction is then signed with one or more signatures, indicating that the 
money referenced by the transaction is authorized to be spent. The transaction 
is then broadcast on the bitcoin network, where it is validated and propagated 
by each network node (participant) until it reaches (nearly) every node in the 
network. Finally, a mining node verifies the transaction and adds it to a block of 
transactions that are stored on the blockchain. The transaction becomes a perma-
nent part of the bitcoin ledger and is acknowledged as valid by all participants 
if it is published on the blockchain and confirmed by enough consecutive blocks 
(confirmations) [4]. 

Dashboard: It defines the sorting of the transactions criteria-wise (vary according to 
the company requirement). Sorting is any process of arranging items systematically, 
either arranging in a sequence or categorizing the items in similar groups. Sorting 
will help make groups that help the user identify the required transaction without any 
time-consuming, and it will also reduce the storage. Various techniques are available 
to sort the transactions like Quicksort, Bubble sort, Selection sort, Insertion sort, and 
many more [5]. 

In Blockchain, transactions are grouped into blocks to be efficiently verified and 
then synchronized with other computers on the network. 

Transaction Pool Type: Basically, a transaction pool is a data structure containing 
a set of transactions that have not been mined but validated by a transaction miner. 
It stores the information on the transactions taken in procurement and supply chain, 
by suppliers, stakeholders, etc., according to the type generated by a company. For 
example, if the company procures the material, the pool type will be based on the 
amount of material or money required for procurement.
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In a Blockchain, a transaction pool is stored on a special device, and its contents 
can be accessed or observed in real-time. 

Blockchain: It is a system of recording information that makes it difficult or impos-
sible to change, hack or cheat the system. A blockchain is essentially a digital ledger 
of transactions that is duplicated and distributed across the entire network of computer 
systems on the blockchain. 

Blockchain in procurement and supply chain provides transparency at every stage 
of the product supply lifecycle by keeping a record of each transaction that occurred. 
Blockchain in procurement could benefit effectively by using smart contracts. 

35.3 Example 

Consider the Packaging Industry, in which multiple transactions are taken in different 
departments of the industry such as in the form of material and machinery procure-
ment, supply of manpower in an industry like workers, managers, engineers, etc., 
products from different suppliers or companies for packaging, different vendors, and 
others. 

Sorting of the transactions will be performed based on range. All the transactions 
are divided and classified into a range of money, assets, quantity, etc., according to 
company requirements. In this example, the authors decided to classify materials 
based on procurement in tons, manpower is classified based on class (which repre-
sents variable salary amount), and products received from different companies for 
packaging are classified based on quantities received in one transaction (Table 35.1). 

Transaction Pool Type—After sorting transactions, a pool is generated, in which 
each transaction has three types—small, medium, and large. According to the trans-
actions in each type (single transactions or group of transactions), blockchain tech-
nology generates the hash value of each type. Due to hash value, transactions will 
be secured and immutable. Once the hash value is generated for transactions, no one 
can change the transaction information stored in the block (without permission). 

In this process of transactions to the blockchain, only at the initial step is there 
a chance of human intervention or error, i.e., a change in transaction information, 
which will automatically change the type of transaction (if the value lies in a different 
type). Eventually, it changes the hash value of the block.

Table 35.1 Sorting of 
transactions based on a range Transactions Small/low Medium Large/high 

Material (price per 
ton) 

0–100 ton 100–500 ton 500–1000 ton 

Manpower (class) Worker Engineers Managers 

Products (lot size) 0–100 100–500 500–1000 
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Tracing of anomalous transactions—Suppose, after generating the hash value of 
transaction type, if anyone makes any change at the initial step or in the record, 
the hash value will automatically change. During an audit, per formed after some 
time (depending upon company policy), the auditors take the base ledger, divide the 
transactions into blocks as per the norms decided by the company/firm/organization, 
and verify the hash of the transactions stored in the block with the original transaction 
blocks [6]. Any change in block hash points towards the presence of anomalous 
transaction(s) is traceable and can be identified if the company wants any further 
investigation. 

35.4 Implications 

1. Implementation of the model will improve the transparency and traceability of 
both anomalous and non-anomalous transactions. 

2. It will reduce the percentage of freight invoices containing inaccurate informa-
tion, which are the principal source of conflicts. 

3. The classification of transactions and tracing of anomalous transactions eases the 
audits. 

4. The procurement and supply chain will be more efficient by reducing human 
interventions and errors. 

5. It will help to maintain proper collaboration between companies. 

35.5 Conclusion 

Implementation of a derived model from the strategic blockchain, which will change 
the scenario of managing and tracing the transactions in procurement and supply 
chains among global companies. There are various benefits:

● Transparency and traceability,
● Security,
● The trusted relationship between stakeholders,
● A visible platform for bidding,
● Accurate flow of information and money among the companies through invoices,
● Reduction in the investment of money and time.



408 H. V. Gunjal et al.

References 

1. Dasaklis TK, Voutsinas TG, Tsoulfas GT, Casino F (2022) A systematic literature review of 
blockchain-enabled supply chain traceability implementations. Sustainability 14(4):2439 

2. Omar IA, Debe M, Jayaraman R, Salah K, Omar M, Arshad J (2022) Blockchain-based supply 
chain traceability for covid-19 personal protective equipment. Comput Ind Eng 167:107,995 

3. Raj PVRP, Jauhar SK, Ramkumar M, Pratap S (2022) Procurement, trace-ability and advance 
cash credit payment transactions in supply chain using blockchain smart contracts. Comput Ind 
Eng 167:108,038 

4. Marshall D, McCarthy L, McGrath P, Harrigan F (2016) What’s your strategy for supply chain 
disclosure? MIT Sloan Manag Rev 57(2):37–45 

5. Akaba TI, Norta A, Udokwu C, Draheim D (2020) In: Conference on E-business, e-Services 
and e-Society. Springer, pp 3–14 

6. Morishima S (2021) Scalable anomaly detection in blockchain using graphics processing unit. 
Comput Electr Eng 92:107,087


	Foreword
	Contents
	About the Editors
	1 Q-learning Approach to Mitigate Bacterial Contamination in Food Supply Chain
	1.1 Introduction
	1.2 Traceability in Supply Chain Data—Blockchain Technology
	1.3 Monitoring Parameters and Optimization: Q-learning Model
	1.4 Experiments and Analysis
	1.5 Conclusion
	References

	2 Optimization of Network Planning in a Real-Life Vehicle Logistics Distribution System
	2.1 Introduction
	2.2 Problem Description
	2.3 Related Research
	2.4 Methodology
	2.5 Results
	2.6 Conclusions
	References

	3 Efficient Supplier Selection in e-Procurement Using Graph-Based Model
	3.1 Introduction
	3.2 Problem Description
	3.3 Methodology
	3.3.1 Data Collection

	3.4 Results and Analysis
	3.5 Conclusion
	References

	4 Understanding the Role of e-Procurement and Blockchains in Government Tendering—A Case Evidence from China
	4.1 Introduction
	4.1.1 Challenges of Chinese Government Open Tendering
	4.1.2 Blockchain and e-Procurement in Government Tendering

	4.2 Methodology
	4.3 Findings and Discussions
	4.4 Conclusions
	References

	5 Omni-Channel Distribution Network Design for Fresh Food Procurement Considering Freshness-Keeping Effort and Food Quality Loss
	5.1 Introduction and State of the Art
	5.2 Problem Description and Formulation
	5.3 Numerical Study and Analysis
	5.4 Conclusions
	References

	6 Redesigning of Procurement Distribution System Network: An Application of Clustering Algorithms
	6.1 Introduction
	6.2 Literature Review
	6.3 Model Formulation
	6.4 Solution Methodology
	6.5 Results and Discussions
	6.6 Conclusions
	References

	7 Big Data Analytics and Its Applications in Supply Chain Management: A Literature Review Using SCOR Model
	7.1 Introduction
	7.2 Research Methodology
	7.3 Descriptive Analysis
	7.3.1 Year Wise Publications
	7.3.2 Methodological Distribution of Articles
	7.3.3 Distribution of BDA Types
	7.3.4 Distribution of BDA Tools

	7.4 Thematic Analysis
	7.4.1 Plan Process
	7.4.2 Source Process
	7.4.3 Make Process
	7.4.4 Deliver Process
	7.4.5 Return Process

	7.5 Conclusion and Future Work
	References

	8 Leveraging Machine Learning of Indian Railways Public Procurement Data for Managerial Insights
	8.1 Introduction
	8.2 Literature Survey
	8.3 Model Development
	8.3.1 Feature Selection and Data Preparation
	8.3.2 Model Building

	8.4 Model Results
	8.4.1 Influential Features for Performance Parameters
	8.4.2 Comparative Performance Analysis of Administrative Zones

	8.5 Conclusion
	References

	9 Blockchain Technology and Its Application in 3D Parts Procurement: A Case Study
	9.1 Introduction
	9.2 Literature Review of Blockchain with Application in Supply Chain
	9.3 Additive Manufacturing & Blockchain-Based AM Decentralized Supply Networks
	9.4 Scheduling 3D Printers
	9.4.1 Mathematical Model

	9.5 A Case Study and Results
	9.6 Conclusions
	References

	10 A Mathematical Model-Based Heuristic for Clustering, Logistics, and Order Pickup in the Constrained In-Bound Multi-Period Multi-Part Inventory Routing Problem with Heterogeneous Vehicles
	10.1 Introduction
	10.1.1 Inventory Routing Problem

	10.2 Literature Review
	10.2.1 Literature Review on Multi-Product Multi-Period IRP
	10.2.2 Complexity of IRP
	10.2.3 Research Gaps Identified from the Literature Review

	10.3 Proposed Methodology for CIBIRPHV
	10.3.1 An Introduction to the Problem Statement
	10.3.2 The Proposed Methodology

	10.4 Computational Results
	10.5 Conclusion and Future Work
	References

	11 Performance Evaluation of Trucking Industry Using BSC and DEA: A Truck Driver’s Perspective
	11.1 Introduction
	11.2 Literature Review
	11.3 Methodology
	11.4 Results and Discussions
	11.5 Conclusion
	References

	12 E-procurement: An Emerging Tool for Pharmaceutical Supply Chain Management
	12.1 Introduction
	12.2 Literature Review
	12.3 Methodology
	12.3.1 Data Collection and Analysis

	12.4 Results and Discussions
	12.5 Limitations, Future Scope and Conclusion
	References

	13 Risk and Feasibility of Sustainable Techno-Eco-Env Green Supply Chain
	13.1 Introduction
	13.2 Model
	13.3 Methodology
	13.4 Data Collection
	13.5 Results and Discussions
	13.5.1 Site Location and Connectivity
	13.5.2 Cost Analysis and GHGe
	13.5.3 Threshold Value of NPV

	13.6 Conclusion
	Appendix A—Nomenclature
	References

	14 Steel Price Forecasting for Better Procurement Decisions: Comparing Tree-Based Decision Learning Methods
	14.1 Introduction and Background
	14.2 Methodology
	14.2.1 Regression Trees
	14.2.2 Random Forest

	14.3 Data Description and Empirical Results
	14.3.1 Variable Selection and Data Collection
	14.3.2 Correlation Between Steel Price and Selected Variables
	14.3.3 Framework and Results

	14.4 Conclusions
	References

	15 An Interactive Game Theory Analytics to Model the Panic Buying When the Downstream Supply Chain Channel Partners Undergo Horizontal Coopetition
	15.1 Introduction
	15.2 Literature Review
	15.3 Interactive Analytics and Models
	15.4 Propositions
	15.5 Discussions
	15.6 Conclusions
	References

	16 Supply Chain Data Analytics for Predicting Delivery Risks Using Machine Learning
	16.1 Introduction
	16.2 Literature Review
	16.3 Methodology
	16.3.1 Dataset
	16.3.2 Exploratory Data Analysis and Pre-processing
	16.3.3 Feature Engineering
	16.3.4 Selection of Suitable Performance Metrics
	16.3.5 Algorithm and Feature Selection

	16.4 Results and Discussions
	16.4.1 Results Comparison and Evaluation
	16.4.2 K-fold cross-validation

	16.5 Conclusion
	16.5.1 Conclusion
	16.5.2 Future Research Avenues

	References

	17 Importance of Equitable Public Procurement of Food Grains in India for Sustainability
	17.1 Introduction
	17.2 Methodology
	17.3 Results
	17.4 Conclusion
	References

	18 A Framework for 5G Enabled Vaccine Supply Chain Digital Twin
	18.1 Introduction
	18.2 5G Enabled Vaccine Supply Chain Framework: Digital Twin
	18.2.1 Timely Response
	18.2.2 Improved Visibility
	18.2.3 Improved Connectivity

	18.3 Expected Response of Proposed Framework
	18.4 Application of 5G Technologies on Vaccine Supply Chain
	18.4.1 Strategic Level
	18.4.2 Operational Level
	18.4.3 Cross-Functional Level

	18.5 Discussion
	18.6 Conclusion and Future Scope
	References

	19 Issues in Procurement and Distribution of Plantation Crops: Can AI-ML Technologies Offer Better Performance Outcomes?
	19.1 Introduction
	19.2 Plantation Crops, Procurement Process, and Related Issues
	19.2.1 The Procurement and Distribution Process
	19.2.2 Case Study: Procurement and Distribution Issues in Rubber Value Chain

	19.3 Comparing Current Business Practices with Data Analytics and AI-ML Enabled Outcomes
	19.4 Discussion
	References

	20 Quantifying the Quality Grade of the Return Mobile Phone in the Context of a Retail Store
	20.1 Introduction
	20.2 Research Methodology
	20.2.1 Determination of Closeness Ratio Using TOPSIS
	20.2.2 Determination of Composite Reduction Index (CRI) for Cell Phone Quality Evaluation
	20.2.3 Data Creation and Cleaning

	20.3 Result and Discussion
	20.3.1 Survey Data Analysis
	20.3.2 Ranking of Influencing Factors by TOPSIS and Their Correlation
	20.3.3 Composite Reduction Index for Return Smartphone

	20.4 Conclusion
	References

	21 Integrated Blockchain Architecture for End-to-End Receivables Management of Indian MSMEs
	21.1 Introduction
	21.2 Literature Review
	21.3 Government Initiatives and Current Challenges
	21.3.1 Problems with MSME SAMADHAAN
	21.3.2 Problems with TReDS

	21.4 Blockchain-Based MSME Receivables Management Platform
	21.4.1 Platform and Methodology
	21.4.2 System Design

	21.5 Conclusion
	References

	22 Investigating the Key Enablers in Perishable Food Supply Chain Using DEMATEL and AHP—PROMETHEE
	22.1 Introduction
	22.2 Related Work
	22.2.1 Enablers Related to PFSC
	22.2.2 DEMATEL and AHP—PROMETHEE II Approaches
	22.2.3 Summary

	22.3 Methodology
	22.3.1 Dematel
	22.3.2 Dematel
	22.3.3 Integrated AHP-PROMETHEE II
	22.3.4 Promethee Ii

	22.4 Findings and Discussions
	22.5 Conclusions
	References

	23 Blockchain for Supply Chain for Perishable Goods
	23.1 Introduction
	23.2 Literature Review
	23.3 Problem Description
	23.4 Solution Approach
	23.5 Results and Discussion
	23.6 Conclusion
	References

	24 A Novel Linear Mathematical Model Based Heuristic for a Class of Classification Problem with Non-linearly Separable Data
	24.1 Introduction
	24.2 Literature Review
	24.3 The Proposed Binary Classification Model
	24.3.1 The Iris Dataset
	24.3.2 The Linear Programming Model for Binary Classification

	24.4 Numerical Illustration and Results
	24.4.1 Accuracy of the Proposed Heuristic

	24.5 Conclusion and Future Work
	References

	25 Intermittent Demand Forecasting for Handtools in Forging Industries: A Svm Model
	25.1 Introduction
	25.2 Demand Estimation Methods 
	25.2.1 Support Vector Regression (SVR)
	25.2.2 Adaptive Univariate Svm (Support Vector Machine) Regression

	25.3 Experimental Setting 
	25.3.1 Datasets 
	25.3.2 Performance Criteria
	25.3.3 Experimental Results 

	25.4 Conclusions 
	References

	26 Electric Vehicle and Charging Infrastructure Development: A Comprehensives Review Using Science Mapping and Thematic Analysis
	26.1 Introduction
	26.2 Review Methodology
	26.2.1 Phase I: Bibliometric Search
	26.2.2 Phase II: Descriptive Analysis
	26.2.3 Phase III: Scientometric Analysis
	26.2.4 Phase IV: Citation Network Analysis

	26.3 Results & Discussion
	26.3.1 Descriptive Analysis
	26.3.2 Scientometric Analysis
	26.3.3 Citation Network Analysis/Thematic Analysis

	26.4 Discussion
	26.5 Conclusion
	References

	27 Contract Price Negotiation Using an AI-Based Chatbot
	27.1 Introduction
	27.1.1 Contract Management Process
	27.1.2 AI-Based Chatbot
	27.1.3 Negotiation Process

	27.2 Literature Survey
	27.2.1 Impact of AI in Procurement Using a Chatbot
	27.2.2 ML-Based Price Negotiation
	27.2.3 Natural Language Processing: An Interactive Chatbot

	27.3 Methodology
	27.3.1 Recommended Cost Determination
	27.3.2 Decision Bot
	27.3.3 Interface of Negotiating Bot

	27.4 Conclusions and Future Work
	References

	28 A Deep Learning-Based Reverse Logistics Model for Recycling Construction and Demolition Waste
	28.1 Introduction
	28.2 Related Work
	28.3 Method and Models
	28.3.1 Dataset
	28.3.2 Pre-processing
	28.3.3 Proposed an End-to-End Improved Convolutional Neural Network (EEI-CNN) Based Reverse Logistics Model for Recycling Construction and Demolition Waste

	28.4 Evaluation Metrics
	28.5 Result and Discussion
	28.6 Conclusion
	References

	29 Supplier Prioritization and Risk Management in Procurement
	29.1 Introduction
	29.2 Literature Review
	29.3 Overview of Supplier Prioritization
	29.3.1 Supplier Prioritization Criteria

	29.4 Overview of Risk Management in Procurement
	29.4.1 Risk Management in Procurement
	29.4.2 Risk Management Approaches in Procurement

	29.5 Opportunities and Challenges
	29.6 Conclusions
	References

	30 Development of an Integrated Customer Relationship Management Tool for Predictive Analytics in Supply Chain Management
	30.1 Introduction
	30.2 Literature Review
	30.2.1 CRM: Customer Relationship Management
	30.2.2 Supply Chain Management: Integration with CRM
	30.2.3 Customer Segmentation and Classification: Grouping of Customers
	30.2.4 Product Recommendation: Efficient Promotion of Products
	30.2.5 Customer Linked Prediction

	30.3 Decision-Making Framework
	30.3.1 Model Overview
	30.3.2 Data Preparation
	30.3.3 Customer Segmentation and Classification
	30.3.4 Product Recommendation
	30.3.5 Customer Linked Predictions
	30.3.6 Sales Forecasting
	30.3.7 Web Application Overview

	30.4 Experimental Analysis and Results
	30.4.1 A Case Study
	30.4.2 Feature Engineering Analysis and Results
	30.4.3 Customer Segmentation and Classification Results
	30.4.4 Sales Forecasting Results

	30.5 Conclusion
	30.5.1 Research Contributions
	30.5.2 Potential Future Research

	References

	31 Predicting Top Companies Amid Changing Macro Environment—Optimal Sampling Imposing Restriction Filters
	31.1 Introduction
	31.1.1 Predicting Top Companies to Win Market
	31.1.2 Machine Learning in Predicting Top Companies
	31.1.3 Constrained Sample in Financial Health Prognosis

	31.2 Restriction Filters for Datasets
	31.2.1 Filter on Industry
	31.2.2 Filter on Capitalization
	31.2.3 Filter on Completeness
	31.2.4 Filter on Multiple Constraints
	31.2.5 Filter on History

	31.3 Restriction Filters for Training Sets
	31.3.1 Filter on Performance
	31.3.2 Filter on Environment

	31.4 Moving Window System
	31.4.1 Training and Testing Window
	31.4.2 Top Companies Selection Window: Cases and Scenarios
	31.4.3 Training Window Optimization
	31.4.4 Testing Window Optimization
	31.4.5 Advantages of the Moving Window System

	31.5 Conclusions
	31.6 Limitations and Challenges
	31.7 Scope for Further Studies
	References

	32 Role of Artificial Intelligence in Green Public Procurement
	32.1 Introduction
	32.1.1 Green Public Procurement
	32.1.2 AI and Green Public Procurement

	32.2 Application of AI in Green Public Procurement
	32.2.1 Regulatory Technology
	32.2.2 Pollution
	32.2.3 Energy
	32.2.4 Water Management
	32.2.5 Climate Change
	32.2.6 Biodiversity and Ecology
	32.2.7 Material Resources

	32.3 Findings and Suggestions
	32.3.1 Findings
	32.3.2 Suggestions

	References

	33 Supplier Prioritization and Risk Management in Procurement
	33.1 Introduction
	33.2 Literature Review
	33.3 Supplier Management
	33.4 Supplier Prioritization
	33.5 Risk Management
	33.5.1 Live Case

	33.6 Conclusion
	References

	34 An Empirical Study on Recruitment Management Systems: Start of a New Era
	34.1 Introduction
	34.2 Review of Literature
	34.3 Objectives of the Study
	34.4 Sample Design and Methodology
	34.4.1 Method of Research
	34.4.2 Sampling Technique
	34.4.3 Sample Unit
	34.4.4 Sample Size

	34.5 Limitations of Study
	34.6 Data Analysis
	34.6.1 Social Recruiting: (SR)
	34.6.2 Programmatic Job Advertisements: (PJA)
	34.6.3 Application Tracking System: (ATS)

	34.7 Findings
	34.8 Conclusion
	References

	35 Traceability of Unwitting Disclosure Using Explainable Correlation in Procurement and Supply Chain
	35.1 Purpose of Research
	35.2 Methodology
	35.3 Example
	35.4 Implications
	35.5 Conclusion
	References


