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Preface

Welcome to the Proceedings of the 2022 International Conference on Signals,
Machines and Automation (SIGMA 2022) which was held in virtual mode on August
05-06, 2022. The 2nd International Conference on Signals, Machines and Automa-
tion aims to bring together leading academicians and researchers to exchange and
share their experiences and research outcomes within the spectrum of conference
theme. The conference provided an excellent opportunity for the presentation of
interesting new research results and discussion about them, leading to knowledge
transfer and the generation of new ideas.

SIGMA 2022 received more than 200 submissions from different countries, and
each paper was reviewed by at least three reviewers in a standard peer-review process.
Based on the recommendation by impartial and independent reviewers, finally with
acceptance rate of 36.6%, 70 papers were accepted for possible inclusion in Springer
LNEE.

To ensure the success of SIGMA 2022, a large number of individuals have worked
together and put in a lot of effort. First, we would like to express our gratitude to
the authors for bringing their research papers to the conference, as well as for the
presentations they gave and the conversations they led throughout the event. Our
gratitude goes out to the members of the program committee as well as the reviewers,
who did the bulk of the onerous job by thoughtfully examining the papers that were
submitted. We would like to extend our sincere gratitude to Prof. J. P. Saini, Vice
Chancellor of the Netaji Subhas University of Technology in Delhi. We would like
to extend our deepest gratitude to the chairmen of the organizing committee for
assisting us in developing such a rich technical program.

New Delhi, India Asha Rani
New Delhi, India Bhavnesh Kumar
New Delhi, India Vivek Shrivastava

Sharjah, United Arab Emirates Ramesh C. Bansal
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Investigating the Application )
of Ethereum Smart Contracts in Energy L
Exchanges

Nishkar R. Naraindath, Ramesh C. Bansal, and Raj M. Naidoo

Abstract Blockchain technology serves as a sustainable solution to enable decen-
tralised applications. Insufficient research efforts have been directed in the past
towards advancing blockchain technology integration in energy systems. This paper
demonstrates that the energy exchange transparency and facilitation can be improved
by utilising a smart contract deployed on an Ethereum Test network. The capabilities
and limitations of the system have been analysed, with suggestions for improvement
and potential research areas provided.

Keywords Blockchain - Decentralisation - Demand management - Peer-to-peer -
Power market - Token exchange

1 Introduction

Blockchain technology can potentially revolutionise the energy industry by enabling
autonomous and decentralised energy ecosystems [1, 2]. However, more significant
research efforts and increased awareness are required to promote larger-scale inte-
gration of the technology [3, 4]. Smart contracts exhibit desirable properties for
energy markets, such as automatic execution, customisation, and tamper-resistance
[5, 6]. The most common smart contract applications have been facilitating bidding
amounts, determining tariff rates, and bill issuing to market participants [7]. However,
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these are modest applications when considering more advanced bidding strategies
[8, 9] and energy hub coordination strategies [10, 11].

In this paper, an investigative study on the application of Ethereum smart contracts
in energy exchanges is performed to raise awareness of the practical capabilities of
blockchain technology. The smart contract is proposed to address requirements of
trust, computational logic, and automatic execution of localised energy exchanges
by serving as a regulated and neutral exchange platform.

2 Digital Energy Ecosystem

Energy markets are traditionally facilitated through intermediary energy exchange
platforms, which are centralised [12]. Smart contracts are attractive replacements
for energy exchanges that can serve as a transparent and impartial intermediary
between participants [13, 14]. These contracts are defined using computational logic
to coordinate energy exchange transactions autonomously and reliably [15]. Before
smart contract technology can be integrated, energy markets must first be represented
in the digital domain. One approach taken is by representing stored energy units
and the local currency as cryptoassets/tokens [16]. A protocol token, referred to as
ePower, is being used to represent 100 Wh of energy. On the other hand, the local
currency is represented by a stable coin represented by eZAR. The value of eZAR
is dictated by the underlying local currency of South Africa (ZAR). For this study,
ePower has been selected to have an exchange rate represented by:

1 eZAR = 10 ePower (D

An energy market among three parties (producer, consumer, and prosumer) has
been selected for exploration as each party represents a fundamental user in an
advanced energy ecosystem. Each party has initial equity balances as described in
Table 1. The following transactions are considered:

1. The energy prosumer purchases ePower tokens to the value of 500 eZAR from
the energy producer.

2. The energy prosumer sells 1500 ePower tokens to the energy producer.

3. The energy consumer purchases ePower tokens to the value of 200 eZAR from
the energy producer.

Table 1 Initialised equity balances in the energy ecosystem

Producer Prosumer Consumer
eZAR ePower eZAR ePower eZAR ePower
0 10,000 1000 0 1000 0
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Fig. 1 Energy exchange elements modelled through a proposed framework

3 Smart Contract Creation

3.1 Agreement Modelling

Various energy token exchange scenarios can be modelled as a traditional contract
using the framework presented in Fig. 1.

3.2 Smart Contract Definition

The standard contract terms can be integrated into a Solidity program [17] compiled
on an open-source online integrated development environment (IDE) such as Remix.
Diverse program elements [18] are presented in a single collection of code and
data known as the ePower market. An overview of the smart contract’s components
is presented in Fig. 2. Further details of the smart contract definition process are
provided in Fig. 3.
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Input g Smart Contract . Output
ePower/eZAR
- Transferred
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Fig. 2 Representation of the smart contract as a multiple-input multiple-output system

Define and initialise Public Create mappings between Define a modifier to
variables as unsigned addresses and unsigned determine if there is
integers (e.g. available integer variables (e.g sufficient ePower as per

ePower) participant’s accounts) sale request

Define separate functions
to read equity balances of
each participant using
wallet addresses

Define separate functions
to coordinate the sale and
purchase of ePower tokens

Fig. 3 Overview of the smart contract definition process

4 Smart Contract Deployment

Ganache truffle suite [19] has been employed for blockchain development on an
Ethereum Test network. The system provides a user interface capable of interacting
with the entire life cycle of a smart contract. MyEtherWallet, an open-source user
interface, is then employed to interact directly with the virtual Ethereum network
[20]. The interface requires a communication link with the blockchain, which can be
obtained by creating a custom node on MyEtherWallet containing the RPC Server
and Network ID of the workstation configured in Ganache. Once the node has been
configured, the smart contract can be transformed into the byte code equivalent with
the aid of Remix IDE. The registered energy producer has been selected to sign the
smart contract with the aid of their private key. As a result, this participant incurs an
expense, known as a gas fee, to deploy the contract on the Ethereum blockchain.

5 Smart Contract Interaction

The energy ecosystem described in Sect. 2 has been simulated by interacting with the
deployed smart contract through read or write commands via MyEtherWallet with
an overview of all completed energy exchange transactions depicted in Fig. 4. A
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Fig. 4 Energy ecosystem considered in this study

summary of reflected account balances after each transaction is provided in Table 2.
The complete blockchain is presented in Fig. 5, highlighting the gas fees associated
with each stage of the smart contract’s life cycle.

Table 2 Reflected account balances after performing various energy exchange transactions

Transaction number Producer Prosumer Consumer
eZAR ePower eZAR ePower eZAR ePower
0 0 10,000 1000 0 1000 0
1 500 5000 500 5000 1000 0
2 350 6500 650 3500 1000 0
3 550 4500 650 3500 800 2000

Fig. 5 Blockchain containing the life cycle of the deployed smart contract on an Ethereum Test
network
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6 Conclusion

A smart contract has been modelled with a generalised framework and deployed on
an Ethereum Test network. The energy market has been represented in the digital
domain to enable smart contract integration. The smart contract demonstrates precise
capabilities in facilitating bidirectional energy exchange transactions among three
classes of energy ecosystem users (producers, prosumers, and consumers). Different
energy users could initiate exchanges such as the sale and resale of ePower tokens
through written commands to the smart contract. The status of eZAR and ePower
balances are universally accessible along with the contract, demonstrating the trans-
parency of the energy exchanges in the system. Ethereum caters for modest smart
contract applications but is infeasible for the transaction throughput required in real-
time energy markets. Furthermore, the network fees were unsustainable, and conse-
quently, developing a specialised blockchain-based system is strongly recommended.
Critical limitations to the study are the accuracy of the Ethereum Test network and the
centralised configuration of the simulated energy ecosystem. In addition, it suggested
that more significant research efforts are focused on the integration of smart contracts
in smart power networks to cater for more intricate tasks.
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Feasibility Analysis of V2G Operation )
in India and Cost Minimization for EV oo
Car Parks Using Firefly Algorithm

Prince Bharti and Omveer Singh

Abstract Electric vehicles (EVs) in smart car parks can be employed as energy
storage systems and a reserve against unanticipated outrage if charging and
discharging are coordinated. A modeling and control framework for EVs in a smart
vehicle park has been developed in this work, which encompasses important elements
such as charging and discharging expenses, battery degradation costs, driving likeli-
hood, feed in tariff (FIT), and vehicle-to-grid (V2G) rebates are all factors to consider.
The charging and discharging activities of each EV are recorded and arranged using
an optimization path in order to reduce the cost of parking lot electricity consumption.
Comprehensive simulation studies have demonstrated the potential benefits of V2G
for automobiles. Multiple EV park systems are susceptible to car and battery charac-
teristics, as well as FIT and regulatory support. Firefly algorithm is implemented for
optimization of EV charging costs. Optimization is done using MATLAB/ Simulink
software. Feasibility analysis of the system of car park incorporating use of renew-
able resources is also done. Hence, this work mainly analyzes the grid stability in
case an EV charging aggregator is setup and also to reduce the charging cost of EVs
using V2G technology.

Keywords Electric vehicle (EV) - State of charge (SoC) - Battery degradation
cost - Charging and discharging cost + Vehicle-to-grid (V2G) - Feed in tariff
(FIT) - Firefly algorithm - Optimization

1 Introduction

Over the last few years, there has been multiple advancements in the transportation
systems all over the world, and the development of electric vehicles is being seen as
one of the solutions to the biggest crisis that the environment is facing, i.e., pollution.
Developed countries have achieved huge milestones in the research and development
of electric transportation systems like high speed railways, smart traction systems,
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use of renewable energy for electric transportation systems, hybrid vehicles, vehicle
charging systems, etc. However, the adoption of electric vehicles in the place of
conventional IC engine vehicles is relatively new in Indian context. Smart vehicle
charging infrastructure such as V2G does also seem to be required due to sudden
increase of electricity demand due to the increasing trend of electric cars among the
consumers.

V2G technology incorporates a bidirectional charger for electric cars which
enables the flow of electricity from the electricity grid to the vehicle and vice versa.
In this paper, an analysis is done for knowing the effects of implementing V2G
technology in India and to reduce the charging costs of the EVs using V2G enabled
charging station.

2 Literature Review

Electric-drive vehicles can turn into a significant asset for the electric utility frame-
work as well as a solution for air pollution, system reliability, and can have economic
benefits. Both consumers and utilities will benefit from efficient V2G. Since there
are various advantages of V2G technologies, many researchers have tried to take up
the opportunity to work in this field. S.A. Amamra’s research to involve bidirectional
optimized V2G operation, day ahead scheduling of EV charging/discharging with
the help of two case studies had resulted in increased opportunities for frequency
and voltage regulation while reducing EV charging costs [1].

Nandini I. Nimalsiri and her fellow researchers have provided proper studies for
EV charging coordination in their work which involves a distributed charging control
system. They have also proposed algorithm for distributed EV charge scheduling
considering the various perspectives of grid operators, aggregators and EV users
[2]. A similar work can be seen in the research of Vishu Gupta and his team in
which they have worked on a decentralized charging management scheme for EV in
a multi-aggregator scenario, and their study was conducted in Jaipur, Rajasthan [3].

Various other researches have been done for coordination management of EV
charging facilities, William Infante and Jin Ma have worked in this aspect to analyze
the coexistence of multiple and varied charging facilities. Their model has shown the
capabilities of demand side management also [4]. EVs with conventional charging
strategies can result in undesired impact on distribution network; Yanchog Zheng
and his team have a contribution for analyzing CPMM and DDRM. The results show
variation in profits for the aggregator with the agreement price to reduce total cost
and maximize profit [5]. Yan Cao and his fellow researchers have worked to develop
an optimization technique with the help of mixed integer linear programming model
to overcome the uncertainty in the market price of electricity for the aggregator and
to promote its profits and better charging and discharging scheduling strategies of
Evs [6].

In [7], a system is proposed as a coordination model based on a marginal price
strategy to coordinate between EV charging system and aggregator. This model
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also claims to have 78.3% reduction in total cost for EV charging. EV and EV
charging system are also coordination based upon user’s selection of the route.
Governments now place a high premium on energy efficiency due to the rise in
global electricity usage. The efficient integration of a significant penetration of elec-
tric vehicles (EVs) into the energy markets has so received attention. Solanke et al. [8]
offers an evaluation of various EV aggregator strategy options. The smart charging
approach suggested in a prior study is taken into consideration in this analysis. The
smart charging method takes user preferences into account and uses charging power
rate modulation. This study simulates the impact of various tactics using a case
study of a distribution system from the Ecuadorian city of Quito. The expenses of
EV aggregators and technical circumstances are assessed while various actions are
simulated.

The transition from traditional fossil fuel-powered vehicles to zero or extremely
low tailpipe emission vehicles is now taking place in the global transportation sector.
A suitable charging station (CS) infrastructure, information technology, intelligent
distributed energy generating units, and supportive governmental regulations are
needed to achieve this shift. The purpose of [9] was to discuss the important consid-
erations that must be made while designing the infrastructure for electric vehicle
charging stations. The report also discussed important research and advancements in
planning and technology that are being made to improve the architecture and effec-
tive administration of charging station infrastructure. It discusses the current state
of innovations for electric vehicle charging stations in India. The study specifically
offered a critical analysis of the research and improvements in the infrastructure of
charging stations, the issues it raises, and the ongoing efforts to standardize it in order
to assist researchers in addressing the issues.

3 Development of the Model for Feasibility Analysis
of V2G Operation in India

In this section, a basic simulation model is studied for V2G enabled operation using
existing conventional and renewable resources and infrastructure. The simulation
is being performed on HOMER Pro software. Here, the model is based upon the
resources available in Greater Noida, Uttar Pradesh, India.

3.1 Component Information

For the design of the aggregator setup, several resources have been taken into
consideration. The list of the resources is as follows:

The grid of 500 KW capacity, a diesel generator of 100 kW capacity, a solar PV
system (generic flat plate PV array) of 1 MW, a Li-ion battery for energy storage of
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200 KW, a converter for PV system and a battery are connected to a DC bus. A 700
KW (peak) electrical load representing EVs is charged at the aggregator charging
station.

3.2 Simulation Model

See Fig. 1.

3.3 Feasibility Analysis Objectives

The main objectives of this study are:

e To find out if V2G operations using Evs are carried out with the existing
infrastructure, what will be the impacts of this.

e To analyze if we need an additional infrastructure in our country for EV
penetration.

e To find out whether V2G operations can be a feasible solution for demand side
management.
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4 Mathematical Model for Cost Minimization of V2G

Enabled EV Charging in a Car Park

15

Since EVs can be used as reserve energy storage, a car park model has been
designed for V2G activities. Modeling and control framework has been built-up
which includes key factors such as charging, discharging, battery degradation costs,

driving probability, feed in tariff, V2G rebates, and vehicle SoC.
Electricity Cost Model

By taking u(#) as the charging status of the electric vehicle at time t such that
u(t) = 1 while charging; —1 while discharging; 0 while disconnect.

Total electricity cost (C) has four components:
i.e.,

C = Ccharging_ Cdischaging + Closs_ Crebate

Now define a function S.
S(x) = Iwhen x > 0; 0 when x < 0.
Charging cost:
tf
Ccharging = fp * S(u(r)) * Peydt

to

where p = price of electricity and P., = EV charging power.
Discharging Cost:
tf
Cdischarging = /CI * S(—M(t)) * Pevdt

to

where g = feed in tariff.
Battery Degradation Cost:
tf
G = [ D1 (St + SC-u(t) * Pui

to

where D, = battery degradation cost.
Rebate Cost:

tf
%m=fﬂ*%*ﬂﬁmmt

to

(1

@)

3)

4)

®)
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where P, = rebate price of electricity.
Putting values of (2), (3), (4), and (5) in (1)

tf
C= Pev/[p* S(®) —q* S(—u(®) + Dr * (S)) + S(—u@®)) — Pr+ S(—u())]dr

to

Total Charging Cost Considering EV Plugin Probability:
For a fully charged EV if max driving distance is d,,x and after driving it over a
distance d

SoC =1 — da/ dmax (6)

Considering probability P; corresponding to driven distance D; for M number of
drives, the decrease in SoC for each travel possibility after each drive will be

M
ASOC = (P / dma) Z D P (7)
Jj=0
Here, P will be the probability of EV driving out of the car park so the probability

staying inside the car park will be (1 — P).
Now, the total electricity cost of one EV will be:

Ctotal

if
=({0-P)x* P@v/ [p* Sw@®)—q* S(—u(®)) + Dy * (Sw(?)) + S(—u(?))) — Pr* S(—u())]dt
to

When multiple EVs are connected in the car park, the total cost will be the sum
of costs for each EV, i.e.,

N
i
Ctolal = } Ctotal
i=1

Here, N is the number of EVs in the car park.

5 Firefly Algorithm

One of the new metaheuristic algorithms for optimization issues is the firefly method.
The flashing behavior of fireflies inspired the algorithm. Randomly produced solu-
tions will be treated as fireflies in the algorithm, and their brightness will be assigned
based on their performance on the objective function. A firefly will be drawn to a
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brighter firefly, and if there is no brighter firefly, it will move randomly, according
to one of the algorithms’ principles.

Attractiveness, randomization, and absorption are the three parameters that govern
the firefly algorithm. The attractiveness parameter is calculated using exponential
functions and is based on the light intensity between two fireflies. It employed
the idea of how the light of individual fireflies pulled them together, as well as
an unpredictability aspect, to encourage participation.

6 Optimization Implementation Procedure of the Proposed
System

Considering a car park of typical office area with 50 eV charging slot for this case
study. Use of electricity is done for working hours only, i.e., 9 am to 5 pm. Taking
TATA Nexon EV as an example whose maximum driving distance at full charge is
312 km. Maximum SoC is taken as 1.00, and min SoC is taken as 0.00. Final SoC at
the end of the day should not be less than 0.7. It takes around 10 h for a full charge
of its 30.2 kwh battery. Charging power is 3.2 kw with onboard charger. Level 2
chargers are being used which are also known as industrial chargers having a voltage
level of 220-240 V, and they are generally used at public charging stations.

Rebate price is selected as Rs 4.53/kwh (15% of usages in UP for FY 2019-20).
FIT is chosen at Rs 7.0/kwh. Battery degradation cost is taken as Rs 3.40/kwh. Price
of purchasing power from Grid in UP is Rs 7.70/kwh. Number of drivings for each
EV during working hours is taken either 0, 1 or 2. Possible driving distances are
taken as 1 km, 2 km, 3 km, 4 km, and 5 km. Corresponding values of P; are 0.47,
0.23,0.13,0.12 and 0.05 and P is 0.21.

7 Results

7.1 Feasibility Analysis of the Proposed System Using
HOMER Pro Software

From the simulation model results, following points can be concluded:

EV penetration in India can be increased while dealing with the energy crisis
simultaneously using the V2G technology. The results show that using the existing
power system infrastructure V2G operations can be carried out. The power selling
capacity of the system is found to be approximately two times of the total power
purchased from the grid. 99.5 percent of total energy consumption is supplied by
the renewable resources. So, it may also be concluded that V2G will promote clean
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Table 1 Tabular representation of HOMER Pro simulation results

Parameters NPC Operating cost Initial capital Renewable fraction (%)
Case 1 322,058 %1388 340,000 99.5
Case 2 322,071 31388 340,019 99.5
Case 3 322,566 1372 340,300 99.5
Case 4 322,628 %1374 340,389 99.5
Case 5 325,890 %1478 345,000 99.5

energy while dealing with the energy shortage at the same time. Table 1 gives the
NPC of different combination of sources, and we can find the best NPC in case 1.

7.2 Cost Optimization Results Using MATLAB/Simulink
Software

The following graph (Fig. 2) gives the relationship between EV initial SoC and their
charging costs when the system is unoptimized.

For an unoptimized system of car parks with V2G technology, we can see the
graph tends to depict costs in opposite direction because of the selected SoC of
0.7 above which the V2G service will take place and the effective cost will include
charging/discharging costs, FITs, and rebate prices. Since all these factors contribute
to the EV user’s profit and not only the charging cost, the total cost during the charging
phase, i.e., below 0.7 SoC, shows decreasing characteristics and tends to zero when
it is close to 0.7 SoC, because the more SoC is close to the threshold SoC, the less

10 X 032 1
Y. 8636

Cost of Charging & Discharging (KWh)

Indtial SoC

Fig. 2 Comparison of total charging/discharging cost w.r.t. EV SoC for an unoptimized system
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Fig. 3 Results for best cost search for charging/discharging in an optimized system using firefly
algorithm

charging is required, while the effective cost during the discharging phase, i.e., above
0.7 SoC, is of the opposite nature (increasing characteristics). A total number of 1000
iterations have been taken into consideration for this study (Fig. 3).

The application of firefly algorithm clearly brings down the charging costs and
enhances the discharging costs also. So, we can conclude that the implementation of
the firefly algorithm in this case will bring down EV charging costs and maximize
EV user benefits.

8 Conclusion

For smart EV car park systems, a control approach for EV charging and discharging
is proposed in this paper. The goal is to reduce the cost of car park power by managing
charging and discharging activities in which electric vehicles are parked. The possi-
bility of V2G advantages has been suggested by detailed modeling studies. However,
various aspects, such as the battery capacities, play a role. The cost of degradation,
the rebate price, the FIT, and the electricity price, etc. have also been considered. The
primary variables that might encourage V2G are thought to be battery performance.
The government’s strategy and grid company subsidies, for example, will have an
impact on EV consumers’ decisions for V2G involvement.

First of all, V2G operation feasibility in India is analyzed using HOMER Pro
software based on the power and energy infrastructure of the city of Lucknow, Uttar
Pradesh. It has been found that V2G operation will have positive impacts on the grid,
and it will also involve the possibility of optimum use of renewable energy sources.
Secondly, cost optimization for an EV car park with V2G enabled EV operation
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is done using MATLAB software by firefly algorithm. Total financial benefits have
been seen to increase using firefly algorithm for the EV car park.
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Piezoelectric Sensors for the Conversion )
of Noise Pollution into Electricity L

Arunesh Kumar Singh, Shahida Khatoon, and Kriti

Abstract The use of piezoelectric sensors for noise pollution energy conversion is
presented in this paper. Noise pollution is waste energy in the environment that has
the potential to get converted into electrical energy using suitable energy conversion
techniques. Piezoelectric sensors such as PZT and PVDF thin film have very good
power density and stability for the low-frequency weak vibration/pressure signal.
Therefore, piezoelectric materials are found suitable for the conversion of noise
pollution into electrical energy. Proper amplification and rectification can increase
the electrical energy level at the output, and the power management unit can provide
storage of the electrical signal. We have also reviewed various energy conversion
models and impact of the vehicular noise pollution on human health.

Keywords Noise pollution * Energy conversion - Piezoelectric sensor + PZT *
PDVF film - Vehicular noise

1 Introduction

The energy conversion from waste energy to useful energy has been generating much
more interest in recent years. The natural dissipated energy such as solar energy,
wind energy, fluid flow, temperature gradient, and human motion can be converted
into a valuable form of energy that can be collected and supplied to the grid or
directly used for running small appliances. Wireless sensor network (WSN) is a
wirelessly interconnected network of sensors where the sensors collect data from
remote locations and interchange the gathered information. With the development
of wireless sensor networks for various applications, such as biomedical devices,
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RF remote sensing, health care monitoring, etc., the challenge is to fulfill the energy
requirements of sensor nodes. These sensor nodes are microsensor that only requires
a micro-level of power. This novel noise pollution energy converter can fulfill the
energy requirement of these remotely located microsensors and help to make them
self-sufficient [1].

In the last decade, the field of micro-electromechanical system (MEMS) devices
has been developed with rapid growth. MEMS devices are micro-sized structures,
incorporating electronic circuitry with the mechanical system. MEMS devices can
be utilized in various applications in WSN as sensor nodes. With the advancement
in IC technology in recent years, it has been possible to process, amplify, and retain
low-level energy signals and fulfill power requirements for energizing micropower
sensors. In the present times of the Internet of things (IoT) and artificial intelligence
(AI), the self-sufficient micropower generated by MEMS devices can provide a better
alternative to rechargeable lithium batteries in implantable devices and a solution to
its high cost [2].

1.1 Impact of Noise Pollution on Human Health

Environmental pollution means contamination in the environment. Contamination
may be due to manmade activities or natural occurrences. Environmental pollution is
mainly categorized as water pollution, soil pollution, air pollution thermal pollution,
noise pollution, and radioactive pollution [3].

Noise pollution is one of the most significant types of environmental pollution and
is hazardous to human and animal beings. The high-level sound generated by human
activities is sometimes detrimental and called anthropogenic noise. Anthropogenic
noise may lead to sleeping problems, chronic stress, blood pressure fluctuation, and
other issues in humans. Natural habitat reduction, anxiety, masking, and communi-
cation breakdown are problems caused by noise pollution among animals and birds.
Sources of noise pollution are traffic activities on the roads, ships in the ocean,
and air traffic caused by aircraft. Along with this, commercial and industrial activ-
ities are also the major source of anthropogenic sound. In the world of technology,
modernization and urbanization come along with noise pollution [4, 5].

Noise is an undesirable state of sound. Any acoustic signal can be a noise signal if
it is annoying. Loud music can be entertaining for some people but not for all. Noise
is based on perception. For example, hummingbirds and rainfall can be smooth and
loving to some but not for all. The sound signal is basically a varying wave of
air pressure. Human hearing ability discriminates noise from the sound perceived.
Sound pressure level (SPL) meter is used to determine the loudness of the sound.
The measurement unit of SPL is given in dBA where A refers to the A-weighted
frequency filter. Mostly, A-weighting frequency filtering is used in SPL meter rather
than C-weighted and Z-weighted because its frequency response is quite similar to
the frequency response of the human ear. 60-65 dBA SPL is comfortable for the
human ear but any level beyond 70-75dBA may cause noise pollution [6].
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1.2 Potential of Noise Pollution

Figure 1 shows the sources contributing to noise pollution. Among the sources of
noise pollution, it is found that traffic noise contributes the most. In the industries, the
level of noise may be high enough to harm, but usually, safety guards are provided to
workers. Also, such industries are located distant from the urban area. In the urban
area, the noise level surpasses the noise limit recommended by Central Pollution
Control Board (CPCB). This noise level affects people and results in stress, strain,
and other disorders. Figure 2 shows the permitted noise levels by the World Health
Organization (WHO) and Australia, Japan, the United States, and India, respectively
[7].
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It can be observed from Fig. 2 that a comparatively higher noise level is allowed
in India; still, noise pollution in India goes beyond the prescribed limit. In the official
Website of Uttar Pradesh Pollution Control Board, the noise pollution data is available
till March 2020. Consolidating the data for year 2019 for Noida, Uttar Pradesh, it is
observed that the noise quality of the city is beyond the prescribed limit. Figure 3
shows the consolidated noise in the year 2019 for Noida city, Uttar Pradesh with
respect to the standard permissible noise limit by the government authorities [8].

From the above data, it is observed that the noise quality in the city is not under the
prescribed limit except average noise recorded at night in the industrial area. Hence,
this quality of noise can be harmful to human beings.

2 Piezoelectric Sensor for Noise Pollution Energy
Converter

In the year 1880, the principle of piezoelectricity was invented. An experiment
was performed by two French scientists to observe the change in electric poten-
tial when piezoelectric substrate deforms. Piezoelectric materials are found to have
better response and stability for mechanic-electric power conversion as compared to
electrostatic and electro-magnetic systems [9].

Figure 4 shows the basic piezoelectric module to convert mechanical vibrations
impacting on the y-axis into a small electric charge developed in the x-axis direction.
This effect is called the piezoelectric effect [10]. Figure 5 depicts the commercially
available PVDF film with and without attached proof mass.

A very thin layer of PZT material, for example, zirconate titanate or polyvinylidene
fluoride (PVDF) thin film is placed between the upper and lower electrodes. Graphene
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Fig. 4 Basic MEMS Upper electrode
piezoelectric converter
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Fig. 5 Commercial
available PVDF film with
and without proof mass
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material and metal are found to have outstanding electrical and thermal conductivity.
Silicon base is attached as a proof mass for the adjustment of the resonance frequency
to match with the frequency of the input acoustic signal. The resonance condition
will help to attain maximum output power. Thin-film PVDF device can induce 7.6
V. when exposed to a 105 dB acoustic signal [11]. The following are the set of
equations for piezoelectric material according to the definition in IEEE standard on
piezoelectric.

Di = 6,‘ij =+ El-s;»Ei (1)

E

S; — e;E; )
where T is stress given in N/m?2, S; is mechanical strain, E; is the electric field, D; is
the electrical displacement, Cg is elastic stiffness constant, 8isi is permittivity under
unit strain S, e is the piezoelectric constant [2].

The piezoelectric transducer works in two modes, such as d3; and d33. In d3; mode,
the electric charge develops in the perpendicular direction of pressure applied. In d33
mode, the electric charge develops in the parallel direction as a pressure signal is
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applied. Figure 4 represents the d;; operating mode of the piezo sensor. Using a
piezo sensor in ds3 mode, it can provide high sensitivity and open-circuit voltage.
This mode is suitable for PZT material as a piezo sensor. Acoustic energy-based
energy harvesting requires the d3; mode of the piezoelectric transducer as shown in
Fig. 4.

A piezo sensor when placed under stress, a force exerted is given by F = JA,
where § is the stress, and A is cross sectional area of the PVDF film. Total work done
is given by

Wp = FAl = 2p*5A/ 1, 3)

where p is the pressure signal amplitude and Al is the change in piezo length.
Electric charge induced by the piezo sensor can be given as

Q= d31EA€ (4)

where d3; is the piezoelectric constant, € = Al/l is the strain.
Energy stored in the capacitor (C) is given by

Wes = Q%/2C )

C = ¢g4A/t,

where ¢, is permittivity of the piezoelectric sensor
Total stored energy Wegg is given by

Wes = (1d5,E*¢*A) / 2e, (6)
Efficiency of energy conversion is given by

n= Wgs/Wp

n = (I5d3 E*e*)/(4eq4p*S) (7)

3 Role of Resonator as Pre-amplifier

Simply a piezoelectric transducer is not sufficient to generate electrical output alone.
Low vibration energy of the noise pollution can be amplified before being processed
by a piezo sensor using a resonator module.
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Fig. 6 Simple resonator

Signal entrence
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A simple resonator module is shown in Fig. 6. In the resonator module, the
piezo sensor is placed inside the cavity. The instance when the incoming vibra-
tion frequency matches with the resonance frequency, high output is generated that
results in more output power. Using Helmholtz’s formula, the resonance frequency
is given by

C 452

fe =50\ @i a0

®)

where fr is the resonance frequency, c is the sound velocity, r is the radius of cavity
entrance, d = diameter, ¢ = thickness of cavity, and k is constant [12, 13].

4 Noise/Sound to Electric Energy Conversion

The block diagram of noise pollution energy converter is shown in Fig. 7. Noise
pollution signal gets amplified before reaching the piezo sensor in the resonator cavity
utilizing the resonance phenomenon. Piezo sensor converts it into a low electrical
signal which further gets rectification and amplification. Super-capacitor or battery
can be used for energy storage [14—16]. It is found from prior research that the low
acceleration vibrations of train tunnels can harvest up to 395 micro-joule energy.
78 dB SPL signal could generate 26.7 mV RMS voltage and an SPL signal of 100 dB
can provide 1.148 mW power with a setup of four PZT plates [17].

5 Practical Model of Noise Pollution Energy Converter

Figure 8 shows the circuit simulation of the noise pollution energy converter. The
AC voltage source along with the dependent current source represents the PVDF
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Fig. 7 Block diagram of noise pollution electric energy converter

film. An amplifier circuit based on LM-324 operational amplifier is used here in
non-inverting configuration. Arrangement of resistors and capacitor is similar to the
breadboard circuit. We have observed that a single PVDF film produces average
voltage as depicted in Table 1.

We have simulated the noise pollution energy converter circuit on NI Multisim
software as shown in Fig. 8, for various voltages produced by PVDF film as shown
in Table 1.

It is observed from the output waveform shown in Fig. 9 that 25.1 V RMS voltage
and 20.2 mA RMS current have been converted from an input RMS voltage of

Fig. 8 Circuit simulation of noise pollution energy converter on NI multisim

Table 1 Voltage produced by

single PVDF for different S. No. | Noise SPL level (in dB) | Voltage produced by PVDF

in mV
noise pollution level (in mV)
1 76 30
78 35

80 40
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14.1 mV and 28.3 mA RMS current at a constant frequency of 50 Hz. The overall
output voltage and current data observed for various input noise pollution level are
depicted in Table 2. We can conclude that the circuit converts the noise pollution
into electrical energy and raise the voltage level to a significant level that is suitable
for various low power application. The efficiency graph is observed between output
voltage and noise pollution level which is shown in Fig. 10.

For the simulation of piezoelectric sensors, there is some finite element simulation
(FEM) software such as ABAQUS, COMSOL, and ANSYS multi-physics available
in the market. ABAQUS is mainly used to simulate piezoelectric devices for sensor
and actuator applications. The advantage of ABAQUS is its user-friendly interface
and effective treatment for nonlinear systems. The limitation of ABAQUS is in the
simulation of a coupled electromechanical system which is possible to simulate using
ANSYS and COMSOL software [18, 19].
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Fig. 9 Output waveform for the circuit simulation shown in Fig. 8

Table 2 Overall circuit response for various level of noise pollution

S.No. | Noise pollution | Input voltage | Input current | Output voltage | Output current
level (in dB) (in mV) (in mA) (in'V) (in mA)
76 10.6 21.2 214 15.0

2 78 12.4 24.7 234 17.6
80 14.1 28.3 25.1 20.2
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Fig. 10 Efficiency plot between output voltage versus noise pollution level

6 Conclusion

The noise pollution energy converter has the potential to act as a micropower gener-
ating system. With the development of an energy harvesting module, it has become
possible to convert approximately 80 dB noise signals into microwatt power signals
utilizing d3; and ds; modes of piezoelectric sensors. The level of the electric output
signal can be increased further utilizing resonance and power electronics circuits
such as instrumentation amplifiers and power amplifiers. The mechanism of noise
pollution energy converter utilizes noise pollution which is inevitable to make devices
self-powered and sustainable. This technique can be applicable for wireless sensor
network in the field of E-health monitoring and biomedical implantable devices, i.e.,
cardiac pacemakers, insulin pumps, and neuro-stimulators. The noise pollution-based
energy converter can be placed roadside near the traffic signal to provide electricity
to power the traffic light and surveillance system.
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Implementation of Single-Phase )
Cascaded Seven-Level Inverter Chack or
with Non-isolated Converter

C. Dinakaran and T. Padmavathi

Abstract This article proposes an inventive cascaded H-bridge single-phase multi-
level inverter over a minimal portion based on switches used in favor of solar photo-
voltaic (PV) utilization. Multilevel inverters (MLI) persist consistently on behalf of
the energy innovation system’s capability to sustain immense power, including power
quality challenging operation. This article proposes to designate a modified cascaded
seven-level inverter topology intended as a nearly sinusoidal output voltage, minor
numbers of energy switches, reduced complexity, and diminished total harmonic
distortion. The design is simple with accessible to develop higher levels. However,
its gate driver circuits are still interpreted considering the number related to access
switches being depreciated. The pulse width modulation system operates over the
multicarrier system to generate the power switches’ gating signals. This competence
remains accomplished through analyzing the expected topology over the traditional
topologies as the primary investigation point, demonstrating the competent certainty
of the suggested topology through unique access in propagating voltage levels for
a seven-level inverter over simulation, proving MATLAB/SIMULINK, PROTEUS
results.

Keywords Cascaded H-bridge MLI - Pulse width modulation (PWM) inverter *
Solar PV system + Modified MLI - Total harmonic distortion (THD)
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1 Introduction

At present, non-conventional energy utilization obtains higher favorable well-
adjusted [1] efficiency and environmentally. The solar photovoltaic (SPV) compro-
mise sustains preserved, clean, decisive non-conventional energy resources [2] during
the further use of zero fuel imputation [3], no expressive competence, inferior oper-
ational regulation, ultimate dependent protection with the expanded investigation
[4]. The particular points of consequence frame the exhaustion of SPV in a different
situation more in off-grid design [5]. Multilevel inverter terminology is substantiated
during universal exploration recognition over the researcher with front-end enterprise
in a particular intermediate along with high energy appliance [6] because of their
suitability to produce an enormous condition of output waveforms [7], condensation
switching stress completed the switches counting decided to switch frequency [8].

The current document promotes a narrative single-phase grid-associated MLI
with a PV panel during an enhanced converter, using a substitute for DC resources
in MLI [9]. The proposed technology needs fewer switches while interconnected to
the critical appearance of MLI [10]. A cascaded multilevel inverter is a variety of
contribution voltage sources through output voltage levels be located taking place the
implication [11]. The existing inverter grouping is output voltage obtained initiation
special input voltage connection with the renewable power utilization [12].

The exploration of cascaded multilevel inverter during switching states of a seven-
level inverter is extensive in Sect. 2. The modes of procedure for customized topology
are exhaustive in Sect. 3. The outcomes along with analysis are analyzed in Sect. 4.
The outcome is correlated in Sect. 5.

2 Cascaded H-Bridge (CHB) MLI

2.1 Cascaded Seven-Level Inverter

CHB inverters are multilevel inverters that comprise a sequence complex of two or
more single-phase CHB inverters. Every CHB interacts with three voltage source
phase legs, supposing that the line-line voltage endures the converter output. Conse-
quently, a distinct CHB converter is proficient in attaining three different voltage
levels. Every segment acquires two reachable switching states to prevent the DC link
capacitor from short-circuit. Figure 1 illustrates three H-bridges connected through
its series, with an estimated appearance of its potential creature’s four-level output
voltages. The complete converter output voltage obtains excessively ornamented,
generating seven differential voltage levels. In typical conditions, as of » CHB in
series, 2n + 1 different voltage levels continue to be attained through an eventual
output voltage of nVdc.
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2.2 Projected Seven-Level Cascaded H-Bridge MLI

This exertion, projected CHB seven-level inverters together in sequence, requires
similar DC input voltages. A cell’s suitable assortment of voltage asymmetry can
embrace fabrication at various voltage levels measured by diminishing replication.
As shown in Fig. 2, an asymmetry when an unconventional voltage ratio of 1:3
destined to facilitate a 2-cell cascaded H-bridge (CHB) has headed for recognition
seven levels expert for the period of a 2-cell CHB in Fig. 1.
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Fig. 2 Designed seven-level
cascaded H-bridge MLI

3 Modes of the Process of the Designed Technique
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The switching development of a seven-level inverter is defined in Table 1. The
production levels continue unidirectional among CHB, altering the production by
bidirectional. The output waveforms of the cascaded H-bridge acquire seven levels,
as endorsed in Fig. 2. Switches such as S, and S; are ON through all during the

negative half cycle, S; and S, are ON in the CHB MLI.

Appropriate switching relating to the inverter can yield seven output voltage
levels (V4c/3,2V 4e/3, Ve, 0, =V /3, =2V 4./3, — V4. ) origination the DC contributes

voltage.

Where ‘0’ is OFF and ‘1’ is ON. Table 1 projects the switching progression to
extend seven output voltage levels (V4c/3, 2V 4./3, Ve, 0, =V ae/3, =2V /3, — Vo).

Table 1 Production voltage present to the switches ON—OFF position
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4 Results and Discussion

4.1 Proposed Arrangement Simulation Results

The designed arrangement furnished in Fig. 3 over MATLAB/SIMULINK environ-
ment terminated the SIMPOWER arrangement toolbox with output waveform as
demonstrated in Fig. 4. Moreover, THD is also characterized in Fig. 5, % THD of 7
level CHBMLI is 9.40%.

The percentage reduction of THD using 7 level modified MLI when compared to
5 level modified MLI is indicated in Table 2.

o - Discrete,
Ts =5Se-005s

=

§

— Voltage (Vaolis)

"

01
— 3 Time (ms)

Fig. 4 Productivity voltage intended as designed cascaded H-bridge seven-level inverter
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Fig.5 THD intended in ~ FFT analysis
favor of designed cascaded Fundamental (50Hz) = 602.9 , THD= 9.40%
H-bridge seven-level inverter

Mag (% of Fundamental)

0 5 10 15 20
Harmonic order

Table 2 Comparison .

between modified MLI S. No. Voltage level No. of switches % THD
1 5 6 11.91
2 7 7 9.40

4.2 Proposed Arrangement PROTEUS Setup

Proteus is one of the great conventional simulators. It conserves used to construct
all circuits on stimulating fields. It is symmetrical through promoting the graphical
user interface to constitute probably correlated to the substantial prototype panel, as
depicted in Fig. 6. Further, it also preserves the waveform to produce printed circuit
boards, as demonstrated in Fig. 7.

5 Conclusion

This manuscript has projected the designed cascaded H-bridge MLI over limited
power switches in MATLAB/SIMULINK and PROTEUS software demonstration.
The single PWM arrangement declines the complexity in the pulse generation
periphery, including reducing the THD with a better power factor, this is because of
reducing the number of switches in the present CHB 7 level inverter. Suitable for the
distinctive presence, the suggested topology is executive to the conventional method.
Thus, single PWM is conveniently used for the recommended MLI. Multilevel
inverters consist of a developed initiatory, a developing technology against a well-
identified, attractive intermediate voltage constancy, and immense power utilization.
The device’s extended enhancement, including industrial operation, progress firm-
ness contemporary challenges with convenience through stimulating further develop-
ment of cascaded H-bridge MLI technology. The simulation outcome in engagement
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Fig. 6 Expansion of designed cascaded H-bridge seven-level inverter in PROTEUS

Fig. 7 Output voltage for scheduled cascaded H-bridge seven-level inverter
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well at the time subsequent PROTEUS. This layout is anticipated to be immensely
convenient in immense power utilization.
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An Adaptive and Efficient VSC-MTDC )
Controller for DC Voltage Regulation ek
and Frequency Stability in AC Network

Ashima Taneja, Radheshyam Saha, and Madhusudan Singh

Abstract In modern power systems, application of VSC-based multi-terminal high
voltage direct current (mVSCHVDC) technology is showing a growing research
interest with significant power infeed from various renewable energy resources. In
effect, mVSCHVDC grid coupled with AC systems enables to enhance controlla-
bility, reliability, and voltage-frequency stability of interconnecting networks with
an enabling scenario for flexible sharing of energy reserves in power markets
among the AC networks. The research reveals that during a frequency excursion
in an AC-system, dual-droop control strategies, i.e., power and frequency droops in
mVSCHVDC exhibit limited frequency support capability due to negative impact
of DC voltage droop. Also, frequency deviations in the healthier networks are held
responsible for limited power support from dual-droop controlled mVSCHVDC. In
order to have adequate frequency support from mVSCHVDC grid, a new adaptive
dual-droop converter control strategy is proposed in this paper that makes a paradigm
shift in mVSCHVDC control from the earlier principles reported. Also, it nullifies
the impact of DC voltage droop and impact of frequency deviations as well in other
networks on the frequency support capability of the converter control. The effective-
ness of the proposed control is justified and demonstrated by triggering a significant
load increase event in one of the AC areas of a five-terminal mVSCHVDC system
simulated on MATLAB/Simulink platform.

Keywords Dual-droop + Droop interaction + Communication-free support

1 Introduction

With several favorable control characteristics presented by VSC-HVDC technology,
it has become a preferred choice for configuring multi-terminal high voltage direct
current (mVSCHVDC) grid networks [1]. Such an integration of various far-located
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converters into acommon HVDC grid increases overall reliability by offering conve-
nience of power flow on different transmission paths. Also, mVSCHVDC systems
allow prosumers or consumers-suppliers to have multiple choices for power trading.
In addition, such DC grids can be enabled to enhance system security by allowing
sharing primary reserves among their integrated AC networks [2].

Existing literature demonstrates the methodology for mitigating frequency excur-
sion via mVSCHVDC systems by utilizing spinning reserves of the intercon-
nected healthier AC networks [2-7]. A dual-droop control technique using DC
voltage—power-frequency droop has been proposed in [2] for bidirectional control
of converters constituting mVSCHVDC grid so that integrated AC-DC grid can
maintain its DC voltage stability as well as participate in mitigating frequency
excursion issues of the interconnecting AC networks. However, limited frequency
support is provided by the dual-droop control technique due to opposite impact
of DC voltage droop on frequency droop. A correction factor for frequency droop
coefficient has been proposed in [3] so that the impact of DC voltage droop on
frequency droop can be neutralized. However, it is based on the assumption of negli-
gible frequency deviations in supporting networks. In [4], it is proposed to exercise
only power—frequency droop of dual-droop controller in VSC interfaced AC areas
undergoing frequency disturbance. But such demarcation is based on rate of change
of frequency (RoCoF) for differentiating disturbed and supporting networks, which
becomes ambiguous if a severe frequency excursion occurs. Application of an inertial
droop in respect of RoCoF along with the dual-droop control strategy in converter
control of mVSCHVDC system has been proposed in [5], but it does not consider
the interactions among the droop. But it involves additional requirement of electrical
parameters to be communicated to converter control instead of performing local
measurements. An improved dual-droop control technique has been proposed in [6]
to reduce the negative impact of DC voltage droop but it has the same complexity of
communicating the required parameters same as that of [5]. [7] proposes a non-linear
dual-droop control for mVSCHVDC but has limited active power support capability
due to mutual interaction among the droops. [8, 9] proposes an interaction-free dual-
droop control technique for bipolar-configured VSC-MTDC system which uses P-
V 4c droop control at one pole and P-f droop control at the other. Although, better
frequency regulation can be obtained with respect to traditional dual-droop control
[2], but it requires a dedicated slack converter in the grid for power balancing. Also,
AC area with this slack VSC is also not allowed to withdraw frequency support
from the MTDC grid. Few papers [10, 11] suggest to use electrostatic energy stored
in station capacitors for frequency regulation. But, for appreciable support to be
withdrawn, it requires use of either extra high DC transmission voltage or super
capacitors.

The research work formulated in this paper makes an attempt to improve the
efficiency of frequency support achieved from mVSCHVDC grid by proposing an
adaptive dual-droop control technique for grid converter terminals with intercon-
nected AC networks participating in maintaining DC voltage and frequency stability.
The proposed control aids in nullifying the opposite impact imposed by DC voltage
droop on the frequency droop. And, it eliminates the negative impact of frequency



An Adaptive and Efficient VSC-MTDC Controller for DC Voltage ... 43

deviations (occurring in the supporting networks) upon the frequency support taken
by the disturbed network from the DC grid. It is worth noting that the proposed work
relies only upon local measurements and is, thus, reliable over the communication-
based frequency support techniques proposed in the literature [5, 6]. Factoring the
above, adesign, simulation, and modeling for a five-terminal, mVSCHVDC grid have
been carried out on MATLAB/Simulink platform for bringing forward efficiency of
proposed work over traditional techniques.

This paper is outlined as: Sect. 2 presents the inefficiency of frequency support
obtained from mVSCHVDC grid controlled via traditional dual-droop control tech-
nique. Section 3 presents the proposed control technique for obtaining enhanced
frequency support. Section 4 presents the system configuration and provides the
results obtained in case of frequency contingency. This paper is concluded in Sect. 5.

2 Dual-Droop Control for Multi-terminal HVDC Grid

The generation of reference direct-axis converter current (i") for the dual-droop
control used with standard vector current control is shown in Fig. 1. p,, as DC voltage
droop and, py is the power-frequency droop coefficient, for ith VSC of an n-terminal,

Pysei = P\;ksc,i + pv.i(Vd*c,,‘ - Vdc.i) — Pfi (fl* - fz) (2.1)
Considering a load/generation unbalance in ith AC network,

Avacj.pu = )Of.i-Afi.pu - pv.i~AVdc4i.pu (2.2)

Adding the power deviation of all the n-converters,

n n n
Z Avac.i.pu = Z pf.i'Afi.pu - Z pv.i'AVdc.i.pu (2.3)
i=1 i=1 i=1

To Inner
Current
Control

Fig. 1 Generation of i;” using the dual-droop control for grid converters
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Assuming negligible losses along with equal DC voltage deviation,

; i Afipu
AVie pu = le:lff—'f'l’ 2.4)
Zi:l Pu.i
Substituting (2.4) in (2.2) and rearranging,
Pu.i Pu.i .
Avac.i.pu = pf.i-Afi.pu 1- — T . Z pf.j-Afj.pu (2.5)

n
Z Pu.i Z Pu.i /:1
i=1 i=1 J#

Thus, change in power deviation made by the disturbed VSC depends on its local
frequency deviation (Af’ ) and the two droop coefficients and frequency deviations
occurring in other (supporting) areas (Af),,). Ideally, change in power flow made
by ith VSC:

AI:)vsc.i.pu.ideal = pfj'Afi.pu (26)

But, actual change in converter power flow for such excursion is given by (2.5),
so that,

n
Avac.i.pu.actual = Avac.i.pu.ideal(l - ki) - ki- Z pf.j-Afj.pu (27)
j=1
J#i
where k; = Zp—p It may be noted that subscript ‘i’ corresponds to disturbed AC
1 Pui
network while ‘j’ is for AC networks supporting the disturbed network, and the ratio
‘k;’ is always less than 1.
Also, from (2.6) that AP ; pu.acwat 15 lesser than AP . ; pyidear due to:

a. Degradation of APy ;puideal by factor ‘1 — k.
b. Impact of frequency deviation, Af; occurring in healthier areas while supporting
the disturbed network.

Thus, limited active power gets injected in to the disturbed AC network from
mVSCHVDC grid. For a VSC interfaced with the supporting network,

Avac.j.pu = )Of.j~Afj.pu - Pv.j-AVdc.j.pu (2.8)

But, for supporting VSCs, change in power flow is a result of local DC voltage
deviation,

Avac.j.pu.ideal = )Ov.j~AVdc.j.pu (2.9)
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Using (2.9) in (2.8),

Avac.jApu.actual = _(Avac.j.pujdeal - :Of.j~Afj.pu) (210)

Thus, power support offered by any jth network to the disturbed (ith) network via
mVSCHVDC grid gets lessened by the power withdrawn by the jth network in itself
in response to the frequency deviations, Af ,, occurring in it.

3 Proposed Dual-Droop Control Strategy

Since power deviation made by the disturbed VSCis opposite to that of the supporting
VSC, thus VSC controller can distinguish whether the interconnected AC area is
disturbed or supporting area considering no converter outages and also no request
for any power flow change, i.e., APy = 0. It is proposed that whenever converter
controller identifies a disturbed area and its frequency falls out of the dead-band
range, it should use

Py
P f.modified = 1—x (3.1

Since k < 1, thus, pfmedifies 1S more than pr. However, if the controller identifies a
supporting area, then it reduces its oy to zero and should exercise only its DC voltage
droop. This ensures supporting area is not withdrawing any power support while it
is supporting the disturbed area. Table 1 provides the droop coefficients for three
possible scenarios: steady state, supporting state, and disturbed state.

Thus, using Table 1, net change in power flow becomes

For disturbed VSC,

Avac.i.pu.actual = Avac.i.pu.ideal (32)

For supporting VSC,

Avac.j.pu.actual = _Apvsc.j.pu.ideal (33)

Tgble 1 Droop coefficients State of AC Steady state Disturbed Supporting
with proposed control for network—> state state
mVSCHVDC system
Py Retained as Retained as | Retained as
original original original
of Retained as Calculated Zero
original from (3.1)
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Check value
of frequency
(f) of local AC

If frequency is lesser than dead band AND
converter power is more than before?
OR

frequency is
with in dead

If frequency is more than dead band AND
converter power is lesser than before?

Retain orcina
g Yes ¢ o

coefficients Supporting
Py and Oy Disturbed mode detected.
mode detected. Put
Use pr=0
Pfmodificd

v

Fig. 2 Flowchart for selecting frequency droop coefficient in the dual-droop controller

Once frequency of the AC areas recovers back within the dead-band range, original
frequency droop coefficients are restored. The algorithm for selecting the frequency
droop coefficient in the proposed dual-droop controller is represented by flowchart
in Fig. 2.

4 Simulations and Result

Figure 3 shows the proposed configuration of five-terminal mVSCHVDC grid system
simulated on MATLAB/Simulink platform. All the three onshore converters are dual-
droop controlled (DDC). AC-DC systems parameters are listed in Table 2. VSC
associated with the wind farms are considered to be in constant power control (CPC)
mode.

Three distinct dual-droop control case studies are made:

Case-1: DDC-mVSCHVDC using desired values of py and p,.

Case-2: Modified DDC-mVSCHVDC using pfmodified-

Case-3: Proposed DDC-mVSCHVDC using the droop coefficients given in Table
1.

Simulink representation for selection of o by proposed controller at VSC-1 is
shown in Fig. 4. The frequency support offered by these three control schemes is
compared by initiating a load increase of 10% at t = 45 s, in ONG-1. Figure 5
shows frequency of three AC grids. With proposed control technique, frequency
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Fig. 3 Five-terminal mVSCHVDC system coupled with AC networks

Table 2 System parameters

System components Ratings

Onshore grids (ONG-1, ONG-2, and ONG-3)

Power generation in ONG-1, ONG-2, and ONG-3 1050 MW, 2100 MW, and 4200 MW
Governor droop and inertia time constant 0.05pu,32s

Onshore grid converters

pdc for VSC-1,VSC-2, and VSC-3 controllers 0.3,0.2,0.1
Frequency droop coefficient (pf *pqc) Desired value Modified value
VSC-1,VSC-2, and VSC-3 30, 20, 10 36.67, 27.5, 22

nadir is better (49.87 Hz) in comparison with the other techniques (49.72 Hz for
Case-1 and 49.59 Hz for Case-2). Although modified frequency droop coefficients
of (3.1) are used in Case-2 for negating the impact of DC voltage droop, still its
frequency nadir is worse than Case-1 in which no modification is applied. This is
because in Case-2, pymodificd (higher than desired) is used for all the VSCs (both
disturbed as well as supporting). As a result of which, the supporting VSCs could
only make limited power deviation as followed by (2.10). Thus, lesser amount of
power is inverted by VSC-1 in Case-2 as compared to Case-1. However, for Case-3,
since Pfmodified 1 used only for VSC-1 terminal along with its value being zero for the
supporting VSC terminals (VSC-2 and VSC-3), it enables to withdraw more power
from mVSCHVDC grid from supporting networks (ONG-2 and ONG-3). Figure 6
shows the power inverted by the three onshore converters of the mVSCHVDC grid.
As explained above, by using the proposed scheme, VSC-1 is able to withdraw more
power as shown in Fig. 6a with respect to other two cases. Also, inverted power by
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VSC-1 for Case-2 is lesser than Case-1 due to pgodiica being used for all VSCs
which are having higher values than their respective desired values.

Figure 7 shows local DC voltage deviation as observed at VSC-1. As higher values
are used in Case-2 as prmodified and also, its frequency drop being more (as shown in
Fig. 5) and as asserted mathematically by (2.4), the DC voltage deviation for Case-2
is more than the other cases. Deactivation of frequency droop for supporting VSCs
in Case-3 makes its DC voltage deviation least among the three cases.

From Fig. 6b, power deviation made by VSC-2 is maximum in proposed scheme
because only DC voltage droop is exercised by it while supporting excursion of
ONG-1. Thus, it is able to make power deviation as per its ideal value. Even though

Fig. 4 Simulink model for selection of p; by the proposed controller at terminal-1
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Fig. 5 Frequency of a ONG-1, b ONG-2, ¢ ONG-3 after applying load increase in ONG-1
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Fig. 6 Power inverted by a VSC-1, b VSC-2, and ¢ VSC-3 after load increase in ONG-1
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higher frequency droop coefficients are used in Case-2 than Case-1, still its power
deviation is more than Case-1. This is justified by higher DC voltage deviation of
Case-2.

From Fig. 6¢, power deviation made by VSC-3 is more in Case-2 than in Case-3
even though proposed scheme disables its frequency droop for supporting VSCs.
This is justified again due to higher DC voltage deviation of Case-2 than Case-3. At
the same time, power deviation of Case-1 is even higher than Case-2. This is because
in Case-1, desired values of frequency droop coefficients are employed which are
lower than in Case-2. Figure 8 shows py exercised by proposed controller. It can be
seen that modified (higher value = 36.67) is used for the disturbed VSC at terminal-1
only. Also, supporting VSC terminal-2 and VSC terminal-3 exercise only DC voltage
droop by making their frequency droop coefficient to O during excursion.

5 Conclusion

In this paper, a new adaptive dual-droop control technique for VSC- MTDC grid
has been designed for mitigation of frequency excursions in the interconnected AC
networks. It has transpired that the frequency support offered by conventional dual-
droop control is limited, firstly, on account of mutual interaction between DC voltage
droop and frequency droop and secondly, due to the frequency deviations occurring
in the supporting networks. The paper has demonstrated the mitigation measure of
the unmet effect of DC voltage droop on frequency droop and has shown a new
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control strategy for nullifying the impact of DC voltage droop by designing appro-
priate frequency droop coefficient in VSC terminals associated to the disturbed area.
In addition, the limited active power supporting capability of conventional dual-
droop control in respect of any frequency deviation in the supporting areas has been
considerably improved by use of just DC voltage—power droop in VSCs coupled
supporting AC areas. The proposed adaptive control strategy has been tested on a
typical five-terminal configuration of VSC-based MTDC grid on MATLAB/Simulink
platform by creating an event of sudden large load increase in one of the AC networks.
The results confirm that the proposed dual-droop control strategy helps in obtaining
much-needed frequency support over the earlier control strategies.
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Planning of Load Frequency Control )
in Two Degrees of Freedom PID L
Controller Using MFO Technique in 2

Area Power System

Mukesh Pushkarna, Haroon Ashfaq, and Rajveer Singh

Abstract In this paper, the load frequency regulation of a two-area system is investi-
gated in detail. In this research, two regions have been explored in which non-reheated
types of turbines are utilized in both areas and in which a new controller known as
2-DOF PID is used in the secondary loop of the secondary system (2-DOF PID).
The settings of this controller have been optimized using the newest meta-heuristic
approach, commonly known as the moth flame optimization algorithm (MFO), in
order to decrease the variance in frequency of both area and tie-line power. The same
procedure is followed by PID and integral controllers, whose settings are modified
in the same way by the MFO. When the results of these experiments are examined,
it is discovered that the 2-DOF PID controller outperforms the other controller in
terms of minimizing the variation in frequency of both area and tie-line power.

Keywords Teaching learning-based optimization (TLBO) - Moth flame
optimization (MFO)

1 Introduction

The power system is a complicated system that consists primarily of three structure:
generation, transmission, and distribution. It consists of variable load, which varies
at all times and must be maintained at the set level. Load frequency control (LFC) is
a concept that has been introduced here. The frequency variation will be controlled
by LFC, which will keep it at its usual value. The frequency will change as the load
changes. It will increase if the load lowers and drop if the load increases, resulting in
load frequency control. The primary and secondary loops are the two loops in LFC.

The primary loop is unable to restore the frequency to its previous value, necessi-
tating the usage of a secondary loop to accomplish this task. An interconnection line
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exists in a two-region system, which transports electricity from one area to another in
order to satisfy the demands of the consumers. The tie line has two functions: First,
it serves to interchange electricity across numerous places, and second, it serves to
preserve the frequency. On the LFC, there have been hundreds of studies undertaken
throughout the years. In terms of the most dependable controller design for AGC,
the Elgerd and Fosa are the first to share their viewpoints. Chang et al. [1] investi-
gates a number of different LFC controllers. The PID controller is well-known in the
industry because of its dependability, simplicity, and ability to make on-site adjust-
ments as necessary. An intelligence strategy for the AGC-linked power system, as
defined in [1, 2], is being examined, as previously stated. The AGC is controlled and
regulate by artificial bee colony (ABC) algorithm [3, 4], as it has the most effective
and intelligent local and global hunt capabilities of any algorithm. In a distributed
power system, proportional integral derivative (PID) and proportional integral (PI)
controllers are used to govern automated generation control (AGC). In a distributed
power system, the differential evolution algorithm [5] is used to govern the auto-
matic gain control (AGC). The PSO approach is utilized to handle a wide range of
engineering problems, and it may be employed in this situation to handle the optimal
control and setting of AGC [6, 7]. The TLBO is used in this paper to implement a
technique for AGC. The TLBO is described in detail in [7]. Based on the preceding
literature study, [8—10] a two-degree-of-freedom controller will be implemented in
a two-area system, with system parameters optimized using the MFO algorithm.

2 System Understudy

Discussions have taken place in this section on the two-area system of LFC [11, 12].
The two-area system is illustrated in Fig. 1. Speed controlling units, turbine units,
generator units, and load units are found in both areas of the power system. A APt
(provided to the controller), a PD (load disruption of an area), and a APy are the
three inputs to each area (tie-line power). In each area, the outputs are the frequency
deviation F and the area control error (ACE). As an example, consider this equation
for ACE:

ACE = BAF + APrie (1)
The frequency bias parameter is denoted by the letter B in the above equation. A

transfer function is used to represent the relationship between all three units in each
region.
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Fig. 1 Two-area system

3 2-DOF and PID Controller

When it comes to control systems, the degree of freedom can be interpreted as the
number of different transfer function in closed-loop, which may be implemented
independently.

A two-degree-of-freedom PID controller is capable of detecting a quick shock or
disturbance without the need for a illustrative boost or maximizing in the pinnacle
tracking process.

PID controllers with two degrees of freedom (DOF) are also useful since they
may lessen the influence of the reference signal on the control system.

The traditional control architecture depicted in the preceding picture (2) makes
use of a 2-DOF PID controller. The output is represented by u, and the two inputs,
r and y, are depicted in parallel form. A diagram of the close loop TF of the 2-DOF
PID is provided in the following equation (Fig. 2).

K;S
s 1Y) @)

K;
=K, (br — -
u p(or y)+S(r y)+NS+

where

K,—This symbol represents proportionate gain.
K;—Represent the gain of the integrator.

K, is used to represent the derivative gain.
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Filter gain is represented by the number N.
The pinnacle weight is represented by the proportional term, while the derivative
weight is represented by the secondary term.

4 Moth Flow Algorithm

The optimization is a technical phrase that refers to the ability to identify the
most appropriate method for a given problem. The complexity of the questions has
increased day by day over the past few years, or a decade, and the necessity for a
new optimization tool will become increasingly apparent in future days.

Currently, a new technique known as the MFO algorithm, presented by Mirhalili
in 2014-15, is being employed and was energized by natural phenomena. It is
intriguing to learn about moths, specifically about their directed navigation mecha-
nism in the dark, which makes use of the moonlight. The majority of moths have a
strong preference for flying throughout the night.

The moth flame optimization (MFO) method is the mathematical model that
allows for the occurrence of these events to occur. Both the terms moths and flames
accurately describe the situation. Specifically, the moth implies the driver looking
operator, and flame implies the optimal place for the moth to fulfill that goal. As
a result, each moth seeks around a flame and restores it if a more exact answer is
available in contrast to the former one.

The proposed MFO algorithm, which estimates the global optimization of the
issue, is three-tuple in nature and may be expressed as follows:

MFO = (I, P, T)

where / made a connection between the random number of moths and the corre-
sponding fitness score. According to the following equations, this function may be
expressed mathematically.

I: 0 - {M,OM}
Specifically, the second word P is the primary function, which is to move with the

moth around the circumferences to hunt for available space. This function receives
the matrix M as input and uses it to calculate the value of the matrix and return it.
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True or false will be returned by the third function F. If the termination require-
ments are met, the program responds with a true signal, and if the termination criteria
are not met, the program replies with a false signal.

T: M — {True, False}

These two matrixes, denoted by the letters ub and 1b, in which the letters ub and
Ib denote the top and bottom values of variables, respectively.

ub = {ubjubyubs ...ub,_jub,}
where ub; bottom shows the upper bound of the ith variable.
Ib = {lbylb,lbs...1b,_11b,}

where 1b; bottom shows the lower bound of the ith variables.

Using the following equation, each moth will be able to update its location in
relation to the flame:

In the above expression, M; represents the position of the ith moth and jth flame,
which is denoted by F;, and § is the spiral function of the moth and flame.

M = S(MF;)—> M

S depicts a moth fluttering around a flame and how it may be at several locations
at the same time. The flames are deemed to be the best answer, and their values are
stored in the F matrix. The flowchart for MFO is depicted in Fig. 3.

5 Simulation Result

In two-area systems where the power system that has been adopted is the same, it
has been taken into consideration. In two circumstances, the MFO provides benefits
to both area controllers. Assume that area one has a known step load deviation, and
that area two has a known step load deviation in the first scenario and the second
scenario, respectively. A result is produced in both circumstances. The parameters
will be the same for both sections because the system is regarded as similar. The
system operates at a frequency of 50 Hz (Hz). Table 1 shows two characteristics of
the area system that are relevant to this study.

Case 1—When the step disruption is applied to region 1 of the diagram.

This is the situation in which there is a 2% step disruption in area 1. Simulation
is carried out using a variety of controllers in its secondary loop, and the resulting



56 M. Pushkarna et al.

Fig. 3 Flowchart for
proposed algorithm

Sort and assign flame

v
Update flame number
v

Determine the distance between
flames and Moths's

)
Update the algorithm constant ‘a’
and ‘t’

]
Update Moth’s position

Iter = Iter+1

Table 1 Parameter for two System parameter Value

area
Kps 108
Tps 23s
Tsg 04s
Tt 0.6s
Speed regulator 3
Bias parameters 0.32
Tie-line power 0.1
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Table 2 Disturbance for 2% in first area

Controller K, K; Ky N B C K
2-DOF PID 2.907 5 5 610 11 0.06 0.88
PID 4 4 1.66 - - - -
Integral - 0.4 - - - - -

result is determined. As an example, the following are the values of parameters for
several controllers:

In Case 2, step disruption is directed to area 2.

As an example, consider the issue of a 2% step disruption in area 2. Simulation
is carried out using a variety of controllers in its secondary loop, and the resulting
results are determined. Various controllers’ parameters have the following values,
which are listed in alphabetical order (Table 2, Figs. 4, 5, 6, Table 3, Figs. 7, 8 and
9).
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Table 3 Disturbance for 2% in second area
Controller K, K; K4 N B C K
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Fig. 9 Tie line power in P
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Conclusion

This paper presents a section in two scenarios in which a disturbance is caused in two
separate locations. The outcomes of the simulations are displayed for both situations.
Itis discovered from the two scenarios stated above that a 2-DOF PID controller modi-
fied with the use of the MFO algorithm outperforms the two other classic controllers
known as the PID controller and the integral controller in terms of performance. This
novel controller can minimize the settling time, eliminate frequency oscillations, and
lower the peak overshoot of the variable by a factor of two. As a result, the architec-
ture with a 2-DOF PID controller obtains increased overall system performance as
a result of its use.
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Optimization of Cost and Sensitivity )
Analysis of a Standalone Microgrid L

Papia Ray and Surender Reddy Salkuti

Abstract This paper discusses the cost optimization and sensitivity analysis of stan-
dalone and hybrid microgrids in remote areas. The hybrid microgrid considered in
this paper comprises a diesel generator (DG), wind turbine (WT), and solar PV unit.
Cost optimization and sensitivity analysis have been performed by changing diesel
price, solar irradiation, and wind speed. The proposed approach in this paper can
work for the progress of rural places by using a cleaner, eco-friendly environment
based on renewable energy sources (RESs) to acquire load requirements. For the
simulation studies and economic expediency, a remote village, named Kotapokhari
in Khordha District, Odisha, India, is considered. The Hybrid Optimization Model
for Electric Renewable (HOMER) Pro software is used for analyzing the economic
feasibility of the proposed hybrid microgrid. The best combination of the microgrid
for minimal net present cost and cost of energy was found. Further, the sensitivity
analysis and emission by pollutants and load sharing of different components of the
standalone microgrid were formulated. The suitability and cost-effectiveness of the
proposed hybrid power system are validated from simulation results.

Keywords Microgrid + Wind power - Solar PV power - Cost - Sensitivity *
Renewable energy

1 Introduction

The software HOMER Pro is used for hybrid optimization model for multiple
energy resources (HOMER). It is a standard software for optimizing a microgrid in
various sectors. This software is originated at National Renewable Energy Laboratory
(NREL) and distributed by HOMER Energy for engineering and economics work
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simultaneously. This software designs and simulates models with various combi-
nations and simulates hybrid microgrid (HM) operation for an entire year [1, 2].
Considering total net present cost (TNPC), a list of configuration results is displayed
in a sorted form from lowest to highest in this software. Still, TNPC system config-
uration has differed with sensitivity variable designer selection. From the HOMER
software, optimal results for each selection, including the sensitivity variables for
the hybrid renewable energy system (HRES) with different configurations based on
the highest to lowest cost, can be tabulated [3].

A simulation study is performed here of a remote village, named Kotapokhari in
Khordha District, Odisha (20.1301 °N, 85.4788 °E), India, for its economic expedi-
ency. An HM system consisting of a PV panel, wind turbine (WT), converter, battery,
and a diesel generator (DG) is planned to maintain that village’s required load. As
off-grid loads are beneficial for the hybrid system, the analysis is based on this,
which will further help the remote end village-like Kotapokhari design the power
model [4, 5]. HOMER legacy 2.68 beta version is applied here for the optimization
of the system, and sensitivity analyzes are carried out for accurate results. For global
system modelling, analysis, and simulation, HOMER Pro was used to acquire net
present cost (NPC) and sensitivity analysis (SA). This study aims to give the least
total NPC and SA of three cases and find the best combination [6]. The main aim is
to develop an accurate cost and sensitivity analysis scheme. The main contributions
are as follows:

Optimization and cost analysis of different components of the standalone HM.
Quantity of emission production by various pollutants.

Percentage of power contributed by the different components.

Exact location, wind speed, and solar radiation data.

Cost of energy (COE), system NPC, and SA performance.

[\9]

Proposed Scheme

The analysis acknowledges that of a small village in the Khordha district of Odisha
state. The objective is to give the least total NPC, COE, and the net quantity of
emission produced by various hybrid systems with pollutants for delivering power to
acquire the energy requirement of said study place [7]. Odisha lies between 17.780 N
and 22.730 N, longitudes 81.37 E and 87.53 E with an area of 155,707 km?2, which
is 4.87% of the total area of India and a coastline of 450 km. It comprises 30 districts
and 314 blocks—this work is based upon Kotapokhari, Khordha, which has hilly
terrain; the plain area is more fertile than the plateau and is primarily a forest area
[8, 9]. The study area has 01 unelectrified villages (Kotapokjhari) where the average
population is 600 with 250 houses. Our research area’s exact geographical location is
situated in Khordha district, Odisha in India. Figure 1 depicts the proposed scheme.
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2.1 Determination of Daily Load Profile

A rural village in Khordha, Odisha, has been considered here as the site for analysis
purposes whose various loads are fluorescent tubes, fans, televisions, electric irons,
refrigerators, washing machines, computers, and grinders. The daily consumption
of energy is 345 kWh/d, and the peak load is 64 kW [10]. Figure 2 depicts the
hourly load profile in January, whereas the scaled load is depicted in Table 1 with a
calculated correction factor.

Table 1 shows that the average kW/day is 345, average kW is 14.38 peak load
which is 64.91 kW, and the load factor (LF) is 0.22 [11]. From Fig. 2 (variation of
electrical load during the whole day), it can be observed that at 8 pm, the load is
maximum; meanwhile, at 9 am, the load is minimal. It can also be observed that the
load is comparatively higher than in the daytime during the evening time.
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Table 1 Scaled value of load

Metric Baseline Scaled Metric Baseline Scaled
Average (kWh/day) 345 345 Peak (kW) 64.91 64.91
Average (kW) 14.38 14.3.8 Load factor (LF) 0.22 0.22

2.2 Metrological Data

The selected area is located at 20° 11.2'N latitude and 85° 37.1’E longitude. The
average value of all day’s solar irradiation (SI) and clearness index values is depicted
in Fig. 2. The SI value lies between 4.131 kWh/m?/day to 6.132 kWh/m?/day and
an annual average of 5.03 kWh/m?/day. Average global horizontal irradiances (GHI)
data is around 4.82 kWh/m?. GHI data can be varied throughout the year. From Fig. 3,
it can be observed that the GHI data of the exact project location [12]. It is generally
higher during the summer season. Its impact is lower than on a clear day on a cloudy
day. Meanwhile, its impact changes from day tonight.

Figure 4 depicts a year’s wind speed (WS) at the proposed location. The selected
site’s average WS profile is 4.32 m/s. Figure 3 shows peak WS which occurs in April
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at 4.680 m/s and lowermost in January at 3.150 m/s. From Fig. 4, it can be observed
that the exact project location. The average WS data is around 4.29 m/s. Generally,
the WS is usually high during June and low during January.

2.3 Schematic Model Diagram

Figure 5 depicts the schematic model of the microgrid using HOMER software. This
schematic has two buses, such as one is AC, and the other is DC. The AC has an
electric load of 345 kWh/d, and a 64.91 peak is connected to the microgrid. A generic
flat plate PV of 1 kW is connected to the DC bus bar. A 1 kW converter is connected
between AC and DC to convert DC to AC. A WT and a DG are connected to an AC
line [13]. Figure 5 shows that an AC electric load of 345 kWh/d and 64.91 kW peak
can meet the load demand by connecting a 1 kW generator, 1 kW PV, 1 kWh LA
battery, and 1 kW turbine.

Fig. 5 HOMER
software-based microgrid AC DC -
model £ Gen Electric Load #1 PV

345.00 kWh/d
64.917 KW peak

a1 Converter

(S]] =] E+]
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2.4 Problem Description

This section discusses the proposed system components and its detailed analysis, such
as cost, rating, and contribution of load sharing. The optimization of cost analysis,
sensitivity analysis (SA), percentage of load sharing by a different component of the
system, percentage of excess load production, the quantity of emission produced by
various pollutants, and system economics (SE) is also discussed [14]. A maximum
of 03 AC or DC generators can be designed by HOMER Pro in a power system that
consumes different fuels. The fuel cost is expressed by using,

F fuel = CO Y, generator +c P, generator (1)

where Cy is the intercept coefficient of the fuel curve, C; is the fuel curve slope,
Ygenerator 18 generator rated capacity (kW). DC electricity is generated by the HOMER
Pro-based PV module when solar irradiance is incident upon it. Solar voltaic is
selected when there is less WS and more price of diesel [15, 16]. The PV array’s
power output is determined using,

I
P, = Cpy Ppy = )
Is

where Cpy is the PV derating factor, I is the standard radiation value (1 kW/m?),
I7 is PV array radiation (KW/m?), Pacnerator 18 generator output power (kW), Ppy and
PV array rated capacity (kW).

3 Results and Discussion

Optimization results from HOMER Pro by considering sensitive variables such as
ST are 4.82 kWh/m?/d, diesel price is $1.34/L, and SI is 4.82 kWh/m?2/d. Here, the
PV-battery-wind-generator converter system is the most economical model. Figure 6
depicts the optimization results of the best combination of the microgrid, which gives
minimum COE and NPC. The hybrid (PV, wind, generator, battery energy sources)
model provides the best possible result. The obtained optimum NPC is $727,306,
and COE is $0.447.

Table 2 shows the percentage of energy produced by different microgrid compo-
nents. Table 2 shows that the most significant amount of energy is supplied by generic
flat plate PV, 66.8%, then WT, which is around 31%. The PV cell produces 194,918
kWh of energy, the generator produces 6575 kWh of energy, and the WT has 90,484
kWh of energy in a calendrical year. The total electricity produced in a year is around
291,977 kWh of energy.

Table 3 presents the percentage of excess energy produced by the system. Table
3 shows that yearly 140,884 kWh of extra energy is produced by our design model,
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Table 2 Energy production Production kWh/yr Percentage (%)
Generic flat plate PV 194,918 66.8
Auto size genset (Generator) 6575 2.25
Generic 1 kW (WT) 90,484/ 31.0
Total 29,1977 100

which is around 48.3% of total energy production. If this system is connected to the
grid, it can be sold to the grid, and the extra amount of energy can repay our running
cost and reduce our COE. This model has no capacity shortage, and there is no
unmet electric load as it is the standalone grid. One can reduce the excess electricity
production if it is connected to the grid or the extra load. Table 4 shows how much
quantity of emissions is produced by different pollutants when our system is running.
Table 4 shows that the affecting environmental materials like carbon dioxide (CO,)
and carbon monoxide (CO) can be noticed. Using HRES, sulphur dioxide (SO,)
becomes minimal.

Table 3 Percentage of excess energy produced

Quantity kWh/yr Percentage (%)
Excess electricity 140,884 48.3

Unmet electric load 0 0

Capacity shortage 0 0

Table 4 Emission quantity by various pollutants

Quantity Value Units Quantity Value Units
CO, 5905 Kglyr Particulate matter 0.226 Kgl/yr
CcO 372 Kg/yr SO, 14.5 Kg/yr
Unburned hydrocarbons 1.62 Kg/yr Nitrogen oxides 35.0 Kgl/yr
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Table 5 Analysis of cost of various microgrid components

Component | Capital ($) | Replacement | O&M ($) | Fuel ($) Salvage ($) | Total ($)
$)

Generator 36,576 0.00 [28,187.78 |39,080.67 5461.69 98,382.76
WT 94,536 0.00 1749.61 0.00 0.00 96,285.61
Battery 152,751.50 |271,314.52 47,353.49 0.00 |36,015.20 |435,404.31
Generic flat | 87,067.02 0.00 2254.49 0.00 0.00 89,321.50
plate PV

System 3447.14 1098.97 3985.01 0.00 619.34 7911.78
converter

System 374,377.65 |272,413.49 83,530.38 |39,080.67 |42,096.23 72,305.97

Table 6 Results of sensitivity analysis

Diesel fuel price ($/1) Sensitivity COE (%) NPC ($)
Solar radiation (kWh/m?2) WS (m/s)

1.34 4.82 4.29 0.447 727,306

1.0 52 52 0.382 622,074

0.8 6 5.5 0.356 579,185

3.1 Cost and Sensitivity Analysis

Table 5 indicates the cost structure of the total system component, their depreciation,
and the system’s running cost. Table 5 shows that the system’s capital, replacement,
operation and management (O&M), fuel, and salvage value consist of generic flat
PV, grid, and system converter. Out of which, system converter cost is much lower
than other system components.

Table 6 presents the SA results by changing the sensitivity parameters such as SI
and WS and determining the COE and NPC. Table 6 depicts the variation in diesel
fuel price, SI, WS, and their respective COE and net NPC. The optimal result of
COE is $0.356, and NPC is $579,185 when diesel price is $0.8, solar radiation is 6
kWh/m? and WS is 5.5 m/s.

3.2 Economic Analysis

Table 7 presents the SE of proposed HM from where cost analysis that is the present
worth return on investment (ROI), annual worth, simple payback (SP), internal rate
of return (IRR), and discount payback (DP) can be determined. SE of HM can be
depicted in Table 7, where it can be seen that the simple payback period is 1.85 years,
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Table 7 System economic Metric Value ($) Metric Value ($)
analysis
Present worth ($) 1,832,556 IRR (%) |52.1
Annual worth ($/year) 141,756 SP (year) 1.85
ROI (%) 45.7 | DP (year) 2.01

and the return on investment is 45.7% which is quite reasonable for this type of
scheme.

3.3 Time Series Analysis

Figure 6 indicates the electricity production of different components throughout the
year. Figure 6 depicts the quantity of electricity generated by individual components
every month. It can be observed that PV cells and WTs have maximum energy, and
the DG is created when there is short of energy. We found that the PV and diesel
hybrid model are the best combination for our project. Solar radiance and the WS
increased during the summer, so our COE and NPC decreased.

Figure 6 depicts the quantity of electricity generated by individual components
every month. It can be observed that PV cells and WTs have maximum energy, and
the DG is created when there is short of energy. We found that the PV and diesel
hybrid model is the best combination for our project. Solar radiance and the WS
increased during the summer, so our COE and NPC decreased.

4 Conclusion

In this paper, an optimized HRES model consists of locally accessible RES, specif-
ically solar, wind and DG, and a battery storage system to distribute power in
different Kotapokhari village load sections of Khordha district, Odisha. The proposed
HOMER Pro-based optimized model gives minimal overall NPC and COE. The value
of COE is 0.447$/kWh, and therefore, the total NPC is $727,306. This work analyzes
the cost, SA, NPC, COE, the quantity of emission produced by different pollutants,
economic analysis, and load sharing of the various components of a standalone
microgrid. We also find out the best combination of the resources for the microgrid.
Comparing the cost and SA between standalone grid and the grid-connected micro-
grid, taking the actual data of any industry, and designing a grid-connected microgrid
model to satisfy the required load demand are the scope for the future research work.
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Analysis and Mitigation of Hall Sensor )
Glitch Effects in Brushless DC Motor oo
Based E-Vehicle Controller

Arvind Goswami, Mini Sreejeth, and Madhusudan Singh

Abstract Brushless DC (BLDC) motors operate in both sensored mode and sensor-
less mode options depending upon the application requirements. Hall effect sensors
are the most common prevalent solutions used in sensored mode of operation. This
type of arrangement is widely used in e-vehicle applications, particularly in e-
rickshaw type of applications where sub 2 kW rating drives are employed. It utilizes
the signals from three Hall effect-based sensors to calculate speed, obtain rotor posi-
tion and timings of inverter switching, and determine switching pattern. The whole
operation of the drive is dependent upon the signals obtained from the hall sensors.
Sometimes due to BLDC motor manufacturing process or aging effect, there are
unwanted glitches at the transition points of the hall sensor signals. This causes
unwanted hall signal pattern detection, and consequently, wrong switching sequence
can be implemented if this is not accounted in the BLDC drive controller itself.
This paper presents the study of such glitch effects on the inverter driving signals by
obtaining real-time experimental signals on the e-rickshaw controller and attached
motor. Further, to safeguard the drive from wrong switching pattern due to glitch,
the software implementation of the methods to handle such cases is presented, and
the suitability for commercial applications like e-vehicle controller is explored. The
experimental research setup is based on STM32103 series ARM microcontroller
based design, and the firmware is developed using STM32CubeMX utility software
with [AR Embedded Workbench for arm controller.

Keywords BLDC motor - Hall sensor * Glitch + Hall placement - Switching *
Torque ripple *+ Simulation - Floating phase - STM32
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Fig. 1 Block diagram of the control system for BLDC motor with hall sensor feedback

1 Introduction

Brushless DC (BLDC) motors with hall sensors are widely used in e-vehicles, partic-
ularly e-rickshaw besides other applications like home appliances and automation
industry. The base design of these type of applications requires a controller circuit
incorporating speed, current monitoring, and subsequent control functions for PWM
duty cycle adjustments [1]. Figure 1 shows the block diagram of the control system
for BLDC motor with hall sensor feedback arrangement.

One of the issues that controller design is required to handle is that there are
glitches or unwanted pulses along with the normal hall transition signals. Since the
complete controller firmware design and operation of the drive are dependent on
the hall sensor output signals, any unwanted or noise signal leads to a logic level
transition which is detected by the controller firmware, and subsequently, incorrect
switching pattern can be applied to the inverter section if the anomaly is not detected
by the appropriate methods [2]. This is discussed in this paper with actual e-rickshaw
controller and motor set in normal, faulty, and corrected condition. The switching
table and associated disturbance in it are discussed in subsequent sections.

2 Background

The functioning and signal integrity of hall sensors are affected by the error in their
placement besides aging and mechanical fatigue [1]. The error in placement can be
attributed to mounting procedure itself. One of the major effects of these errors is
the presence of small duration pulses or glitches at either rising or falling end of
hall signal transitions. This results in increase in torque ripples, noise, and current
ripples during motor operation. Further, the drive controller design also becomes
more complex when the existing design is changed to address these issues. Such
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Table 1 Switching pattern with hall signal sequence
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type of issues is reported to occur mostly in BLDC motors with higher number of
poles and smaller in size [3-5].

The overall functioning of BLDC motor and control is dependent on timings
obtained by hall sensor transition signals. These signals are used to detect rotor
position and speed as rate of change of rotor position. Thus, hall sensor signal integrity
directly affects the calculation of motor speed and control algorithm implementation
itself [6]. The timing of inverter switching with switching pattern for motor control
is dependent and synchronized with these hall signals [7]. When the hall signals
and consequent hall pattern are not accurate, switching signals for inverter section
are also not exactly timed according to desired algorithm and calculations. This can
cause serious errors in motor control operation [2]. Table 1 shows the switching
sequence for three phase inverter with corresponding hall signal values.

Normal hall sensor output signals and signals with glitch effect are shown in
Fig. 2. The BLDC motors mass produced and used in applications like e-rickshaw
are reported to have inaccurately placed hall sensor issue in many cases [4]. The study
of such hall faults and glitch effects along with methods to mitigate their effects on
the motor drive operation is one of the major important subjects of research in BLDC
motor drive operation and is discussed in detail in this paper.

3 Experimental Setup and Signal Analysis

The experimental setup consists a 1 kW BLDC motor, powered by 48 V, 72 Ah
lithium ion battery pack. The hardware setup is shown in Fig. 3 with machine and
test set up parameters mentioned in Table 2.

The setup consists of 3-phase BLDC motor controller of e-rickshaw application.
The 32 bit STM ARM microcontroller is used in design. The test setup controller is
set for 1 kW BLDC motor, peak current capacity of 60 A with 42-56 V input voltage
range.

Figures 4, 5 and 6 show the glitch effect on phase voltage profile. The three hall
output signals and corresponding voltage profile of one motor phase when hall signal
transitions are normal without any glitch are shown in Fig. 4. The three hall signals
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Fig. 3 Experimental setup with controller and motor

with glitch and corresponding effect on voltage profile of one motor phase are shown
in Fig. 5.

The zoomed one motor phase voltage profile in Fig. 6 shows the floating phase
condition when the first hall signal depicted in yellow colored waveform and second
hall signal depicted in green colored waveform have glitch effect in after normal
transition. This is due to the fact that glitch effect causes the detection of new hall
pattern which is not according to the switching pattern, and if switching off operation
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Table 2 Experimental setup details

Machine parameters Test setup parameters

Number of pole pairs 4 DC supply 48 V, 72 Ah battery
Motor rated power 1 kW Protection MCB on DC line
Motor rated speed 3600 RPM PWM frequency 16.6 kHz

Motor rated voltage 48V Commutation Trapezoidal

Motor winding 3-phase star Programmer ST link-V2

Hall sensors 3 PI parameters K, =0.61,K;=0.013
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Fig. 4 Normal hall signal transitions without any glitch and corresponding single motor phase
voltage waveform
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Fig. 5 Hall signal transitions with glitch effect and corresponding single motor phase voltage
waveform without corrective mechanism

of one inverter switch is carried out but next switching is avoided because of automatic
check in software to avoid short circuit switching in inverter, the motor phase will
become floating till new correct switching pattern is executed [8]. Even if a time
delay check is implemented for detection of glitch, it will have to be executed by
software delay which is interfered and interrupted by other functional interrupts in
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Fig. 6 Hall signal transitions with glitch effect and corresponding single motor phase voltage
waveform showing floating phase effect due to wrong switching
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Fig. 7 Voltage waveform of one motor phase without floating phase effect when hall signal glitch
fault is mitigated in firmware

the controller design. Hence, it is also not feasible in commercial applications like
e-vehicle controllers.

The glitch effect in the presented research work is mitigated by the method of
comparing the present hall value pattern with the previous one and going for correc-
tive check only in the condition of this pattern not matching with the expected value
as available in Table 1. During the rest of operation time, no controller time is spent
on going for corrective check when hall sequence is according to expected value
in Table 1. During corrective check, no switching operation is performed even for
one leg of inverter phase. Thus, the previous state is maintained and last switching
pattern which is correct is extended during the glitch duration also. Thus, floating
phase condition is avoided as shown in Figs. 7 and 8 voltage profiles of one motor
phase versus hall signal with glitch effect.

4 Comparative Analysis and Discussion

The waveforms for the normal hall sensor output case and the ones with glitch effect
are presented in Figs. 4, 5 and 6. The hall signals with transition and switching timings
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Fig. 8 Voltage waveform with PWM for one motor phase without floating phase effect and hall
signal with glitch with corrective mechanism

with one phase voltage profile are presented for analysis. Finally, the waveforms
after mitigation of the effect are presented in Figs. 7 and 8. The following set of
observations can be inferred due to glitch effect in hall sensor signals in BLDC
motor:

I.  When the hall signals have glitch effect as shown in Fig. 2b, the hall pattern
read by controller will be different for glitch time. In Fig. 2a, the normal binary
hall sequence after 101 is 001. In the Fig. 2b, the hall pattern change is from 101
to 001 as expected, but due to glitch effect, next pattern read is again 101. Thus
if switching sequence is executed according to the hall values read without any
check, it will not be according to expected sequence as in Table 1.

II. Due to this wrong switching pattern, there is a possibility of shorting in the
inverter section due to same phase high voltage and low voltage side switches
simultaneously getting switched on.

III. Considering the above two points, if a software check is implemented on every
hall transition, there will be a delay between switching off of the one switch
corresponding to one hall pattern and switching on next switch for next hall
pattern. This delay will be over and beyond interrupt latency, pin value settling
time, and dead time.

IV. During this time if a, according to software check, no valid switching pattern is
executed, the phase will experience a floating phase condition.

V. The floating phase or unwanted switching transitions cause more currentripples,
higher current flow, and overheating of controller as well as motor winding.

When the glitch effect is mitigated by suggested method as shown in Figs. 7 and
8, it is observed that:

I. No additional switching delay is created.
II.  Correct switching pattern is maintained by controller.
III. Floating phase condition is avoided.
IV. Theheating of the MOSFET switches was reduced by around 2 °C when checked
at the surface of connected heat sink.
V. The phase current as well as overall current drawn from battery is reduced by
around 5%.
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5 Conclusion

This paper presented a detailed background and analysis of the glitch effect in hall
sensor based sensored BLDC motor drive operation. The glitch effect is shown
and compared with the normal case by checking the waveforms using e-rickshaw
controller and motor set. The disturbance in phase voltage is clearly visible when
wrong switching pattern is avoided using interrupt based method. Consequent
floating phase effect, higher current flow, and heating effect are discussed. Further,
the corrected waveforms are shown when the glitch effect is avoided by other
method which does not cause any additional delay in switching pattern changes
corresponding to change in hall value pattern. Thus, floating phase effect is success-
fully avoided. The whole scheme is implemented on STM32 microcontroller based
e-vehicle controller and tested on experimental setup described in paper. The BLDC
motor is checked for speed ramping up to the rated value and is able to run at full
speed without getting affected by the glitches present in hall sensor output signals.
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Radial Basis Function Neural Network )
with Wavelet Transform for Fault Gy
Detection in Transmission Line

Debani Prasad Mishra, Prabin Biswal, Smruti Susmita Sahu, Spandan Dash,
and Nimay Chandra Giri

Abstract Incipient faults which occur due to the electrical arc occurrence within
the facility cables which have insulation problems are hard to detect by normal
protective relays, and with passing time can become a permanent fault within the
system. Employing Radial Basis Function Neural Network (RBFNN) method, the
paper puts forward the method to detect the faults and finding out the efficiency and
advantages of RBFNN method over other methods within the facility grid. The result
proposed in this paper is based on the differentiation between the wavelet transform
method and RBFNN method of the measured voltage and fundamental component
of the measured voltage, evaluated by RBFNN computation within the sending end
of the cable during the fault using which the incipient fault is detected. This method
uses neurons to train the model and increase its accuracy so that with new data set,
it can produce super accurate and faster results.

Keywords Radial basis function neural network (RBFNN) - Artificial neural
network (ANN) - Discrete wavelet transform (DWT) - High pass filter (HPF) -
Low pass filter (LPF)

1 Introduction

The protection of power networks from unpredictable events as well as boosting
their reliability in solid performance has always been a critical concern in the end-
to-end delivery of energy [1]. In this situation, removing potential mistakes can go
a long way toward preventing similar unpleasant incidents and so preserving the
power system’s reliability [2]. Electrical arcing in sections of electrical wires with
closure abnormalities is most likely to blame for the first faults. Re-emerging with an
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equally elevated aspect of frequency occurring, initial errors over time can damage
cable overhaul and can become a permanent flaw in the system. As a result, a precise
system is crucial for rapid detection and detection of a recent fault in the system
among comparable possible events [3]. Nascent defects are most noticeable in their
short duration, as well as low electrical amplitude compared to other system defects,
considering which conventional protective transmission can detect these errors [4].
The nascent flaw is recalled by a distorted waveform, similar to square surgery,
rather than an error. With the detection of emerging errors, a permanent network
error can be predicted [1]. Radial basis work networks are often used by the ANN
type for performance measurement problems [5]. RBFNN is differentiated from other
neural networks due to its better speculation and faster learning speed. The RBFNN-
dependent model [1] uses the output data of the model simulated data as a target
and then [6] trains the neural network using it [7]. In Sect. 2, the simulation behind
the sensing and categorization in case of [8] wavelet-based transmission line fault
is briefly discussed. Further, to overcome the constraints of this method, RBFNN
has been proposed in Sect. 3. Its detailed methodology followed by experimental
results has been briefly mentioned in Sect. 4. At last, in Sect. 5, the research has been
concluded.

2 Wavelet-Based Transmission Line Fault Detection

Electromagnetic transients in energy systems are characterized by the most common
short-term factors, such as errors, which are very important. These defects cause
serious damage to the electrical system and the problem. Therefore, there is a need
to find the error, its type, where it is formed in the line as well as to rectify the
error at the earliest so as not to cause the same damage [9]. Wavelet modification is
largely created by this strategy, which could be effectively implemented by using two
filters HP and LP [10]. HPF was derived after applying the wavelet function while
the measured details of the input with the LPF, which brings a smooth translation
of the input signal and is taken from the mathematical function associated with the
prominent mother wavelet. In this analysis, the results are controlled using db4 as
the mother wavelet (prime wavelet) for signal analysis [1]. Basic electrical power
and current phasors are calculated using an algorithm based on [11] discrete Fourier
transform that minimizes the effects of DC decay significantly. The system is modeled
on the MATLAB SimPowerSystems site. The results shown in the proposed system
are secure, fast, and very accurate. The frequency has been set to 50 Hz with voltage
of 220 V and transmission line of length 120 km. Making amplification of current
signals using a threshold power level, the primary power of all current signals by
keeping the balance without change to calculate the limit of the change in power,
if any power exceeds this level, this means that there is an error condition at that
section of the line [12]. The error is generated by selecting combination of different
phases of lines from fault generation box (Fig. 1).
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Fig. 1 a Voltage output waveform, b current output waveform

3 Radial Basis Function Neural Network (RBFNN)

RBFNNs are used to compare advanced functions straight from output data to a
simple topology [1]. They have a better overall performance compared to most
neural feed-forward networks. The most widely used basic function is the Gaus-
sian exp function. In successional learning, the neural network is trained to measure
activity while a sequence of training sample dice is randomly drawn, introduced into
a network and are read by each network [13]. RBFNN has a special two-layered
structure one hidden layer and one output. The input layer does not process the
information; it only works to distribute input data between nodes. Each node in the
hidden layer is an RBF [1]. The output from jth Gaussian node of the x; input object
is calculated, where the vector x; captures the ith input data, and vector c; represents
the central point of the jth Gaussian function. ||x; — ¢;|| is the calculated [6] Euclidean
distance, and width o is a criterion that controls the smoothness of the function. The
output is calculated by a combination of linear radial functions and bias wy [7].

4 Experiment and Result

Accuracy of artificial neural network depends upon the input and output data. Larger
the data, higher will be the accuracy and vice-versa. The simulation is run for 138
times. The maximum coefficient of all simulations is stored in form of a table. In
order to classify all types of faults, we need output signal for each phase current as
well as for ground current. There are 4 variables which represents phase A, B, C,
and ground. In normal condition, the output is encountered as “0” and during fault
itis “1” (Table 1).
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Table 1 Maximum coefficient of different phases in different types of faults

D. P. Mishra et al.

Type of fault | Max. coefficient of | Max. coefficient of | Max. coefficient of | Max. coefficient of
phase A current phase B current phase C current ground current

ABC-G 1.6097e+07 4.0725e+07 1.6097e+07 7.1824e+05

ABC 1.6097e+07 4.0725e+07 1.6097e+07 0.0081

AB-G 1.0796e+07 2.1332e+07 103.9772 7.7574e+05

AC-G 1.9807e+07 103.9772 8.6730e+06 1.9393e+06

BC-G 103.9784 4.0725e+07 8.1478e+06 9.7619e+05

We have obtained 138 cases by applying all 12 fault conditions before the trans-
mission line as well as after the transmission line position and by changing the fault
ground resistance in the form of a table as shown here (Table 2).

Normal output condition is represented by assigning “0” and that of fault condition
is represented by “1”. At this stage, we have defined the input and output data for the
RBFNN. We have a total of 138 cases. The normal proportion for division of data
into training and testing is 70% and 30%, respectively. However, as a rough estimate,
we have chosen 30 cases for testing purpose and remaining 108 cases for training
purpose. After successful training, the performance of the RBFNN is tested for these
unseen 30 cases. If neural network classifies correctly, its efficiency will be 100%

(Table 3).

Table 2 Output values of different phases in different types of faults

Type of fault | Output value for | Output value for | Output value for | Output value for
phase A phase B phase C ground current
ABC-G fault |1 1 1 1
ABC fault 1 1 1 0
AB-G fault 1 1 0 1
AC-G fault 1 0 1 1
BC-G fault 0 1 1 1
Table 3 Comparison of RBFNN output with actual output
Type of Actual Actual Actual RBFNN RBFNN RBFNN
fault output output output output for output for output for
value for value for value for phase A phase B phase C
phase A phase B phase C
ABC-G 1 1 1 1.0000 1.0000 1.0000
ABC 1 1 1 1.0000 1.0000 1.0000
AB-G 1 1 0 1.0000 1.0000 —0.0000
AC-G 1 0 1 1.0000 —0.0000 1.0000
BC-G 0 1 1 —0.0000 1.0000 1.0000
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RBFNN has provided the output of all 30 cases, which was compared with the
actual output of all the 30 cases (Fig. 2).

Radial basis function neural network is very fast and has completed its training
within short period of time. With 100 neurons, it has provided highest successful
training with error equal to 1.99829e—31.

5 Conclusion

RBFNN has successfully and accurately detected the output of all the 30 cases. This
shows that it has accuracy of 99.16%. RBFNN is much faster from the traditional
wavelet method. Wavelet transform depends on the threshold value to classify the
different types of faults in power system, which is not generalized and cannot be used
for all types of power system, leading to lack of directional selectivity. Therefore, to
overcome this limitation, RBFNN method has been used. We can see this from the
graph where 108 cases have been trained in very short period of time.
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Study of DVR Controller for Mitigation )
of Three-Phase System Short Duration oo
Fault

Lipsa Pani, Abhimanyu Mohapatra, Prakash K. Ray, and Asit Mohanty

Abstract In the recent years due to the increase of sensitive elements in the power
system grid, power quality faces common distortions such as harmonics, voltage
sag, voltage swell, high inrush current, and voltage flickering. The most occurring
phenomenon is voltage sag in transmission and distribution line. Owing to these
problems, power quality grabs major attention of researchers to provide enhanced
quality of power that can give the most business answer for relieve voltage list by
infusing voltage as well as power into the framework. This paper portrays the viability
of utilizing dynamic voltage restorers (DVRs) to relieve voltage drops in power
dissemination frameworks at basic burdens by using PI and purposed ANN controller
in three-phase system. The DVR is one of the desired elements to compensate voltage
sag or swell occurred in the system. It is a power electronic-based gadget based on VSI
that gives three-stage controllable voltage source, whose voltage vector (magnitude
and phase) adds to the source voltage during drop (sag) occasion, to reestablish the
heap voltage to pre-list conditions. The DVR can reestablish the heap voltage within
couple of milliseconds.

Keywords ANN controller - DVR - PI - Power quality + Voltage sag + VSC

1 Introduction

Electrical power system works efficiently and undisturbed power flows through it.

But in present era due to high demand of power, the complexity of power system
grid increases to meet the need of end users and use of sensitive electronics devices
in transmission line enhances the chance of power disturbances in the system which
degrades the life span of the equipment. These disturbances like voltage sag, swell,
harmonics, flickering, and frequency deviation costs power quality issues affecting
end users and industries.
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Power electronics devices like D-STATCOM and DVR are most effective to elim-
inate voltage sag/swell. Voltage sag and swell can cause sensitive equipment (such
as in semiconductor) to fail, or shutdown, as well as create a large current unbalance
that could blow fuses or trip breakers. Voltage swell is less occurring in transmission
system while voltage sag is most frequently occurring problem [1].

As the size is small and price is cost effective for DVR in comparison with the
other costume devices with more energy capacity. It injects only the required voltage
to upgrade the voltage sag to the normal voltage level. It requires less maintenance.

It has the capability to generate the required power by using the converter from
DC to AC.

Voltage sag is a short duration drop in voltage magnitude caused for some milli
seconds due to sudden induced fault and high inrush current. Single line to ground
fault is most occurring nearly 80%, whereas in two-phase and three-phase, fault
occurs nearly about 20%. It reduces the efficiency of the system. When a fault or short
circuit occurs in a feeder high impedance current flow through it. By the conservation
law, the faulty current affects the voltage causing voltage drop in the other feeder.
This voltage drop is known as voltage sag where the voltage rms is dropped by
10-90% from the nominal voltage [1].

2 DVR System Modelling

DVR is a series compensating device connected in series between the common
coupling point and load voltage. It is used to overcome voltage sag and swell that
occurs in transmission and distribution system. It is a solid-state DC-AC converter
that can generate and absorb real and reactive power for generating desired load
voltage at load side by injecting required synchronous three-phase AC voltage
[2]. DVR is effective for critical loads and requires less maintenance with easy
implementation into the system [3, 4] (Fig. 1).

Fig.1 DVRinstallmentin o DVR __________
power system in series ®_‘: I : oo -
Source - £V .
Supply impedance : Vovr l
-~ | Fier
T | circuit

: I .

: - : Load
| Eneroy [ L vod] :
| Storage [T~ :
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2.1 DVR Components

DVR consists of voltage source inverter, energy storage devices, and filter circuit [4].

(a)

(b)

(©)

The Converter: Voltage source inverter is used to convert DC voltage to AC
voltage. VSI consists of semiconductor devices (e.g., IGBT, MOSFET, rectifier,
and thyristor) which are also source of harmonics. Thus, to eliminate these, filter
circuit has been placed.

Filter Circuit: The output of inverter is distorted and contains harmonics. So, to
filter high order switching harmonics generated by the pulse width modulation
(PWM), filter circuit is used. So as to improve power quality.

Energy storage: It is a DC power storage device (e.g., battery and ultra-
capacitor) that presents as DC-link to synthesize required injected AC voltage.
The depth and duration of sag decide the capacity of energy storage device.

2.2 DVR Operation

(a)
(b)

(©)

By-pass mode: It isolates the system and gives alternative path to the fault to
flow. Thus, system is protected from fault trap.

Stand-by mode: Injection voltage is zero as full load current passes through the
primary side of transformer. It is ready compensation when the source voltage
is at rated level.

Injection/Boosting mode: When voltage drops from nominal voltage, DVR
starts to work to boost voltage rms through the booster transformer. Injection
voltage is the difference between pre-sag voltage rms and sag voltage rms. It
supplies real power to improve the voltage profile [5].

2.3 DVR Performance Calculation

See Fig. 2.

Fig. 2 Voltage sag calculation
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(a) Sagging voltage calculation

Let us consider.

Supply voltage = Vi, Load voltage = V, Injection voltage = Viy;.
For feeder I:

Load A = Zjy.4a, Reactance = x;, Current = ;.

For feeder 2:

Load B = Zj,.q8, Reactance = x,, Current = I, I = I; + I,.

At no fault condition;

I LEE Vo= W) (1)
= . 2 = 1
X1+ Zioada X2 + ZioadB

At fault condition;

Vs Vs
=——+2 @
X2+ ZioadB X1
Thus,
sagging voltage = V, = V; — I x; 3)
(b) Now for injection voltage
Zih = R + jXu
Vovr + Vin = VL + ZnlL
DVR voltage for injection is
Vovr = Vi — Vin + Zun 1L 4)
For injection, V| is considered as reference voltage.
Viniloo = VL L0° + Zn I Z(B — 0) — Vin £ 4)

where «, B8, and§ are angles of Vpyr, Zn, and Vi,
Load power factor angle is

0 — tan-"! reactive power ©)
= tan _—
real power
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Table 1 System parameters

Elements Ratings
Source voltage 11kV

Load voltage 440
Transformer rating 11 kVv/440 V
Fault timing (0.05-0.08) s
Filter circuit (RL) 1 R, 10e—3H
Filter circuit (RC) 1 2, 10e—6F

Thus, power injection of DVR:

Spvr = Vovr - I} (7

2.4 System Modeling Parameters

See Table 1.

3 Artificial Neural Network-Based Controller

3.1 Controlling Scheme

1. ANN controller

ANN is used to find the optimal injection voltage; this controller is used with a unit
delay block to generate error signal and a reference signal that is generated from
abc to dqO. It is passed through dqO to abc transformation block to generate three-
phase signal which provided as an input to PWM for pulse generation so as to meet
the desired voltage injection and frequency. ANN does not need any mathematical
modeling which provides optimized output.

2. PI controller

Here, two discrete PI controllers have been used in the controlling scheme to regulate
the error between the actual and reference signal voltage [6]. Proportional response
is adjusted by multiplying the error by constant proportional gain. Integral term [7,
8] is used to integrate magnitude and duration of error. Three-phase PLL is used for
phase shifting, and output of PLL is used to give signal to abc to dq0 transformation
(direct-quadrature-zero) which converts load voltage from abc frame to dq0 frame
(Figs. 3 and 4).
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Fig. 3 ANN controller-based circuit
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PWM
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Fig. 4 PI controller-based circuit

3.2 Mathematical Control Technique of DVR

The prior role of DVR is to detect voltage sag and uplift the sagging voltage to its
nominal voltage; two-level converter PWM is used for pulse triggering during the
sag period [6]. The starting and ending time period of voltage sag can be calculated
by dq0 method where d is depth and q is phase shift.

1
Vo = g(Va + Vo + Vo) =0. ®)

2[ . . 21 . 27
Vd:§ sin wt + Vj sin wt—? + V,sin wt—i-? 9

2 2 2
V, = §|:COS wt 4+ 'V, cos(wt - %) + Ve COS<W + Tﬂﬂ (10)
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Then, the three-phase voltage is converted into two quadrature constant voltages
Vaand V.

4 Simulation and Result

At normal condition, the voltage magnitude remains constant but during the fault
condition period, i.e., 0.05-0.08 s, the voltage magnitude decreases, i.e., sag ranges
to near about 64.8% of the nominal voltage (Fig. 5).

As we are using electronics semiconductor devices and controllers in the system, it
also generates harmonics by itself. The below graphs (Figs. 7 and 8) show harmonics
induced by the two controllers. ANN controller shows in phase harmonics throughout
the waveform, whereas the amplitude of the harmonics produced by the PI controller
during the sagging period is higher (Fig. 6).
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Fig. 6 DVR connected transmission line with fault
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Fig. 8 Harmonics by PI control

Injection voltage depends upon the voltage sag. The difference of the pre-
sag voltage magnitude and sag voltage magnitude is injected through the series
transformer to boost the sagging voltage toward its nominal voltage magnitude.

The below figures clearly show the difference in injection voltage [5] (Figs. 9 and

10).

Post-sag, the ANN controller, the waveforms contain less distortion with less
harmonics than PI controller waveform (Figs. 11 and 12).
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Fig. 12 Post sagging load voltage by ANN controller

4.1 Analysis and Discussion

0.09 0.1 0.11

Voltage sag occurred for duration 0.3-0.08 s. The DVR is injected with a different
voltage, i.e., more than nominal voltage to have a continuous supply in load side in
synchronism with line voltage. PI controller is one of the existing controllers, whereas
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ANN is purposed controller used for comparison. Total harmonics distortion (THD)
with frequency 50 Hz and 5-cycles by FFT analysis is done to compare the sag
compensation of DVR with Pl is 2.57% and ANN controller is 1.69%.

4.1.: Voltage magnitude comparison in per unit system

SI. No. Situation Vims (pu)
1 System without fault 1.00
2 System connected to DVR with PI controller 0.944
3 System connected to DVR with ANN controller 0.996
5 Conclusion

The operation of DVR is validated by creating a MATLAB/Simulink model. VSI
is connected in feedback configuration in series with the coupling transformer to
compensate the sagging voltage by injecting active power to the series transformer
to boost the voltage profile. For both the controllers (P and ANN), results have been
discussed with proper comparisons. While comparing the PI controller to the ANN
controller, ANN controller gives more accurate and desired output voltage.
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Annual Cost and Power Loss )
Minimization in a Radial Distribution e
Network by Capacitor Allocation

Ankush Tandon and Sarfaraz Nawaz

Abstract In this paper, an imperialistic competitive algorithm (ICA) is presented
to identify the best possible size and site of capacitors. The primary objective of
this work is to minimize the cost of energy losses while maintaining voltage profile
within limits. In order to illustrate the ICA’s effectiveness and feasibility, IEEE 33-
bus system is used. The analysis has been carried out at three different load levels
namely nominal load (100% of load), light load (50% of load), and heavy load level
(150% of load). Furthermore, the results of adopted method are compared to other
recent approaches for highlighting the benefits of the algorithm in order to minimize
the cost of energy losses as well as maximizing the net saving.

Keywords Distribution system + Cost of energy loss + Capacitor placement *
Voltage profile - Power loss

1 Introduction

The classic power system comprises of three significant components, power gener-
ation, power transmission lines, and distribution system (DS). The increase in load
demand leads to more losses and voltage profile reduction. The reduction in voltage
at nodes is increases as moves away from the substation end to the consumer end in
the DS. The insufficient reactive power is mainly responsible for the voltage drop. It
may even cause voltage collapse in certain areas of critical loading.

To deal with the increasing demand and improving the system efficiency in distri-
bution system, capacitor placement has becomes one of the most favorable alterna-
tives [1]. To improve voltage and reduce the cost of energy loss in distribution system,
capacitor placement has become one of the most recommended options. Capacitor
placement is a suitable method in reducing the cost incurred in terms of energy loss
as it provides reactive power compensation to the DS. The amount of compensa-
tion of reactive power in DS is very much linked to the insertion of capacitors with
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optimal location and size [2]. Mustafa et al. [3] incorporated genetic algorithm (GA)
to trace the optimal site of the capacitor with suitable size to improve the voltage
profile and reduce power losses in the DS. In [4], RND Costa presented a new
approach quantum behaved PSOwhich is inspired by the natural behavior of swarm
and quantum mechanics theories. Bhadoria et al. [5] solved the capacitor placement
problem with the help of iterative search technique in the radial DS to enhance the
voltage of the buses and reduce the power losses. To diminish the cost of capacitor
installation and losses, a new approach based on mimics of flower pollination is
introduced by Tamilselvan et al. in [6]. EA Al Ammar et al. [7] suggested a hybrid
technique which is blend of genetic algorithm and fuzzy expert system approach for
allocation of capacitors in the distorted RDNto reduce harmonic distortion, increase
in the voltage profile, and reduce power loss. In [8], author incorporated sine cosine
algorithm (SCA) for the allocation of capacitor in DS to enhance the voltage stability
and mitigate the cost incurred due to real power losses. Sultana et al. [9] formulate
the problems of capacitor placement and solved them by implementing oppositional
cuckoo optimization algorithm (OCOA) to minimize the total cost. In [10], reduction
in cost of energy losses, voltage deviation, power losses, and improving the voltage
stability index is achieved using water cycle algorithm (WCA).

In this paper, a popular technique known as imperialist competitive algorithm
(ICA) is introduced. ICA is employed for the determination of optimal site of the
capacitor with optimal size for maximizing the net saving as well as improving
voltage profile. The effectiveness and feasibility of the suggested ICA technique
have been examined on 33-bus at different loading level, i.e., nominal, light, and
heavy load level with the help of MATLAB software. It can be observed from results
that proposed approach has superior performance as compared to other techniques
mentioned in this paper.

2 Problem Formulation

The main objective of this paper is to reduce the cost of energy loss in the DS after
capacitor allocation. The cost function consists of two parts as shown in Eq. 1. The
first one represents the cost of real power loss, and the second is the cost of reactive
power compensation by capacitor [11].

Total cost can be computed by given equation:

Minimum Cost = K, Pioss + Z Kyfe Qe ey
k=1

where, K, is the cost of real power loss which is 168 $/kW (11,928 rupees/kW) [7].
Piogs is the power loss in kW. K. is the purchase cost of the capacitor is 3 $/kVAr
(213 rupees/kVAr) [12]. The size of the capacitor is denoted by Q. in KVAr. n is the
total number of capacitors installed in the distribution system.
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2.1 Constraints

a. Apparent power flow constraint

Si =< S(i,max)

s

Bus voltage constraint

V(m,min) < Vm =< V(m,max)

e

Power factor

PFmin = PFreal = PFmax

d. Capacitor size

anax =< 0.7 Qload

3 Imperialist Competitive Algorithm

Lucas and Gargari were the first to introduce ICA, which is based on the imperialist
competitions, a social-political process [13]. Figure 1 shows the ICA’s flowchart.

The proposed ICA algorithm considers an initial population, named as countries
similar to the other evolutionary algorithm. Imperialists are chosen from among the
best countries. The remaining populations become the colonies. Colonies from the
generated population are distributed among the imperialists according to imperialist
power. In this problem, candidate bus for capacitor allocation is represented by
imperialist and other location designated as colonies. Candidate bus and remaining
bus together form an empire.

Now, all the colonies begin to travel on the way to suitable imperialists. The sum
of power imperialist and the power of its relevant colonies are used to measure an
empire’s overall power. Then, the competition of imperialists starts between all the
empires. If any of the empire is not capable to increase their power or cannot compete
the competition will be terminated from the competition. Imperialist competition
leads to a decline in the power of a weaker empire and a progressive increase in the
strength of a powerful empire.

The empire which losing its power continuously will collapse. Because of this
imperialistic competition, all countries will consolidate into a situation where there
is only one empire which possesses all colonies. In this newly updated empire,
imperialist and colonies have the same power.
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Initialise the
countries

.
Movement of colonies in alignment
of concerned imperialist

Any colony having low cost than empire

Position of imperialist and
colony is updated

.

Compute the cost
of the empire

The powerful empire will take the
hold of the weak colony

Mo colonies retained with the empire

Eliminate the
empire

Condition fulfilled

Fig. 1 Flowchart of ICA

4 Results and Discussion

The suggested ICA technique has been applied on standard 33-bus to identify the
suitable site of capacitor units with optimal size to minimize the cost of energy loss
would be minimum. Three different loading levels, i.e., nominal, light, and heavy
load levels, are also considered to check the effectiveness and feasibility of the ICA
technique. The results are compared with other existing algorithms. The MATLAB
software is used for coding of ICA algorithm.



Annual Cost and Power Loss Minimization in a Radial Distribution ... 99

4.1 IEEE 33-Bus System

The 33-bus radial DS consists of 32 branches and 33 buses. The reactive and real
power loads are 2300 kVAr and 3715 kW, respectively, with 12.66 kV and 100 mVA
as the base values of the 33-bus test system. The system has reactive and real power
losses 136.60 kVAr and 202.4 kW, respectively.

The numerical results for capacitor placement are shown in Table 1 at nominal,
light, and heavy load level. The percentage loss reduction and net saving are 32.53
and 20.74, 30.99 and 5.7, and 34.69 and 27.41 for nominal, light, and heavy load
level, respectively, with improving voltage profile as compared to base case. Bus no
13 and 30 are identified as suitable site for placement of capacitor for different levels
of load.

Table 2 shows the comparison of numerical results of the proposed ICA algo-
rithm with other existing algorithms such as Chu and Beasley genetic algorithm
(CBGA) [12], flower pollination algorithm (FPA) [6], and sine cosine algorithm
(SCA) [8] to reveal the feasibility and effectiveness of proposed technique at nominal

Table 1 Result of 33-bus system

Load level
Light load level Nominal load Heavy load level
level

(Base case) Loss kW 47.07 202.49 496.33
without KVAr 31.35 135.01 331.39
capacitor -

V (min) pu 0.9583 0.9131 0.8634

Cost of energy loss | 5.61 24.15 59.20

(lakhs)

Total cost (lakhs) 5.61 24.15 59.20
With capacitor | Location and size | 13 202.4 13 407 13 616

(kVAr) 30 465 30 930 301 410

Loss kW 32.48 136.60 324.13

kVAr 21.62 90.96 216

V (min) 0.9693 0.9366 0.9019

Loss reduction in 30.99 32.53 34.69

%

Cost of energy loss | 3.87 16.29 38.66

(lakhs)

Capacitor cost 1.42 2.84 4.31

(lakhs)

Total cost (lakhs) 5.29 19.14 42.97

Net saving (lakhs) |0.32 5.01 16.23

Net saving in % 5.7 20.74 27.41
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Table 2 Comparative result analysis for 33-bus system at nominal load

Base case | With capacitor
(without | ~gGA [12] | FPA [6] (2018) SCA [8] Proposed ICA
CapaCltOr) (202 1) (20 1 8)
Optimal - 12 045 |13 045 |24 |14 0.35 |13 0.407
location and 24 045 045 [30 |09 [30 |1 30 0930
size (MVAr)
of capacitors 30 105
Total kVAr 1950 1800 1350 1337
Power loss 202.49 138.41 139.07 142.551 136.60
(kW)
Loss 31.64 31.32 29.60 32.53
reduction in
%
Vinin (pu) - 0.9327 0.9300 0.9366
Cost of 24.15 16.50 16.58 17.00 16.29
energy loss
(lakhs)
Capacitor - 4.15 3.83 2.87 2.84
costs (lakhs)
Total costs 24.15 20.65 20.41 19.87 19.13
(lakhs)
Net saving - 3.50 3.74 4.28 5.01
(lakhs)
Net saving in - 14.49 15.48 17.72 20.74
%

The bold is signifying the proposed results of ICA

load level. It can be observed from Table 2 that the suggested ICA has a higher reduc-
tion in cost of energy loss in comparison with other. The voltage profile is depicted
in (Fig. 2).

5 Conclusion

This paper exhibits the development and implementation of a unique approach for
optimal capacitor allocation to reduce the cost of energy losses in distribution system.
A new technique known as imperialist competitive algorithm (ICA) is introduced
which is inspired by the competition of imperialist. ICA is implemented for the
determination of suitable site of the capacitor. The effectiveness and feasibility of
the proposed ICA technique have been examined on 33-bus test systems at different
loading level, i.e., light, nominal, and heavy load level with the help of MATLAB
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Voltage (pu)

0.98 -
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0.94 -
0.92 -
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——&— After Capacitor Installation
0.9 L L L L T T
0 5 10 15 20 25 30 33

Bus number

Fig. 2 Variation of voltage profile at nominal loading (IEEE 33-bus system)

software. The obtained numerical results compared with other existing methods in
literatures, and result proves the superiority of the ICA technique in all scenarios.
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Automated Signal Monitoring of LT8228 )
Buck-Boost Converter L

Rahul Raj®, Bhanu Pratap®, and Chandana HB

Abstract The use of DC systems has increased with the increase in renewable
energy systems. DC power converters are widely used for transferring electrical
energy with minimal losses. The power converters used in industries have different
types of monitoring pins whose readings need to be measured automatically to keep
track of power flow. This paper will discuss the automation of monitoring pins of
the LT8228 bidirectional buck—boost controller using Arduino Uno to estimate the
actual current flow through the device. For this purpose, DC2351A is used, which
is a demo board for LT8228. Evaluating the current flowing through the circuit is
necessary to find the actual power consumed by the load, which can be stored in a
database for billing energy consumed.

Keywords Bidirectional DC—DC converter - LT8228 - DC2351A + Arduino Uno

1 Introduction

Energy can be harnessed directly from the sun, even in cloudy weather. Solar energy
is used worldwide and is increasingly popular for generating electricity or heating
and desalinating water as it is affordable, reliable, and sustainable. According to
Sustainable Development Goal—SDG7, the world must ensure access to affordable
and clean energy by 2030 [1]. Solar energy can play a significant role in achieving
this goal and can be accessed easily in any part of the world without much initial
cost. In 2020, the total installed capacity of solar energy was 773,200 MW [2].
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To transmit solar energy, a DC-DC converter is widely used. The DC-DC
converter is an electromagnetic device used to convert one voltage level to another
voltage level [3]. Its power level ranges from a low level of small batteries to a high
level, like high voltage transmission. In transmission, high voltage is preferred over
low voltage to decrease transmission losses; for this purpose, DC-DC converter is
used. DC transmission is preferred over AC transmission as losses in DC transmission
are negligible compared to AC transmission [4].

There are various types of DC-DC converters, such as buck converter, boost
converter, buck—boost converter. For smooth transfer of power in both the direction
for buck and boost mode, bidirectional DC-DC converters are used. Bidirectional
converters can be used to step up the voltage as well as step down the voltage.

Voltages step up when the power is injected into the transmission line and step
down when the power has to be taken from the nano-grid. One of the types of
bidirectional controllers is LT8228 [5] from analog devices. This controller features
buck and boost mode up to 100 V, and current and voltage can be controlled using
various pins in the controller.

UNO is probably the most popular Arduino board in the world which is equipped
with an Atmega328P processor. Arduino Uno boards operate at 16 MHz. Its 32 KB
of program memory, 1 KB of EEPROM, and 2 kB of RAM [6]. It quickly became
the industry standard for development boards. This pin header makes the Arduino
Uno compatible with most development board shields.

When the power is to be transferred, it is necessary to record the amount of power
being transferred for billing of energy used. For this purpose, the controller has two
monitoring pins that estimate the output and input current as measuring high current
from a microcontroller requires extra setup, which will increase the system price. The
signal from these pins need to be observed automatically and record the power being
transferred. The 10-bit ADC of Arduino UNO is one of the limitations in measuring
the low voltages in these monitoring pins [7].

This paper will discuss the automation of monitoring of signals using Arduino Uno
to measure the very low voltage which will estimate the actual current flowing through
the circuit. Section 2 presents a brief idea about the bidirectional DC-DC converter
and its structure and operation. In Sect. 3, the LT8228 controller and DC2351A
demo board connection to the Arduino board have been discussed. The software
requirements and calculations for comparing results have been explained in Sect. 4.
Experimental results are presented in Sect. 5. Finally, the conclusion is given in
Sect. 6, followed up by references.

2  Working of Bidirectional DC-DC Converter

A common DC-DC conventional converter can only transfer power in one direction,
which is not helpful when a battery needs to be interfaced, or two sources are to
be connected with each other. A bidirectional DC-DC converter is used to transfer
power in both directions in a situation like an energy source connected to a motor,
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Vi

C1

Fig.1 DC-DC bidirectional buck—boost converter [8]

usually in electric vehicles. This bidirectional converter controls the voltage level,
and it is used for bucking and boosting the voltage level by controlling the switching
circuit. A bidirectional DC-DC converter is also known as a half-bridge DC-DC
converter. Many topologies are available, like Cuk, SEPIC, and flyback. The basic
buck and boost circuit are connected anti-parallel in this type of converter. It can
work in both directions [8].

Mode 1: Buck Mode

In this mode, the voltage at the output side will be lesser than on the input side, but
the power on both sides remains the same in ideal conditions. This can be achieved
by making the switch in series with the parallel combination of diode and inductor.

In Fig. 1, input supply is given at V1 and output at V2. The switch Q1 and Diode
D2 begin conduction, and the circuit operates as the buck converter. Switch Q2 and
Diode D1 remain off all the time.

Mode 2: Boost Mode

In this mode, the voltage at the output side will be more than the voltage on the input
side, but the power remains the same in ideal conditions. This can be achieved by
making the inductor in series with the parallel combination of the switch and the
diode.

In Fig. 1, input supply is given at V2 and output at V1. Switch Q2 and Diode
D1 begin conduction, and the circuit operates as the boost converter. Switch Q1 and
Diode D2 remain off all the time.
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3 Hardware Setup Description

Demo board DC2351A is used to measure the monitoring pin voltages [9], as shown
in Fig. 2. This board features an LT8228 controller for controlling the output current
and voltage.

The DC2351A board is a S00W bidirectional DC-DC converter that can be used
as a boost and buck converter by controlling the ground pin. It consists of four
protection MOSFETs that offer reverse voltage, reverse current, and short circuit
protection on both sides. It also consists of 8 operating MOSFETS that support buck
and boost operation. DC2351A board has all the monitoring pins at the bottom,
which can be connected to analog inputs of Arduino Uno for calculating the current
in the circuit. The pin diagram of LT8228 is shown in Fig. 3. LT8228 consists of gate
control and control to the operation of DC2351A, including enabling and switching
frequency. It offers features like under-voltage protection and overvoltage protection.
Itis convenient as the output can be controlled by controlling the input to the feedback
pins of the controller. The monitoring outputs are sourced by this controller, which
senses input current to the board and gives scaled output.

The simulation of DC2351A has been shown in Fig. 4. The principal aim of this
setup is to keep continuous track and measure the IMON1 pin and IMON?2 pin.
IMONI pin will give the equivalent voltage for current flowing from the V1 side,
and the IMON?2 pin will provide the equivalent voltage for current flowing from the
V2 side.

Monitoring pins of DC2351A are connected to the 10-bit ADC of Arduino, and
the reference voltage of Arduino is set to 1.1 V internally. Since the 10-bit ADC
cannot measure low voltage accurately so, using oversampling library, the analog

= ANALOG
DEVICE

T

Fig. 2 DC2351A demo board [9]
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readings are oversampled to 16-bit, which can measure the low voltage accurately.
In Fig. 5, the whole setup for measuring monitoring pins with Arduino Uno is shown.

4 Software Requirements

Arduino IDE is an open-source software where electronics can be built easily and
efficiently with lower costs in a microcontroller platform and is used for writing the
code and for uploading it to the microcontroller. Arduino UNO includes features like
ROM, RAM, and flash memory. It also consists of a 5 and 3.3 V supplies along with
a few GND points [10].

The method used to get the monitoring pin output is oversampling. Library for
oversampling was included named Oversample.h [11]. The internal reference was set
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Fig. 4 Circuit diagram of DC2351A

Fig. 5 Hardware setup (proposed work)

for analog reference voltage, and the measured voltage was automatically recorded
in an Excel sheet. Part of the Arduino IDE code is shown in Fig. 6.

Following formula has been used to convert the analog reading from Arduino to
the actual voltage across pins, which is used when oversampler is set to 16-bit.

Analog Reading
65,536

Pin Voltage(mV) = x 1.1 x 1000

Following formula is used to estimate the actual current flowing through the circuit
from the voltage measured from IMON1 and IMON?2 pins.
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void loop()

long scaled0 = samplerO->readDecimated();
long scaledl = samplerl->readDecimated();
1 ; scaled2 = sampler2->readDecimated();
long scaled3 = sampler3->readDecimated();
long scaled4 = sampler4->readDecimated();
long scaledS = sampler5->readDecimated();

IMON1l = (((scaled0/65536.00000)*1.1)*1000);
ISETIN = (((scaledl/65536.00000)*1.1)*1000);
ISET2N = (((scaled2/65536€.00000)*1.1)*1000);
ISET1P = (((scaled3/65536.00000

ISET2P = (((scaled4/65536.00000)*1.1)*1000);
IMON2 = (((scaled5/65536.00000)*1.1)*1000);

I
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Fig. 6 Arduino code on Arduino IDE

Pin Voltage
Computed Current(mA) = 20200 x 750,000

The milli-volt is measured across the monitoring pins using Arduino ADC using
the above method. This voltage is converted to the current flowing through the resis-
tance of monitoring pins. The current then can be scaled to the actual current flowing
through the circuit using the scaling factor as per the datasheet of DC2351A.

The current is estimated from the above formula. As the output voltage is already
set by choosing the appropriate resistance in the feedback pin while designing the
converter, the total power transferred can be calculated using the estimated current
and known output voltage.

This calculated power can be transferred to the database and can be used for the
billing of power consumed by the user.

5 Experimental Result

The graph for comparing the output current measured using an oscilloscope and
using monitoring pins was plotted while keeping the input voltage to DC2351A
board constant and varying the load resistance. The current plot for buck mode is
shown in Fig. 7, and for boost, mode is shown in Fig. 8.

Similarly, in Figs. 9 and 10, the input current versus input voltage is plotted while
keeping the load resistance of DC2351A as constant.

It is evident from the above figures that the computed current converging
to the actual current in both buck mode and boost mode. Thus, the difference
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Fig. 7 Comparison between computed and actual current versus load resistance in buck mode
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Fig. 9 Comparison between computed and actual current versus input voltage in buck mode
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Fig. 10 Comparison between computed and actual current versus input voltage in boost mode

between computed current using Arduino ADC readings and current measured using
oscilloscope, i.e., actual current is very less.

6 Conclusion

Measurement of power is a necessary factor when transferring the power. For
measuring high current, additional equipment is required conventionally. By using
monitoring pins of LT8228, the output current can easily be calculated with good
accuracy and very low cost. Arduino Uno was able to calculate the output current, and
it has been observed that by increasing the resolution of ADC by oversampling the
readings, the overall calculated current is almost equal to the actual current flowing
in the circuit measured using the oscilloscope’s current probe. By oversampling the
ADC pin of Arduino, the power transferred using a DC-DC converter can be easily
calculated using signal monitoring on monitoring pins of DC2351A without using
expensive current sensors separately.
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Energy Management System )
of Standalone DC Microgrid L

Supriya Sharma and Pankaj Gupta

Abstract Solar photovoltaic (PV) energy usage that is stochastic and intermittent
necessitates energy storage systems for continuous power delivery to loads. This
research offers an energy management system (EMS) for a hybrid PV-battery system
supplying local load in an independent DC microgrid (MG). The developed EMS
algorithm ensures uninterrupted power supply to both critical and non-critical loads
via storage unit during nighttime or cloudy days following load shedding in order to
maximize power continuity to critical loads based on battery state of charge (SoC)
levels when PV generation is low or unavailable. During peak solar hours, the load is
supplied by PV, and the battery enters charging mode. If the battery is fully charged,
the dump load is attached to absorb the extra energy. To test various scenarios, the
Simulink model designed with MATLAB is tested under changing irradiance levels
and battery SOC. The results demonstrate a seamless transition between PV and
battery charging/discharging modes while maintaining a consistent DC connection
voltage.

Keywords Isolated DC microgrid - PV - Renewable energy * Battery energy
storage systems * Bidirectional buck—boost converter

1 Introduction

Microgrids (MGs) are yet another development made possible by the rising usage of
renewable energy sources. According to the IEEE standard 2030.7, a MG is defined
as follows: A collection of loads and distributed energy sources (DESs) coupled to
form a single, manageable unit with respect to the grid, with clearly defined electrical
boundaries and the ability to connect and detach from the grid to enable operation
in both grid-connected and islanded modes [1, 2]. DC MG is preferred not only due
to the increasing popularity of DC loads like as electric vehicles, LEDs, and battery
storages, but also because of lower transmission losses, greater coordination among
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DESs, enhanced dependability, simpler connections, and the absence of frequency
control difficulties [3]. EMS is utilized by MG to effectively manage the load and
the available resources. Using a collection of computer-aided tools known as an
EMS [4, 5], a generating and transmission system can be monitored, managed, and
optimized. This is achieved while adhering to specific restrictions. Numerous EMS
methods for DC MG with PV and battery storage systems (BSSs) for both AC and
DC loads have been proposed in the past. Some of the work on EMS of islanded
DC MG are discussed here. The author of [6] focused on off-grid DC MG systems
comprised mostly of hydrogen, PV, and batteries. In order to achieve decentralized
operation of the EMS, a two-level control with droop control is implemented. The
goal of developing a PV-based MG with a rule-based prioritizing system is to give a
consistent and continuous supply to critical loads [7]. The usage of a fuzzy controller
for energy management in a MG with PV in order to extend the battery life is
discussed in [8]. In the same context, [9] proposes an optimal control strategy for
a freestanding PV-battery-supercapacitor system based on hybrid approaches using
fuzzy logic control (FLC) and particle swarm optimization (PSO), with the aim of
extending the battery’s life. The EMS presented in [10] is capable of maintaining
a constant DC bus voltage across the whole system. Another FLC-based EMS was
designed and implemented in islanded mode [11] in order to govern the switching
of the DC-DC converters and maintain power balance as well as a constant DC
bus voltage. On the other hand, the primary focus of this effort will be the design
of a rule-based EMS for an isolated mode-operating PV-battery hybrid DC MG.
Another rule-based approach for DC standalone MG with PV, wind, battery, and
supercapacitor feeding dump and local load is provided in [12].

The primary purpose of energy management in this developed isolated DC MGs is
to accomplish the following objectives: (a) Maintaining continuity of power supply
to the load for the maximum duration; (b) Maximizing power from PV system with
Perturb and Observe (P&O) MPPT algorithm; (c) Keeping the DC bus voltage fixated
at desired voltage levels, i.e., 300 V; and (d) Managing the battery operation mode
(charging/discharging) based on the battery’s SoC.

In the process of creating EMS, one of the main regulating factors that is frequently
employed as a decision criterion is the battery’s SoC. This research takes into
account lithium-ion batteries since they are the most technologically sophisticated
and display superior qualities in terms of reliability, power management, energy
density, charging/discharging cycles, and other similar aspects. This paper aims to
design a rule-based EMS for an isolated PV-battery DC MG with the objective to
provide continuous supply to critical loads for the longest duration and maintain
the DC bus voltage stable under various conditions. This has been accomplished
by optimizing the PV generation using the P&O method as well as balancing the
power by operating the battery in charging/discharging mode. Ultimately, the goal
of this strategy is to provide continuous supply to critical loads for the longest dura-
tion possible. The following is the structure of the paper: The design of the MG
is discussed in Sect. 2. In the following Sect. 3, we will talk about the proposed
EMS strategy. In the following section, the results of the simulation will be critically
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examined for a variety of various operating situations. The concluding section of the
paper is Sect. 5.

2 DC MG Structure

The PV system is connected into the DC MG via a DC-DC boost converter in order
to supply the DC load. There are three loads, each consuming 500 W, and they are all
connected, with the first load being the most important and the third load being the
least important. This analysis takes into consideration an additional resistive load,
which is thus treated as a dump load. In order to keep the power balance stable, a
battery that is coupled by a bidirectional DC-DC buck/boost converter is used. The
controlled switches that are linked to the load are used to achieve load shedding in
the event that the power deficiency mode is active. This is done in order to preserve
power continuity to the vital load and to keep the DC bus voltage stable. The planned
structure of the MG is seen in Fig. 1, along with the control signals.
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Pand O
MPPT < I_PV
D_PV
/
«—Control Signal
From EMS
DCLOAD
Boost converter
. > P_PV—p > CL
_ P_Load—p] —»Load
— p_Batt—»| EMS | ploadi
S0C—» —p-Dump
- V_DC—»
A Bidirectional Buck-
Boost converter
Battery D_Batt
Battery v.oc

Management f¢—  |_Batt

Fig.1 Proposed DC MG layout
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2.1 PV System

In the conduct of this study, a photovoltaic (PV) system is constructed utilizing
sixteen modules, two of which are connected in series while the remaining eight
are connected in parallel. The total power output is roughly five kilowatts. This PV
system is integrated with the help of a DC-DC boost converter to the DC bus, and the
Perturb and Observe Maximum Power Point Tracking (MPPT) technique is utilized
in order to operate this module at its maximum capacity. This approach is often
utilized due to its simplicity of implementation [13].

2.2 Battery System

Due to intermittent nature of solar, it is not possible to rely on this generation
completely. The fluctuations in the solar generation are compensated with the help
of battery. During day, when the irradiance levels are high and the PV genera-
tion is supplying the load, the battery is charged depending on its SoC. Otherwise,
during night or cloudy days, the battery is discharged to maintain the power supply
continuity to load. The battery is connected with the bidirectional buck—boost DC—
DC converter to DC bus to maintain the flow of energy in either direction during
charging/discharging mode. An inbuilt battery module available in MATLAB of
150 nominal voltage, and 78 AH capacity is considered in this study. The bidirec-
tional buck—boost converter is used to connect this battery with 300 V DC bus. The
main goal of this converter is to maintain a constant DC bus voltage by charging
or discharging battery according to the PV generation. Dual-loop PI controller is
preferred for the converter as it provides stability to the system. The outer loop tracks
the DC bus reference voltage and supplies the inner loop with reference current. The
parameters of the controller have been calculated as discussed in [14]. Figure 2
depicts the cascaded PI controller.

*
v_DC* Voltage to Current |Batt Current to Duty

S1
—
Pl Controller PI Controller FM
S2
|_Batt

Fig. 2 Dual-loop PI controller for bidirectional buck—boost converter

V._DC
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3 Proposed Energy Management Strategy

The EMS that was designed and is depicted in Fig. 3 operates in two distinct modes:
the sufficient PV power mode and the deficient PV power mode.

Sufficient photovoltaic energy: In this mode, for enough PV supply during daytime
hours, all of the load, including critical and non-critical, is supplied by this generation
when the battery SoC falls between the lowest and highest ranges. While for SoC
above the maximum limit, which in this case is 90%, a dump load is linked into the
system with a controlled switch so that the surplus PV power may be harvested. If
the percentage of charge on the SoC falls below the minimal mark of 10%; however,
it will begin charging. The load that is considered to be of the least vital importance
is taken off, and the remaining load is fed by the PV.

Deficient PV generation: EMS will operate in this mode whenever the irradiance is
either very low or completely absent. By operating in the phase known as discharging,
the battery fulfills its role as a source. For a SoC more than 70%, the entire load is kept
linked. However, load shedding is chosen by the EMS because the SoC is decreasing,
and the generation from PV is either very low or nonexistent. When the SoC drops
below 70% again, the load that is considered to be of the least critical importance
is turned off so that the vital loads receive a continuous supply for as long as is
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humanly practicable. When the SoC falls further below 50%, the next least critical
load will be taken offline. In the event that the PV system continues to produce an
insufficient amount of power and the SOC falls below the threshold level, all of the
load is disconnected, and the system remains in this mode until PV generation is
restarted.

4 Simulation Results

The proposed algorithm is simulated on MATLAB/Simulink, and the effectiveness
has been tested for different irradiance levels and battery’s SoC in PV surplus as
well as deficient mode. The results are illustrated in Fig. 4. The simulation results
for PV surplus mode are obtained by varying the irradiance levels as mentioned in
Fig. 4a. and keeping the battery’s SoC > 90%. The dump load is removed only when
the PV system is generating at its 50% of full capacity as otherwise, the system
is operating in excess PV generation mode. When irradiance is reduced to nil in
deficient mode (Fig. 4b), battery starts discharging to maintain the supply to load.
In both the modes, DC link voltage is maintained at 300 V. The load shedding also
improved the duration of continuous supply to critical loads. The results in Fig. 4c,
d depict the load shedding and restoring conditions at SoC near 50 and 70%. As Soc
is below 70%, the dump load and least critical load is already in OFF mode. Now,
when SoC further falls below 50%, the next non-critical load turns off but turns back
ON when SoC rises above 50% as depicted in Fig. 4c.

5 Conclusion

The proposed EMS achieved constant DC link voltage for variable irradiation levels
and various SoC. Using a twin-loop PI controller, charging and discharging have
been conducted smoothly, as evidenced by the results. Moreover, the continuity of
supply is maintained to critical loads for as long as possible during periods of low
irradiance by following load shedding of the least critical load in steps, and when PV
generation is high, dump load is used to capture the excess generation if the battery
is fully charged to minimize energy loss. This work can be remodeled in the future
for grid-tied system, and instead of a rule-based approach, intelligent EMS based
on optimization approaches such as FLC can be implemented while exploring more
distributed generations.
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State Estimation in Active Power )
Distribution Systems Using Phasor L
Measurement Units

V. Aarthi, Ram Krishan, and Himanshu Grover

Abstract Real-time monitoring of the states of power systems is crucial and
becoming a very challenging task with increase in the penetration of renewable
generation. Now days, the use of phasor estimation units (PMUs) is becoming very
crucial in power systems monitoring and control. However, it is not feasible to place
PMUs in each and every location as it is very expensive. The use of pseudo and virtual
measurements techniques to estimate the power system states with better accuracy
is very effective. In this paper, first, optimal location of the PMUSs in a simple active
power distribution system (APDS) is determined using a simple method. Further,
the APDS is built in PSCAD, whose signals are fed into the PMUs, to obtain the
magnitude and phase angle of the signals, and these values are used for performing
the state estimation.

Keywords State estimation -+ PMUs + Optimal PMU placement - Active power
distribution systems

1 Introduction

Operation of modern power systems is very complex because it consists of various
dynamic loads and generation sources like conventional and renewable sources, spin-
ning and non-spinning reserves [1]. A power system needs to be operated with high
reliability at minimum cost. For a reliable operation, knowledge of the system states
is very important. The part of power system which can be operated even in islanded
mode of operation with the help of available distributed generations (DGs) including
renewable energy sources is termed as active power distribution systems (APDSs).
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It is very tedious process to know the states of APDS at a particular instant of time.
To solve this problem, state estimation is very useful where the states of the power
system are estimated using the available flow and injection measurements [2].

Power system state estimation refers to the process of collection of measurements
across the system and to extract the best estimation of system operational condition
[3]. Measurements, which are nonlinear functions of the system state, are collected,
and a load flow-like calculations are performed iteratively to determine the most
probable system state from the known information.

Earlier, remote terminal units (RTUs) are used to sense data though the measuring
transformers (CT’s and PT’s), and these sensed analog signals/values are provided
to the supervisory control and data acquisition (SCADA) system for the monitoring
and control. If there is any disturbance in the system, the energy management system
(EMS) present in the control center gives the effective control action [4]. The output
data rate of SCADA is once in 4-6 s, but updates of much higher rates are required
to capture power system dynamics, which is essential for analyzing disturbances
and post-disturbance scenarios and taking fast control actions. Data at sub-second
rate is required to monitor the dynamics of power system more closely. Also, time
synchronized wide area system data is required to have an accurate view of the entire
power system. Figure 1 shows a general flow of information and communication and
how the control happens in power system.

The output of SCADA is the RMS value of voltage and current, but bus voltage
angle data is required as a local measurement. The angle separation is a key indi-
cator of system stress and needs to be monitored at important transmission corridors
in real time. In order to overcome all these disadvantages, we are shifting toward
phasor measurement units (PMUs) to get good accuracy and significant reporting
rate in view of the power system dynamics. In the last decade, the large use of PMUs
for the monitoring of the transmission networks has influenced the operational prac-
tices of these systems concerning the following aspects: (i) system stability; (ii)
state estimation (SE); (iii) system reliability; and (iv) protections schemes [5]. The
use of low-cost hardware platforms is contributing to the massive use of PMUs in
distribution networks [6]. Dedicated installations in real distribution networks have
already demonstrated the feasibility of this solution [7, 8]. As an example, the active
distribution network (ADN) in [7] is equipped with PMUs in every bus measuring
nodal voltages and injected current synchro phasors. By leveraging the distribution

Fig. 1 Power system
operational paradigm I SCADA sense g{)\:tzrm
I (RTU's) X

commg@nication Control

Control center

Computers & Monitors
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network operator real time monitoring such as fault detection and location, might be
developed using this same metering infrastructure [8—10].

In this paper, a simple APDS model is considered in PSCAD, whose output voltage
and current are sent to PMU to compute the states of some of the buses in which
PMU is present. The change in frequency and rate of change of frequency waveforms
obtained from PMU are compared with the waveforms of frequency and differenti-
ation of the frequency obtained using PLL. The states of other buses are calculated
by forming the measurement matrix, Jacobian matrix, and the effective Jacobian and
measurement matrixes and by computing the diagonal covariance matrix. The results
obtained from normal state estimation are compared with the results obtained from
hybrid state estimation. Also, a fault is created in the system, and the states of the
system are estimated during the instant of fault using the PMU measurement. Thus,
the states of the system can be obtained on real-time basis without necessarily using
PMU in all buses.

2 PMU Modeling

A synchro phasor is a precision time-tagged positive sequence phasor measured
at different locations. A PMU is a high-speed device which is used to provide
the synchronized measurement of phasors. It converts three-phase analog signal of
voltage or current into synchro phasors. It produces synchronized phasor, frequency,
rate of change of frequency (ROCOF), and real and reactive powers, etc., estimates
from voltage and/or current signals and a time synchronizing signal [11]. PMUs
directly measure the state variables, i.e., magnitude and phase angle of bus voltages,
with a very high accuracy. They can consequently increase the robustness and preci-
sion of the estimation process [12]. The recent literature has also discussed the use
of phasor measurement units (PMUs) to develop low-latency and high-refresh rate
real-time state estimators (SEs) for distribution networks [13-15].

Figure 2 shows the single-phase block diagram of PMU phasor signal. The input
signal is discretized using sample and hold circuit, and the output of this signal
is multiplied with the time synchronized sine and cosine signals which are passed
through a low-pass filter to obtain the real and imaginary parts of the signal [16].
The parameters of the low-pass filter are designed using the following equations.
The filter length and filter cut-off frequency is calculated using (1) and (2).

Filterlength (L) = {?} X {5.8943 + 1.467 % ln{ % } } cycles (D
Fouoft = F5(0.1981 — 0.0005F) ~ F;/5 2)

Here, fj is the fundamental frequency, and F; is the sampling frequency.
The change in frequency can be mathematically obtained as:
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And the rate of change of frequency (ROCOF) can be framed as:
DF(i) = [F(@i) — F(i — D]/[1] “)

where At is the sampling time (1/F).

3 State Estimation Model

The system model to estimate the true values of the states in terms of measurement
and error can be expressed as:

Z=Hx+e )

where Z is the measurement matrix, Hx is the true values obtained from system
model, x is the state vector, and e is the error matrix.

Measurements can be of a variety of types. Most commonly used measurements
are the line power flows, bus power injections, bus voltage magnitudes, and line
current flow magnitudes. For a system containing N buses, the state vector will have
2N — 1 elements, N bus voltage magnitudes, and (N — 1) phase angles. Hence, the
state vector x will have the following form assuming bus 1 as the reference

xT = 0,,05, ....... 0, Vi,Va, Vs, ...... V, (6)

The expressions for the injection power P; and Q; are given below, assuming the
general two-port 7r-model for the network branches.

P, =V; Y Vi(Gijcos(6;) + By sin(6;;)) 0
JENI
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=V Z /(Gyj cos(6;;) — Bjjsin(6;;)) ®)
JENI

The real power P;; and reactive power Q;; flow from bus i to bus j:

P = V(g + gii) — ViV, (gii cos 6y + b;; sin ;) )

Qij = =V (byi + bii) — V;V;(gii sin6;; — bjj cos 6;;) (10)

The measurement Jacobian matrix, H can be formed as:

dP,;  dP

do dV

dPhow  dPhow

— dv

H = d&m, adl, (11)

dv

dQﬂow dQﬂow

do dv

Figure 3 shows the flowchart for state estimation. The PMUs give the magnitude
and angle of voltage and current to estimate the states which are unknown in the
system. State estimation also helps in detection of bad data and in which bus or line
the bad data has occurred. State estimation results are processed to identify errors in
the meters and parameters given that there are enough redundant measurements. In
addition, failure or loss of a meter can be detected. Topology of a network changes
when aline is lost due to overloading or equipment failure. In such a case, the security
of the system might be in danger since some other lines might get overloaded as well.
State estimation results, when analyzed carefully, can give early warnings of such
cases.

For performing state estimation using PMU measurements, direct angle measure-
ments are included along with the classical measurement set. The proposed model
is based on enhancing the output of the WLS estimator by modeling a linear
measurement set composed of PMU measurements and WLS state estimate.
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system of Y Bus

Find the injection .
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{ (PMU) Data and states
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Fig. 3 Flowchart for state estimation
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The proposed measurement model for estimating the states using PMU measure-
ments is as follows:

M = Hxpes + € (12)

Here, M is the measurement vector which comprises of the direct state output from
WLS (V, 6.) and PMU voltage measurements (Vpmuy, 6pmu)-

]

M = Ose (13)
|:VPMU:|
Opmu |
Hy Hpp
Hy Hy

Hs H3
Hy Hy |

HC = (14)

Here, the coefficients of H¢ matrix can be framed as:
Hy=LHp=0Hy =0;Hy; =1

where Iis an N x N identity matrix and N is the number of buses in the system. 0
is the N x N null matrix.

Hj, is a P x N matrix, P being the number of PMUs. Each row k corresponds
to pmu k and has all zeros except at the jth column corresponding to the index of
Vkpmu in the state vector.

H;, =0(P x N); Hy; =0 (P x N; Hy, isa P x N matrix, P being the number of
PMUs). Each row k corresponds to pmu & and has all zeros except at the jth column
corresponding to the index of Vkpmu in the state vector.

The xpes in (12) is computed as:

Xpest = (HT R HO)(HT R™' M) (15)
Here, R is the diagonal covariance matrix and is defined by:
R = diag{ [0536, Tises Typmus 692PMU]} (16)

2 2 2 2 .
Here, 07,,, 04, 0vpmus Oopmu are the standard deviation of the errors of Vi, 0y,
Vemu, Opmu, respectively.



State Estimation in Active Power Distribution Systems Using Phasor ... 129

ras VA=

0.1 [H] 1.0 [ohm]

BRK

s ViV
0.1 [H] 1.0 [ohm] I 1.0 [ohm]

o
P+iQ

> Ea of Bus 1 fed to
PMU

Fig. 4 Simulation model considered

4 Simulation Model

An IEEE 5-bus system is considered which has a normal conventional generation
source of 132 kV 100 MVA, a DG source of 132 kV connected to bus 1, a circuit
breaker to isolate the conventional source and another breaker to switch on the DG
source when needed. The load considered is of 100 MW and 25 MVAr, and the
circuit breaker trips from 1.0 to 1.3 s, and the simulation is run for 2 s. Only one
PMU is considered in the system, and this PMU is placed in bus 1. As direct PMU
model is not available in PSCAD, a virtual PMU is implemented in MATLAB, and
the voltage data obtained from bus 1 in this simulation is fed into the virtual PMU
implemented in MATLAB for obtaining the states of bus 1. The block diagram of the
considered system is shown in Fig. 4, and the block diagram of PMU implemented
in MATLAB is shown in Fig. 5.

The input V4, V,, V3 in Fig. 5 correspond to the V,, V,, V. of E,, (bus 1 Voltage)
shown in Fig. 4. Figure 2 is implemented in subsystem, subsystem1 and subsystem?2,
and (1), (2), and (3) are implemented in change in frequency block, and (4) is
implemented in ROCOF block of Fig. 5.

5 Simulation Results and Discussions

The simulation model shown in Fig. 4 is simulated in PSCAD, and the three-phase
voltage and current output of bus 1 obtained for a fault from 1 to 1.3 s are shown in
Figs. 6 and 7.
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Fig. 8 Trip signal issued to the circuit breaker

It can be observed from Fig. 8 that the trip signal has been given to the circuit
breaker from 1.0 to 1.3 s, but there is a transient observed till 1.05 s.

It can be seen from Fig. 9 that there is a transient initially till 0.25 s, and after that
the power is maintained at 100 MW till 1 s, and it abruptly drops to zero when the
circuit breaker trips, and in 1.3 s, the power output is back to 100 MW from getting
the power from the DG source.

The change in frequency and rate of change of frequency (ROCOF) obtained by
comparing and differentiating the frequency signal obtained from PLL (Fig. 10) are
shown in Figs. 11 and 12.

The output data of bus 1 for the model shown in Fig. 4 is obtained from PSCAD
are fed to the PMU model in Simulink shown in Fig. 5, and the transition results are
observed. The magnitude of three-phase voltage output for bus 1 (V 4.) is shown in
Fig. 13.

It can be observed from the waveforms that similar transitions are observed by the
PMU and the simulation in PSCAD. Figures 6 and 13 show a similar behavior from
1to 1.3 s. Figure 14 shows the positive sequence component of V 4. The magnitude

Output Power across Load

= po
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125.00 /m
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75.00 ! \ [/
50.00 /] \\ l)
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0.00 LJ
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Fig. 9 Change in power observed during the transition
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Fig. 12 Rate of change of frequency (ROCOF) observed

of V 4 signal is shown in Fig. 13, and the phase angle of V4, is shown in Fig. 15. We
can see that the there is a large variation in the phase angle during the disturbance
in all 3 phases. Figure 11 shows the change in frequency which comes to around
1.2 times (60 Hz) the nominal frequency (50 Hz). The similar change is observed in
Fig. 16 from 1 to 1.3 s. In case of Fig. 11, it can be seen that there are small peaks
before a high shoot up in the waveform. But, in case of PMU (Fig. 16), the shoot up
is very high indicating a large disturbance in the system. Thus, the system can act
more faster with PMU. The ROCOF, shown in Fig. 12, shoots up to around 0.2 Hz/s,
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Fig. 13 Magnitude of three-phase voltage output obtained from PMU

and this similar change is observed in Fig. 17 where there is a shoot up to around
60 Hz/s, two times, for the period of 1-1.3 s.

From Figs. 16 and 17, it can be observed that the changes seen in the power system
are detected by the PMUs as in PSCAD. Hence, the data obtained from PMU can be
used to estimate the unknown states of the system.

Using the data obtained from the PMU, we can now perform state estimation. The
Z matrix and H matrix are formulated as shown in (5) and (11), a random error W is
introduced into the system, and the H. and Z.g are computed as follows:

Hg=H'WH (17)

Zr= HTWZ (18)

Positive sequence voltage obtained from PMU
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Fig. 14 Positive sequence voltage output obtained from PMU
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From the above formulations, the states can be estimated as:

X = Hy Zer 19)
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The system shown in Fig. 4 is considered in MATLAB for estimating the states
of the system. The Z ,,s and states corresponding to bus 1 are taken from the PMU
data along with the DG source, and the states for other buses are estimated using the
hybrid state estimation technique.

Here, the number of measurements is considered as 16, and number of states of
the system are 9 states considered: [6,]03]604]05| V1| V2| V3| V4| Vs].

The 5-bus system has 4 generators at bus at 2, 3,4, and 5, and there are 6 branches
present. Here, bus 1 is considered as the slack bus.

The measurement matrix (Z) considered for this system is shown in (20).

Z =[PiPsPyPsQ1030405P12 P13 PiaPis Q012023012 Q151" (20)

Here, P; P3 P4 Ps Q1 Q30405 are the injection real and reactive power flow measure-
ments, and P, Py3 P14 P15sQ1202301405 are the flow real and reactive power
measurements.

The Jacobian matrix is calculated using (11) as:

[222.5069 —35.2348 0 —154.703 22.2507 —3.5235 0 —3.2569 —15.4703 ]
0 —91.6758 125.0125 0 0 —9.1676 12.5013 —3.3337 0
—32.569 0 —33.3367 —33.3367 —3.2569 0 —3.3337 9.9242  —-3.3337
—154.703 0 0 188.0396 —15.4703 0 0 —3.3337 18.804
—22.2507 3.5235 0 15.4703  222.4619 —35.2348 0 —32.569 —154.703
0 9.1676  —12.5013 0 0 —91.6758 124.9872 99.2223 0
3.2569 0 3.3337  3.3337 32569 0 —33.3367 99.2223  —33.3367

H= 154703 0 0 —18.804 —154.703 0 0 —33.3367 188.0016 (21)

35.2348 —35.2348 0 0 35.2348 —35.2348 0 0 0
0.0000  91.6758 —91.6758 0.0000  0.0000  91.6758 —91.6758 0.0000  0.000
32569 0 0 0 32569 0 0 0 0
154703 0 0 —154.703 154.703 0 0 0 —154.703
—3.5235 35235 0 0 35.2348  —35.2348 0 0 0
0 —9.1676 9.1676 0 0 91.6758 —91.6758 0 0
-3.2569 0 0 0 32569 0 0 —32.569 0

L —15.4703 0 0 15.4703 154703 0 0 0 —154.703

The measurement matrix Z can be obtained using (20) as:

1 0.40.2349 —3.9497 4.6651  0.0585 0.9604 0.5265 —0.3821 ... !
... 0216 —0.9397 —0.1361 0.2274 —2.4801 0.5212 —1.8544 2.266
(22)
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Table 1 Actual and estimated values of states without using PMU data

V. Aarthi et al.

Values | Actual values Estimated values Error
States Voltage (pu) | Angle (°) | Voltage (pu) | Angle (°) |ErrorinV | Errorin#
1 1.00 0 1.0585 0 — 0.0585 0
2 0.959 3.273 0.9785 3.2190 —0.0195 0.054
3 1.00 —0.759 1.0101 —0.7515 | —-0.0101 — 0.0075
4 1.00 —0.492 1.0021 —0.4900 | —0.0021 —0.002
5 1.00 4.112 1.0051 4.0446 —0.0051 0.0674
Table 2 Actual and estimated values of states using PMU data
Values | Actual values Estimated values Error
States Voltage (pu) | Angle (°) | Voltage (pu) | Angle (°) |ErrorinV | Errorin 6
1 1.00 0 1.01 0 —0.01 0
2 0.959 3.273 0.961 3.269 —0.002 0.004
3 1.00 —0.759 1.002 —0.7578 | —0.002 —0.0012
4 1.00 —0.492 1.001 —0.4919 |—0.001 —1E—-04
5 1.00 4.112 1.0 4.11 0 0.002
The H g matrix using (17) is obtained as:
[0.3793 —0.0367 0.0017 —0.3115 —0.0132 —0.0040 0.0000 —0.0015 0.0204 ]
—0.0367 0.0376  —0.0350 0.0238  —0.0040 —0.0439 0.0636 —0.0169 0.0012
0.0017 —0.0350 0.0440 0.0017 0.0000 0.0636 —0.0869 0.0233  0.0000
—0.3115 0.0238  0.0017 0.2758 0.0204 0.0012 0.0000 0.0011 —0.0228
Hefr = | —0.0132 —0.0040 0.0000 0.0204 17063 —0.0219 0.0015 —0.0160 —1.6681 | * 1014 (23)
—0.0040 —0.0439 0.0636 0.0012 —0.0219 0.6331 —0.8003 0.1775 0.0117
0.0000 0.0636 —0.0869 0.0000 0.0015 —0.8003 1.0403 —0.2432 0.0015
—0.0015 —0.0169 0.0233  0.0011 —0.0160 0.1775 —0.2432 0.0825 —0.0008

L 0.0204 0.0012

0.0000

—0.0228 —1.6681 0.0117 0.0015

—0.0008 1.6558

The Z.¢ matrix obtained using (18) is given as:

Zefs = [—1.37E+ 12 =9.72E+4+ 10 1.19E 4+ 11 1.77E + 12 —4.24E 4 10

—1.09E + 10 1.50E + 11 —4.18E + 10 —5.58E + 10]"

(24)

The actual values obtained from load flow and the estimated values obtained from
state estimation during normal and with PMU measurements are shown in Tables 1

and 2.
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To perform the state estimation using PMU, the H¢ matrix is obtained using (14)

as:

HC

1000000000 |
0100000000
0010000000
0001000000
0000100000
0000010000
0000001000
0000000100
0000000010
0000000001
1000000000

0000010000

(25)

It can be observed from Tables 1 and 2 that the error obtained in the states is
very less when the states are estimated using PMU data. The comparison of errors
in voltage and magnitude is shown in Figs. 18 and 19. Here, as the number of
synchronized measurements is increased, high accuracy is achieved.

Fig. 18 Voltage error
comparison with and without

Fig. 19 Phase angle error
with and without PMU
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Tal?le 3 Estimate.d states Values Estimated values during fault

during fault duration
States Voltage (pu) Angle (°)
1 0.231 0.998
2 0.453 2.346
3 0.864 —0.4578
4 0.748 —0.7836
5 0.697 2.146

Table 3 shows the estimated states during fault condition obtained using (13),
(14), (15).

6 Conclusion

In this paper, the states of all the buses are obtained on real-time basis. In an APDS
system, the states of the buses in which PMUs are placed are directly obtained along
with the measurement data. But, for buses where PMUs are not present, hybrid
state estimation can be used for this purpose, which is shown in this paper. The
usage of PMU helps in faster detection of disturbances and faults that has occurred
in the system as show in Sect. 5 due to faster detection of large overshoots. The
necessary matrices needed are obtained from the PMU measurement, and from the
measurements already available, the initial states are considered as flat start, and
the states of other buses are obtained based on the equations. It can be seen that
the estimated state values obtained using PMU data are more accurate compared to
the states obtained without using PMU data. It is observed that more the number of
synchronized measurements considered, higher the accuracy obtained in the states
estimated. It is observed that the estimated states are similar to the actual states after
introducing some error into the system; hence, we can say that our state estimation
algorithm can adapt to sudden disturbances. Hence, these measurements are used on
real-time basis for observability analysis of power system. The losses were neglected
in this paper. Future scope can be to consider losses while computing the measurement
data.
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Online Estimation of Voltage Stability )
Margin Using PMU Data L

Lohitha Avula, Ram Krishan®, and Krishan Kumar

Abstract For secure and reliable operation, online monitoring of voltage stability
margin is important in smart grid. It is critical to determine how close a power system
is to voltage breakdown online in order to operate it safely. Based on the basic
definition of voltage stability margin, a simple method is proposed to determine the
voltage stability index (VSI) using PMU data instead of local measurement. This VSI
is used for anticipating the voltage collapse in power systems. The index is calculated
using the bus’s maximum load capacity and the Thevenin equivalent approach for the
system’s aggregated representation. The index for line voltage measurement can be
computed by computing the Thevenin based on fast load flow or phasor measurement
units (PMUs) data. Proposed technique is demonstrated with a standard IEEE 14-bus
test system.

Keywords Voltage collapse + Local measurements * Online voltage stability -
Load voltage capacity + Thevenin equivalent - Phasor measurement units

1 Introduction

In order to meet the growing demand, utilities must take an advantage of using the
existing transmission facilities in the power system rather than building the new
ones. The factors contributing to power systems operating near their limits include
increased complexity, multiple sources, and heavy loads. Consequently, the voltage
profile of the stressed grid is deteriorated. This has resulted in the problem of voltage
stability and sometimes leads to the voltage collapse. Voltage instability is one of the
major problems that could result from such a stressed grid [1].

L. Avula (X)) - R. Krishan
Departmentof Electrical Engineering, National Institute of Technology Warangal, Warangal, India
e-mail: lace21304 @student.nitw.ac.in

R. Krishan
e-mail: rkrishan @nitw.ac.in

K. Kumar
DEHN India, Gurugram, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 141
A. Rani et al. (eds.), Signals, Machines and Automation, Lecture Notes
in Electrical Engineering 1023, https://doi.org/10.1007/978-981-99-0969-8 15


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0969-8_15&domain=pdf
http://orcid.org/0000-0002-1454-686X
mailto:laee21304@student.nitw.ac.in
mailto:rkrishan@nitw.ac.in
https://doi.org/10.1007/978-981-99-0969-8_15

142 L. Avula et al.

The power system is a complex network which consists of various kinds of
loads and sources. Due to the integration of renewable energy sources (RESs), the
complexity of the power system network further increased. Also, due to different
kind of loads, like leading and lagging loads, the power system network always is
prone to major problems like voltage stability and voltage collapse [2]. The voltage
stability problem can be defined as the inability of the power system network to
maintain the voltage levels steady and acceptable at all buses in the network during
normal operating conditions. This definition can be also being applied to the power
system after getting subjected to disturbance. Voltage stability problem occurs with a
local disturbance leading to decreasing in the voltage of all the buses. If this continues
progressively over a period of time, it may lead to blackout situation.

Voltage collapse refers to the rapid and uncontrollable drop in voltage of a bus or
group of buses associated with an increase in load, generally caused by insufficient
reactive support in high-load areas. A sudden surge in voltage could also cause
voltage collapse, change in the system, such as a line outage [3]. If the load at a
particular bus is varied while the rest of the system conditions remain unchanged,
the voltage at that bus will also change, changing the node voltage at other buses.
Therefore, the voltage at a load bus is partially dependent on the power delivered
to that node. The active and reactive powers can be separated into segments such
as AV/SP and AV/5Q where P is active power, Q is reactive power, and V is the
voltage at that node.

Voltage collapse and voltage instability are often mistaken for the same
phenomenon. Here, it is necessary to clarify the thin line between these terms. Several
buses may see a gradual decrease in voltage profile as a result of disturbances in a
power system. This is called voltage instability, while voltage collapse is an unfeasible
value of voltage whose magnitude is rapidly decreasing. Power system instability
can result in voltage collapse. During a disturbance in the power system, there is a
point in time where the voltage becomes uncontrollable. In the case of actual voltage
collapse, this occurs later than voltage instabilities [4, 5]. Voltage collapse can be
categorized into two categories: static and dynamic. The probability and speed of
voltage collapse can be affected by many different events such as equipment outages
or faults caused by equipment outages, load disturbances, etc. Depending on the load
disturbance, it may be a sudden or gradual outage of a large block of load. As the
voltage fluctuates in small discrete steps of steady states with slow load fluctuation,
so can be considered a static phenomenon. However, the fast load fluctuation as
well as equipment outages or faults due to it comprise the dynamic phenomenon.
Transient instability is caused by disturbances that require dynamic analysis, but
voltage instability can only occur if the voltage values after the disturbance are low,
the transient voltage dips last a long time, or the voltage equilibrium achieved after
the disturbance is unstable, and adding any reactive power support to that bus will
lower the voltage there [6].

Even though the exact calculation of instability onset requires knowledge of the
complete power system state including generator over excitation conditions [2, 7, 8],
an approximate estimation based exclusively on local measurements is still possible.
In order to set up such a problem of approximate decentralized, measurement-based
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voltage instability monitoring, it is useful to define an upstream, as well as a down-
stream power network. Several research efforts attempt to calculate an equivalent
upstream and downstream power system [9, 10] relying on PMU measurements,
based on which to estimate voltage instability onset. A good estimation of voltage
instability onset for a load area can be provided in real time, if the boundary buses
are monitored through PMU measurements [11], where the sensitivity of transferred
active power to apparent conductance is used as an index. Voltage stability improve-
ment can also be done by optimal reactive power measures using a sensitivity index
called power transfer stability index (PTSI) [12]. A stability margin estimation tech-
nique called the Kantorovich-based voltage stability margin (KVSM) is proposed in
[13]. To provide a fast and accurate static voltage stability assessment, many data-
driven-based methods have been proposed in [14]. Fast voltage stability index (FVSI)
is a mathematical method which in turn speeds up the technique of voltage stability
analysis in the prevalence of contingency evaluation due to line outage in a power
system [15].

In this paper, the online voltage stability estimation is done using the PMU data by
calculating the voltage stability index (VSI). VSI calculation is based on the Thevenin
equivalent theory which is used to predict the proximity to voltage collapse using
the PMU data. The buses with lowest VSI are the most vulnerable buses and prone
to voltage collapse.

2 Voltage Collapse Indicators

In static simulators, things like reactive support requirements and system loading
capabilities are determined during planning and operation. Simulations in the time
domain are also used to analyze voltage stability [16]. At higher loads and near to the
point of voltage collapse, there is no real steady-state solution to load flow; therefore,
it was very difficult to arrive at a solution.

2.1 AC State Estimation Model

Load flow analysis or power flow analysis is the procedure required to determine the
steady-state operating characteristics of the power system network from the given
bus data and line data [17].

Power system AC state estimation is the process of collection of measurements
from the system and computing a state vector of the voltage (magnitude and angle) at
each observed bus. Measurements which are nonlinear functions of the system state
are collected, and load flow-like calculations are performed iteratively to determine
the most probable system state from the known information [18].

State estimation results are processed to identify errors in the meters and param-
eters given that there are enough redundant measurements. In addition, failure or
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loss of a meter can be detected [19]. In this work, the weighted least square state
estimation method is used for the estimation of the voltage stability margin.

Considering the measurement vector as ‘z” which contains the ‘m’ number of
measurements and the state vector ‘X’ denotes the ‘n’ number of the state vari-
ables. Conventional state estimation techniques employ measurement sets which are
nonlinear functions of the system state vector and can be represented using 4 (X).
However, all of these measurements have their own unknown error associated with
them denoted by ‘e.” The measurement errors are assumed to be independent of one
another and have an expected value of zero.

z = [A(X)] + [e] (D

3 Voltage Stability Index

Voltage stability index is an index which predicts the closeness to voltage insta-
bility by assessing the voltage stability of power system. The magnitude changes as
the system parameter changes and can be used online or offline to help operators
determine closeness to voltage collapse. With the advancement in the technology of
smart grid and the phasor measurement unit (PMU) technology, the voltage index
can be calculated directly from the PMU measurement data [20]. The development
of synchrophasor measurement technology along with other advances in compu-
tational facilities, networking infrastructure and communications has given us the
new perspectives for wide-area monitoring and control. Phasor measurement-based
voltage instability monitoring can be classified in two broad categories:

i. Local measurements-based methods

The local measurements-based methods use the Thevenin equivalent method in
assessment of the voltage instability. The Thevenin voltage and the impedance remain
constant throughout the measurement.

ii. Observability based methods

The observability-based methods require time-synchronized measurements; it is
obtained from the PMU data.

3.1 Proposed Methodology

In this work, the voltage stability index is calculated based on the maximum loading
capacity and Thevenin equivalent circuit. In order to use this proposed methodology
to the transmission system, the whole network should be reduced into a system with
two nodes (Figs. 1 and 2).
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Fig. 1 Thevenin equivalent of the power system
m k
le - Vk
m
Ikm
( U')) | — | Bus kl
Sk = Pk +jQk

Fig. 2 Thevenin equivalent represented as two node system

From the above diagram, the load impedance at bus k can be determined as

V 2
P = A (2)
P — jOx
ZEZm
Zi =2 /] Zo = 51 )
KPRzl — 7

Figure 3 is the schematic diagram of generator model in power system with
constant terminal voltage. The Thevenin impedance and voltage is derived as
following with the help of Fig. 3 and Eq. 3

Zo— (== 1) v (1= 22y )
th — Zkk Zlf th — Z]f k
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Fig. 3 Generator model and the Thevenin impedance of load bus

3.2 Flowchart

Flowchart of the proposed algorithm is given in Fig. 4.
The active power and reactive power of system at bus k is as follows and are
considered for the calculation of VSI

START

| Consider the Load bus K with the Load Pk +j Qk Idi

| Do the AC Load Flow Analysis and Calculate the Load Impedance |

v

Find the Zkk by taking the Diagonal Element of Impedance Matrix

v

| Find the Thevenin Voltage Vth |

v

| Find the Thevenin Impedance Zth |

| Find the Voltage Stability Index |

Change in Load
Pk + jQk

Calculate new VSI l—

Fig. 4 Flowchart for VSI calculation
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n

P =Y Vil Vil Yiom] €08 (8 — 8¢ + Oim) (5)
m=1
Qi = = Y Vil Vil Yien | Sin(n — 8 + k) 6)
m=1

The equations can be modified according to the above figure, and squaring Eqs.
(5) and (6), we get

sz + Vk4 Ykzk COS2 91(1( — 2Vk2 Ykk COos 01(]( Pk
= (ViViuYim)* €08 (8 — 8 + Okm) (7)
07 + VY2, sin® Oy + 2V2 Yy sin O Oy
= (ViVinYim)® $in® (8 — 8 + O (8)
Adding the above Eqgs. (7) and (8) and rearranging, we get
4v,2 2 2 H 2 2 _
ViYe — (VoM (Vi Yion)® + 2Yi (P cos O — Qi sinf) ) + P2+ 0f =0 (9)

Equation (9) can be formed into a quadratic equation of variable sz, and it is
solved to get the solution of sz as in (10)

V2= —b+/b? —4ac 10
C= T, (10)

where
a=Y3:b=—{(VYin)* + 2V (Pccos O — Qi sinO) }: c = PZ+ Qf (11

If (b2 — 4ac) is there is no real solution, therefore b2 — 4ac > 0. Putting a, b, ¢
values in the equation,

{(ViaYem)® + 2Yis (Pe cos O — Oy sinO)* }
—4Y5 (P2 +07) 2 0 (12)

Maximum loading point of the system is reached when the V> =0, and if it is seen
from the voltage stability point of view, we can say that maximum power transfer
represents more proximity to the voltage instability.

Therefore, a VSI which is a constant load factor multiplied to P ; +j Q  to make
it VSI* (Pr + jOx).

VSI represents the closeness to voltage instability or collapse.

e [f VSI = 1, the line has reached to its maximum power transfer capability.
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e [If VSI < 1, the line violates maximum power transfer capacity, and the voltage
becomes unstable.

{ (Vi Yim)? + 2Yi (VSIP cos e — VSIQy sin )}
—4Yi VS (P2 + 0}) = 0 (13)

Rearranging the terms in (13) and finding the value of VSI, we get

b+ V2 —4
VSI = 2—“ (14)
a

where

a =4Y% [(P;cos b, — Qi sinbi))> — P2+ OF
b = {4(Vyy Yion)* Yo (Pi 08 O — Qe sin ) }
c = (VmYkm)4

According to Thevenin equivalent circuit, V,, is replaced with V. Y, is replaced
with Zy, and Yy by Zik.

4 Result and Discussion

4.1 Two-Bus System

The two-bus system, which comprises of a generator that feeds local load bus k over
the branch Zj,, is considered the test system. V,, = (1.0 4 j0.0) pu, Zjne = (0.028
+0.096) pu, and S; = (150 4 j50) MVA are the voltages for generator terminal m.

Thevenin impedance is equivalent to line impedance in a two-bus system and has
a constant value of 0.1 pu; here, the VSI is calculated by using (14) and is 0.763.
It is high and not close to zero implies that it is not a voltage collapse point. Here,
load impedance is substantially greater than the Thevenin impedance under normal
loading. As in the case of maximum power transfer, load impedance equals Thevenin
impedance at maximum loading; the VSI is very high. At maximum power transfer
point, if the voltage is decreased to 0.55 pu and VSI is 0.002, which is the collapse
point, in the voltage stability analysis, merely considering the collapse point indicated
by very small VSI values close to zero will be an optimistic approach. The voltages
in both circumstances are roughly 10% less than the normal voltage when VSI = 1.
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4.2 IEEE 14-Bus System

Obtain Y-bus, V,,, and § by performing load flow analysis with the line data and
adjusted bus data. Get a rectangular version of Sj,q (KVA). Except for bus K, repre-
sent the load at every load bus by an admittance Yo,q = S/ Vnzl Modify the Y, it
should be changed to Y;; = Y, + Yiadqi). Delete all axes associated with generator
buses, including the slack bus. To get a Z-bus with load, invert it. Bus K’s Z-Thevenin
is Zy. The above method should be repeated for each bus except for buses whose
load power is zero. Voltage stability index is calculated according to above modeling
equations where Yy,, = 1/Z-Thevenin and Yy = 1/Zy. Vi is the bus K’s voltage
obtained from the state estimation. The IEEE 14-bus system is converted into the
Thevenin equivalent circuit, and VSI is calculated. Except for the buses 1, 7, and 8,
all other buses can be considered as load bus i.e., Kth bus as loads at these buses is
zero. When buses 3 and 4 are considered as the load bus, the VSI obtained is very
close to zero. This implies that there is a chance for voltage collapse. In case of bus
3, the V,, (VThevenin) 1S very less, and load impedance and Thevenin impedance are
nearly equal, that is the reason for lesser VSI. But, in case of bus 4, the Thevenin
voltage is not too less; the VSI is lower because the load impedance is not much
greater than the Thevenin impedance.

Table 1 represents the voltages and phase angles at each bus of the IEEE—14-bus
system obtained from load flow analysis (before state estimation) and state estima-
tion. The voltages and phase angles obtained from load flow analysis are used in
state estimation for finding the error-free voltages and phase angles of the buses.
State estimation results are used for calculating the voltage stability index.

Table 2 represents the values of load bus voltage (V) which is obtained from
the state estimation. Thevenin voltage (V,,) is calculated from Eq. (4) with respect
to load bus. Load bus impedance (Z;) is calculated from Eq. (2), and the Thevenin
impedance is calculated from Egs. (3) and (4). The voltage stability index (VSI) is
calculated using Eq. (14).

Figure 5 shows the variation of VSI with respect to the load voltage. Figure 6 shows
the variation of VSI with Thevenin voltage. The effect of V,, (Thevenin voltage) is
more on the calculation of VSI than the load bus voltage. The value of VSI also
depends on the Thevenin impedance and load impedance. The load impedance at
buses 3 and 4 is less than the Thevenin impedance, making the buses 3 and 4 as
vulnerable buses. The Thevenin voltage (V,,) at buses 3 and 4 is also less compared
to other buses Thevenin voltage. Therefore, the VSI of bus 3 and bus 4 is as low
as 0.0071 and 0.0049, respectively. The closeness of VSI to zero implies voltage
collapse. Higher the VSI, higher is the voltage stability. Thus, the VSI is measure of
voltage stability margin, i.e., how close the system is to instability.
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Table 1 Voltage magnitude and angle before and after the state estimation

L. Avula et al.

Without state estimation With state estimation
Bus number Magnitude Angle (°) Magnitude Angle (°)
1 1.060 0.000%* 1.0958 0.000%*
2 1.045 —4.983 1.0786 — 2.6228
3 1.010 —12.725 1.0736 — 3.9666
4 1.018 —10.313 1.0608 — 3.9069
5 1.020 — 8.774 1.0623 — 3.4489
6 1.070 — 14.221 1.0294 — 5.5366
7 1.062 — 13.360 1.0480 —5.9744
8 1.090 — 13.360 1.0699 —5.1270
9 1.056 — 14.939 1.0334 — 6.7800
10 1.051 — 15.097 1.0284 — 6.8106
11 1.057 — 14791 1.0284 — 5.7644
12 1.055 — 15.076 1.0236 —5.2591
13 1.050 — 15.156 1.0150 — 5.7493
14 1.036 — 16.034 1.0155 — 74784
* represents Slack Bus
Table 2 VSI calculation at load buses
Load bus Vi Vin Vin) Z Zih VSI
2 1.0786 0.7712 4.6268 1.3184 1.0606
3 1.0736 0.1578 1.1995 1.3758 0.0071
4 1.0608 0.4324 1.2464 1.3899 0.0049
5 1.0623 0.9593 14.5294 1.4079 0.2857
6 1.0294 0.8447 7.8608 1.4102 1.2020
9 1.0334 0.5507 3.1549 1.4737 0.5089
10 1.0284 0.8756 9.8773 1.4673 1.3603
11 1.0284 0.9724 26.8724 1.4623 1.4088
12 1.0236 0.9411 16.6128 1.339 0.4423
13 1.0150 0.8185 7.0119 1.3578 0.6713
14 1.0155 0.7954 6.562 1.4226 0.5352

5 Conclusion

Online estimation of voltage stability margin is proposed using the PMU data. The
voltage stability index presented in this paper is based on maximum loading capability
and can be used in online voltage analysis. Data on load flow or measurement can be
used to determine the index. The index can be employed in networks using a quick
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technique of Thevenin equivalent calculation, as demonstrated by implementing the
algorithm with IEEE 14-bus and two-bus test systems. Here, the VSI is calculated
based on the Thevenin voltage of the system, load voltage, Thevenin impedance, and
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load impedance. The closeness of VSI toward zero indicates the voltage collapse. In
IEEE 14-bus system, the most vulnerable buses are bus 3 and 4 as the VSI values are
0.0071 and 0.0049, respectively. The future scope of this approach is to find the real
power as well as reactive power loading margin of the system which can be obtained
by continuation power flow method.
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Design and Implementation the Active )
Clamp Forward Converter for Electric oo
Vehicles Application

Arya Singh and Madhusudan Singh

Abstract This paper presents a detailed examination of the circuit functioning and
design analysis of an active clamp forward converter (DC-DC) with asynchronous
rectification. Forward converter with active clamp (ACFC), to assist reset the flux in
the transformer core, one clamp switch and clamp capacitor are used to absorb leakage
energy of inductor, and decrease voltage and current spikes on the primary side of
transformer and further lowering the voltage stress on the main switch (S,,). By using
the switch’s output capacitance and transformer leakage inductance, the clamped
circuit helps the main switch in turning on during zero-voltage switching (ZVS).
Switching the power switch to zero-voltage switching (ZVS) decreases switching
losses and increases the converter’s overall efficiency. To verify the zero-voltage
switching (ZVS) and operation of active clamp forward converter (ACFC), the design
procedure and simulation results for ACFC with DC supply voltage of 80-120 V and
have a DC output voltage (V) of 13.41 V which is operating at rated load current
(Ip) of 32.82 A and a switching frequency (F) of 250 kHz is presented.

Keywords Zero voltage switching (ZVS) - Active clamp forward converter
(ACFC) + Zero derivative switching (ZDS) - Switching frequency (F) - Pulse
width modulation (PWM)

1 Introduction

A buck-derived architecture with transformer isolation is used in the ACFC. For
low-power applications, the ACFC is a common choice for single and/or multiple
output power supply. Active clamp forward converters are smaller and more efficient
than passive clamp forward converters [1]. In forward converter, transformers are
utilised to accomplish circuit isolation and energy transformation from primary side
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to secondary side, as well as to reset the transformer’s magnetising current using the
active clamp approach. While there are a variety of approaches for accomplishing
transformer reset, the active clamp approach is both simple and effective. Zero-
voltage switching (ZVS), decreased switch voltage stress, wider duty cycle range,
and reduced electro-magnetic interference (EMI) are just a few of the benefits of
active switching. One of the constraints of the active clamp is the requirement for a
precise duty clamp [2]. Increased duty cycle, if not limited to a maximum amount,
might cause transformer saturation or additional voltage stress on the main switch,
both of which will be dangerous. Another constraint is the requirement for sophis-
ticated control to synchronise delay timing between the active clamp and primary
switch gate drive [3]. When the switch (Sy), i.e. main switch is ON, its voltage
emerges across the primary winding of transformer, causing the magnetising current
(Iy) to increase linearly and reaches to its maximum positive peak value. For peri-
odic voltage, current functioning of transformer circuit, this established magnetising
current must be reset when the switch (Sy,) is OFF. At the end of every switching
phase, the magnetising current/flux in core should revert to its initial value. If the
magnetising current/flux will not revert to its initial state at the conclusion of each
switching phase, the magnetising current (/,,) will continue to rise, leading to trans-
former saturation [4-6]. By using an active clamp converter, the overall efficiency
of the circuit is considerably increased. A variety of ways have been developed to
reduce switching losses and increase system efficiency. With the help of clamp switch
(Scr) and clamp capacitor (Ccr), the active clamp approach has been developed to
collect the excess stored energy inside leakage inductance (L; ) and decrease current,
voltage stress of switch (Sy,). The active clamp approach uses a normal pulse width
modulation (PWM) system to transmit power, and the switch is switched on at zero-
voltage switching (ZVS) utilising transformers leakage inductance (L, ) and parasitic
capacitance and/or switch output capacitance (Cps) [7, 8].

To show ZVS and enhanced efficiency, an active clamp zero-voltage switching
(ZVS) forward converter is built and implemented in MATLAB/Simulink in this
study. Sections II and III present a complete analysis of system and design approach
and the creation of a 440.1162 W ACFC zero-voltage switching (ZVS) converter.
Using clamp switch (S¢r,), clamping capacitor (Cc¢r) and resonant circuit, the ACFC
circuit will reset the surge energy held in leaky inductance, and the main switch’s
voltage stress is also decreased. To analyse the performance characteristics of the
ACFC zero-voltage switching (ZVS) converter, the circuit operation for closed loop
system is analysed, and the MATLAB/Simulation results based upon a 440.1162
W prototype circuit with DC link voltage of 80-120 V and output voltage (V) of
13.41 V at operating frequency (F) of 250 kHz are illustrated. The active clamp
forward converter’s uses include auxiliary power supply for electric cars.
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2 Circuit Description and Analysis

The ACFC circuit is illustrated in Fig. 1. The clamp switch (Scp) and clamping
capacitor (Ccr) in the active clamped circuit are used to reset the magnetising flux of
transformer and absorb the surplus energy created by the leakage inductance (L;) to
reduce voltage stress on the main switch (Sy,). To accomplish ZVS functioning for
the main switch, the drain-source capacitance (Cpg) and leakage inductance (L, ) are
inresonant (Sy). The inductance of magnetization is stated as (L,,). The drain-source
capacitance (Cpg) is equal to the parasitic capacitance of the switch (Sy,), i.e. main
switch and the switch (Scr), i.e. clamp switch combined in parallel. The converter
makes the following assumptions for circuit analysis.

e The drain-source capacitance (Cps) should be smaller compared to the clamp
capacitance (Ccr).

e The capacitance Cy is big enough to maintain an approximately constant steady
output voltage.

e The inductance (L) of the secondary side filter is large enough so that
approximately constant current flow through it.
The magnetising inductance (L,,) must be greater than leakage inductance (L ).
Turn ratio of transformer is n = %—;’
Zero-voltage switching (ZVS) is accomplished when the inductive energy is larger
enough than the energy stored in capacitor of the drain-source capacitance (Cps).

Mode I: Power is transferred to the secondary side of transformer in this mode of
operation, as illustrated in Fig. 2. The magnetising current (/,,) of transformer is
added to reflected secondary current (/) to generate the input current (/;,) and flows
via the channel resistance of the switch (S);). On the secondary side, forward bias
causes diode (D1) to be ON, while reverse bias causes diode (D2) to be OFF. The

+ Vo1 . LO

+VL -

=+ == C
VinC Ve © Ro Vo

Vo

I)
. -V Ref
Controller

Fig. 1 ACEFC circuit diagram
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Fig. 2 Circuit diagram of ACFC, switch (Sj7) ON, and switch (Ssc) OFF

supply voltage is the voltage that appears across the magnetising inductance (V).

Voltage across magnetising inductance L,, is

dr,,
Vim =V = Lm? (2)
DVin
Al = 3)
FyLy,
Voltage across the output inductor Ly is
N
Vio=Vy = Vo=V — Vo @)
Np

(Vg = vo)D

Al =
LO F.Lo

(&)

where V1, is the voltage of magnetising inductance voltage, V1 will be the voltage
across output inductor, D will be the duty cycle, F is switching frequency.

Equations (2)—(5) show that current through magnetising inductance (L,,) and
output inductance (L) increases linearly when the switch (S),) is ON.

Mode II: In this mode of operation, switch (Syy) is switched off; the primary current
(Ip) continues to charge up the main switch’s drain-to-source capacitor (Cpg), before
being diverted through the body diode (D3) of clamp switch and charging clamp
capacitor (Ccr), as illustrated in Fig. 3. Because the secondary side load current
(Ip) is freewheeling, there will be no reflected primary current; hence, only trans-
former magnetising current (/,,) is flowing through D3. As a result, the clamp switch
(D3) body-diode’s conduction loss is minimal, and the circumstances are established
for clamp switch (Scp) to turn on under ZVS. The resonant period is the duration
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Fig. 3 ACEFC circuit when switch (Sys) OFF, switch (Ssc) OFF

between turning off the switch (S,) and turning on the switch (Scp). Diode (D1) is
off on the secondary side because the transformer secondary applies reverse voltage
across it, causing diode (D2) to conduct and the load current to freewheel through
it. Conduction losses of D1 and D2 can be a significant component to overall power
loss in high current applications and are frequently one of the limiting considerations
for higher frequency operation.

Voltage across the output inductor L is

Vio=—Vo (6)
—Vyo(l — D)
S

Equation (7) shows that, current through the output inductor decreases linearly
when switch Sy, diode D1 is off and D2 is ON.

Mode III: This is the condition of active clamping, in which the primary side winding
of the transformer is reset. Regardless of the fact that the primary current seems
to reverse almost instantly in Fig. 4, the change from positive to negative current
flow is smooth. The switch (Scp) is now completely ON; the voltage appear across
transformer primary side is the difference of clamp capacitor voltage (V¢cr) and
supply voltage (Vi,). The clamp capacitor (Ccyr) and drain voltage (Vpg) started to
fall, while the magnetising current (/,,) started to rise in the opposite direction. On
the other hand, the diode (D2) on the secondary side of the transformer, which is
carrying entire load current, does have a large conduction loss.

Mode IV: In this mode of operation, under ZVS, the clamp switch (Scr) is
switched OFF. The main switch drain-to-source capacitance (Cps) and transformer
magnetising current (/,,) continue to discharge their energy to the supply voltage
(Vin), as illustrated in Fig. 5. The magnetising current goes via the main switch’s
body diode once the Cpg is discharged. After then, the switch (Sy,) is then switched
ON.
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Fig. 4 ACEFC circuit when switch (Sys) OFF and switch (Ssc) ON
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Fig. 5 Magnetising current and drain-source capacitance is discharging to the supply

3 Procedure for Designing Active Clamp Forward
Converter

Dmax is the maximum duty cycle, occurs when voltage is maximum. Dmin is the
minimum duty cycle, occurs when voltage is minimum. Then, the value of filter
inductor

_ VO(I - Dmin)

Lo = 8
* 7 T AlloFs ©

where A I is the ripple in the inductor current, and it is expected to be 5% of the
present load /.

_05AI0

0 s 9)
0
COmin - A—VQ (10)

where A V) is ripple in output voltage (V(), which is expected to 1% of output
voltage.
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VZ
Ry = 70 (11)
0
10(1 - Dmin)2
CoL > — 12
o= Lmag(QJTFS)2 (12

Here, F is the switching frequency; L is output inductance; Q is charge; Comin 1S
the minimum value of output capacitance; Ry is the output resistance; L, is the
magnetising inductance of transformer, and Cc¢. is clamp capacitance.

4 Simulation Results and Discussion

In this study, active clamp forward converter (ACFC) for transfer of about 488.6
W power at a supply voltage of Vi, = 80 V and output voltage Vo = 13.41 V is
designed and simulated in MATLAB/Simulink. The design specifications of ACFC
are illustrated in Tables 1 and 2. A MATLAB model of the proposed scheme is
developed for simulation.

A. Parameters and Component Values

An active clamp forward converter’s circuit (ACFC) modelling has been intro-
duced here. The input power supply for ACFC prototype is a 80 V, 6.53 A DC power
source as illustrated in Fig. 6a, b. Figure 6c illustrates that, when the switch (Sy),
i.e. main switch is ON, switch (Scr), i.e. clamp switch is OFF, the voltage across
the ScL, and winding (Np) is the supply voltage (Vi,), the current increases linearly

Table 1 Design

. . . Parameters Value
specifications of active clamp
forward converter Supply voltage (Vin) 80V
Supply current (/i) 6.536 A
Switching frequency (F) 250 kHz
Output voltage (Vo) 1341V
Output current (/) 32.82 A
Output power (Py) 440.1162 W
Table 2. Component val}les Components Values
and setting of controller in
active clamp forward CcL 133.7 nF
converter K, 0.0001
K; 5
Co 622.4 uF
Lo 14 pH
Ry 04 Q
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through transformer primary winding. Figure 6d illustrates, zero-voltage switching
across the switch (Sy). Figure 6e illustrates current and voltage from diode (D1).
Figure 6f, g is the DC output current and voltage, can be used to power up various
parts of electric vehicles, and Fig. 6h illustrates the efficiency of the converter to be
85.89%.

90 T r i =
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Time(Sec) Time(Sec)
(2) Supply Voltage (e) Current and Voltage through
diode(D1)
—T =
Vis i i i T = 3%

Current
=
n
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s
=B
L % |

L L L L A 32’ T T T T T T T T T
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9 ki
: s in |
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(d) Zero Voltage Switching (h) Efficiency

Fig. 6 a Supply voltage. b Input current. ¢ Transformer primary side current. d Zero-voltage
switching. e Current and voltage through diode (D1). f Output current. g Output voltage. h Efficiency
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5 Conclusion

The comprehensive circuit report of active clamp forward converter (ACFC) is
described in this study. To manage output voltage (Vy), a PI-controller might be
used and decrease damping in the system, and the converter functioning in closed
loop is proven for a fixed output voltage of 13.6 V. The proportional-gain (K),) is set
at 0.0001 for this setup, while integral-gain (K;) is set to 5. To accomplish ZVS func-
tioning of the main switch, to reset the stored energy held in magnetising and leaking
inductances, the clamp circuit is used. An active clamp forward converter (ACFC)
is being implemented using a voltage supply of 80-120 V and a supply current of
6.536 A, an output voltage (V) of 13.41 V, an output current (Ip) of 32.82 A, and
an output power of 440.1162 W is proven through a MATLAB/Simulink simulation
study.

The basic difference between forward converter and active clamp forward
converter is that in forward converter when switch is off, the residual energy stored
in primary of the transformer has no path to go anywhere and within some on—off
cycle of transformer the core get saturated and might destroy the switch due to high
stress on it; to avoid this problem, we can use one extra winding, i.e. tertiary winding
with an anti-parallel diode, but this will increase the size of forward converter. That
is why active clamp forward converter is a best choice for EV application.

References

1. Shoyama M, Li G, Ninomiya T (2003) Application of common- source active-clamp circuit to
various DC-DC converter topologies. In: IEEE-PESC conference, vol 3, pp 1321-1326

2. Erickson RW. Fundamentals of power electronics, 2nd edn

3. WatsonR, Lee FC, Hua GC (1996) Utilization of an active- clamp circuit to achieve soft switching
in flyback converters. IEEE Trans Power Electron 11(1):162-169

4. LiQM, Lee FC (2003) Design consideration of the active- clamp forward converter with current
mode control during large-signal transient. IEEE Trans Power Electron 18(4):958-965

5. Torrico-Bascop R, Barbi N (2001) A double ZVS-PWM active-clamping forward converter:
analysis, design, and experimentation. IEEE Trans Power Electron 16(6):745-751

6. Lim BS, Lee KW, Woo SH, Hee JK (2002) A new self- driven active clamp forward converter
using the auxiliary winding of transformer. In: IEEE INTELEC conference, pp 164—168

7. Jitaru D, Birca-Galateanu S (1998) Small-signal characterization of the forward-flyback
converters with active clamp. In: IEEE-APEC conference, vol 2, pp 626-632

8. Choi CT, Li CK, Kok SK (1999) Modeling of an active clamp discontinuous conduction mode
flyback converter under variation of operating conditions. In: IEEE-PEDS conference, vol 2,
pp 730-733



Renewable Energy Technologies



A Comparative Study on )
Metaheuristic-Based Reconfiguration L
Strategies for Non-uniformly Shaded PV

Array

Reeva Dhariwal and Bhavnesh Kumar

Abstract In photovoltaic power plants, operating environmental conditions have
a profound effect on the behavior and the quality of the photovoltaic (PV) energy
produced. The non-homogenous insolation reduces the power producing capacity,
introduces multiple peaks in the PV curve, and produces hot spots. Metaheuristic
algorithms have emerged as an effective tool in reconfiguring the panels to disperse
the shading uniformly. The actual locations of the modules remain unchanged during
reconfiguration while the electrical connection is changed. Therefore, this paper
presents a comprehensive study on two different metaheuristic optimization algo-
rithms, namely particle swarm optimization (PSO) and grasshopper optimization
algorithm (GOA). These optimization tools provide a connecting matrix for the new
electrical connection that gives high output power to the same PV array. In addition,
a comparison of these reconfiguration methods is done to assess their suitability of
these methods. Based on the result, PSO gives better output as compared to GOA
both in terms of power produced as well as the PV curve.

Keywords Array reconfiguration + Particle swarm optimization - And grasshopper
optimization algorithm

1 Introduction

Due to the increase in environmental issues, renewable energy is gaining importance.
Solar energy is a popular source of renewable energy and is widely used because of its
abundance and accessibility throughout the year. In photovoltaic panels, the output
depends on the amount of solar radiation received by the panel. A single PV module
is not capable to meet the load requirements, and hence, multiple modules are used.
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Fixed interconnection schemes such as (i) Series—Parallel (SP), (ii) Bridged-Link
(BL), (iii) Honey-Comb (HC), and (iv) Total Cross Tied (TCT) had been presented to
counter the non-uniform shading [1]. TCT arrangement gives better solution under
partial shading among these interconnection schemes. Despite providing a better
performance compared to conventional configuration schemes, the TCT configu-
ration method fails to disperse the shade evenly. Some reconfiguration approaches
based on physical relocation are Su Do Ku [2], odd even [3], and zig-zag [4]. However,
the drawbacks of these approaches are that they require skilled and labor-intensive
people, longer cables, thus increasing losses in the system. Contrary to this are the
electrical array reconfiguration (EAR) schemes, fast switching matrix (FSM) [5],
and dynamic electrical scheme (DES) [6].

Finding the right switching combination is a complex and difficult task in the
electrical switching arrangement. Therefore, metaheuristic optimization algorithms
are used as an alternative to solve multi-modal problems. Particle swarm optimization
(PSO) proposed in [7, 8] shows that this technique can be used with large solution
space which makes this technique better for the EAR problem. Ref. [9] utilizes
PSO and genetic algorithm to solve the issues related to PV array. Grasshopper
optimization algorithm (GOA) is discussed in [10], which uses the social interaction
between the grasshoppers in catching the prey to solve the problem of partial shading.
In this paper, a detailed comparative study is done on the above two metaheuristic
optimization algorithms namely PSO and GOA.

2 System Description

2.1 Modeling of PV Cell

A single diode model of a PV cell is shown in Fig. 1. Applying KCL at node ‘P,’

V+ IR
I = Iy — Ip — 15 (1)
Rp

where I is photon current, I, is PV cell current, Ip is diode current, Ry is series
resistance, Rp is parallel resistance.
The ideal diode current equation is written as,

Y
Ip = I,(e" ") @)
where I is the reverse saturation current, ‘e’ is the diode ideality factor, Vp is the

applied voltage across the terminals of the diode, and V7 is the thermal voltage. The
thermal voltage subjected to any temperature is given by,
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_ NsKT

Vr 3)
q
The PV array current is calculated using the following equation:
_ _ V +1IRg _ B V +1IRg
!'="New (Iph fo [CXP< VrNss ) 1]) Rp @

where Nss and Np, are the number of modules connected in series and parallel. For
experimentation, PV module BP Solar BP3170N is taken.

2.2 TCT Configured PV Array

The TCT configuration is formed by connecting cross ties in a series—parallel (SP)
configuration to each row. Figure 2 shows a 6 x 4 TCT configured PV array.

The current output of each module depends on the amount of illumination received
by the surface as follows:

Iij = Kijlm (5)

where 1, is the current generated by the module at standard irradiance and k;; =
Gi;j/G,. By applying KCL, current at each node is represented as:

4
la = (Iij = Litn,) = 0.i = 1,2,...6 (6)

j=1

The array voltage can be calculated by applying KVL as follows:

6
Va =Y Vi (7
i=1
where V,,,; is the voltage of the panels at the ith row.

P Rs — |

IphCD l by % Re \

+

Fig. 1 Equivalent circuit of PV cell
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Fig.2 PV array
interconnected in TCT
configuration

3 Metaheuristic Optimization Algorithms
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There are two basic components of meta-heuristic strategies, namely, exploitation and
exploration. Exploitation offers a variety of solutions by exploring the search area,
and exploitation searches the local area knowing that a better solution is available in
the area. In this paper, GOA and PSO techniques are implemented, and the procedural
steps for implementing these techniques are described in the next section (Table 1).

Table 1 Parameters for
GOA, PSO

GOA PSO

N 20 w 0.9
Cmax> Cmin 0.00004, 1 c1 1.2
Tmax 10 c2 1.8
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3.1 Grasshopper Optimization Algorithm (GOA)

The grasshoppers have two forces, i.e., attraction and repulsion between them, the
repulsive force allows them to explore the search area while the attraction force
allows them to remain in the promising regions. Hence, a comfort zone is formed
where the two forces are equal. The position having the best fitness function is nearest
to the target, and the rest is trying to get to that point through network interaction; the
comfort zone is constantly declining until a better solution is found. This behavior
can be mathematically modeled as follows:

N
Xit+h=c Y

J=Lj#i

Cubd—lbd xj(t)_xi(t) +fd

s([X;(0) = Xi(0)]) 7
1]

®)

—r

s(r) = feXp< 7 ) —exp(—r) €))

s

where X; (¢ + 1) is the position of grasshopper at (t 4 1) th iteration, s is a function
representing social force, f is attraction force, r is distance, [ is attractive length, ub,
and Iby, are the upper and lower limits, d;; is distance between ith and jth grasshopper,
T, is a target of d-dimensional position, and c is the diminishing feature representing
a descending comfort zone. The equation for ¢ is given by:

Cmax — Cmin
c(t) =cmax —t———— (10)
tmaX

3.2 Particle Swarm Optimization

The conditions considered while using PSO are initial particle velocity, updating the
velocity, social constant, cognitive constant, and weights. The steps to implement
PSO for reconfiguration of PV array under partial shading condition are as shown
below:

Step 1: Value estimation: Initializing various parameters involved in PSO such as
social constant (C,), cognitive constant (C),, and weight (W). The initial velocity
of the particle is given by the equation

vel(j) = 1 4 round(rand() * 8) (11
where j is particle number.

Step 2: Irradiance calculation: The irradiance can be measured using a sensor
arrangement. This can also be calculated using the following formula:
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Vij
Gy =a[1,-,- +10<e~vf“>} (12)

where 1;; and V;; are voltage and current corresponding to ith row and jth column.
Step 3: Fitness function: Based on the output power, the fitness of each particle is
assessed. The fitness function used in this case is given by the following equation:

Max(f(i)) = sum(P) + (Z—) + (WpxP,). (13)

e

where f (i) is the fitness of the ith element, sum(P) is the total power, E, is the sum of
the error difference between maximum row current, i.e., £, = Z?(:l |1, — It|, I, is
the maximum value of current when bypassing is considered, P, is the output power
without bypassing, W, and W), are the weights.

Step 4: Velocity updation: The velocity for the particles is updated using the
following equation:

VI = wxV/ + rand*C#( Py — X!) + 1and*Cox(Gres. — Xi)  (14)
where ‘i’ corresponds to optimization vector variable, ‘¢’ is iteration number, X! and
V! are position and velocity of ‘¢’th iteration, C| is socail coefficient, C; is cognitive
coefficient.

Step 5: Finishing stage: The termination criteria is getting an optimal switching
pattern, and there is no insolation change. In case of change in insolation, the PSO
method must be reinitialized.

4 Results and Discussion

The effectiveness of GOA and PSO for shade dispersion are examined with the help
of a 6 x 4 PV array connected in TCT configuration. The theoretical analysis is
validated using simulation in the MATLAB/Simulink. Comparison of shade disper-
sion capability is done on the basis of shading scenario shown in Fig. 3a. In the test
case, the PV module is divided into three distinct groups receiving solar radiation
of 900, 700, and 300 W/m?. Results of shade dispersion obtained with considered
metaheuristic techniques are shown in Fig. 3b, c. In addition, to support the validity,
the IV curve and the PV curve are shown in Fig. 4.

The performance of various techniques can be evaluated using several parameters
such as mismatch losses, fill factor, and power loss percentage. The mathematical
formulas of these parameters can be written as follows:

Mismatch power loss(PuviL) = Puaxsre — PoPpsc (15)
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Fig. 3 Shading scenario: a before shade dispersion, b after shade dispersion using GOA, and ¢
after shade dispersion using PSO
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Fig.4 PV and IV curves with TCT (fixed connection), GOA, and PSO

Vo I
Fill Factor(FF) = (Vo g (16)
VocIsc
GPg1c — GP,
Powerloss(Pp)% = % (17
STC

where Pyfaxg. and Pgp,,. are the maximum power at STC and PSC, respectively,
Vinp and Iy, are the voltage and current at maximum power at PSC, Voc is the open
circuit voltage, Isc is the short circuit current, GPsrc and GPpgc are the global power
produced at STC and PSC, respectively. The values of these parameters are calculated
and mentioned in Table 2.
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Table 2 Performance parameters of PV array for different techniques

Technique | Voc (V) | Isc (A) | Global peak parameters Performance parameters

GP (W) | Vinp (V) | Imp (A) | Pmmr (W) | FF P (%)
TCT 260.2 18.75 2229 2233 9.98 1872 0.457 |45.647
GOA 261.3 15.59 2828 217 13.03 1273 0.694 | 31.041
PSO 261.1 14.59 2876 212.6 13.53 1225 0.755 [29.870

5 Conclusion

In this paper, a comparative study of two metaheuristic optimization algorithms for
shade dispersion is presented. Particle swarm optimization (PSO) and grasshopper
optimization algorithm (GOA) for optimal shade dispersion to mitigate the effect
of partial shading conditions on PV array are developed and examined. Considered
techniques only change the electrical connections, and the physical position in the PV
array remains the same. The system performance is analyzed for these two techniques,
and the mismatch power loss, fill factor, and power loss percentage are achieved.
Hence, it is evident that the PSO method is superior and produces better results
compared to the GOA, and TCT configuration with the power loss % of 29.8 and the
value of fill factor is 0.755.
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Modeling and Analysis of Wind-Driven )
PMSG for Healthy and Unhealthy L
Conditions

Nirmal Kumar Agarwal, Neeta Singh, and Abhinav Saxena

Abstract This paper shows the analysis and modeling of wind-driven permanent
magnet synchronous generator. The maximum power is extracted from wind turbine
by controlling pitch angle and tip to speed ratio. The modeling of permanent magnet
synchronous machine is assessed. Thereafter, healthy and unhealthy analysis of
PMSG is assessed. The unhealthy condition is being specified in terms of different
faults like LLL, LG. Subsequently, power quality issues like THD and MSE are being
analyzed for both the conditions.

Keywords THD - Wind - PMSG - Healthy - MSE

1 Introduction

Over the years, the wind generator sector has become increasingly popular. Conven-
tional power generators did not reach the megawatts system. As a result, the majority
of the early models used permanent magnet synchronous generators (PMSGs) or a
common asynchronous generator. A gearbox is usually connecting an asynchronous
generator to a turbine. If the generator has a large number of poles, a permanent
compatible generator (PMSG) can be connected to a turbine with a gearbox or directly
outside the gearbox [1, 2]. Because of the increase in power per megawatt system,
which is now up to 10 MW, PMSG changes necessitate an increase in converter size
and weight. Permanent magnetic generators with synchronous generators having the
advantages of being more durable, smaller in size, requiring no additional power
supply to stimulate the magnetic field, and requiring less adjustment than conven-
tional generators. Furthermore, when compared to the constant-speed technique,
variable-speed wind power has advantages such as magnitude, the ability to track
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spots, and reduced acoustic noise at low wind speeds [3, 4]. The modeling and
control approaches used in two permanent magnet synchronous generator farms
for wind applications are described in this paper. A completely integrated rear-
turning converter, consisting of two three-phase capacitors, a central DC bus, and an
inverter, is used to link generators to the power grid [5, 6]. The entire system is phase
connected to the electrical grid. Maximum power point tracking (MPPT) for PMSG
speed control, active power control, and DC bus power management are among the
proposed control solutions. Some simulation results are shown and examined using
the MATLAB/Simulink programming to demonstrate the effectiveness of control
schemes [7, 8].

2 Modeling of Wind Turbine

An aerodynamic model of the wind turbines is a basic part of the dynamic models of
the electricity producing wind turbines. Theoretical power generated by the turbine
is given by,

1
Py =ZpAV'C, (. B) (1)

where

P, mechanical power developed in turbine.

o air density 1.223 kg/m?.

A area swept by rotor blades.

C, coefficient of power.

A ratio between blade tip speed and wind speed at hub height.
B pitch angle,

Cp (A, B) can be determined as

17116 (;1)
C,=—-|——-04B8 -5 A 2
P 2|: x B ]‘«’ (2)
where Ai is defined as,
0.035
— =—+40.088 — 3)
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3 Modeling of PMSG

In this research paper, permanent magnet synchronous generator (PMSG) is used
as the wind turbine generator due to its property of self-excitation (by permanent
magnet) which eliminates the excitation loss, i.e., excitation losses are not increases
as number of poles doubled. Two-phase synchronous reference rotating frame (d-g
frame) is used to derive the dynamic model of the d-axis with PMSG in which the g-
axis is 90° ahead with respect to the direction of rotation [9, 10]. The electrical model
of permanent magnet synchronous generator in synchronous reference rotating frame
is represented by the differential equations,

Loy = Loty v w20, + Ly @)
— = l We—1 -
dt a L, a eLd 1 Ly d
d . _Ra . (Ld . 1 ) 1
—(z):—z — W\ —ia+ —X, | + —U,
de v L, ? L, Ly ") L, ?
we = Pwg, eq = weho, To = 1.5P[(Ly — Ly)iaiqg + igho] )

where R, is resistance of stator winding, we and wg are electrical and mechanical
rotating speed, Ao is flux produced by the permanent magnets, P is number of pole
pairs, Uy and U, are d and g-axis voltages, L, and L, are d and g-axis inductances,
Te is electromagnetic torque, and e, is g-axis counter electrical potential [11-15].

4 Performance Assessment with Balanced and Unbalanced
Condition

The various performance characteristics like voltage and current at stator terminal
and grid have been plotted for healthy and unbalanced condition are shown from
Figs. 1, 2,3,4,5,6,7,8,9, 10, 11 and 12. It is observed that THD or harmonics
are found to be less with unbalanced condition in comparison to healthy condition.
Such comparative analysis is also shown in Table 1.

Similar kinds of results are also obtained for MSE which is shown in Table 2.

Three Phase Voltage

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
Time

Fig. 1 Balance three-phase voltage at stator terminal
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Fig. 2 Balance three-phase current at stator terminal
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Fig. 3 Current measurement at stator terminal

5 Conclusions

The analysis and modeling of a wind-driven permanent magnet synchronous gener-
ator are presented in this study. Controlling the pitch angle and tip to speed ratio of a
wind turbine allows it to produce the most power. A permanent magnet synchronous
machine’s modeling is evaluated. After that, PMSG is analyzed to see if it is healthy or
not. Variable loading conditions are used to define the unhealthy situation. Following
that, power quality issues such as THD and MSE are investigated for both circum-
stances. It is observed that MSE and THD are found to be less with healthy condition
in comparison with unhealthy condition.
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Table 1 THD (%)
comparison with balanced
and unbalanced condition

183

THD (%)

Healthy condition

Unbhealthy condition

Voltage at stator

4

8.9

Table 2 MSE comparison

terminal (LLL)

Current at stator | 5.5 9.1
terminal (LLL)

Voltage at grid 43 9.6
(LG)

Current at grid 5.1 9.5
(LG)

Current at stator | 4.9 10.2

terminal (LLG)

with balanced and unbalanced MSE Healthy condition | Unhealthy condition
condition Voltage at stator | 6 9.8
terminal (LLL)
Current at stator | 7.2 10.6
terminal (LLL)
Voltage at grid 5.6 9.8
(LG)
Current at grid 4.8 10.8
(LG)
Current at stator | 6.1 11.6
terminal (LLG)
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Performance Analysis of Fuzzy )
Logic-Based MPPT Controller oo

Vivek Bhardwaj, Rajneesh Sharma, and Tushar Shikhola

Abstract In a smart grid, photovoltaic system integration is becoming crucially
influential. However, the system faces nonlinear characteristics, which causes diffi-
culty in obtaining maximum power. To obtain maximum power from the PV system,
numerous methods are employed to track the maximum power point (MPP), and
these methods are called maximum power point tracking methods. The proposed
work contains a comparative analysis between two conventional algorithms, namely,
perturb and observe (P&QO) and incremental conductance (INC), and an intelligent
algorithm fuzzy logic control (FLC), under dynamic environmental conditions. For
performance analysis, simulation is employed on MATLAB/SIMULINK software,
where FLC showed a superior result in tracking MPP when compared with both
conventional techniques INC and P&O.

Keywords Photovoltaic (PV) system + Maximum power point tracking (MPPT) -
Fuzzy logic control (FLC) - Incremental conductance (INC) - Perturb and observe
(P&O) - DC-DC boost converter * Partial shading condition (PSC)

1 Introduction

To deal with the increase in global warming, exhaustion of fossil fuels and tech-
nological advancements have allowed renewable sources to come into the light and
become a reliable source of energy. Renewable electricity contribution has increased
by about 7% by 2020, and both solar and wind energy stand for over 60% of this rise.
Renewables accounted for about 29% of global electricity generation in 2020 [1]. PV
systems’ characteristic curves are nonlinear due to dynamic environmental conditions
and have alow conversion efficiency. Thus, for strengthening the overall performance
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of the PV system and maximum power extraction under all environmental conditions,
an MPPT controller is requisite. There are numerous methods proposed for MPPT,
namely classified into conventional, intelligent, and hybrid methods which combine
both conventional and intelligent methods [2, 3]. Methods tracking MPP under partial
shading conditions (PSCs) is also studied in the literature. Conventional methods like
P&O [4], and INC [5] are easy to implement, simple, economical, and give satisfac-
tory results under standard testing condition (STC) [5]. But, in a dynamic environ-
ment and PSC, the PV system generates multiple local peaks and a global-maxima
which cause hindrance for conventional methods to compute and track global peak,
that too with low conversion efficiency. These drawbacks could be compensated
by the implementation of intelligent methods like artificial neural network (ANN)
[6], fuzzy logic control (FLC) [7], particle swarm optimization (PSO), and genetic
algorithm (GA), etc. Compare to conventional methods, intelligent methods perform
superior in dynamic environmental conditions. In papers [2, 3], all distinct types
of proposed methods are studied, comprehensively. The literature gives an in-depth
study on different MPPT methods and the design of the MPPT tracker. The P&O,
INC, FLC, PSO, and ANN are standard and widely used methods for MPP tracking.
All these techniques perform differently in terms of, oscillation around MPP, energy
convergence efficiency and speed, cost, and stability at MPP, etc.

2 PV System Modeling

Figure 1 illustrates the PV system modeling basic model, which comprises a PV
generator (module), DC converter, MPPT controller, and load. PWM technique helps
to achieve the MPP, by varying the duty cycle, of the DC converter.

2.1 PVCell

To achieve the desired output, in terms of voltage and current from a PV panel, PV
cells can be coupled in two combinations, one is, in series, and the other is, in parallel.

DC-DC CONVERTER ;
“

Duty Ratio (D)

Irradiation o

Temperature =

MPPT CONTROLLER

Fig. 1 Basic PV system model
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PV cell is a semiconductor device that comprises a diode, in parallel with the current
source, a series resistance (Rc), and shunt resistance (R),), as a single diode model.

In the form of current, the output Egs. (1, 2) are given below [8].

Ipv — Id+lsh+l (1)

V+IRse \% IR
1=1pv—10<e( )—1>—% )
p

Advanced renewable energy AREi-230W-M6-G, PV module, which has 230.4
W, 30.72 V, and 7.5 A of maximum power, voltage, and current, respectively, are
used.

2.2 DC-DC Converter

The PV model comprises a DC-DC converter, coupled between the solar module and
load, which works as a power interface, to make an operating point around or at the
MPP. This work utilizes the boost converter impedance matching application, which
coordinates between load and the input impedance of the PV module. So, whatever
would be the load, the maximum point can be tracked with the given relation between
boost converter input impedance (R;) and load (R,) in Eq. 3 [9].

R

= 3)

0

For converter designing, the parameters are calculated through the following Eqs. 4
and 5.

Vo
Duty cycle, D =1 — 7 where() < D < 1 4

s

D(1 — D)’R, , D
Inductor, L = ————, CapacitorC = ——— (@)
2. F R, - F,-0.01

Boost converter parameters are inductor (L) = 400 wH, capacitor (Cj,) = 1000
WE, capacitor (C) = 50 wF, switching frequency (f) = 5 kHz, and load (R) = 10 .
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3 MPPT Algorithm

3.1 Perturb and Observe (P&0O)

In tracking the maximum power of the PV system, P&O is the most used and the
simplest algorithm, which can be described in Fig. 2; if at the PV curve, power at
any instant n, Pp,(n) is larger than the earlier received power, Pyy(n — 1) (APp, >
0), the perturbation continues in the same direction. After reaching MPP, the next
perturbation may decrease PV power at this instant (APp, < 0), and perturbation

starts in opposite direction.

NO

MEASURE V(n) AND I(n)

!

V. Bhardwaj et al.

CALCULATE POWER P(n)=V(n)I(n)

V(n)-V(n-1) <0

P(n)-P(n-1) =0

YES

NO

P(n)-P(n-1)=0

D=D +AD

V(n)-V(n-1)=0 YES

D=D-AD

Fig. 2 Flow graph for P&O algorithm
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3.2 Incremental Conductance (INC)

The INC approach can be understood through the slop of PV curve characteristics

which explains, at MPP slop of the curve is zero (dPpy/dV p, = 0), negative (dPp,/dV py

< 0) on right side and positive (dPp,/dVpy > 0) on left side. The following equation

below represents the mathematical relations and flowchart in Fig. 3.

YES

dPpy dlpy
Ppy = Vpy x Ipy, —— =V} I
PV PV * Ipy dVey PV ( dVPV> + Ipy
dp dp 1
oo, Y =Y Operating point at MPP
dVPV deV VPV
dp
LAY
dVpy
dp 1
N oY when Operating point is right side on PV curve
dVeyv  Vpy
dp
PV 0.
dVpy
dp I
N> 22 when Operating point is left side on PV curve
dVey  Vpy
V(K) and I(K)
Al = I(K) - I(K-1)
AV= V(K)-V(K-1)
e NG YES
AU AV=_1/V AV=0 AI=0
NO NO
Al AV> -I/V D(K)=D(k-1) + AD D(k)=D(k-1) £ AD
NO
YES
D(k)=D(k-1) - AD

Fig. 3 Flow graph for INC algorithm
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3.3 Fuzzy Logic Control (FLC)

FLC process comprises three steps, which are, fuzzification, fuzzy rules (interference
engine), and defuzzification. Using different established membership functions, the
input variables are translated into linguistic variables and assigned a fuzzy value
to them in the first stage of fuzzification. Considering the rules and membership
functions of linguistic variables, the inference engine translates data, and the variables
are then changed depending on the “if—then” rules. Finally, getting data from the
inference engine, the defuzzification block transforms fuzzy data into crisp (non-
fuzzy) data in the numerical variables are created from these variables, that may be
used to regulate the process. At sampling time n, the following Eqs. (6-9) describe,
two inputs and an output Er (error), AEr (change in error), and D, respectively (Fig. 4).

APpy(n) = Ppy(n) — Ppy(n — 1) (6)

AVpy(n) = Vpy(n) — Vpy(n — 1) @)
_ APpy(n)

E(n) = m ()

AEn)=En) —En-—1) 9)

Triangular membership functions were used in the fuzzification procedure.
Regarding the linguistic variables described in the following, 5 membership func-
tions, which are, negative mini (N« ), negative large (NB), zero (Zr), positive mini
(Pa), and positive large (PB), describe two inputs £ and AE and output D (duty
cycle) and are shown in Fig. 5. Rules for FL controller are described in Table 1.

Fuzzification Method: Generally, the fuzzy control employs one of the following
techniques: Max—Min, Max Prod (Somme-Prod). In this instance, we employed
Mamdani’s max—min fuzzy combinations inference approach.

Defuzzification Methods: Center of area (COA) and the max criterion method
(MCM) are two algorithms that are often used for defuzzification. In the evaluation
of the final combined fuzzy sets, COA is the defuzzification technique that is most
frequently utilized (Fig. 6).

4 Simulations and Results

The designed simulation model to analyze the MPPT algorithms is illustrated below
in Fig. 7 with MPPT controller designs for P&O, INC, and FLC, which comprises
three parts, MPPT controller block, PV generator (module), and boost converter
connected to the resistive load to track MPP in standard testing condition (STC) and
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Fig. 4 Flow graph for FL ]
algorithm Vpv Ipv

J J

Calculate Error (Er) and Change of Error

! I

Error (Er) Change of Error (CEr)

Fuzzification

1

Rule base H Inference

g

Defuzzification

|

Crisp output (duty cycle)

dynamic irradiation and temperature. The output characteristics of the PV module
illustrated in Fig. 8a, b, respectively. Comparison results are shown in Fig. 9.
Temperature variation—(0-0.25 s) — 40 °C, (0.25-0.5 s)—35 °C and (0.5-1s) - 25
°C
Irradiation variation—(0-0.25 s) — 1000 W/m?, (0.25-0.5 s) — 600 W/m?, (0.5—
0.75 s) — 800 W/m?, (0.75-1 s) — 1000 W/m?.

5 Conclusion

In this work, two conventional algorithms, namely P&O and INC, are compared with
an intelligent algorithm, i.e., FLC, for tracking MPP. A comprehensive study has
been made on the implementation and analysis of these algorithms. A comparison
of obtained results shows that, the FLC can track MPP more efficiently than the
conventional methods. The study shows that the fuzzy logic controller reaches the
maximum power value by compensating for the oscillation around MPP and also
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Np HE zr Pu PR

et arinin “F

we Na z Po L

put variatle “CET

N Na zr P )

outpul varistie T

Fig. 5 Membership functions E, CE, and D, respectively

Table 1 Fuzzy logic rules

Er/AEr NB Na Zr Pa Pg
NB Pg Pa N No Na
Na Pa Pa NB Na Na
Zr Na Na Zr P P
Po No Pg Pa N Pg
Pg NB NB Pp Pp Pp

offers faster tracking and good characteristics. Other advantages of the fuzzy logic
controller are that it does not require model training as other intelligent techniques
like ANN, GA, PSO, ML, etc. FLC can be used easily to develop hybrid techniques
for MPPT controllers.
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of DFIG-Based Wind Energy Conversion | @i
System

Shivanshu Nayak, Anil Kumar Yadav, and Pawan Kumar Pathak

Abstract This paper focuses on the design, analysis and control of grid inter-
faced doubly fed induction generator (DFIG)-based wind energy conversion system
(WECS) with maximum power point tracking (MPPT) capability. The modified
control of grid side converter (GSC) is adapted to supply regulated power to the
grid by maintaining DC link voltage. The control of rotor side converter (RSC) is
modified for achieving MPPT and unity power factor (UPF) operation at the stator
terminals. The dynamic modeling of a wind turbine driven DFIG is simulated in
this study employing MATLAB/SIMULINK, as well as the outcomes are studied for
given wind speeds.

Keywords Wind turbine - DFIG - RSC - GSC - MPPT - Vector control

1 Introduction

Renewable energy systems have piqued public attention in the recent years due to the
scarcity of conventional energy sources and a slew of issues related with their use,
such as pollution, high grid demands, and so on. Alternative energy sources such as
wind, solar, and modest hydroelectric power are being pushed by governments all
over the world [1]. Among the natural energy collection options outlined above, wind
energy is a potential option. In the recent years, wind energy has been extensively
studied in many countries, leading to various configurations such as a squirrel cage
induction generators (SCIG) system operating at a fixed speed, a permanent magnet
synchronous generator (PMSG) system operating at a variable speed, and a DFIG-
based variable speed system to improve the efficiency, power rating, and cost benefits
among other things [2]. Interconnection of other renewable with wind is planned in
all developing countries, and implementation is accelerating. The concerns that are
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driving this trend are undoubtedly climate change and energy security. Solar and
wind energy are the most sought-after renewable energy sources [3, 4]. On a utility
scale, despite solar is a more viable choice for household usage, it is not as popular
as wind. India had 150 GW of renewable capacity as of November 2021, with solar
and wind contributing 48.55 GW and 40.03 GW, respectively. India has pledged to
build 450 GW of renewable energy capacity by 2030. Variable speed control WECS
based on DFIG has several advantages over fixed speed SCIG, including improved
performance, lower rating of converter, costing, and variable losses, and simple power
factor correction integration can operate at varying speed and has capability to control
active and reactive power at all four quadrant operations. Because of the variable
speed operation in DFIG-based WECS, total energy output is much higher, resulting
in a higher capacity utilization factor and lower cost per unit energy [5, 6].

A simple DFIG-based WECS device is shown in Fig. 1. The DFIG’s stator is
instantly linked to the network, while the rotor is linked to the grid via a back-to-back
PWM voltage source converter (VSC). The application of DFIG in a wind energy
conversion system has numerous advantages. The primary benefit is the generator’s
ability to deliver electricity at both trailing and leading power factors. The induction
machine can also maintain grid synchronization as the wind turbine speed changes
since the rotor voltages and currents are regulated. The ability of DFIG to supply
power at a constant voltage and frequency when speed of rotor changes is the primary
reason for their popularity. As a result, DFIG has become increasingly popular in
wind energy applications. When the rotor converters are linked at the rotor side, they
deal with substantially less power on comparison if they are linked at the stator side,
controlling the DFIG from the rotor side saves money. The fuzzy logic-based wind
power generation model is described in [7, 8].

This study employs a DFIG control strategy. The sub-synchronous generating
phase of the DFIG is investigated, and a space vector control method is used to
control the active and reactive power of the stator via the rotor side converter (RSC).
MATLAB/SIMULINK is used to create a model of a turbine driven. An MPPT
methodology is used on the wind turbine to record adequate power throughout sub-
synchronous mode. Also, there is a resemblance with and without MPPT, and also
an examination of the effect of stator active power.

P Transformer Grid
Gear
AC T |pC
pcl L AC

Filter
power converter

Fig. 1 DFIG-based WECS [4]
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2  Wind Turbine Modeling

According to the Betz restriction [4, 5], the amount of wind power that a wind
turbine can capture is essentially limited to 55% of the total power content of the
wind. The capacity factor of a wind turbine is usually below 0.45. The wind turbine’s
generalized mechanical formula is as follows:

192 L p T, —T. 1)
STy sWr = Iy — 1
dr

For which J; is the shaft’s total inertia, By is the friction coefficient, T,, is the torque
with wind origin, and 7, is the generator’s electromagnetic torque. The torque created
is defined by

T, =— @)

The mechanical power produced by the wind turbine is measured in Pm.
P, =0.5pAC, (A, B)V? (3)

where p is defined as density of air, A signifies area swept by wind turbine blades,
Cp, is the power coefficient, and A implies tip speed ratio.

Wi
=5 “

There are a variety of criterion available for coefficient of performance (Cp) [9].

116
Cp = 0.5176[ -

—0.48 — S]e% +0.006795. (5)

l

Constant wind has a C, of 0.44. The machine runs below synchronous speed from
cut in speed to rated speed. Various MPPT approaches are used during this time to
track optimum power.

3 Maximum Power Point Tracking Techniques

Every wind turbine maximum power variation with rotation speed is predeter-
mined [10-12]. As a result, the control method for MPPT should follow the wind
turbine’s curve (TCC). Every wind turbine has a TCC that is identical to the one
depicted in the illustration. Because the wind is forever shifting, it is critical to
include a controller that can monitor peak value regardless of wind speed [6]. Many
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MPPT systems have been proposed [6, 13], and their iterative tracking and self-tuning
abilities make them the ideal solution. Here is a comparison of some of the existing
MPPT algorithms for wind energy systems. The literatures investigate the principles
underlying existing MPPT algorithms for wind energy systems and compare three
MPPT strategies. Concluding that the Indirect MPPT technique method is simple,
quick, and efficient. Figure 2 represents the relation between Cp, and A.

3.1 Indirect MPPT Technique

Managing wind turbine operating at the optimal level guarantees that the maximum
amount of additional wind energy is transformed into mechanical energy [13].

1 C max 2
Toopt = = pT R* 220, (6)
"2
T = Kop, (7)

The pitch angle (8) is maintained at its optimum value B, while TSR (1) is tuned
to the optimal value A,y over different wind speeds in order to extract maximum
power from the wind as shown in Fig. 3. Speed control block is used to generate
an optimum torque at 8 = 0 and variable TSR. This optimum torque is given to
asynchronous motor used as DFIG in simulation.
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Fig. 3 Indirect MPPT
control [13]

3.2 Optimal Torque Control Method

Optimizing wind turbine operation guarantees that as much additional wind energy as
possible is transformed into mechanical energy. As discussed earlier, once optimum
TSR (Aqpt) is obtained, it ensures that the maximum amount of available energy from
the wind can be used to run the turbine, hence obtaining maximum torque [9, 14].
The basic principle used in OT control method of MPPT is to adjust the DFIG torque
according to maximum T of the turbine at a given wind speed. Wind speed in term
of ‘A’ can be obtained as:

wn R
Vi = — 3)
Using (3) and (8), yield (9).
1 w’
P, = EanSTZ’Cp ©)

By using optimum value of ‘A’ wind turbine will also run at Cp, yax. Thus, using A
= Aopt and Cp, = Cpmax. From Eq. (9) yields:

1 5 Cp max

Pm—opl = EIOTrR 3 wfn = KP—oplwfn (10)
opt
Considering P, = wp Ty
1 Cpme
Ton-opt = Eans%wfn = Kop@, (11)

opt

Since it is a torque control-based method, the optimum torque obtained from
Eq. (11) is given as a reference torque to the controller connected to wind turbine. In
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this torque control approach, the ideal tension is produced as the source torque for
the controller connected to the wind turbine.

4 Control of DFIG Based WECS

The basic design of the wind energy conversion system used here includes a wind
turbine, a DFIG generator, two power converters at the rotor and grid sides, and
control schemes. The rotor voltage obtained by space vector control method in a
‘dq’ reference frame as a function of currents and stator flux is given as:

Var = Roigy + oLy S Liy+ 29y (12)
r = Rylgr OLy—lgr — WrO Lylgy - 7. Vs
d d dr @ L, de
Vv, R +olL, d + L + L d — (13)
r=Rji,, +0oL,—iy +w,0L,ig + w,—
ar = T ar? ¢ L, dt
Here, stator and rotor inductance is given as: L, = Ly = Ly + Ly
2
(0.087 +2.5)mH = 2.587mH, and leakage coefficient: ¢ = 1 — LL*’"L
1 — 522 = 0.066
The torque expression can be simplified as:
3 L,
Tem - 2 L Wslqr - Kqur (14)
3 . .
0, = E(Vqslds - Vdslqs) (15)

Thus, both rotor current can be controlled independently for active and reactive
power control. Similarly, in grid side aligning d-axis with grid voltage:

Vig = Vi Vg =0 (16)

Two power equations will become:

3,
Evdgldg (17)

P, =
3 .
Q, = _ivdg’qg (18)

Thus, d-component of current is used to maintain DC link voltage. The ratings of
the various components used in this article are given in Table 1.
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Table 1 DFIG parameters Parameter Ratings
Air density 1.225 kg/m?
Pitch angle 0
Max. power coefficient (Cp) 0.44
Optimum TSR 7.2
Switching frequency 4000 Hz
Stator L&R 0.087 mH and 2.6 mQ2
Rotor L&R 0.087mH and 2.9 mQ2
Rated stator power and voltage 2 MW and 690 V
DC link voltage reference 1150 vV
Magnetic inductance (L) 2.5 mH
Stator to rotor turns ratio 1/3
Pole numbers 4
Maximum slip 173

4.1 Design of Battery Storage System

BESS is installed in the DC link of two back-to-back converters. When power
produced is more than required, then it gets stored in battery. Because the size of
the battery increases the investment, proper battery design is required for satisfac-
tory operation. The battery voltage is selected by considering voltages at both GSC
and RSC. The BESS is designed in such a way that DC output voltage of RSC can
be regulated by using a BUCK-BOOST converter employed with PI controller with
constants value as k, = 0.5 and k; = 100 with output limits of 10°. Regulated voltage
is stored using a capacitor of 80mF.

4.2 Design and Control of RSC

Stator voltage-oriented control (SVOC) scheme is used to control and design RSC
in which we convert voltages from a-b-c reference frame to decoupled d-q reference
frame and control individually. It is achieved by aligning d-axis with stator voltage
Vi such that V4, = V, and V,;; = 0. Here, stator reactive power (Q) is controlled by I,
and active power (P) by 1,. In active power control loop, the w,(rotor) is compared
with w,(ref) obtained by MPPT and error obtained is fed to conventional PI speed
regulator to generate the I, (ref). Similarly, in reactive power control loop, /,(ref) is
generated by comparing stator reactive power to Q..f = 0 by passing error to another
PI controller (VAR regulator). Now, the measured value of /; and I, at the rotor side
is compared with these reference values, and error generated is given to PI current
regulator to obtain V,, and V,, with the help of w,, (mechanical speed of rotor).
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Now, these decoupled d-g axis voltages is converted to a-b-c reference frame using
park-Clarke transformation with the help of rotor angle (6,) which can be obtained
by enhanced phase locked loop (EPLL) technique which requires converting of a-
b-c reference of stator voltages to «f stationary reference frame known as Clarke

transformation 6, = tan~! (%), 0, =6, —90 . 6, = 0; — 6,,. Now with the
help of rotor d-g reference rotor, voltage is converted to three-phase voltages, and
when these reference three-phase voltages are compared with actual three-phase rotor
voltages to generate error which is input to hysteresis current controller and output of
controller gives PWM pulses for RSC converter by passing through a 3rd harmonic
injector block to reduce THD by using min—max technique of minimizing short
PWM pulses. In min—-max method, the magnitude of a common mode signal (V)
is subtracted from all the three-phase voltages. The subtraction of V., introduces of
third harmonic component in phase voltages. It has advantages of reducing number
of short pulses for a given modulation index so that line-to-line voltages along grid
would be same as fundamental line-to-line supply voltages.

. max(Va, Vb, Vc) + min(Va, Vb, Vc)
cm —
2

19)

4.3 Design and Control of GSC

GSC primary duty is to maintain a constant DC voltage across the link capacitor
independent of rotor power direction while maintaining UPF. The reactive power
is usually set to zero so that all of the energy is exchanged through the stator. To
control GSC, we adopt stator voltage-oriented (SVO) control scheme, where DC bus
voltage is controlled by I; and I, = 0 for UPF. Here, I,(ref) is obtained from PI
controller output whose input is the error which is produced by comparing actual DC
bus voltage to reference DC voltage. Then I,(ref) is compared to I; and error is fed
to PI controller to generate control signal of Vy, for GSC. Similarly, control signal
V,¢ for GSC is obtained by comparing I,(ref) and I, Now, both V., and V;, are
the input to controller to generate PWM pulses after passing through 3rd harmonic
injection block. The control method of is same min—max method as it has advantages
of reducing number of short pulses for a given modulation index. The whole control
scheme is simulated in MATLAB/SIMULINK at 10 m/s.
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Table 2 P controller RSC | Speed regulator K, =025 K; =25
parameters
VAR regulator K, =13, K; =100
GSC DC voltage regulator K, =025, K; =50
Current regulator K, =025, K; =120

4.4 PI Controller Design

PI controller output signal used in RSC and GSC can be designed as:
U:K,,*e—i—K,/e*dt (20)

Here, e = error signal, K, = proportional gain, K; = i gain.

Choosing the correct parameters for RSC and GSC control is very significant
for nice performance. By choosing proper parameters, we can maintain the system
stability. Once the parameters are selected, these can be tuned according to required
output performance. In this paper, tuning of controller is done by Butterworth method
which has an advantage over the protection of DFIG from over-currents. The transfer
function can be written as: P2 + \/E *w*p+ w?; where, P = d—‘:; w = bandwidth
of controller. The parameter of PI controller is given in Table 2.

5 Results and Discussion

Here, the DFIG-based wind turbine is simulated in MATLAB/SIMULINK at a
constant wind speed of 10 m/s by using a proper control strategy in which a proper
decoupling of active and reactive power is achieved in order to maintain stable DC
link voltage and to obtain a well-regulated stator power. Figure 4 represents the
variation in TSR and torque at a given speed.

We can observe that if the wind speed is kept below the rated wind speed of 13 m/s,
the pitch angle of the turbine is maintained at 0 degrees, and the tip speed ratio (TSR)
and power coefficient (C},) also maintain their optimum value. As DFIG is modeled
here at a wind speed of 10 m/s which is well below the rated speed, we can see that
TSR is maintaining its optimum value of 7.2 with a settling time of approximately
2 s, and similarly, it is maintained at 0.44 with a settling time of 1.6 s. Torque is
observed as 10,000 N-m. Figure 5 shows the variation of DC link voltage with time.
A proper control strategy at GSC is achieved in order to maintain a constant DC link
voltage in order to ensure a constant flow of active power from generator to grid.
Initially, transients are quite significant, but with a settling time of approximately
1.5 s, transients die out and a steady DC link voltage is maintained at a ref. value of
1150 V.
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Figure 6 depicts the variation of active and reactive power carried by the stator
and rotor. Initially, approximately 6MVAr reactive power is required for the magne-
tization of stator flux in DFIG such that 2 MW of active power can be transmitted
from generator to grid with a settling time of approximately 1.6 s. Figure 7 shows

the electric power output of DFIG at wind speed of 10 m/s.
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Fig. 8 RSC response

In Fig. 8, RSC response is presented as the time history of the g-axis of grid
current, which drives reactive power. The magnitude of g-axis grid current is low
since reactive power is adjusted to zero to ensure unity power factor in the rotor
circuit.

PI regulator, the magnitude of this current is nearly.

Similarly, because we set the d-axis current in the rotor side to zero and provided
it as an input to the PI regulator, the magnitude of this current is nearly nil. The time
plot of d-g frame voltages obtained after transformation is shown. These decoupled
voltages are used to generate PWM pulses for controlling RSC switches and hence
able to regulate the stator power by reducing harmonics. By injecting 3rd harmonic,
rotor current is made nearly sinusoid. Figure 7 shows torque v/s time plot which is
optimized by extracting maximum power from the wind turbine. Figure 9 represents
the three-phase current waveform of stator and rotor which is obtained as output of
voltage source inverter (VSC) after going through a filter, and we can observe that
they are not perfectly sinusoidal due to some harmonics still present.

As reference current I,(ref) and I, (ref) is kept as zero and given to PI regulator,
magnitude of this current is seen as zero. The variation of bus voltage with time is
shown and it is observed that bus DC voltage achieved its reference optimum value
after going through transients. These transients can be reduced by reducing rise time
which can be achieved by enhancing the bandwidth of filter used in PI controller. After
going through a transient for 1 s, it achieves its steady state. The transient in the power
can be reduced by selecting adequate parameters of PI controller or by selecting better
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Fig. 9 GSC response

performing or tuned PID controller. The figures also show the variation of stator and
rotor three-phase currents with time which is made nearly sinusoid by introducing
PWM width controlling of pulses at each half wave of alternating voltage.

6 Conclusions

A dynamic model of a DFIG-based WECS is simulated using MATLAB/SIMULINK
in this study, and the simulation results are investigated for various wind speeds. To
manage the stator’s active and reactive power, the rotor side converter employs a
vector technique. The wind turbine also employs the indirect control MPPT technique
during sub-synchronous mode to transmit the most of the power from the stator to
the grid. When the results are compared, the proposed method improves the active
power flow from stator to grid in terms of response time, rise time, and settling time.
Utilizing innovative optimization techniques on the DFIG wind energy conversion
system will be a significant task in the future.
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To Design an Optimal PV/Diesel/Battery )
Hybrid Energy System for Havelock oo
Island in India
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Madhuram Gautam, and Mohd. Faisal Jalil

Abstract In the case of hybrid model design, the Hybrid Optimization Model for
Electric Renewables (HOMER) software is employed for optimization. This work
aims to reduce overpriced net present cost (NPC) and cost of energy (COE) at Have-
lock Island in India and lower the air pollution index by utilizing non-conventional
energy sources. Havelock Island’s average daily radiation is 5.30 kWh/m?/day. The
HOMER simulates, optimizes, and does sensitivity analysis on the proposed model
for thousands of combinations to find the best answer. We are employing diesel
generators, solar panels, and battery storage to develop the optimal hybrid system
possible for modeling reasons. This model yields the lowest NPC and COE. In this
analysis, the sensitivity variables for simulation are diesel generators’ run time and
fuel cost. The diesel price of Rs. 77/L and the generator run periods of 720 min were
used as sensitivity variables for the optimized model. For these values of sensitivity
variables, the NPC and COE come out to be Rs. 1.82 B and Rs. 19.87/kWh, respec-
tively. Using an optimal hybrid system instead of an existing diesel-only system at
Havelock Island, the pollution will also be reduced by 83.21%.

Keywords Hybrid model + Net present cost (NPC) + Cost of energy (COE) -
Renewable energy - HOMER

1 Introduction

The non-renewable fuel source accounts for a large utilization ratio in the world.
The development of fossil energy as a fuel is of grave concern for the world in
achieving sustainable growth and development, and also, the use of fossil fuel as an
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energy source is a worthy cause of worldwide water contamination, air contamina-
tion, desertification, and the worldwide crisis of climate [1]. However, around the
previous decagons, a reduction in hydrocarbon deposits is detected worldwide [2].
If the depletion rate of hydrocarbon deposits remains at the same pace, it is being
predicted by proper estimation methods that the amount of non-renewable sources
will get empty by 2070. There is a strong requirement to bring the world under a tran-
sition phase from a non-renewable energy source to a renewable energy source. This
process includes proper modeling, analysis, calculating, and simulating the various
factors so that the dependence on the hydrocarbon deposits gets reduced, and we can
pace toward the upcoming green and clean energy sources [3]. Statistical data shows
that there are still 1.8 billion people under the outreach to power. Those occupants
need to be provided electricity either through laying transmission lines of a grid
network or a remote power generation system in remote areas where laying a grid
is difficult due to hilly terrains or in island territories [4]. In the Havelock Island
of Andaman & Nicobar, the major providers of power sources are the diesel-based
generator. There are two negative impacts of using diesel appliances. The first one is
the high generation cost of power due to inflation in diesel prices. The second reason
is hurting the ecological system and causing air contamination, noise disturbance,
and water contamination. However, this remote region has high substantiality rational
source of power, so using those available energy resources can be viable to decrease
the power generation cost [5]. Due to the high inflation in the price of distillate fuel oil,
there is a solid requirement to increase the supply of energy through renewable and
sustainable sources of power. Using this methodology, more and more energy can be
harnessed without disturbing the ecological disturbance. The balance of nature can be
ensured, and there is a way forward to discover more potential in standalone or hybrid
systems [6]. The standalone system includes a single system like PV based, whereas
a hybrid amalgamates two or more standalone designs like PV-diesel and many other
types. The hybrid system includes two or more combinations of renewable sources
that may be standalone or maybe in the form of a grid connection. Renewable sources
like solar, biomass, hydro, and wind are examples of these sources [7]. We can use the
above sources as standalone or hybrid systems depending upon the geological factors
determining the actual combination of these systems. There are some places where
we can use a variety of two or maybe more than two. At some other sites, we also
use renewable hybrid with non-renewable sources like a hybrid diesel-solar hybrid
for Havelock Island [8]. Hybrid Optimization Multiple Energy Resources (HOMER)
software is a system that programs the economic-based approach so that a feasible
programming methodology can be adopted by inserting the appropriate parameter
so that a better scheme of implementation can be achieved [9]. This HOMER model
has given appropriate analysis in case of rural electrification in the remote areas of
Bangladesh and also in the isolated areas of Algeria and North Africa [10].
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2 Overview of Havelock Island

2.1 Havelock Profile

Havelock Island is the pioneered Island of Andaman & Nicobar. Havelock belongs to
the south administrative district part of the union territory. The Havelock Island, now
renamed Swaraj Dweep, is 41 km northeast of the capital city, Port Blair. The area of
Havelock Island is 92.2 km?. It is the major tourist destination in the union territory
having beach hotels and is famous for its coral reefs and scuba diving experience.
The maximum length of the island is 18 km, and its breadth is 8 km. Island is a
sub-group of the Ritchie Archipelago [11].

2.2 Consumption Estimation of Demand Projection
Jor Domestic Consumers

The Havelock Island analytical report suggests that it has an installed potential of
1.6 MW (the fiscal year 2015), but the maximum requirement of the Island is more
than 2.5 MW. Being the central tourist spot in the region of Andaman & Nicobar,
there is an essential requirement of the continuous supply of electricity for the better
economic prospect of the area. Electric energy’s present potential is insufficient to
fulfill the current demand, especially during the maximum load hours. It is evident
from the various reports published that power cut is very much regular during the
maximal demand for electricity. There is a requirement for an additional reliable
system to avoid this disruption to the electricity, which can lead to a better tourism
spot and has a high chance of attracting a large number of tourists so that Havelock
Island’s economy can be boosted significant factor.

3 Exquisite Hybrid Representation of Havelock Island

3.1 About HOMER

The National Renewable Energy Laboratory in the United States created the HOMER
software. HOMER, a computer model, is used in various technologies and applica-
tions, including manufacturing, storage, load analysis, and microgrid or off-grid
micropower systems [12]. The link can be designed throughout the project cycle and
includes several cost-related items, such as the cost of investment, replacement, and
operation. It helps us assess and compare different options, technical and economic
advantages, and disadvantages of other parts of the projects with HOMER; the design
process is simple. Simulation, optimization, and execution were performed in three
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stages and sensitivity analysis. The first level, which is the most basic, is a simula-
tion, technical analysis, and cost-benefit analysis of the micropower system has been
completed. The optimization phase begins following the simulation phase [13].

3.2 Details of Havelock Island

NASA dataset is used here to obtain the insolation data for Havelock Island on a
mean of per month basis. The per month mean value of solar insolation is obtained
from NASA. Table 1, gives the monthly mean value for the global irradiance value
of Havelock Island. Table 1 also depicts the clearness index. It is a dimensionless
number between 0 and 1 and is defined as the ratio of surface radiation to terrestrial
radiation.

The maximal value of the clearness index is 0.690, and the minimal value of the
clearness index is 0.420. The maximal and minimal value of the clearness index is
reported in April and December, respectively. The maximal and minimal value of
per day irradiation is 4.530 kWh/m?/day and 0.210 kWh/m?/day, respectively. The
month of minimal and maximal value of solar insolation occurs in December and
June, respectively. The value of the mean annual irradiation is 2.32 kWh/m?/day.

Table 1 Clearness index and

per day irradiation index for Month Clearness index | Daily irradiation (kWh/m?/day)

Havelock Island January 0.655 5.65
February 0.69 6.47
March 0.674 6.83
April 0.631 6.65
May 0.482 5.08
June 0.42 4.38
July 0.426 4.45
August 0.425 4.45
September | 0.454 4.64
October 0.522 4.99
November | 0.555 4.86
December | 0.621 5.19
Mean value | 0.546 53
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3.3 Load Profile of Havelock Island

The shape of the load is an essential parameter when performing optimization by
the HOMER because the different power sources depending on the load shape. The
selected island also works as a significant dependent parameter for the model design
by the HOMER, and we get the best optimization of the proposed model. The monthly
solar global irradiance (SGI) and load profile of Havelock Island are shown in Figs. 1
and 2 respectively. On Havelock Island, the primary energy use is to meet the resi-
dents and businesses. As a result, only these two loads will be required to handle in
HOMER. HOMER uses these data for simulation and optimization. The island will
be supplied 24 * 7 h per week, and the demand is expected to rise. The island is also
a significant tourist destination in Andaman & Nicobar Island, requiring reliable and
continuous power.

4 Architectonics Structure Representation of Havelock
Island

On Havelock Island, the power generation is mainly from the diesel generator. Still,
it has a vast potential for transitioning from diesel generators to solar PV panels.
Since diesel is a very costly, non-renewable, polluting source, this is a time to focus
on a safe and reliable form of solar energy. The proposed model consists of solar PV,
diesel generator, converter, and battery, as shown in Fig. 3. The HOMER tells us the
best possible combination of the mentioned energy-producing sources. It gives us
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Fig. 2 Load profile of Havelock Island

Fig. 3 Schematic diagram
of suggested model
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the best result by undergoing proper optimization techniques. It requires adequate
data insertion for a particular location to retrieve the best-simulated result.
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Fig. 4 Optimization and sensitivity results

5 Results Obtained for the Suggested Model at Havelock
Island

5.1 Stimulated and Computed Outcome

We have obtained stimulated and computed outcomes from HOMER as presented in
Fig. 4.

The outcome of the different stimulated parameters is obtained from the upper
part of the figure and the calculated result for a stimulated variable from the lower
part. The sensitivity factors for diesel pricing are Rs. 70/L, Rs. 77/L, and Rs. 84/L.
The sensitivity variable for minimum runtime of diesel generator has been taken as
600 min, 720 min, and 840 min.

5.2 Net Present Cost (NPC)

Net present cost is depicted in a bar graph and tabular forms, as shown in Table 2
Net present cost includes the cost of operation, cost of capital, cost of replacement,
cost of salvage, and cost of resource that comes out to be for the proposed model.
The cost of operation, cost of capital, cost of replacement, cost of salvage, and cost of
the resource is for the proposed model Rs. 18,23,97,815.31, Rs. 1,29,34,75,781.06,
Rs. 3,83,31,784.37, Rs. 86,78,701.81, and Rs. 31,48,37,708.05, respectively.
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Total NPC includes Rs. 1.29 B as cost of capital, Rs 182.3 M as cost of operation,
Rs 38 M as cost of replacement, Rs 8.6 M as cost of salvage, and Rs. 314 M as cost of
the resource. Out of these expenses, the system capital cost is maximum, around Rs.
1.29 B. This system’s capital cost includes the capital cost of generator sets, which
comes out to be Rs. 29.8 M; PV cost of capital is Rs. 776 M, and the capital cost in
case of the converter is Rs. 55 M, and capital cost of the battery is Rs. 432 M. The
cost of operation is Rs. 182 M; the total cost of replacement is Rs. 38 M; the total
cost of salvage is Rs. —8.67 M, and the total cost of the resource is Rs. 314 M.

6 Emission Due to Distinct Contaminating Particles
at Havelock Island

The emission due to various kinds of contaminating particles because of only the
diesel and hybrid system is given in Table 3. This table presents the emission of
carbon dioxide, carbon monoxide, and hydrocarbon without complete combustion.
From Table 3, it is also observed that a hybrid system can reduce a considerable
amount of pollution. The CO, emission in the diesel-only system is 4940254 kg/year,
while the CO; emission in the hybrid system is 829375 kg/year. If the hybrid system
is adopted, a large amount of cut in COy, i.e., 4,110,879 kg per year, can be seen.
Cut in the emission of other contaminating particles such as CO, SO2, and NO; is
also presented in Table 3.

Table 3 Comparison of emission of the hybrid system and diesel-only system

Contamination Diesel generator Emission by diesel, PV, | Decrease in emission
causing particles emission (kg/year) battery for the diesel value (kg/year)
price of Rs77/L
(kg/year)
Carbon dioxide 4,940,254 829,375 4,110,879
Carbon monoxide 25,558 4291 21,267
Unburned 1356 228 1128
hydrocarbons
Particulate matter 219 36.7 182.3
Sulfur dioxide 12,076 2027 10,049
Nitrogen oxides 4898 822 4076




220 M. S. Ansari et al.

7 Comparative Analysis of Diesel-Only System
and Optimal Hybrid System

Comparing the economic estimation of the two given systems is depicted in Table 4.
The NPC of Rs. 1.65 B and COE of Rs. 18.06 /kWh are minimum for a hybrid system,
including all the possible sources at a diesel cost of Rs. 70/L, and the minimum
runtime of all three generators is 720 min. In today’s scenario, the actual cost of
diesel is Rs. 77/L on Havelock Island. Because of this, the diesel price of Rs. 77/L
and minimum run time of all three generators are taken as 720 min as standard, which
has resulted in the NPC and COE of Rs. 1.82 B and Rs 19.87 /kWh, respectively,
for the system consisting of diesel-PV-battery. Table 4 here depicts that the mere-
diesel generator system for the standard value of diesel price Rs. 77/L, and minimum
runtime of 720 min for all three generators has the NPC and COE for the stimulated
varying values Rs. 2.29 B and Rs. 24.97/kWh, respectively. If we observe both the
system values for hybrid and the mere-diesel generator set system at diesel price,
i.e., Rs. 77/L, we can clarify that NPC has decreased from Rs. 2.29 B to 1.82 B, and
COE has decreased from 24.97/kWh to 19.87/kWh. It says that if a hybrid system is
used instead of a diesel-only system, there will be a significant reduction in NPC and
COE. If we use a hybrid approach in place of only a diesel system, CO, emission will
be reduced from 4,940,254 kg per year to 829,375 kg per year, which is a significant
reduction.

8 Conclusions

Optimization and sensitivity results are depicted in Fig. 4 for a given set of parameters.
The optimal system includes diesel generators, PV, battery storage, and converters.
The optimized value of NPC and COE is Rs. 1.82 B and Rs. 19.87/kWh, respectively.
The NPC and COE have been calculated for diesel rates of Rs. 70/L, Rs. 77/L,
Rs. 84/L, and the minimum runtime of generators as 600 min, 720 min, 840 min,
respectively. For optimal solution, the actual rate of diesel, i.e., Rs. 77/L, and 720 min
of the minimum runtime of each diesel generator are considered. If we use diesel-
only system, the CO, emission is 4940254 kg/year; if we use a hybrid approach, the
CO, emission is 829375 kg/year. From the above, it is seen that if we use the optimal
hybrid system, there will be a significant reduction in CO, emissions.
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To Design an Optimal Hybrid Energy )
System for Agatti Island in India oo

Mohammad Shariz Ansari, Aditya Srivastava, Aditya Singh, Adesh Gupta,
Ameer Faisal, and Mohd. Faisal Jalil

Abstract Since diesel generators are used to generate electricity mostly on smaller,
isolated islands, the net present cost (NPC) and cost of energy (COE) are very high.
The use of diesel generators also causes increased pollution. As a result, by using
renewable energy sources such as solar, this initiative intends to reduce NPC, COE,
and pollution. In India’s union territory of Lakshadweep, Agatti Island would be the
research site (UTL). The daily radiation on Agatti Island is 5.68 kWh/m?/day. Using
HOMER software, modeling, simulation, and optimization of an ideal hybrid model
were all done. The optimum solution is to combine diesel, PV, and battery power. In
this approach, the NPC and COE are the least. The investigator has included the fuel
rate (Rs) as a sensitivity factor. The best system uses the Rs. 72/L diesel price as a
sensitivity variable. Furthermore, this optimal hybrid system reduces the pollutants
by 90%.

Keywords Hybrid model - Net present cost (NPC) + Cost of energy (COE) -
Renewable energy - HOMER

1 Introduction

Energy, as we know, can neither be created nor destroyed is one of the essential needs
for every action, the reaction of all things being equal. On the other hand, energy has
been and continues to be the greatest threat to people, as most of the energy used
on the planet comes from conventional resources [1]. According to current research
and consumption rates, some will be exhausted soon. In addition, approximately
1.5 billion people globally still don’t have access to electricity. Diesel generators
regularly provide energy to these isolated islands and villages [2]. In any event, they
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were becoming increasingly anxious because they were frequently confronted with
high fuel prices due to the massive increase in the cost of petroleum products and
freight charges [3].

Furthermore, the detrimental natural impacts wrought by diesel harm the neigh-
boring environmental system, contaminating air, water, and soil. They suffer from the
negative repercussions of an energy deficit or power outage [4]. With the rising cost
of fuel and the rapidly falling cost of sustainable power resources, renewable energy
is becoming more competitive with non-renewable energy, thus wide spreading use
of renewable power sources for independent systems, such as PV battery or hybrid
systems [5]. Looking into RES has primarily been done in system modeling, element
sizing, simulation, economic evaluation, and most notably, system optimization.
Simulation systems are typically necessary for this type of research. HOMER soft-
ware is one of the most widely used simulation devices for independent renewable
sources [6]. Using software for renewable energy techno-economic, simulation, and
modeling analysis has become the subject of many previous studies. The likelihood of
achieving energy sovereignty on an island using PV, diesel generators, and batteries
was analyzed and conducted [7].

2 Overview of Agatti Island

2.1 Agatti Profile

The Island on which we perform our project is in the union territory Lakshadweep.
The Island is about 7.6 km long. From Kochi, the distance of the Island is about
459 km to the west. The population of this Island is about 9000. The people living
there mostly speak English, Tamil, and Malayalam languages. The Island has a tourist
spot with only two hotels and resorts [8]. The weather on the Island in summer nearly
touches 350 °C on average, and during the rainy season, the average rainfall is approx.
62 inches. Every year the climate of Agatti is moderate, neither too hot nor too cold.
Therefore, it is one reason that attracts tourists to this Island.

2.2 Consumption Estimation of Demand Projection
Jor Domestic Consumers

According to the reports, the energy demand of Agatti Island in 2015 was 5.51 MU.
The power supply is being given 24 h, and in the future, consumption will increase
[9]. Daily consumption has risen from 2.82 kWh in 2011 to 3.97kWh in 2015 at a
CAGR of 8.97%. Although, taking into consideration that consumption increment
on an average basis is less than 1% in the year 2019. And the availability increased in
recent years along with other statistical data of that area containing population, the
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daily consumption of different household has been pushed by 3% only. Therefore,
the geographical information of the Agatti plays a significant role in predicting the
power demand of the present and the future[10].

2.3 About HOMER

The National Renewable Energy Laboratory in the United States created the HOMER
software. HOMER, a computer model, is used in various technologies and appli-
cations, including manufacturing, storage, and analysis load. Microgrid or off-grid
micropower systems. It is possible to design a link. The project cycle includes several
cost-related items, such as the cost of investment, replacement, and operation. It helps
you assess and compare different options, technical and economic advantages, and
disadvantages of other parts of the projects with HOMER, and the design process
is straightforward [11]. Simulation, optimization, and execution were performed in
three stages and sensitivity analysis. The first level, which is the most basic, is a
simulation, technical analysis, and cost-benefit analysis of the micropower system
has been completed—following that, the optimization phase begins following the
simulation phase [12]. Clearness index and solar radiation in kWh/m?/day at Agatti
Island is shown in Table 1 and the monthly average solar global irradiation (SGI) is
shown in Fig. 1.
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Table 1 .C!earpess index and Month Clearness index Daily radiation (kWh/mZ/day)

solar radiation in

kWh/m?/day at Agatti Island ~ Jan. 0.596 5.965
Feb. 0.617 5.847
Mar. 0.593 6.039
Apr. 0.546 5.752
May 0.463 4.848
Jun. 0.379 3.923
Jul. 0.388 4.021
Aug. 0.406 4.24
Sep. 0.438 4.488
Oct. 0.473 4.566
Now. 0.558 4.069
Dec. 0.574 4.888
Avg. 0.503 4.887

2.4 Load Profile of Agatti Island

Since most energy sources depend on the load shape for optimal sizing, the depicted
form of aload of that selected Island is essential input data for optimizing the proposed
model in HOMER software. Agatti Island’s load shape is illustrated in Fig. 2. Figure 2
shows a community load’s daily load and monthly and annual load profile. On Agatti
Island, energy is primarily used to meet the need of residents and commercial. The
yearly energy demand based on this Island’s community is 7.88 MU, and the peak
demand is 1.4 MW. HOMER uses these data for simulation and optimization. Agatti
Island’s energy requirement in 2015 was 5.51 MU. The Island will be supplied
24 * 7 h per week, and the consumption is expected to rise. The consumption on
the daily basis of the number of electric households has increased [13]. Accordingly,
the figure was calculated by dividing the actual sales by the number of people with
access to electricity consumers in 2015. Last year, daily household consumption was
less than 1%, despite higher availability in previous years and other factors. Only
a 3% increase in consumption has been made. However, the Island’s geographical
characteristics (i.e., location, accessibility, and weather) should also be considered.
The existing tariff levels significantly impact determining the current and future state
of affairs demands.

3 Architectonics Structure Representation of Agatti Island

Power is generated primarily by diesel generators on Agatti Island. However, there
is also considerable potential for solar PV. Because fuel is expensive and exhausts
quickly, the goal is to reduce diesel consumption and increase the use of renewable
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Fig. 2 Load profile of Agatti Island

energy. Since all the non-renewable energy resources heavily pollute the environ-
ment when used on a large scale. The author proposes a model that includes solar
PV, emergency diesel generators, batteries, converters, and loads. With this hybrid
system’s use, the pollution emission will reduce. The HOMER software simulates
the proposed model to determine the optimal hybrid model. The schematic diagram
of the proposed model is shown in Fig. 3.

4 Results Obtained for the Suggested MODEL at Agatti
Island

4.1 Stimulated and Computed Outcome

The results from HOMER for optimization and sensitivity are displayed in Fig. 4.
The results of various sensitivity variables are shown in the upper half of the picture.
In contrast, the optimization result for a specific sensitivity variable is shown in the
lower section. Rs. 68/L, Rs. 72/L, and Rs. 76/L. were chosen as sensitivity factors
for diesel pricing. Other sensitivity variables are also used to calculate the runtime
of different rating generators. The software has used all the possible combinations
of the given sensitivity variables for simulation and optimization. A total of 22,254
solutions were simulated. Out of them, 3244 were left, 1788 were not taken for
lacking a converter, and 855 were rejected for having an unnecessary converter.
HOMER software uses only diesel generators, solar PV, and storage systems like
batteries. The optimum solution for this combination comes out to be a total net
present cost of Y988 million and a charge of energy levelized as 39.71/kWh.
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Fig. 3 Schematic diagram
of the proposed model

AC DC
TMWGen | Electric Load #1

21589.04 kWh/d
3209.49 kW peak

TMWGen (1) Converter

B

El &[S

R - | oo | o n

gatihesrinEaistrd 0T 0 8

RESULTS

-
-

-

L4 aamE s w0 1 £} 4061 ¥

- o F un " 1705 u TElS  teoam  taum (= 100 ]
- o F s 10m m 1AT? 1) LT LT Y R ST ) rarE ws 15857

Fig. 4 Sensitivity and optimization results for Agatti Island
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4.2 Net Present Cost (NPC)

The net present cost based on different categories has been tabulated in the given
Table 2. The total net present cost was found to be ¥988 million, consisting of
salvage value, operating cost, capital cost, replacement cost, and resource cost for
the proposed model.

Total NPC includes Y988 M as capital cost, ¥23.9 M as operating cost, I128.4 M
as replacement cost, —%25,246,262.16 as salvage value. The capital cost is maximum
which is 988 M, including all the generator sets of capital cost (3212 million), Li-
ion batteries capital cost (340 million), PV capital cost (333 million), and converters
capital cost (34 million). The total operating cost is X2 million, the total replacement
cost is ¥12 million, and the total salvage value is —32 million.

S Emission of the Diesel-Only System and Optimal Hybrid
System at Agatti Island

Table 3, shown below, gives the emission of various types of pollutant materials by
different systems. The pollutants contain CO,, CO, unburned hydrocarbon, partic-
ulate matter, sulfur dioxide, and nitrogen oxide. It can be observed from the table
that pollution will be decreased if a hybrid system is used. The non-hybrid system
emits CO, of 5,619,560 kg/year, and in the hybrid system, the emission of CO, is
542658 kg/year.

The reduction in CO2 emission is 5076902 kg/year, which is a considerable reduc-
tion in value. The decrease in value of other polluting materials like sulfur dioxide,
carbon monoxide, and nitrogen dioxide is mentioned in Table 3.

6 Comparative Analysis of Diesel-Only System
and Optimal Hybrid System

Comparing economic estimation of the two given systems is depicted in Table 4 for
the distinct parameter of stimulated varying values, that is, the fluctuating cost of
diesel and run time of diesel generators. The NPC of Rs. 955 M and COE of Rs
9.77 I/kWh is minimum for a hybrid system, including all the possible sources at a
diesel cost of Rs. 68/L, and the minimum runtime of 1 MW generators is 900 min,
100 Kw generator is 840 min, and for 10 kW generator is 780 min. In today’s scenario,
the actual cost of diesel is even more than Rs 76/L on Agatti Island. Therefore, diesel
price of Rs. 76/L and minimum run time of generators as 840 min, 900 min, and
780 min for 1 MW, 1 MW, 100 kW, and 10 kW, respectively, are considered for
Agatti Island. For these combination of sensitivity variables, the NPC and COE of
diesel-only system are Rs. 2.28 B and Rs. 22.4/kWh and for hybrid system are Rs.
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Table 3 Comparison of emission of the hybrid system and diesel-only system

Pollutants Emission due to Emission due to Reduction in emission
diesel-only generator diesel-PV-battery (kg/year)
(kg/year) (kg/year)

Carbon dioxide | 5,619,560 542,658 5,076,902

Carbon 29,412 2834 26,578

monoxide

Unburned 1543 149 1394

hydrocarbons

Particulate 254 24 230

matter

Sulfur dioxide 13,738 1327 12,411

Nitrogen oxides 5640 537 5103

1.01 B and Rs. 9.94/kWh. It says that if a hybrid system is used instead of a diesel-
only system, there will be a significant reduction in NPC and COE. If we use a
hybrid approach in place of only a diesel system, CO, emission will be reduced from
5,622,833 kg per year to 442,194 kg per year, which is a significant reduction.

7 Conclusions

The sensitivity and optimization results are shown in Fig. 4. The software simulates
the proposed model for all possible combinations to find the best result. Diesel-PV—
battery is the best combination for optimal results. This proposed combination gives
the lowest NPC and COE, Y989 million and 9.71 ¥/kWh, respectively. The fuel rate
was included as a sensitivity variable in the sensitivity analysis. Taking a diesel price
of ¥72/L, the above is the best solution, i.e., the lowest NPC of ¥989 million and
the least COE of 9.71 I/kWh were determined. The PV—diesel-battery system is
economical, as shown in Fig. 4. Table 2 gives the NPC and cost summary, including
operating cost, capital cost, salvage value, replacement cost, and resource cost. The
highest cost is capital cost, which is ¥988 million and includes the price of Gen sets
(X212 million), Li-ion batteries (Y40 million), PV capital cost (X32 million), and
converter capital cost (Y4 million). The entire running cost is I988million, the total
replacement cost is ¥12 million, and the total salvage value is ¥—2 million.
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Access to Solar Energy for Livelihood )
Security in Odisha, India er

Nimay Chandra Giri®, Sima Das(®, Divya Pant(, Vikas Singh Bhadoria®,
Debani Prasad Mishra (@, Gyanranjan Mahalik @, and Rachid Mrabet

Abstract Fossil fuel-based energy generation contributes to increased greenhouse
gas emissions, leading to climate change in both developed and developing countries
such as the USA, China, India, Indonesia, and Bangladesh. In India, around 200
million people are deprived of a clean power supply by 2021, highly in hilly and rural
locations of the country. The above issues can be mitigated by clean and affordable
electricity access for the development of livelihood in the state of Odisha, India.
In this present research, a few major off-grid systems such as photovoltaic lighting
systems and water pumps have been designed and implemented in urban and rural
locations of Odisha to enhance the livelihood security of the people. In a mini solar
street light, a 20 Wp polycrystalline solar panel has been used to charge a 12 V 10 Ah
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Li-ion battery in 67 sunny hours and canrun a 12 V9 W LED light up to 10 h per a
day. Further, the efficient design and access of different off-grid systems will fulfill
the renewable energy targets in the country. This prospect will help both academia
and industry experts in the research and development of eco-friendly solar off-grid
systems worldwide.

Keywords Solar energy « Photovoltaic (PV) - Off-grid system -+ Livelihood

1 Introduction

The energy demand is accelerating exponentially to fulfill human needs. Currently,
78% of the energy demand is reached by fossil fuels and leads to carbon dioxide
emissions in the world [1, 2]. This issue can be avoided by the help of solar energy-
based power generation. Solar energy is a renewable, affordable, and abundant form
of energy in the earth. The solar energy that we see is light, and the energy we feel
is heat. The light energy is used by solar photovoltaic panel(s) to convert electrical
energy, whereas heat energy used by solar thermal system to produce heat or elec-
tricity for further applications. In the recent years, the world is speedily moving
toward generating electricity from solar photovoltaic (SPV) system to bridge the
gaps between energy demand, supply, and production of the country [3, 4]. Solar
energy-based systems has ability to fill-up Sustainable Development Goal 7 (SDG7)
by 2030 [5, 6].

Around 5000 trillion kilowatt-hours (kWh) of energy is incident on India’s land
area in a year. In most parts of the country, clear sunny weather is experienced 280
to 310 days/year [4]. Till March 2021, the solar power installed capacity was 40
GW in India against the target of 100 GW (including 40 GW rooftop) by 2022 [7].
Currently in the state Odisha, around 550 MW of on-grid and 1.5 MW off-grids
solar photovoltaic systems have been installed [4]. The SPV system includes solar
panel(s), charge controller (CCR) or inverter, battery, and electrical appliances. The
off-grid systems are not fed to the normal supply grid [8, 9]. The power generated
can be stored in batteries for further applications. The solar emergency and street
lighting system consists of suitable solar panel, solar charge controller, battery, LED
light, mechanical, and civil structure [10]. The designer or stakeholder or service
provider needs to select suitable devices for the making of efficient systems [11, 12].
In solar power plants, maximum power point tracking (MPPT) is also used [13].

In this research, both solar lighting and pumping systems have been designed and
installed in urban and rural locations of Odisha to enhance the livelihood security
of the people. Basically, solar emergency and street lights are available in 5-100 W
to provide low-high intensity of light for different applications such as studying,
lighting room, and walking in road. The Odisha Renewable Energy Development
Agency (OREDA) has invited bids to develop 700 MW of ground-mounted solar
pump projects under the Pradhan Mantri Kisan Urja Suraksha evam Utthaan Mahab-
hiyan (PM KUSUM) scheme [4]. Under this scheme, farmers can get subsidy of
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30-60% for the installation of solar pumping system in the country. The affordable
electricity access future will require new policy, awareness, and new energy systems.

2 Materials and Methods

A SPV system is an electrical power system used to convert solar energy to usable
electrical energy. Basically, solar PV systems are two types, namely on-grid and off-
grid systems. On-grid systems are SPV systems that only generate power when the
power grid is accessible. Off-grid systems allow storing the solar power in batteries
for use when the power grid goes down [4, 6].

2.1 Solar PV System Components

The SPV system composed of solar module, charge controller (CCR) or inverter
(DC-AC), solar battery, and load (LED light) as illustrated in Fig. 1.

From the above said block diagram, a SPV system consists of following
components;

Solar PV Cell and Module

The majority solar cell is made up by silicon material to produce electricity [1, 6].
A solar panel is composed of more than one solar cell, aluminum frame, back sheet,
connectors, junction box, and connecting wire, as illustrated in Fig. 2. To achieve an
essential voltage and current, a group of PV modules are underwired into big array
that called PV array [3].

Mathematically,

I'=1—-1Ip (1)
Fig. 1 Basic block diagram Solar Lights
of a SPV system \

Solar Charge LED
Module Controller — Light
!
Solar

Battery




238 N. C. Giri et al.

Fig. 2 Solar PV module
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where
1 electric current,
Iy solar light generated current,
Ip diode current,
Iy saturation current,
e electron charge,
\%4 voltage across the junction,
K Boltzmann’s constant,

and T absolute temperature.

Solar Charge Controller

A solar charge controller controls the flow of current within the SPV system. Itis a
DC device with three pair of terminals for the connection of solar module, battery, and
load as given in Fig. 3. For domestic application, pulse width modulation (PWM)
type charge controller is used, whereas maximum power point tracker (MPPT) is
used in industrial applications [8].

Solar Battery

A solar battery is an electrical device that stored electrical energy for later use and
which is charged by a solar module [9]. It is rated in volt ampere-hour (V Ah).
Basically, three types of batteries such as lead acid, maintenance free, and li-ion
battery are widely used in the market as illustrated in Fig. 4.
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Fig. 3 Solar charge controller or regulator (PWM type)

Fig. 4 Solar tubular (12 V 45 Ah) and Li-ion battery (12 V 10 Ah)

3 Results and Discussion

Access to clean energy is a very vital for the wellbeing of the people as well as
economic development and poverty alleviation in the country. The design, connection
practice, and applications with affordable energy access system (lighting system)
are designed and installed in Centurion University of Technology and Management,
Odisha, as given in Fig. 5.

The performance of a solar off-grid system directly depends upon the solar irradia-
tion incident on the panels. From the field research, it is found that the average irradia-
tion falling on the panels is highest (6.89 kWh/m?/day) and lowest (3.90 k Wh/m?/day)
in May and December, respectively. It is observed that a 20 Wp polycrystalline solar
panel can charge a 12 V 10 Ah Li-ion battery in 67 sunny hours and the 12V 9 W
LED light will run up to 10 h per a day.

The government of Odisha also promoting SPV-based irrigation system under
scheme of Soura Jalanidhi and Kusum Yojana [4, 7]. These scheme’s objective is to



240 N. C. Giri et al.

Fig. 5 Solar off-grid systems (lighting system) at CUTM, Odisha

use of green energy, reduce carbon emission and ensure that farmers have adequate
electricity for farming activities. Under the scheme, government distributed 5000
solar pumps to the farmers in the state. The solar water pumping systems capacity
of 0.5 HP and 1 HP are displayed in Fig. 6. It consists of solar panel, DC motor, lead
acid battery (12 V 45 Ah), and water tank and plastic pipes.

The cost of solar pumps depends upon its design, components, and installations.
The low cost pumps as per local market price in Odisha are 0.5 HP direct current
pump cost of USD 550 to 590 including installation without subsidy, 1 HP direct
current pump cost of USD 1000 to 1160. Therefore, the energy crisis can be overcome
by efficient use of SPV system in the country.

Fig. 6 0.5 HP and 1 HP solar water pumping system at CUTM, Odisha
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4 Conclusion

Solar energy has been rising as an efficient renewable and alternative energy source
for power production in any location of the world. The SPV systems are used to
convert solar energy to usable electricity. In this study, the design and implementation
practice of solar lighting, drinking, and irrigation systems has been analyzed in
CUTM, Odisha, India. Based on the empirical study and observation, we found that
the solar off-grid livelihood systems are easy to design, implement, and operate in any
place of Odisha. The solar mini street lights’ battery takes 67 h of sunlight to fully
charge the battery and can deliver power up to 10 h per day. A 0.5 HP solar drinking
system is operated by a 75 Wp solar panel with a 12 V 10 A MPPT charge controller.
Similarly, a 1 HP solar water pump for irrigation is operated up to 7 h/sunny day in
the renewable energy laboratory of CUTM, Odisha. The above design, analysis data,
and government scheme will help to fulfill the government targets and enhance the
livelihoods of peoples.
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Grid-Connected Fuel Cell with Upgraded | m)
Voltage Profile oo

Purvaa Saxena and S. K. Jha

Abstract In this work, an electrical network connected to proton exchange
membrane fuel cell (PEMFC) is considered. The voltage profile of the system is
enhanced by connecting the fuel cell with the boost converter and a seven-level
cascaded multilevel inverter. The traditional PID controller does not responds to
the nonlinearities of the system. Hence, PID controller is dynamically tuned by
the Whale Optimization Algorithm (WOA). The whole architecture is developed in
SIMULINK. For testing the effectiveness of the proposed model, the transients are
given to the system for short duration and the results are then compared. It is observed
that the proposed model has improved voltage response and reduced harmonics. The
analysis for the power quality enhancement is confirmed through Total Harmonic
Distortion (THD).

Keywords Whale Optimization Algorithm (WOA) - Proton exchange membrane
fuel cell (PEMFC) - Boost converter (BC) - Multilevel inverter (MLI) - Cascaded
H-Bridge (CHB) - Total Harmonic Distortion (THD)

1 Introduction

Fuel cell is a device responsible for the conversion of chemical energy of hydrogen
to electricity [1]. There are various types of FC that can be used in electrical grid.
However, PEMFC has been used as energy source in this paper due its high-power
density, light weight and less starting time [2].

Conventional PID controller is a linear device which is used to minimize the
error of the system [3]. The main drawback of the conventional PID controller is
that it does not respond to the nonlinearities of the system. So, to encounter this,
the parameters of the PID controller are dynamically tuned by various algorithms
such as PSO [4], Genetic Algorithm [5], Bat Search [6] and evolutionary algorithms
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[7]. These algorithms have some shortcomings such as slow convergence speed and
precision. So, to overcome these issues, WOA has been implemented in this paper.

Furthermore, the low-level output voltage of the fuel cell is stepped up by the boost
converter. The DC voltage of the boost converter is converted to the AC voltage
using a three-phase seven-level cascaded multilevel inverter. An MLI gives better
system stability along with decreased harmonics. Also, the THD values is reduced
by this model. The gate signal to the inverter is given through the PID controller. The
parameters of the PID controller are dynamically tuned using WOA algorithm. It has
been observed that this controller gives better voltage characteristics and improved
efficiency.

This paper shows PEMFC-based grid connected model. The model has been
developed in MATLAB/SIMULINK. The proposed model promises to improve the
voltage profile during the transient stage. It has been observed that this controller gives
better voltage characteristics and improved efficiency when the system is subjected
to transients.

2 Mathematical Modelling

2.1 Modelling of PEMFC

This section deals with the electrochemical model of the PEMFC. PEMFC has more
advantages over other FC such as it has less starting time, design is compact and low
cost. So, PEMFC has been considered in this paper.

A mathematical model is used to predict the dynamic behaviour of the PEMFC.
The Ve of the fuel cell is given by:

VFC = ENemst - Vact - Vohm - Vcon (1)

where Enemst 1S thermodynamic potential and represents reversible voltage, V. is
activation voltage, Vonmic is ohmic voltage drop and V., represents concentration
losses [9].

2-F

EnNemst = 1.229 — 0.85 x 1073(T — 298.15) + In(Pg? Py,) ()
Var = =61+ & -T3- T -In(COy) + &4 - T - In(Ipc)] 3)

Vohm = Ite(Rm + Rc) “4)

J
Veone = —Bln(l - <Jmax>> (5)
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where Pp, and Py, are the partial pressures (atm) of oxygen and hydrogen, T is the
absolute cell temperature (K), It is the cell operating current (A), & (i = 1...0.4)
represents the parametric coefficients for each cell model, Ry is equivalent membrane
resistance to proton conduction, Rc is the equivalent contact resistance to electron
conduction, Ji.x is then maximum current density and J is actual current density.

2.2 Modelling of Boost Converter

Boost converter is a DC-to-DC power electronic converter. It is used to enhance the
input voltage. It is also known as step up chopper. The switching of the switch is
controlled by the PWM signal. The model consists of input voltage source (Vj), diode
(D), inductor (L), switch (S) and capacitor (C). When the switch is in ON state, it
offers low resistance path to the current. So, the current flows through switch and
back to the source. Meanwhile, the inductor stores the energy. When the switch is
in OFF state, the inductor reverses its polarity and the stored energy of inductor is
dissipated through the load [8].

3 Control Structure

3.1 PID Controller

Conventional PID controller is a linear device which is used to minimize the error
of the system. The most commonly used controller is the PID controller. PID has
three basic control behaviours which are proportional, integrator and derivative.
The controller has three parameters, namely K,, K; and K. The parameters of
the controller are then dynamically tuned by WOA.

3.2 Seven-Level Cascaded Multilevel Inverter

MLI are the widely used inverters. One of the most common MLI is CHB inverter
as it gives better signal quality with reduced THD. The seven-level CHB MLI gives
seven steps in the output voltage waveform. If the input voltage is Vpc then output
Voltage will be 3 VDc, 2 VDC’ VDc, 0, _VDC’ -2 VDC and —3 VDC [9]
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3.3 Whale Optimization Algorithm

WOA is based on the foraging behaviour of the humpback whales. Foraging
behaviour refers to the technique of bubble making. Since whales have slow speed so
they cannot catch the fishes. So, they came up with a technique, wherein they form
bubbles for catching the fishes. The bubble is basically created in a spiral format
around the fishes. This forces the fishes to move towards the surface and the radius
of the spiral keeps decreasing [10]. The mathematical model is given as-

A)

(B)

©)

Random Prey: It forces the search agent to move away from the present location.
It moves randomly in the space for searching. The formula is

- N —_— —_
D = |C x Pana — /| ©)
—_ —_— - N
PltZPrand_AXD (7)

where P is the various position vectors.

Encircling prey: When p < 0.5 and ‘K’ < 1, it finds the prey and surrounds it.

It is given by
- > — —
D=|CxP —P! (8)
— = L
Pt =p —AxD 9)

where FZ is the position vector of 7th generation.

Bubble-net attacking: When p > 0.5, it calculates the distance between search
agent and optimal search agent. It then calculates the spiral model to update
the position of the search agent.

- —
P/t = D' e . cos2nl) + P! (10)

The pseudocode for WOA is given as

Initialize the whale’s population

Set algorithm parameters

Set performance index

Calculate fitness of all search agent

While (termination is not satisfied)

Encircle prey

Search the prey

(continued)
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(continued)

Compute the fitness by index
End While

Return the best result

End

4 MATLAB/Simulink Model

In this work, PEMFC is used. PEMFC is coupled with boost converter which is used
for increasing the FC output. The boost converter is further connected to a three-phase
seven-level CHB MLI which inverts the DC voltage into seven-level AC voltage. The
gate signal of the inverter is given through the PID controller. In order to evaluate the
performance of the power network, the system is subjected to oscillatory transient
fault (r = 0.3-0.4 s). The obtained results show that proposed technique gives better
results than the conventional PID controller (Fig. 1 and Table 1).

Transmission Line
7-Level CHB MLI

WOA PID
Lo

Control Unit

oL

firs; IR Ry S — %;
i @L:FM 14 \
| N

Fig. 1 Simulink model of the proposed system

Table 1 Values of different parameters

Parameters Values

SOFC Vo=60V,Ri+ Ry =14Q,R3=106Q2,C=125F

Boost L=0.8 mH, ¢ =100 nF, F; =30 KHz, V, =100V, Vi, =40 V
Grid v=0600,x/r=7,f =50Hz
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5 Results

Figures 2 and 3 depict the voltage waveforms of the power network during faults
for PID and WOA optimized PID, respectively. It is seen from the figures that the
harmonic content has been reduced tremendously when the parameters of the PID
controller are tuned with WOA algorithm. Moreover, the system tends to become
more stable.

Figure 4 show the THD values for PID and WOA-PID. The THD values obtained
for PID and the proposed model are 9.08% and 1.15%, respectively. It is seen that
the proposed model is more effective in reducing the harmonic contents and gives
transient stability.

-2000 i i i " i
o 0.1 0.2 0.3 0.4 o6 0.6
Tima { seconds )

Fig. 2 Voltage profile during fault for PID
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Fig. 3 Voltage profile during fault for WOA optimized PID
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Fig. 4 THD of the voltage for PID and WOA optimized PID, respectively
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6 Conclusion

In this paper, a fuel cell connected grid network is proposed, wherein the param-
eters of the PID controller are dynamically tuned with WOA algorithm. Due to
dynamic tuning of the parameters, the PID controller can robustly respond to the
nonlinearities of the system. The proposed technique compares the conventional
PID controller with the WOA-PID controller. The system is given transients for
short duration. By comparing the results, it is observed that during the transients
fault, the proposed model is more effective in reducing the harmonic contents and
gives transient stability. Moreover, the WOA optimization technique gives better
power quality and voltage profile with reduced peak time and rise time thereby,
improving the dynamic profile of the system. So, the fuel cell connected grid stands
to be a potential candidate for generating electricity in near future.

References

1. Akinyele D, Olabode E, Amole A (2020) Review of fuel cell technologies and applications for
sustainable microgrid systems. In: Inventions, pp 542

2. Kavya VR, Padmavathy KS, Shaneeth M (2013) Steady state analysis and control of PEM
fuel cell power plant. In: International conference on control communication and computing
(ICCC), pp 233-237

3. Chopra V, Singla SK, Dewan L (2014) Comparative analysis of tuning a PID controller using
intelligent methods. ACTA Polytech Hung, 235-249

4. Ruan J, Zhang B, Liu B, Wang S (2021) The multi-objective optimization of cost, energy
consumption and battery degradation for fuel cell-battery hybrid electric vehicle. In: 2021 11th
international conference on power, energy and electrical engineering (CPEEE), pp 50-55

5. Lianfeng L, Ting-Cheng C (2019) Parameter optimization of hybrid fuel cell system based on
genetic algorithm. In: 2019 IEEE Eurasia conference on biomedical engineering, healthcare
and sustainability (ECBIOS), pp 102-104

6. Yang XS (2010) A new metaheuristic bat -inspired algorithm. In: Gonzalez JR et al (eds)
Nature-inspired cooperative strategies for optimization (NICSO2010). Springer, SCI 284, pp
65-74

7. Buchaniec S, Sciazko A, Mozdzierz M, Brus G (2019) A novel approach to the optimization
of a solid oxide fuel cell anode using evolutionary algorithms. IEEE Access 7:34361-34372

8. Hu X, Ma P, Wang J, Tan G (2020) A hybrid cascaded DC-DC boost converter with ripple
reduction and large conversion ratio. IEEE J Emerg Sel Top Power Electron 2020:761-770

9. Abhilash T, Kirubakaran A, Somasekhar VT (2017) A novel three-phase seven-level inverter.
In: Innovations in power and advanced computing technologies (i-PACT), pp 1-5

10. Zhai Q, Xia X, Feng S, Huang M (2020) Optimization design of LQR controller based on

improved whale optimization algorithm: In: 2020 3rd international conference on information
and computer technologies (ICICT), pp 380-384



Performance Analysis and Comparison )
of a Solar Tree with Stand-Alone System L

Saurabh Chaudhary, Vinaya Rana, and Nidhi Singh

Abstract In this paper, the design and performance analysis of a S0 W solar tree
with a cost-effective installation is analyzed at Basti, Uttar Pradesh, India. The energy
demand is increasing day by day and the fossil fuels are decreasing. So, an alternative
option is required to fulfill the energy demand. The renewable energy-based source is
best option to fulfill the energy scarcity. Solar tree is designed in a way that there is no
effect of shading on the panel, also panels are rearranged according to azimuth angle.
The technical and economical assessment of PV solar tree results a future adoptive
technology for highly populated area. Solar PV systems are highly cost-effective and
helps in the reduction of greenhouse gases. Five PV panels of 10 W are used to form
the solar tree and compered with a single 50 W stand-alone PV panel. The maximum
power and efficiency of the solar tree is more as compared to stand-alone PV panel
with all same conditions, i.e., irradiation level temperature.

Keywords Solar PV system - Solar tree - Renewable energy * Stand-alone system

1 Introduction

Energy consumption is increasing day by day. The rising demand puts pressure on
natural resources that leading to global warming. The reduction in electricity gener-
ation has forced the adoption of alternative and sustainable electricity generation all
over the world. Renewable energy (RE) technologies are one of the best and sustain-
able sources of energy. The total renewable energy generation capacity in the country
is estimated at 105,854 MW as of February 2022, which includes solar power, wind
power, small hydro, biomass power and power from oil mills and waste. Energy
consumption is currently highest in urban areas [1].

Nowadays, the RE trend is increasing with the initiatives and policies offered by
the Indian government. The solar PV system can be designed as either a stand-alone
grid-connected system or both [3—6]. In stand-alone PV system, a battery storage
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system is required to fulfill the energy demand day and night. The average lifespan
of solar PV panel is around 20-25 years and the payback period are estimated to
be 9 years. In the grid-connected solar PV system, the system directly connected to
the grid so that the extra energy can be transferred into gird through net metering
[2-5]. India a highly populated country that ranks 2nd in world population. Since
population density is high in metro cites, which consist of high-rise buildings, land
area required for a traditional stand-alone system is scarce, hence, installation of
solar trees is the appropriate option as it requires significantly lesser area than the
stand-alone system.

2 Design of Solar Tree

In this paper, analysis of 50 W solar tree with stand-alone system has been done. A
solar tree is constructed using following components:

(a) Solar panel

(b) Long pole

(c) LEDs (for load)

(d) Small pole (for branches of tree).

A five feet long solar tree is design and installed on the rooftop with 5 branches.
Each branch consists of 10 W panel and all panels are connected in parallel to fulfill
the load demand. The performance of the solar tree is analyzed on the basis irradiation
level change in real time.

2.1 Solar Tree Stem and Branches

The support structure for the solar panel in the solar PV tree can be similar to the
stem design of a natural tree. The leaves of solar tree are arranged in a “phyllotaxy”
pattern. The solar tree stem is fixed at one place then branches of the tree are welded
in it properly. After that the solar panel is installed on each branch of the tree at the
same azimuth angle 23° so that the maximum sun intensity is achieved on the solar
tree [6, 7]. The solar tree consists of 5 branches, four of which are project outwards
in 4 directions and one is in the center of the pole. The load is connected with 8 LED
bulbs with the rating of 7 W and 12 V DC each. The component required in solar
tree is given in Table 1.
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Table 1 Components rating S.No. | Component name Quantity | Rating
for solar tree
1 Solar PV panel 5 10W, 12V
each
LEDs bulb 8 7W, 12V each
Inferred thermometer | 1 —50to 550 °C
Multimeter 2 0-10 A DC,
0-1000 V DC
5 Lux meter 1 0-200,000 Ix
Table2 Rating of solar S. No. | Parameter Solar tree | Stand-alone
panel of solar tree and
stand-alone system 1 Model no. 12V/1I0 W | 12 V/50 W
2 Power max (Pp,) 10 Wp 50 W
3 Open-circuit voltage (Vo) | 21.65 V 21.56 V
4 Voltage at Py, (Vi) 175V 176 V
5 Short-circuit current (Isc) | 0.61 A 3.11A
6 Current at P, (I1,) 0.57 A 2.89 A
7 Fuse rating 2A 6 A
8 Panel cell area 812.5cm? | 3898.68 cm?
9 Quantity of panel 5 panel 1 panel
10 Total cell area 0.406 m> | 0.3898 m?

2.2 Stand-Alone System

A 50 W solar panel is used for this analysis. The azimuth angle is 23°. The solar
module is installed on the rooftop adjacent to the solar tree with same irradiation
level and same temperature (Table 2).

3 Modeling of Solar PV Panel

The various PV cells connected in series and parallel to produce specified output
power in a solar PV panel. The equivalent diagram of a cell is shown in Fig. 1 as:

The output current and voltage of the PV cell are expressed [7, 8] in (1), (2) and
(3), respectively.

Ipv = Iph —Ia— I (1)
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Fig. 1 Equivalent circuit of Ipv
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The short-circuit current and open-circuit voltages of a PV cell are in (4) and (5)
as,
I I I quIsc 1 RsIsc (4)
o = — Ip|ex —1(-
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Voo = 1n< o 0) 5)

q Rsh

where T.—temperature (K), g—electron charge (1.602 x 107'° C), I;—diode
current (A), I,—reverse saturation current of diode (A), I,.—short-circuit current,
I sn—photo current (A), k-Boltzmann constant (1.38 x 107> J/K) and A is ideality
factor (1.2).

Vi I,
Fill factor = ~" 6)
ocC X ISC
Input Power (P;,) = Irr. x solar cell area 7

P
Efficiency n (%) = P ®)

mn
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4 Results and Discussion

The power output of the solar tree is fed to the LED load for analyzing the overall
performance of the solar tree and compared it with a stand-alone (50 W) solar panel.
The complete designed of the proposed solar tree and stand-alone PV panel is shown
in Fig. 2. The various parameters (V ., I and Py,) are calculated for analysis and
comparison purpose.

In Fig. 3a, the current in the I-V curve increases and reaches a peak at 2.3 A along
with increase in voltage then it starts decreasing continuously and reaches down to
0.38 A as voltage is increases. When the current reaches to its maximum value, then it
is known as the maximum current (/,,) along the maximum voltage (V,). In Fig. 3b,
the power in PV curve of the solar tree increases and voltage increases and reaches
to maximum power, i.e., 32 W and then decreases as the voltage increases. When the
power reaches to its maximum value, then the point is known as maximum power
point (Py,).

Fig. 2 Real time diagram of solar tree and a solar stand-alone PV module
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Fig. 3 aI-V graph of the solar tree. b P-V graph of the solar tree
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The LED bulbs are parallel connected to the load, and initially, 2 bulbs are
connected and measured the voltage and current of the solar tree. Then increasing
the LEDs bulb up to 8 bulbs, and measured the voltage and current of the solar tree.
Now, the P, efficiency and fill factor (FF) of the solar tree are calculated with the
help of Vi, I, Viy and Iy,. The proposed system is then compared with a 50W
stand-alone PV panel. The FF and 5 of the solar tree is calculated on every time
interval. Initially, the FF and  of the solar tree is 0.67 and 8.10%, respectively. As
the irradiation level changes, the output power of the solar tree changes accordingly
as shown in Table 3.

The analysis of a stand-alone module has been done from different time scale,
i.e., 10:00 A.M. to 5:00 P.M. with one-hour time interval. The FF and 1 of the panel
is calculated on every time interval. Initially, the FF and 7 of the panel is 0.60 and
7.72%, respectively. As the irradiation level increases or decreases, the output power
of the solar stand-alone system increases or decreases, respectively, as given in Table
4.

Figure 4 shows the graph between power and time. It is observed that Py, of solar
tree (P,-ST) is 32 W and P, of stand-alone solar module (P,,_Sa) is 29.7 W at noon
time. Figure 5 shows the graph between efficiency and time. Maximum efficiency of

Table 3 Performance analysis of solar tree (50 W)

Time Irr. (W/m?) Temp (°C) P (W) Pn (W) FF 1, (%)
10:00 724 39.50 35.60 23.84 0.67 8.11
11:00 841 40.00 42.36 27.64 0.65 8.10
12:00 993 43.50 47.83 3242 0.68 8.04
13:00 952 46.00 47.64 30.44 0.63 7.88
14:00 950 41.30 43.47 25.04 0.58 6.49
15:00 651 35.60 29.05 19.76 0.68 7.47
16:00 436 24.90 18.70 12.64 0.68 7.13
17:00 188 19.40 7.9 4.68 0.59 6.13

Table 4 Analysis of stand-alone solar module (50 W)

Time Irr. (W/m?) Temp (°C) P (W) Pn (W) FF n, (%)
10:00 724 38.50 36.23 21.78 0.60 7.72
11:00 841 39.80 41.77 25.97 0.62 7.93
12:00 993 43.90 45.24 29.79 0.66 7.70
13:00 952 46.20 45.16 27.81 0.61 7.50
14:00 950 41.50 34.34 22.25 0.65 6.01
15:00 651 35.90 24.36 14.85 0.61 5.85
16:00 436 25.10 16.26 11.52 0.71 6.77
17:00 188 20.30 6.92 4.34 0.63 5.92
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solar tree (1_St) is 8% approximately, while efficiency of stand-alone solar module
(n_Sa) is approx.7.9%.

From Table 5, it is observed that power shows an increase from 10 A.M. to
12 P.M. and starts decreasing and is significantly lower at 5 P.M. in both stand-alone
and solar tree systems, however, overall value of power is higher in solar tree as
compared to stand-alone system. Efficiency does not show a constantly decreasing
pattern; however, there is an overall decrease from 10 A.M. to 5 PM.

5 Conclusion

In this paper, a solar tree of 50 W has been designed and compared with a stand-
alone solar module of 50 W. The performance parameter is calculated on the basis of
temperature and irradiation on different time scale. The V., I and Py, are 17.98 V,
1.98 A and 23.84 W, when the irradiance is 724 W/m? and temperature of panel is
39.5 °C. As temperature and irradiation level increase/decrease, the output power
of solar tree increases/decreases, respectively. At the same time, the Py,, Vo and I
of stand-alone PV module are 17.85V, 2.03 A and 21.78 W. The output power and
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Table 5 Time versus solar tree (Ppax and 1) and stand-alone system (Pmax and 1)

Time Solar tree Stand-alone
Pn (W) FF 1, (%) Pn (W) FF 1. (%)

10:00 23.84 0.67 8.11 21.78 0.60 7.72
11:00 27.64 0.65 8.10 25.97 0.62 7.93
12:00 3242 0.68 8.04 29.79 0.66 7.70
13:00 30.44 0.63 7.88 27.81 0.61 7.50
14:00 25.04 0.58 6.49 22.25 0.65 6.01
15:00 19.76 0.68 747 14.85 0.61 5.85
16:00 12.64 0.68 7.13 11.52 0.71 6.77
17:00 4.68 0.59 6.13 4.34 0.63 5.92

efficiency of solar tree are more as compared to stand-alone PV panel, i.e., 23.84
W, 8.1% of solar tree and 21.78 W, 7.72% stand-alone. So, the solar tree power
and efficiency is more and the installation area of solar tree is less as compared to
stand-alone PV system.
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Comparative Analysis of Series—Parallel )
and Bridge Link Configurations Under i
Various Partial Shading Conditions

Ashwani Srivastav, Vinod Kumar Yadav, and M. Rizwan

Abstract Photovoltaic system is most popular renewable source of energy due to its
widespread availability and comparatively easier conversion into electrical energy.
Solar energy is also environmentally friendly in comparison with traditional energy
sources. Solar energy is also expected to become viable source of energy in coming
future. However, there are still some serious problems with photovoltaic systems
that must be investigated and solutions sought. Partial shading conditions (PSCs)
are one of the most serious issues with photovoltaic systems, as they can cause
serious damage to the PV array by causing hotspots and reducing the PV array’s
ability to generate maximum power. In this paper, series—parallel and bridge link
configuration of 3 x 3 PV array are modeled and simulated under different partial
shading conditions, the resulting current voltage and power voltage characteristics are
analyzed, and photovoltaic system’s performance is compared. For the simulation,
MATLAB/Simulink software is used.

Keywords Photovoltaic array configurations + Series—parallel - Bridge link -
Bypass diode - Partial shading conditions (PSCs)

1 Introduction

Combination of multiple PV cells serially and parallelly makes one PV array which
are then connected in different configuration to maximize the output generated. To
enhance the terminal voltage photovoltaic cells are connected serially, similarly to
enhance the output current photovoltaic cells are connected parallelly. The solar
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energy is the most popular form of renewable energy as it is available most abun-
dantly, lower cost of generation, produce clean and green energy but along with all
the advantages it possess, it also has certain serious issues associated with it like
deposition of aerosol, partial shading condition (PSC) and generation of hotspot.
Researches and study are being done to resolve these issues in order to produce a PV
system with high efficiency, low cost and high reliability [1].

Reliability of the photovoltaic system is affected by the non-uniform illumination
over the PV panel. Partial shading condition could be caused by various factors like
snow, clouds, tree or building shadow, etc. [2]. Along with reliability, partial shading
also effects maximum power generation, causes hotspot generation and electrical
power mismatch [3]. Under partial shading condition, the shaded cell experiences
the reverse biased voltage which causes generation of hotspot and lead to sudden rise
in temperature which in turn can permanently damage the PV cell, can cause fire,
joints may become fragile or shattering of protective glass [4, 5].

So the study of partial shading condition is necessary. To decrease the effects of
the partial shading condition, bypass diode is use which is connected in antiparallel
manner across a panel. Under full illumination, the bypass diode is reversed biased
and the entire output current is passed through panel itself but under the condition
of partial shading the bypass diode get forward biased due to the reversal of voltage
across the shaded cell and bypass the entire PV panel across which it is connected
[6-9].

The effects of the partial shading can also be reduced effectively with the proper
selection of different configuration in which different panels are to be connected to
form one array [10]. The most basic one is series configuration, but as per different
study, it is already stated that the effect of partial shading condition is worse in it also
the generated output is very low. So different configurations are suggested by the
scholars, out of which the series—parallel and bridge link configuration are studied
and analyzed in this work.

2 Mathematical Modeling

A PV panel contains number of photovoltaic cell which are interconnected serially
or parallelly as per the output voltage and output current requirements. Figure 1
shows the circuit diagram of a photovoltaic cell. In Fig. 1, I,, is photocurrent, /4 is
photodiode current, Ry, is shunt resistance depicting leakage current and Ry is series
resistance depicting internal resistance of the cell, I is cell current and V is voltage
produce by one cell [11] (Fig. 2).

Current and voltage equations of a photovoltaic cell are as follows [10]:

I=1,—Is— Iy (1)

V+IRse
L =1 [e e _ 1] @)



Comparative Analysis of Series—Parallel and Bridge Link ... 261

V(M—1)+VD T- «— Shaded cell
+ Cell 1

Y + Cell 2
vl A We y
- Cell3 | Panel 1 panel

e
vT | . Cell M

+ | -
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From Egs. 1, 2 and 3, we get:
+1Rse V IR
1=1p—10[eVéR —1]+g )
Rsh

where 1, is saturation current of the photodiode, V; = % in which A is ideality

factor, k is Boltzmann constant, T is temperature of the cell (Kelvin) and ¢ is elemen-
tary charge [12, 13]. From above equations, it can be inferred that photocurrent is
dependent upon the temperature of the cell. Generated photocurrent rise slightly
with rise in temperature but the saturation current reduces exponentially with rise in
temperature hence decreasing cell voltage hence the efficiency and reliability of PV
system decrease [14].
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If Ng numbers of cells are connected serially and Np numbers of cells are
connected parallelly in the photovoltaic array than array current /5 is:

V+iRse NpV + INsR
. _1]_¥ (5)

In = NI —Nlo[e 7
PP P NSRsh

3 Simulation Modeling and Results

Simulation of a3 x 3 PV system is modeled for series—parallel and bridge link. As the
name suggests in series—parallel configuration, some panels are connected serially
to form one string and then different strings are reconnected parallelly. Bridge link
configuration modifies version of series—parallel configuration in which alternate
panels are connected together like a bridge. Connections of both configurations are
shown in Fig. 3.

For the study, following different cases of partial shading are taken [15, 16].

Non-shaded Condition (NS): In this case, all the panels are fully and uniformly
illuminated.

Row Shading Condition (RS): In this case, first panel of each string which are
connected parallelly are shaded, i.e., one row is shaded.

Column Shading Condition (CS): In this case, one entire string, i.e., serially
connected panels are shaded.

Diagonal Shading Condition (DS): In this case, diagonal panels of PV array
matrix are shaded.

Random Shading Condition (RAS): In this case, panels are shaded randomly,
i.e., they do not form any specific pattern.

Non-Uniform shading (NUS): In this case, a PV panel of the array receives
irregular irradiance. This case may arise due to passing clouds etc.

Fig. 3 a Series—parallel
configuration and b bridge
link configuration of a 3 x 3
PV array
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Fig. 4 Different shading patterns considered: a row shading, b column shading, ¢ diagonal shading
and d random shading
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Fig. 5 I-V plot for series—parallel configuration under different PSC for 1000 W/m?

All the cases of shading are taken for the analysis of PV system. For fully illu-
minated condition, irradiance is taken 1000 W/m?. For the shading condition, the
600 W/m? irradiance is taken. For all the test condition, 25 °C temperature is taken
(Fig. 4).

Simulation results for series—parallel and bridge link configuration for different
partial shading condition stated above are shown in Figs. 5, 6, 7 and 8. Results include
current voltage and power voltage characteristics of both configuration.

From Table 1, it can be observed that there are different power points, also we
get global maximum and local maximum power points which cause problem for
conventional power tracing algorithms.

4 Conclusion

The power generated depends upon the partial shading condition, as no. of modules
under shading increases power generated decreases. Also it is observed from the
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Table 1 GMPP and LMPP during various partial shading conditions

Topology PSCs GMPP LMPP
Voltage | Current |Power | Voltage |Current |Power
V) (A) (W) V) (A) (W)
Series—parallel | NS 53.44 6.732 359.7 - - -
RS 58 4.152 235.8 34.86 6.707 231.3

CS 54.17 5.770 305.5 - - -
DS 54.17 5.770 305.5 - - -
RAS 54.17 5.997 3259 34.86 6.707 231.4
Bridge link NS 53.42 6.727 359.7 - - -
RS 58 4.159 242.8 34.86 6.707 236.3
CS 53.79 5.808 312.5 - - -
DS 53.79 5.808 312.5 - - -
RAS 56 5.854 332.1 34.86 6.707 236.4

characteristics that for diagonal and row shading, we get similar results. From the
above results, it can be analyzed that generated power and output voltage is more for
bridge link configuration, as in bridge link comparatively more panels are intercon-
nected which provides an extra path for the current to flow preventing decrease in
current. So it can be concluded that bridge link is better than series—parallel in terms
of power generation, impact of partial shading and hence efficiency.
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Necessary and Sufficient )
Delay-Independent Stability Conditions oo
for Commensurate Time Delay Systems

Pooja Sharma and Satyanarayana Neeli

Abstract This paper presents an algebraic delay-independent stability (DIS) test for
the commensurate multiple time delay systems (CMTDSs). We provide necessary
and sufficient conditions for stability test. The stability is analysed using stability
tests of two univariate polynomials and a generalized eigenvalue problem. The pro-
posed stability approach is advantageous compared to the existing methodologies
because it includes less computational complexity. Numerical examples are given to
demonstrate the applicability and effectiveness of the proposed approach.

Keywords Delay-independent stability - Algebraic - Linear systems -
Commensurate + Multiple time delays

1 Introduction

The motivation to investigate the stability of time delay systems (TDSs) in the con-
text of practical and commercial applications comes from the fact that instability
and unexpected changes in system performance [1]. The examples of TDSs are such
as gyroscopic system [2] and load frequency control system [3]. Consequently, the
stability analysis of TDS has become the most important for qualitative study of
TDS [1-7]. The stability of multiple time delay systems (MTDSs) has also gained
ample attention amidst TDSs (see [4—7], and references therein). The class of MTDS
generally grouped into commensurate [4] and noncommensurate [6] multiple time
delay systems where commensurate multiple time delay systems (CMTDS) [4], delay
terms rationally depend on a single delay otherwise, it is known as noncommensu-
rate MTDS [6]. The investigation on commensurate multiple time delay system
(CMTDS) has become increasingly relevant research because systems having com-
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mensurate type delays can be found in various engineering applications, for instance,
N-machine-M-Bus power system [9] and unmanned underwater vehicle [10]. The
stability of CMTDSs has been widely investigated over the years [9—14]. Roughly
speaking, the stability criteria of TDS can be divided into two broad categories: delay-
dependent stability (DDS) [9] and delay-independent stability (DIS) [4], whether or
not, the information of delay term is required or not, respectively. In most of the
practical systems, either it is not feasible to compute delay terms or delay parameters
cannot determine exactly or both; hence, the DIS criterion is preferred [9].

Some of the DIS tests for CMTDS available in the literature are: frequency sweep-
ing tests [4], a polynomial (auxiliary characteristic equation) method [6], a graphical
approach using bivariate polynomial [12], zero criteria-based bivariable polynomial
approach [13, 15], frequency-dependent one-dimensional (1D) Lyapunov equation
[16], and 2D Lyapunov equation [17]. In [14], the stability condition of TDS is
given in terms of LMI. The necessary and sufficient stability conditions for DIS of
CMTDS were proposed in [8, 13], but later it was established in [15] that these con-
ditions are sufficient. Some sufficient conditions for CMTDS are derived in terms
of frequency-dependent 1D Lyapunov equation [16]. In [17], an algebraic procedure
for a 2D continuous system was developed using the Lyapunov equation and Kro-
necker product. These conditions were established to provide Hurwitz stability of
polynomial merely. A 2D algebraic technique to check the Routh—Schur stability of
multiple TDS was established as sufficient conditions in [18]. The Hurwitz—Schur
stability test was derived algebraically in [19] for TDS, but this procedure provided
merely sufficient conditions for stability. Thus, Lyapunov approaches, 2D Hurwitz—
Schur stability, and LMI techniques result in distinct conservatisms and sufficient
conditions. Therefore, the above-discussed stability tests provide merely sufficient
conditions. Different from these approaches, an algebraic method for necessary and
sufficient conditions for TDSs is required. In [20], an algebraic approach for 2D
filters (discrete domain) was established as stability tests of three 1D conditions and
one generalized eigenvalue problem (GEVP). Some necessary and sufficient stability
conditions to test the stability of 2D linear systems (continuous, discrete, and hybrid)
are developed using two polynomials and one GEVP [21].

Motivated by this observation and the stability tests of 2D linear systems in [21],
this stability approach can be applied to CMTDSs. In this paper, we investigate the
necessary and sufficient conditions for DIS of CMTDS in algebraic manner using
this novel stability test. This method has a lower computing complexity and a limited
number of 1D tests when compared to previous results [16—19]. The proposed DIS
test for CMTDS is based on the bivariate polynomial that is derived using the system’s
characteristic polynomial. Only two univariate polynomial stability tests and a GEVP
are required. To demonstrate the procedure and validity of the proposed approach,
numerical examples are given.

Notations. The real and complex number sets are used to represent R and C in this
study. R states the set of positive real number set. The determinant and transpose
of matrix Z are represented by det(Z) and (Z)7, respectively. Re(y) stands for real
part of y, and conjugate of y is represented by y. The open left half complex plane
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and the closed right half complex plane are represented by C_ and C_, respectively.
The closed unit disc is represented by I, and its complementary set is denoted by D.
5D states the boundary of unit disc. * denotes the symmetric matrix blocks and the
notation iff stands for the if and only if. The n x n identity matrix is represented by
I, and O, is used for n x n zero matrix. / is used to represent /=1 in this paper.

2 Problem Formulation

In this section, the DIS problem of CMTDS using an algebraic approach is discussed.
To illustrate this goal, consider general form of CMTDS represented by delay dif-
ferential equation as

£(1) = Agx(t) + Y Bix(t — ), (1)

k=1
where x(t) € R" is the state, Ao, By, ..., B, € R"" are known matrices, 7, =
kt (t € R {tr = 0}) are the commensurate delays, and k =1,2,...,m. The

CMTDS (1) is said to be asymptotically stable if and only if the roots of the charac-
teristic polynomial given by

P(s, e ™) £ det (sl — Ay — Z Bke_k”) , 2)

k=1

are located in the left half of the complex plane. Where s is the Laplace operator. By
considering z = e~ **, the bivariate polynomial for characteristic polynomial (2) can
be rewritten as follows:

P(s,z) £ det (s[ — Ay — Z Bkzk> . (3)

k=1

Our objective in this paper is to propose algebraic and simple necessary and
sufficient conditions for checking the DIS of CMTDS (1) with its corresponding
bivariate polynomial (3). In the next section, we recall some useful definitions for
the stability analysis of CMTDS using characteristic polynomial in the next section.

3 Preliminaries

In this paper, we are interested in the DIS analysis of CMTDS (1) using an algebraic
procedure. To this end, we interpret here some definitions of stability which are
indispensable to derive the main results of this paper. The polynomial (3) of CMTDS
(1) can be rewritten as irreducible bivariate polynomial as
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np n

P(s,z) & Z Zcijsizj, €]

i=0 j=0

where n; and n, are the orders of s and z variables, respectively. For the abovemen-
tioned bivariate polynomial (4) of CMTDS (1), we introduce the following defini-
tions.

Definition 1 A univariate polynomial d()\) is Hurwitz when stability region is C_
and Schur when stability region is D with respect to A iff

d(}) #0,Yr e CLorx eD. (5)

This paper deals with DIS of the system (1) with bivariate polynomial P (s, z) (4).

Definition 2 The CMTDS given in (1) is DIS if
P(s,z) #0,Vs € C, andz € D. (6)

Remark 1 In Definition (2), the discrete TDSs or noncommensurate TDSs consist
of D; = D, = D (closed unit disc) and stability region for z;, z, variables will be in
D, x D, region.

The stability test for CMTDS (1) is derived using the characteristic bivariate
polynomial (4), which will be presented in the next section.

4 Algebraic Necessary and Sufficient Delay-Independent
Stability Conditions

In this section, we use the results from Sect. 3 to determine the necessary and sufficient
DIS conditions for CMTDS (1).
Lemma 1 [22] The CMTDS in (1) with its associated characteristic bivariate poly-
nomial (4) is stable if, it holds the following equivalent conditions

P (8, z) is stable in terms of z, foras € C_, @)

P (s, 2) is stable in terms of s, VZ € D. (8)

The conditions (7) and (8) are equal to each other. Further, we merely discuss
here condition (8). The stability test of univariate polynomial in z can be done using
(7). The main problem in Lemma 1 is with condition (8), where stability is checked
for bivariate polynomial (4). This problem can be solved by transforming some
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univariate polynomial’s stability tests and then solving a generalized eigenvalue
problem (GEVP). The bivariate polynomial (4) can be rewritten as follows

ny na
P(5.2) = Puy(s) = Y _ci(Z)s' =) C[Zs', ©)
i=0 i=0
where C; £ [c,-o, Ci1 s Ci2y o+ cinl]Tand 7 = [1, z, 2%, ... z’“]T. Consider that

Fa(z)(s) is equal to its conjugate P, (s) (due to real coefficients) (9) and Fa(z) (s)
can be represented as

ny

Pao(s) =Y Ci(a)s' = ZaTZs". (10)
— —

By multiplying (9) and (10), we get new polynomial that is defined as

ny Ny

Faiy(5) £ Paiy(5)Paiy(s) = ) Y ClW(2)Cis™, (1)

i'=0 i=0

where W(z) £ 1(ZZ" + ZZ"). For stability tests of the (7) and (8) conditions,
Fu-(s) and W(z) are needed to be computed over z € D. The matrix W(z) forz € D
can be represented as follows:

1 747 2(z2) *
) = = va
V(@) =3 x 247 Z(@+2) 227 - 12
AT T Ty 2(z2)™

Lemma 2 For CMTDSin(1)z =D = (¢'? : 0 <0 < 21) then ¥ (z) = y (%), where
7 = Re(z), Z should not belong to T £ [—1, 1], and Vi (@) = 8i—j|(2), So(2) =1,

$1Q2) =7,5@) =22 —1,..., S, 11(2) =228, () — Sp, 1D,

13
j=1,2,...,l’l1—1. ( )

Proof Fromz =D = (¢ : 0 < 6 < 27),] = +/—1 it follows that Z ¢ T,and S;(x)
is the first type Tchebyshev polynomial [22], we get,
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So(3)
S1(Z)  So(2) *

V() 5=yE) = $(2) Si1(2) So(@) ) (14)
S G) Su1() -+ 1B SoE)

By using (11) and Lemma 2, we get

ny np

Fay8)l:5 = Fay(5) 2 ) ) Cly@Cis™. (15)
i=0 i'=0

Remark 2 From (11), it is noted that F,(;)(s) is of order 2n, and its characteristics
will be as same as P (s, z) for stability test. Hence, (8) can be tested by using Fy ;) (s),
rather than P(s, 7). Further, using (12) it is noted that W (z) is real and symmetric
matrix. Hence, we observe using (11) and (12), F,(;)(s) is a real polynomial. In our
case, conditions (7) and (8) are equal to the stability test of F,)(s) (15) with respect
tosVz € T where T £ [—1, 1]. For computation of F,z(s) (15) and condition (11),
we follow the next lemmas and definitions.

Definition 3 [22] The Jury matrix of dimensions (2r — 1) x (2r — 1) denoted by
A[V (0)] for the polynomial V (o) = 2121;0 V.o with the specified stability region
C_ x D, where V, € Riis as follows:

z=D, then A[V(c)| 2 K — L, (16)
Vor Vot Voo --- V3 Vo
Vor Vopo1 -+ W3 0 ) :
Voo i V. : :
where K = 2r 4 1,and L = Vo - Vo s
0 L Vo Vie- Vars
- Vo, VoVi Vo Vo

Lemma 3 Consider F,;)(s) in(15) is stable in respecttos, Vz eD iffdet(A[Faz)(s)])
and all elements of R(Z) are positive VZ € T, where

R(Z) £ {Fu(0) for s =C_}. (17)

The condition (8) is checked by finding the roots of univariate polynomials and
with the solution of generalized eigenvalue problem (GEVP) in next lemma and
theorem.
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Lemma4 Consider T £ [—1, 1] and condition (7) and following statements are
equal,

(a) P(s, z) is stable in respect to s for a 7 € 8D,
(b) All the elements of R(Z) (17) are not equal to zeroV z € T,
(¢) and the GEVP,

0 I wq 1 wq
1 0 wro 1 0 wy
0 1 A : (18)
Wy, -1 1 0 Wy, -1
Qp o]t Oy Wy, 00 cee =0y, -1 Wy,

of dimensions n;(2n, — 1) x n1(2n, — 1) does not have any roots of GEVP in T,
where

o éA[Cj(s)], j=0,1,...,n;. (19)
When F,z(s), i =0,1,2,...,n, (15) can be rewritten as follows
n
Fap(5) = Fa (D) £ Y Ci(5)7/. (20)
j=0

Proof The Remark (2) states that stability region for condition (7) in respect to
s, Vz € 8D, is equal to the stability test of F,z(s) in (15) in respect to s can be
violated fora z € T so that one of the elements of R(Z) is zero. Therefore, F,)(s) is
stable with respect to s, VZ € T iff (a). F,z)(s) is stable with respect to s for z € T,
(b). All elements of R(Z) are not equal to zero VZ € T, and (¢). det(A[Fyiz)(s)]) =0
does not have any root in 7. Using (16) and (20), the Jury matrix for F,)(s) can be

rewritten as
n

det(A[Fuc)($))) = det | D A[C;()1Z | =0. @21)
Jj=0

We consider the expansion of polynomial (19) as GEVP as follows:

(o + 1z +0oF 4+ + 2w = 0, (22)
where w € R¥1~! and we define a; are considered here j =0, 1,...,n;, where
wr 2w, wy 23wy, ..., Wy, = ZWy,,—. Therefore, the DIS condition of CMTDS

(1) can derive using the following theorem.

Theorem 1 Assume that CMTDS (1) with bivariate polynomial (4), and T &
[—1,1], for s € C_andz € D, respectively. By considering Definitions 1 and 2,
CMTDS (1) is delay-independent stable iff, it holds the following statements,
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(a) P(S,z) is stable in respect to 7 fora s € C_.

(b) P(s,?Z)is stable in respect to s, for az € 8D.

(c) All the members of R(z) in (17) do not have any real roots in T.
(d) The GEVP in (18) contains no eigenvalue in T € [—1, 1].

Proof Using the aforementioned lemmas and definitions, we prove theorem.

Using above-mentioned Theorem 1 and Lemmas 1-4, the DIS of CMTDS (1) can
be algebraically tested using the following algorithm.

Algorithm 1 An algorithm for delay-independent stability for CMTDS (1)

1: Obtain the bivariate polynomial of CMTDS (1) as (4).

2: State the stability region for both variables (C_ x D), and check DIS condition (a) of theorem
1 and follow the next step. If it is not satisfied, then CMTDS is unstable.

3: Rewrite the bivariate polynomial (4) as (9) and compute C;.

: Using Lemma 2 compute y(2), Fy(3)(s)» and R(Z) using (17).

5: Test condition (c) of Theorem 1, If condition is not satisfied, then CMTDS (1) is unstable
otherwise follow the next step.

6: Compute Fy)(s) and C;(s) (20) for j =0,1,...,n;.

: Using Lemma 2 and Definition 3 compute Jury matrix.

8: Obtain the GEVP (18), check the condition (d) of theorem 1, if condition is satisfied then CMTDS
(1) is stable, otherwise unstable.

~

~l

Furthermore, the applicability of the Algorithm 1 can be seen in the next section
using numerical example.

5 Numerical Example and Discussion

In this section, numerical example demonstrates the applicability of the proposed
algebraic method, and the approach is also compared to existing methods.

Example 1 Consider the following second-order CMTDS (1) (motor-driven pendu-
lum with multiple delays in feedback [25]) with following data,

0 1 0 0 0 0
Ao = [—59.9568 —1.4584} - Bi= |:—13.5602 0]’ By = [o 1.2339} S

and 7, = 27;.The CMTDS with given data is delay-free stable, and roots are
—0.1122 £ 18.5735. We investigate the necessary and sufficient conditions of DIS
of CMTDS using algorithm 1 in the following steps as
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(i) Step 1, the characteristic bivariate polynomial for CMTDS is obtained as
P(s, 7) = s> — 1.2339sz% + 1.4584s + 13.5602z + 59.9568 (24)

(i) Step 2, the stability region C_ x D and univariate polynomial P (0, z) is stable
and its roots are —0.7292 + [7.7088.

(iii) Step 3, for P (s, 1) polynomial the roots are —0.1122 + [8.5735and — 0.1122
— 8.5735I1. Therefore, P (s, 1) is stable.

(iv) Step 4, Fyz)(s) is —91.9528s27 — 1.7997s% + 27.120557% + 19.7769s7
+983.3501s + 10141.1348z% + 564.7471z + 4280.6336 and roots of F,z)(0)
are —0.0278 £ /0.649. It shows that the R(z) does not have any real roots in
T e[-1,1].

(v) Step 5, by solving GEVP in (18) we find the roots of GEVP are 525.13, —232.2
41222.3,228.3 +1236.6 and 6.20, respectively. Hence, there is no real eigen-
value liein T € [—1, 1].

CMTDS (23) is delay-independent stable. For the comparison, the DIS of CMTDS
is also investigated using delay Lyapunov matrix in [24], and the results discussed
in [24] conclude the sufficient conditions of stability only with more computational
time. The algebraic DIS approach developed into single formalism with complex
computations and required the computation of « free parameter [23].

6 Concluding Remarks

In this paper, we have proposed necessary and sufficient conditions for testing
the delay-independent stability of time delay systems of commensurate type alge-
braically. The approach we followed here requires merely two univariate polynomials
stability tests and a generalized eigenvalue problem. Using this approach, we reduce
the mathematical computational burden over existing methods, even if the multiplic-
ity of delay increases. The effectiveness and applicability of the proposed approach
to CMTDS are demonstrated using numerical example. The future work will extend
the proposed approach to linear systems with noncommensurate, distributed, and
time-varying delays.
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Adaptive Neuro Fuzzy Control of Triple )
Inverted Pendulum System L

Ashwani Kharola, Rahul, and Varun Pokhriyal

Abstract This study presents proportional-integral-derivative (PID) and adaptive
neuro fuzzy inference system (ANFIS) control strategy to stabilize of highly
nonlinear triple inverted pendulum system. A nonlinear dynamic representation of
the system has been proposed and simulated in MATLAB/Simulink platform. The
result indicates better performance of ANFIS controller compared to PID controller.
Both ANFIS and PID controllers were able to stabilize complete system with desir-
able overshoot and steady state response. In order to minimize if-then fuzzy rules,
the ANFIS controller has been designed using only three membership functions of
triangular shape. The proposed ANFIS controller aided in solving the problem of
fuzzy rule explosion commonly associated with fuzzy controllers.

Keywords Triple inverted pendulum - Nonlinear systems - PID « ANFIS -
MATLAB - Simulink + Simulation

1 Introduction

Triple inverted pendulum is an exemplar of highly nonlinear underactuated mechan-
ical system having eight different equilibrium positions out of which only lower
position is stable [1]. It is a famous testing bed mechanism for new control algo-
rithms. These systems have been keen source of interest for researchers since last
four decades [2]. Researchers have been adopting various control techniques for
stabilization of these nonlinear systems. For an instance, Chen and Theodomile [3]
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considered fuzzy reasoning-based approach for stability control of triple inverted
pendulum. The study considered an optimal linear quadratic regulator (LQR) for
determining parameters of fuzzy controller. Simulations demonstrated the sound-
ness of anticipated approach indicating a good dynamic performance with simpler
parameter selection. Further, Huang et al. [4] proposed an optimized method based
on motion vision for control of triple inverted pendulum. Real-time images of the
system during swing-up motion were collected and optimized using Harris algorithm.
The results indicate that stabilization of proposed system can be successfully realized
through proposed technique. Arkhipova [5] realized stabilization of triple inverted
pendulum in upper unstable orientation via parametric excitation of the support.
The authors adopted multiple scale method and the Floquet theory for obtaining the
desired results. The results showed that stabilization is possible at different excitation
frequencies.

In a study by Jahn et al. [6], an inversion-based control approach has been adopted
for stabilization of triple inverted pendulum. The authors analyzed the problem
as a two-point boundary value problem and proposed a linear-quadratic-Gaussian
(LQG) controller which compensated noises and external disturbances associated
with the system. Masrom et al. [7] integrated interval type-2 fuzzy technique with
particle swarm optimization (PSO) and spiral dynamic algorithm for control of triple
inverted pendulum on wheels. PSO and spiral dynamic algorithm were used for
enhancing performance of proposed fuzzy controller. Several tests were conducted
which demonstrated the robustness of proposed approach. In this study, initially a
proportional-integral-derivative (PID) controller has been designed for control of
triple inverted pendulum system. A Simulink model of proposed system has been
created and simulated in MATLAB/Simulink. The outputs of PID have been used for
learning of an adaptive neuro fuzzy inference system (ANFIS) controller. A novel
ANFIS controller has been proposed which can remove the problem of rule explosion
associated with conventional fuzzy controller [8]. The ANFIS controller has been
designed using only three membership functions of triangular shape (constant type)
giving only nine if-then fuzzy rules.

2 Nonlinear Dynamical Equations of Triple Inverted
Pendulum

The proposed system constitutes three rigid pendulums each of mass (m = 0.2 kg)
and length (I = 0.1 m) mounted on a mutable cart of mass (M = 1.0 kg) as shown
in Fig. 1 [9]. A control force (F) is desired to move the cart in linear path against
frictional force (b = 0.1 Ns/m?) and gravity (g = 9.81 m/s?). Initially, the bottom,
middle and top pendulums are inclined at an angle 6;, 6, and 63 with the vertical
direction, respectively [10].

The expressions for linear acceleration of the cart (¥) and angular accelerations
of pendulums (§) were evaluated through Newton’s second law considering forces
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Fig. 1 Triple inverted

pendulum on cart Top Pendulum (m;,1;)

Middle Pendulum (m,, L)

' Bottom Pendulum (my, 1)

Force (F) Cart (M kg)
— >

&

Fig. 2 Forces acting on Vy
carriage during motion

acting on each sub-system separately [11]. The resultant forces on cart are shown
in Fig. 2, where H and V indicate the interface forces between bottom pendulum
and cart in x and y directions, respectively. Further, F is the control force, b X is the
frictional force and x denotes linear velocity of the cart.

Balancing forces in horizontal direction give following expression for linear
acceleration (X) of cart:

X:%(F—Hl—bfc) (1)

The forces acting on bottom, middle and top pendulum are shown in Fig. 3. Again
H and V indicate the contact forces between pendulums in x and y directions, and
‘mg’ corresponds to force of gravity on pendulums.

After balancing forces acting on bottom, middle and top pendulum following
expressions for angular acceleration of bottom (6;), middle (§,) and top (63)
pendulums were obtained,

.. 1 .
91 = I—(Hlll C0891 + Vlll sin61 - b191 + H2l1 COS01 + Vzll sin91) (2)
1
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Top Pendulum

i Bottom Pendulum

Middle Pendulum mzg

Hj

N
myg T—r Hy

Fig. 3 Forces acting on bottom, middle and top pendulum sub-system

.. 1 .
6, = I_ (Hzlz cos 6 + Vol sin 6y — by0, + Hilr cos 6, + V3l sin 92) 3)
2

. 1 j
03 = 1_(H313 cos 03 + V313 sin 63 — b365) “)
3

where 6 and I represent angular velocity and moment of inertia of pendulums. Based
on above equations, a Simulink of the proposed system has been developed as shown
in Fig. 4.

In Fig. 4, eight different outputs have been considered for monitoring the perfor-
mance of complete system. Each output has been represented with the help of a
separate output block. The outputs considered for analysis were as follows: cart
position (block 1), cart velocity (block 2), bottom pendulum angle (block 3), bottom
pendulum angular velocity (block 4), middle pendulum angle (block 5), middle
pendulum angular velocity (block 6), top pendulum angle (block 7) and top pendulum
angular velocity (block 8).

= p— i = = —

=
C

L34

60

7

Fig. 4 Simulink model of triple inverted pendulum
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3 PID-Based ANFIS Control of Triple Inverted Pendulum

PID is a closed loop feedback controller which computes an error amid desired value
and output value [12]. PID controller applies a correction to its control function
depending on proportional (K ), integral (K;) and derivative (K;) gains [13]. The
PID gain has been auto tuned using PID tuner in MATLAB/Simulink. The gains
attained for each sub-system are given in Table 1. The output of PID has been
considered as inputs for learning of ANFIS controller [14]. Four separate ANFIS
controllers have been designed using only 3 triangular shape membership functions
of constant type which helped in reducing the number of if-then fuzzy rules to 9.
The training error obtained for ANFIS controller of different sub-systems is also
highlighted in Table 1 [15].

The triangular shape membership functions and 3D rule surface attained after
tuning for cart position are shown in Fig. 5. The three different grades of membership
which were considered for designing of membership functions are low, medium and
high. In Fig. 5, horizontal axis of membership functions indicates cart position,
whereas vertical axis indicates degree of membership which ranges from O to 1.

Table 1 Training error obtained for different sub-systems

Sub-system Training error PID gains
K, K Kq
Bottom pendulum 4.3e—007 1 0 -1
Middle pendulum 6.2e—007 1 0 —1
Top pendulum 1.3e—006 100 1 —10
Cart 2.4e—006 10 0 —10
eSS g | e

Law

N

Medism

Hen

Fig. 5 Tuned membership functions and 3D rule surface obtained for output ‘cart position’

inpul vanable "Camiage__Position”
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Fig. 6 Simulink sub-system model for comparison of controllers
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Fig. 7 Simulation graph for cart position

4 Simulation Results

The PID and ANFIS controllers were masked into a sub-system as shown in Fig. 6.
The simulation results are shown with the help of Figs 7, 8, 9 and 10. Finally, a
comparison of between the two control strategies is given in Table 2.

5 Conclusion

The study successfully presents two robust control strategies, i.e., PID and ANFIS for
stabilization of highly nonlinear triple inverted pendulum system. The result of PID
has been successfully used for training and optimization of ANFIS controller using
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¥-BOTTOM PENDULUM ANGLE (DEG) : X-SETTUNG TIME (SEC)
T T T T T T T

2 25 3 as 4 45 5

Fig. 8 Simulation graph for bottom pendulum angle

¥-MIDOLE PENDULUM ANGLE (DEG) : X-S3ETTLING TIME [SEC)
T T T T T T T T T

D =
ANFIS

] 0.5 1 15 2 25 3 as 4 45 5

Fig. 9 Simulation graph for middle pendulum angle

¥Y-TOP PENDULUM ANGLE (DEG) : X-SETTLING TIME (SEC)
T T T T T T

O = N oW s
T
|

PID -
ANFIS

Fig. 10 Simulation graph for top pendulum angle

Levenberg—Marquardt learning algorithm. The objective of designing an ANFIS
controller which can aid in eradicating the problem of fuzzy rule explosion has
been successfully achieved. ANFIS controller has been designed using only three
triangular shape membership functions. The simulation result indicates better perfor-
mance of ANFIS compared to PID controller. ANFIS controller stabilizes the system
within 3.1 s which is 2.4 s less compared to PID controller. Further, the PID controller
provides better overshoot response preferably for cart position and bottom pendulum
angle. Lastly, both the controllers provided excellent steady state error response.
As an extension for future work, attempts can be made for real-time control of
proposed system. Further efforts can be made to reduce the steady state errors and
consider machine learning approaches like artificial neural networks for control of
other variants of nonlinear systems.
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Table 2 Simulation results and comparison

Controller Settling time (s) Overshoot ranges Steady state error

Cart position

ANFIS 2.0 0.75 0.58

PID 2.8 0.2 to —0.25 0.08

Bottom pendulum angle

ANFIS 1.7 3.4° 3.1°

PID 2.5 3.35° 3.1°

Middle pendulum angle

ANFIS 1.5 3.2° 3.2°

PID 32 3.2° 3.2°

Top pendulum angle

ANFIS 3.1 3.1° 3.1°

PID 55 0.1°to —3.1° -3.1°
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and Saakshyadip Bhowmick

Abstract DC Micro-grids (DCMGs) are becoming more common as the need and
demand of renewable energy is exponentially increasing. Many works going for
the same, some of them including optimization of Battery Energy Storage Systems
(BESSs), Artificial Intelligence (Al)-based algorithms, Droop Control Management,
etc. In this paper, based on estimation of power generation ability by means of Energy
Management System (EMS) via meteorological statistics results of load scheduling
has been done. Authors are using Python for coding and Weather Map API to get
the data, to develop a program. Using this program, authors are able to calculate
our power generation capacity (Solar and Wind power in this case) for a future of
24 h. This pre-determination of generation capacity will help us in scheduling the
power requirement with the AC Grid more effectively and efficiently. The proposal
can reduce subsequent time regulator approach in view of remote locations as of grid
instabilities. The perception permits the use of discrete and flexible power supply
and intake configurations for apiece constituent in the micro-grid that may be fixed
to decrease the set up at effective price. To develop relative study on network-based
analysis for economical execution of micro-grid EMS is used. The present micro-
grid escalated to energy management conception for micro-grids bus parameters are
utilized as a networking window with the micro-grid devices.

Keywords DCMG - ACG - EMS - Meteorological data - Weather Map API -
Solar and wind power generation capacity
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1 Introduction

DC Micro-grids (DCMGs) offers the uncomplicated, consistent, low cost, acces-
sible and extremely efficient resolution to afford electricity for publics who are alive
without utilizing the facility of electricity. Different renewable energy sources linked
in series to produce energy at 230 V DC, which can be transferred terminated about
1-2 km distance same as 230 V AC power supply system with double core copper
cable with specific number of RCC poles. Communities are connected to the energy
distribution scheme all the way through connection boxes mounted on RCC poles.
Charge regulator mounted in micro-grid each household end, once 230 V DC stage
down 14 V DC for battery storage and fuel-saving DC supply to domestic loads.
Some remarkable benefits of DCMG like higher efficiency, less pollution which
makes it eco-friendly. DCMG systems are more stable, cost efficient due to which
it is widely used in power sector. Also some drawbacks like undefined environment
of renewable distributed energy resources like wind and solar generations, market
rates, suitable load distribution. For the specific benefits of DC supply over AC supply
like suited with renewable distributed energy resources, battery bank and distributed
loads, DC micro-grid significant study are as since limited years. Managing the
energy and power in the DC micro-grid scheme has been a contest for the scholars.
Micro-grid arrangement and mechanism were the incorporated portion of power and
EMS. Over the course of years, micro-grid’s EMS has been thoroughly studies to
tackle these problems and many techniques such as uncertainty in modeling prac-
tices, targeted function and limits, methods to get optimize result have been devised. It
was stating that assuming numerous targeted function including various methodology
and financial restraints has a huge impact for achieved EMS outcomes. Renewable
energy resources scheduled a huge measure to encounter the necessities of improved
demand power, moderate the eco-friendly contaminants, and attain social and finan-
cial advantages for maintainable improvement [1, 2]. Main objectives of EMS are
to enhance the task, energy optimum forecast and scheme consistency in together
islanding mode and grid related mode micro-grids for supportable growth. Various
technologies were applied for economical enactment of EMS in micro-grid [2, 3].
For improving the financial side and the robust task the opportunities accepting DC
controller of DCMG has discussed and a hierarchical control method was proposed.
Case study on micro-grid at Illinois Institute of Technology, Chicago, it was func-
tioned as DCMG and outcomes for respectively event were associated with AC model
[1]. Newton Raphson method for DC grid analysis was used for optimization calcula-
tions [4]. Several EMS with different level of control strategy was implemented for a
DCMG process. The major objective behind this kind of operation was to confirm the
consistency, output speed, accurateness control and economic operation of the system
[5]. The concept of multi-micro-grid using renewable distributed energy resources
and battery bank was introduced to make a linkage with energy supervision and func-
tional development by double way energy flow network [4, 6]. In the grid, there are
several micro-grids to control of energy dissemination largely contributes in effec-
tive performance of each micro-grid [7, 8]. The major objectives of this proposed



Adaptive Control of DC Microgrid Using EMS and Meterological Data 291

system were the controlling of the solar power, controlling of step-up chopper and
the implementation of the battery charging & discharging converters. The simulation
output turns out to be as expected and thus can be termed almost precise [9, 10]. The
proposed method was built on the basis of distributed model predictive control. The
advantages of the scheme was controlled action in a distributed manner and successful
power balancing to maintain under variable wind and load condition [3]. In order
to feed power to the distant localities in an observational and measureable way, the
control of power and managing approach was proposed for the renewable integrated
DCMG [11, 12]. Intelligent energy management system (IEMS) [13, 14] were to
ensure the load sharing between different resources, to decrease significant loss in a
particular system to improve reliability and quality of power. IEMS permits uninter-
rupted and perfect observation with smart control of distribution scheme performance
and it offers enhanced functional conditions as mean of load sharing, consistency
improvement and loss reduction of DCMG. In anticipated IEMS for DCMG has
been considered with the aim of survey the battery bank performance in respect of
discharging and charging [15].

An advanced Micro-grid Supervisory Controller (MGSC) & an EMS was
suggested for a micro-grid control. The advantages of these proposed controls were
based on architectures of the system as de-centralized architecture provides flexibility
to the system while centralized architecture ensures secure and reliable comprehen-
sive analysis of the system. Artificial neural networks (ANN)-based control is intro-
duced, which is an interconnected group of nodes [11, 13]. For diverse unsteady
situations ANN supervisor in DCMG and implements fit to path voltage situations
promptly and endure load distribution. ANN in DCMG displays that offered manager
has capability to sustain potential difference stability of unconnected DCMG and
achieve load sharing between the paralleled coupled dispersed generation compo-
nents [2, 4]. To reduce the price was expressed to smart scheduling-based power
generations aimed at micro-grids. Improvement of chance restraint approximation
and vigorous optimization methods toward primarily convert besides explain major
difficulty [6, 11]. The outcome of probabilistic producing features of dispersed gener-
ation with the interrelated MG scheme shall be restricted through cutting-edge arti-
ficial intelligence by using optimization techniques [14, 15]. Novelty of this paper is
to reduce grid instabilities in remote location using API via time regulator approach
as well as by using EMS—discrete and flexible power in DCMG with constituent and
operational price will be improved in compare with conventional system.

2 Scope of Work

Figure 1 shows the approach to solution. It is to be noted that, only show Solar and
Wind Power sources as renewable energy sources because considering only these
two sources while developing program. Authors are also considering that previ-
ously developed technologies like MPPT, BESS, IEMS, etc. are already present in.
In this platform comparative data have been investigated with present and earlier
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Fig. 1 Proposed block SOLAR POWER API
diagram of adapted model
DCMG NCLTWORK OUR
ND P ‘
WIND POWER. — 71 " PROGRAM | . |AC GRID
FOR EMS
LOAD |

BATTERY ENERGY
STORAGE
SYSTEM(BESS)

DCMG steady state conditions and effectiveness in respect of demand and finest
forecast. Managing different scattered renewable energy sources can be optimized
by EMS. Protected, consistent and quality of power is preferred as well as modern
technique by machine learning in remote locations. The present micro-grid intensi-
fied to energy management concept using machine learning for DC micro-grids, bus
parameters are utilized as a networking window with the micro-grid apparatuses.
Develop too intelligently ANN-based control power sharing using machine learning
in the multiple-source configuration of DCMG, appliance can be substantiated.

3 Coding for Optimal Scheduling
3.1 Logic

(a) Get the location of renewable energy sources. (b) Obtain the required meteo-
rological data. (c) Calculate energy production capacity d) Estimate load demand.
(e) Calculate energy required to be Import/Export. (f) Interact with AC Grid for
scheduling.

3.2 Flow Chart of Proposed Work

See Fig. 2.

3.3 Explanation

Program can be described in 4 parts.
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Input(Date,Time,Load,
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) ¢

I Calculate Total Power Generation(Tp) I

Fig. 2 Flow chart representation of proposed work

3.3.1 User Input

In this part the user need to (one-time) enter the variables and constraints of the
Generating source. For example: Solar panel efficiency, Area covered by solar panels,
Wind Turbine Generator efficiency, Rotor swept area, etc. In the program, also taking
the load demand, Air Density and Average wind blowing time from user because
these data can be extracted only when the system is connected to real system and
authors have premium access to open weather map (The API using in the map).

3.3.2 Get Location and Meteorological Data

Using Weather Map API to get meteorological data. Using the free version conse-
quently get data using city name. Also access data using the Geo-Location which
will make data more accurate but it needs premium version of the API.
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3.3.3 Calculation of Power Generation Capacity

Solar Power

As per knowledge that solar power (P) available when cloud percentage is F%
P =990(1 — 0.75F%) W/m? (1)
Now if the efficiency of solar panel is 1, then
P =990(1—0.75F?) x n W/m® 2)
Now if the area of solar panel installation is » m?, then Solar Power Generation
Sp=990(1 —0.75F°) x n x b W (3)
Assuming that sun shines for t hrs on that day, then
Sp=990(1 —0.75F*) x n x b x t Wh 4)
Wind Power
The equation for wind power
Wp =0.5x pa x Ag X Cep X Viy X g X gy W 5
wherever ps = Density of air (kg/m*) A; = Swept area of rotor (m?)
C¢p = Performance coeff., Vi, = Linear velocity of wind (m/s),
ne = Efficacy of generator, ny, = gear box bearing efficacy.
Now, if average wind blowing time is ¢ h,
Wp =0.5x pa X Ag x Cep X Viy X Ng X Npp X t Wh (6)

Now using Egs. (4) and (6)
Total power generation of the system,

Tp = Sp+ Wp @)

3.3.4 Interaction with Grid

Using Eq. (7) total production capacity (7,) and using load power (L,) demand
consumption capacity. Difference of T}, and L, (T}, — L,) will give total power
needed to be Import/Export and thus scheduling with AC Grid can be done.
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Fig. 3 Program showing output

Table 1 Internal calculation

. Type Power demand (in W)
in the program

Load consumption 60,000

Solar 60,237.03

Wind 13,906.13

Total 74,143.16

Total for export 14,143.14

4 Output and Results

The output of the prototype program when run it by providing initial constraints is
shown below.

Figure 3 shows the following result: For June 2021, assuming the given constraints
of the equipment and a total load of 60 kW for a given area in Kolkata, the amount of
power available for export to ACG will be 14.16 kW because of weather condition
of that day in Kolkata (Table 1).

Graph in Fig. 4 arrangements by earlier [IEMS scheme shows that an uncontrolled
utilization and charge in. During night and morning of the daylight, solar is unavail-
able in probable IEMS scheme. This diagram predictable IEMS shows utmost actual
purpose solar power for during daylight. In aforementioned work, comparative data
have been analyzed in 24 h duration with present and earlier DCMG steadiness
conditions and usefulness in respect of demand response and optimum scheduling.

5 Conclusion

Adequate knowledge to develop a program which can help us to predict the gener-
ation capacity of renewable energy sources connected to the DCMG is successfully
accomplished. The program is just a prototype program, so, naturally there is a lot of
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scope for development of the same. In this platform considers only wind and solar
power sources. It may be modified through adding more renewable energy sources
like Wave Energy, Tidal Energy and Geothermal Energy. Using Weather Map API
therefore limited access like Location by city only, daily and weekly predictions
only. Therefore, the program can be modified to have Geo-Location Data, Hourly or
Minutely data, etc. by using either the premium version or use some another APL
Introduction of Artificial Neural Network in the program will make it more efficient
and effective. Using the program, the scheduling between DCMG and AC Grid can
be more effective as authors have access to already forecasted data. Novelty of this
work is detection of actual weather from metrological data, the load demand (60 kW)
is distributed in optimized way by solar (60.23 kW) and wind (13.9 kW). It is also
seen almost 14.41 kW energy can be exported to reduce the outside demand conges-
tion. To optimize the solar power and wind power generation EMS system is used.
Observing the real time data of solar radiation intensity and present air thrust EMS
decide, the optimum power generation to meet the actual demand. There are lots of
scope for further development in conjunction with accumulating distributed energy
sources by optimized demand response.
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