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Preface 

Welcome to the Proceedings of the 2022 International Conference on Signals, 
Machines and Automation (SIGMA 2022) which was held in virtual mode on August 
05–06, 2022. The 2nd International Conference on Signals, Machines and Automa-
tion aims to bring together leading academicians and researchers to exchange and 
share their experiences and research outcomes within the spectrum of conference 
theme. The conference provided an excellent opportunity for the presentation of 
interesting new research results and discussion about them, leading to knowledge 
transfer and the generation of new ideas. 

SIGMA 2022 received more than 200 submissions from different countries, and 
each paper was reviewed by at least three reviewers in a standard peer-review process. 
Based on the recommendation by impartial and independent reviewers, finally with 
acceptance rate of 36.6%, 70 papers were accepted for possible inclusion in Springer 
LNEE. 

To ensure the success of SIGMA 2022, a large number of individuals have worked 
together and put in a lot of effort. First, we would like to express our gratitude to 
the authors for bringing their research papers to the conference, as well as for the 
presentations they gave and the conversations they led throughout the event. Our 
gratitude goes out to the members of the program committee as well as the reviewers, 
who did the bulk of the onerous job by thoughtfully examining the papers that were 
submitted. We would like to extend our sincere gratitude to Prof. J. P. Saini, Vice 
Chancellor of the Netaji Subhas University of Technology in Delhi. We would like 
to extend our deepest gratitude to the chairmen of the organizing committee for 
assisting us in developing such a rich technical program. 

New Delhi, India 
New Delhi, India 
New Delhi, India 
Sharjah, United Arab Emirates 

Asha Rani 
Bhavnesh Kumar 
Vivek Shrivastava 
Ramesh C. Bansal
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Investigating the Application 
of Ethereum Smart Contracts in Energy 
Exchanges 

Nishkar R. Naraindath, Ramesh C. Bansal, and Raj M. Naidoo 

Abstract Blockchain technology serves as a sustainable solution to enable decen-
tralised applications. Insufficient research efforts have been directed in the past 
towards advancing blockchain technology integration in energy systems. This paper 
demonstrates that the energy exchange transparency and facilitation can be improved 
by utilising a smart contract deployed on an Ethereum Test network. The capabilities 
and limitations of the system have been analysed, with suggestions for improvement 
and potential research areas provided. 

Keywords Blockchain · Decentralisation · Demand management · Peer-to-peer ·
Power market · Token exchange 

1 Introduction 

Blockchain technology can potentially revolutionise the energy industry by enabling 
autonomous and decentralised energy ecosystems [1, 2]. However, more significant 
research efforts and increased awareness are required to promote larger-scale inte-
gration of the technology [3, 4]. Smart contracts exhibit desirable properties for 
energy markets, such as automatic execution, customisation, and tamper-resistance 
[5, 6]. The most common smart contract applications have been facilitating bidding 
amounts, determining tariff rates, and bill issuing to market participants [7]. However,
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these are modest applications when considering more advanced bidding strategies 
[8, 9] and energy hub coordination strategies [10, 11]. 

In this paper, an investigative study on the application of Ethereum smart contracts 
in energy exchanges is performed to raise awareness of the practical capabilities of 
blockchain technology. The smart contract is proposed to address requirements of 
trust, computational logic, and automatic execution of localised energy exchanges 
by serving as a regulated and neutral exchange platform. 

2 Digital Energy Ecosystem 

Energy markets are traditionally facilitated through intermediary energy exchange 
platforms, which are centralised [12]. Smart contracts are attractive replacements 
for energy exchanges that can serve as a transparent and impartial intermediary 
between participants [13, 14]. These contracts are defined using computational logic 
to coordinate energy exchange transactions autonomously and reliably [15]. Before 
smart contract technology can be integrated, energy markets must first be represented 
in the digital domain. One approach taken is by representing stored energy units 
and the local currency as cryptoassets/tokens [16]. A protocol token, referred to as 
ePower, is being used to represent 100 Wh of energy. On the other hand, the local 
currency is represented by a stable coin represented by eZAR. The value of eZAR 
is dictated by the underlying local currency of South Africa (ZAR). For this study, 
ePower has been selected to have an exchange rate represented by: 

1 eZAR  = 10 ePower (1) 

An energy market among three parties (producer, consumer, and prosumer) has 
been selected for exploration as each party represents a fundamental user in an 
advanced energy ecosystem. Each party has initial equity balances as described in 
Table 1. The following transactions are considered: 

1. The energy prosumer purchases ePower tokens to the value of 500 eZAR from 
the energy producer. 

2. The energy prosumer sells 1500 ePower tokens to the energy producer. 
3. The energy consumer purchases ePower tokens to the value of 200 eZAR from 

the energy producer.

Table 1 Initialised equity balances in the energy ecosystem 

Producer Prosumer Consumer 

eZAR ePower eZAR ePower eZAR ePower 

0 10,000 1000 0 1000 0 
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Fig. 1 Energy exchange elements modelled through a proposed framework 

3 Smart Contract Creation 

3.1 Agreement Modelling 

Various energy token exchange scenarios can be modelled as a traditional contract 
using the framework presented in Fig. 1. 

3.2 Smart Contract Definition 

The standard contract terms can be integrated into a Solidity program [17] compiled 
on an open-source online integrated development environment (IDE) such as Remix. 
Diverse program elements [18] are presented in a single collection of code and 
data known as the ePower market. An overview of the smart contract’s components 
is presented in Fig. 2. Further details of the smart contract definition process are 
provided in Fig. 3.
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Fig. 2 Representation of the smart contract as a multiple-input multiple-output system 

Fig. 3 Overview of the smart contract definition process 

4 Smart Contract Deployment 

Ganache truffle suite [19] has been employed for blockchain development on an 
Ethereum Test network. The system provides a user interface capable of interacting 
with the entire life cycle of a smart contract. MyEtherWallet, an open-source user 
interface, is then employed to interact directly with the virtual Ethereum network 
[20]. The interface requires a communication link with the blockchain, which can be 
obtained by creating a custom node on MyEtherWallet containing the RPC Server 
and Network ID of the workstation configured in Ganache. Once the node has been 
configured, the smart contract can be transformed into the byte code equivalent with 
the aid of Remix IDE. The registered energy producer has been selected to sign the 
smart contract with the aid of their private key. As a result, this participant incurs an 
expense, known as a gas fee, to deploy the contract on the Ethereum blockchain. 

5 Smart Contract Interaction 

The energy ecosystem described in Sect. 2 has been simulated by interacting with the 
deployed smart contract through read or write commands via MyEtherWallet with 
an overview of all completed energy exchange transactions depicted in Fig. 4. A
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Fig. 4 Energy ecosystem considered in this study 

summary of reflected account balances after each transaction is provided in Table 2. 
The complete blockchain is presented in Fig. 5, highlighting the gas fees associated 
with each stage of the smart contract’s life cycle. 

Table 2 Reflected account balances after performing various energy exchange transactions 

Transaction number Producer Prosumer Consumer 

eZAR ePower eZAR ePower eZAR ePower 

0 0 10,000 1000 0 1000 0 

1 500 5000 500 5000 1000 0 

2 350 6500 650 3500 1000 0 

3 550 4500 650 3500 800 2000 

Fig. 5 Blockchain containing the life cycle of the deployed smart contract on an Ethereum Test 
network
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6 Conclusion 

A smart contract has been modelled with a generalised framework and deployed on 
an Ethereum Test network. The energy market has been represented in the digital 
domain to enable smart contract integration. The smart contract demonstrates precise 
capabilities in facilitating bidirectional energy exchange transactions among three 
classes of energy ecosystem users (producers, prosumers, and consumers). Different 
energy users could initiate exchanges such as the sale and resale of ePower tokens 
through written commands to the smart contract. The status of eZAR and ePower 
balances are universally accessible along with the contract, demonstrating the trans-
parency of the energy exchanges in the system. Ethereum caters for modest smart 
contract applications but is infeasible for the transaction throughput required in real-
time energy markets. Furthermore, the network fees were unsustainable, and conse-
quently, developing a specialised blockchain-based system is strongly recommended. 
Critical limitations to the study are the accuracy of the Ethereum Test network and the 
centralised configuration of the simulated energy ecosystem. In addition, it suggested 
that more significant research efforts are focused on the integration of smart contracts 
in smart power networks to cater for more intricate tasks. 
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Feasibility Analysis of V2G Operation 
in India and Cost Minimization for EV 
Car Parks Using Firefly Algorithm 

Prince Bharti and Omveer Singh 

Abstract Electric vehicles (EVs) in smart car parks can be employed as energy 
storage systems and a reserve against unanticipated outrage if charging and 
discharging are coordinated. A modeling and control framework for EVs in a smart 
vehicle park has been developed in this work, which encompasses important elements 
such as charging and discharging expenses, battery degradation costs, driving likeli-
hood, feed in tariff (FIT), and vehicle-to-grid (V2G) rebates are all factors to consider. 
The charging and discharging activities of each EV are recorded and arranged using 
an optimization path in order to reduce the cost of parking lot electricity consumption. 
Comprehensive simulation studies have demonstrated the potential benefits of V2G 
for automobiles. Multiple EV park systems are susceptible to car and battery charac-
teristics, as well as FIT and regulatory support. Firefly algorithm is implemented for 
optimization of EV charging costs. Optimization is done using MATLAB/ Simulink 
software. Feasibility analysis of the system of car park incorporating use of renew-
able resources is also done. Hence, this work mainly analyzes the grid stability in 
case an EV charging aggregator is setup and also to reduce the charging cost of EVs 
using V2G technology. 

Keywords Electric vehicle (EV) · State of charge (SoC) · Battery degradation 
cost · Charging and discharging cost · Vehicle-to-grid (V2G) · Feed in tariff 
(FIT) · Firefly algorithm · Optimization 

1 Introduction 

Over the last few years, there has been multiple advancements in the transportation 
systems all over the world, and the development of electric vehicles is being seen as 
one of the solutions to the biggest crisis that the environment is facing, i.e., pollution. 
Developed countries have achieved huge milestones in the research and development 
of electric transportation systems like high speed railways, smart traction systems,

P. Bharti · O. Singh (B) 
Department of Electrical Engineering, Gautam Buddha University, Gautam Buddha Nagar, 
Greater Noida, Uttar Pradesh, India 
e-mail: omveer.singh@gbu.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. Rani et al. (eds.), Signals, Machines and Automation, Lecture Notes 
in Electrical Engineering 1023, https://doi.org/10.1007/978-981-99-0969-8_2 

11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0969-8_2&domain=pdf
mailto:omveer.singh@gbu.ac.in
https://doi.org/10.1007/978-981-99-0969-8_2


12 P. Bharti and O. Singh

use of renewable energy for electric transportation systems, hybrid vehicles, vehicle 
charging systems, etc. However, the adoption of electric vehicles in the place of 
conventional IC engine vehicles is relatively new in Indian context. Smart vehicle 
charging infrastructure such as V2G does also seem to be required due to sudden 
increase of electricity demand due to the increasing trend of electric cars among the 
consumers. 

V2G technology incorporates a bidirectional charger for electric cars which 
enables the flow of electricity from the electricity grid to the vehicle and vice versa. 
In this paper, an analysis is done for knowing the effects of implementing V2G 
technology in India and to reduce the charging costs of the EVs using V2G enabled 
charging station. 

2 Literature Review 

Electric-drive vehicles can turn into a significant asset for the electric utility frame-
work as well as a solution for air pollution, system reliability, and can have economic 
benefits. Both consumers and utilities will benefit from efficient V2G. Since there 
are various advantages of V2G technologies, many researchers have tried to take up 
the opportunity to work in this field. S.A. Amamra’s research to involve bidirectional 
optimized V2G operation, day ahead scheduling of EV charging/discharging with 
the help of two case studies had resulted in increased opportunities for frequency 
and voltage regulation while reducing EV charging costs [1]. 

Nandini I. Nimalsiri and her fellow researchers have provided proper studies for 
EV charging coordination in their work which involves a distributed charging control 
system. They have also proposed algorithm for distributed EV charge scheduling 
considering the various perspectives of grid operators, aggregators and EV users 
[2]. A similar work can be seen in the research of Vishu Gupta and his team in 
which they have worked on a decentralized charging management scheme for EV in 
a multi-aggregator scenario, and their study was conducted in Jaipur, Rajasthan [3]. 

Various other researches have been done for coordination management of EV 
charging facilities, William Infante and Jin Ma have worked in this aspect to analyze 
the coexistence of multiple and varied charging facilities. Their model has shown the 
capabilities of demand side management also [4]. EVs with conventional charging 
strategies can result in undesired impact on distribution network; Yanchog Zheng 
and his team have a contribution for analyzing CPMM and DDRM. The results show 
variation in profits for the aggregator with the agreement price to reduce total cost 
and maximize profit [5]. Yan Cao and his fellow researchers have worked to develop 
an optimization technique with the help of mixed integer linear programming model 
to overcome the uncertainty in the market price of electricity for the aggregator and 
to promote its profits and better charging and discharging scheduling strategies of 
Evs [6]. 

In [7], a system is proposed as a coordination model based on a marginal price 
strategy to coordinate between EV charging system and aggregator. This model
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also claims to have 78.3% reduction in total cost for EV charging. EV and EV 
charging system are also coordination based upon user’s selection of the route. 
Governments now place a high premium on energy efficiency due to the rise in 
global electricity usage. The efficient integration of a significant penetration of elec-
tric vehicles (EVs) into the energy markets has so received attention. Solanke et al. [8] 
offers an evaluation of various EV aggregator strategy options. The smart charging 
approach suggested in a prior study is taken into consideration in this analysis. The 
smart charging method takes user preferences into account and uses charging power 
rate modulation. This study simulates the impact of various tactics using a case 
study of a distribution system from the Ecuadorian city of Quito. The expenses of 
EV aggregators and technical circumstances are assessed while various actions are 
simulated. 

The transition from traditional fossil fuel-powered vehicles to zero or extremely 
low tailpipe emission vehicles is now taking place in the global transportation sector. 
A suitable charging station (CS) infrastructure, information technology, intelligent 
distributed energy generating units, and supportive governmental regulations are 
needed to achieve this shift. The purpose of [9] was to discuss the important consid-
erations that must be made while designing the infrastructure for electric vehicle 
charging stations. The report also discussed important research and advancements in 
planning and technology that are being made to improve the architecture and effec-
tive administration of charging station infrastructure. It discusses the current state 
of innovations for electric vehicle charging stations in India. The study specifically 
offered a critical analysis of the research and improvements in the infrastructure of 
charging stations, the issues it raises, and the ongoing efforts to standardize it in order 
to assist researchers in addressing the issues. 

3 Development of the Model for Feasibility Analysis 
of V2G Operation in India 

In this section, a basic simulation model is studied for V2G enabled operation using 
existing conventional and renewable resources and infrastructure. The simulation 
is being performed on HOMER Pro software. Here, the model is based upon the 
resources available in Greater Noida, Uttar Pradesh, India. 

3.1 Component Information 

For the design of the aggregator setup, several resources have been taken into 
consideration. The list of the resources is as follows: 

The grid of 500 KW capacity, a diesel generator of 100 kW capacity, a solar PV 
system (generic flat plate PV array) of 1 MW, a Li-ion battery for energy storage of
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Fig. 1 Simulation model for 
feasibility analysis of V2G 
operation 

200 KW, a converter for PV system and a battery are connected to a DC bus. A 700 
KW (peak) electrical load representing EVs is charged at the aggregator charging 
station. 

3.2 Simulation Model 

See Fig. 1. 

3.3 Feasibility Analysis Objectives 

The main objectives of this study are: 

• To find out if V2G operations using Evs are carried out with the existing 
infrastructure, what will be the impacts of this. 

• To analyze if we need an additional infrastructure in our country for EV 
penetration. 

• To find out whether V2G operations can be a feasible solution for demand side 
management.
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4 Mathematical Model for Cost Minimization of V2G 
Enabled EV Charging in a Car Park 

Since EVs can be used as reserve energy storage, a car park model has been 
designed for V2G activities. Modeling and control framework has been built-up 
which includes key factors such as charging, discharging, battery degradation costs, 
driving probability, feed in tariff, V2G rebates, and vehicle SoC. 

Electricity Cost Model 

By taking u(t) as the charging status of the electric vehicle at time t such that 
u(t) = 1 while charging; −1 while discharging; 0 while disconnect. 
Total electricity cost (C) has four components: 
i.e., 

C = Ccharging−Cdischaging + Closs− Crebate (1) 

Now define a function S. 
S(x) = 1when x > 0; 0 when x ≤ 0. 
Charging cost: 

Ccharging = 
t f∫

to  

p ∗ S(u(t)) ∗ Pevdt (2) 

where p = price of electricity and Pev = EV charging power. 
Discharging Cost: 

Cdischarging = 
t f∫

to  

q ∗ S(−u(t)) ∗ Pevdt (3) 

where q = feed in tariff. 
Battery Degradation Cost: 

Closs = 
t f∫

to  

Dr ∗ (S(u(t)) + S(−u(t))) ∗ Pevdt (4) 

where Dr = battery degradation cost. 
Rebate Cost: 

Crebate = 
t f∫

to  

Pr ∗ Pev ∗ S(−u(t)) dt (5)
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where Pr = rebate price of electricity. 
Putting values of (2), (3), (4), and (5) in (1) 

C = Pev 

t f∫

to  

[p ∗ S(u(t)) − q ∗ S(−u(t)) + Dr ∗ (S(u(t)) + S(−u(t))) − Pr ∗ S(−u(t)) ] dt 

Total Charging Cost Considering EV Plugin Probability: 
For a fully charged EV if max driving distance is dmax and after driving it over a 

distance dd 

SoC = 1 − dd / dmax (6) 

Considering probability Pj corresponding to driven distance Dj for M number of 
drives, the decrease in SoC for each travel possibility after each drive will be

�SoC = (P / dmax) 
M∑
j=0 

D j ∗ Pj (7) 

Here, P will be the probability of EV driving out of the car park so the probability 
staying inside the car park will be (1 − P). 

Now, the total electricity cost of one EV will be: 

Ctotal 

= (1 − P) ∗ Pev
∫ t f  

to  
[p ∗ S(u(t)) − q ∗ S(−u(t)) + Dr ∗ (S(u(t)) + S(−u(t))) − Pr ∗ S(−u(t)) ] dt 

When multiple EVs are connected in the car park, the total cost will be the sum 
of costs for each EV, i.e., 

Ctotal = 
N∑
i=1 

Ci 
total 

Here, N is the number of EVs in the car park. 

5 Firefly Algorithm 

One of the new metaheuristic algorithms for optimization issues is the firefly method. 
The flashing behavior of fireflies inspired the algorithm. Randomly produced solu-
tions will be treated as fireflies in the algorithm, and their brightness will be assigned 
based on their performance on the objective function. A firefly will be drawn to a
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brighter firefly, and if there is no brighter firefly, it will move randomly, according 
to one of the algorithms’ principles. 

Attractiveness, randomization, and absorption are the three parameters that govern 
the firefly algorithm. The attractiveness parameter is calculated using exponential 
functions and is based on the light intensity between two fireflies. It employed 
the idea of how the light of individual fireflies pulled them together, as well as 
an unpredictability aspect, to encourage participation. 

. 

6 Optimization Implementation Procedure of the Proposed 
System 

Considering a car park of typical office area with 50 eV charging slot for this case 
study. Use of electricity is done for working hours only, i.e., 9 am to 5 pm. Taking 
TATA Nexon EV as an example whose maximum driving distance at full charge is 
312 km. Maximum SoC is taken as 1.00, and min SoC is taken as 0.00. Final SoC at 
the end of the day should not be less than 0.7. It takes around 10 h for a full charge 
of its 30.2 kwh battery. Charging power is 3.2 kw with onboard charger. Level 2 
chargers are being used which are also known as industrial chargers having a voltage 
level of 220–240 V, and they are generally used at public charging stations. 

Rebate price is selected as Rs 4.53/kwh (15% of usages in UP for FY 2019–20). 
FIT is chosen at Rs 7.0/kwh. Battery degradation cost is taken as Rs 3.40/kwh. Price 
of purchasing power from Grid in UP is Rs 7.70/kwh. Number of drivings for each 
EV during working hours is taken either 0, 1 or 2. Possible driving distances are 
taken as 1 km, 2 km, 3 km, 4 km, and 5 km. Corresponding values of Pj are 0.47, 
0.23, 0.13, 0.12 and 0.05 and P is 0.21. 

7 Results 

7.1 Feasibility Analysis of the Proposed System Using 
HOMER Pro Software 

From the simulation model results, following points can be concluded: 
EV penetration in India can be increased while dealing with the energy crisis 

simultaneously using the V2G technology. The results show that using the existing 
power system infrastructure V2G operations can be carried out. The power selling 
capacity of the system is found to be approximately two times of the total power 
purchased from the grid. 99.5 percent of total energy consumption is supplied by 
the renewable resources. So, it may also be concluded that V2G will promote clean
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Table 1 Tabular representation of HOMER Pro simulation results 

Parameters NPC Operating cost Initial capital Renewable fraction (%) 

Case 1 |22,058 |1388 |40,000 99.5 

Case 2 |22,071 |1388 |40,019 99.5 

Case 3 |22,566 |1372 |40,300 99.5 

Case 4 |22,628 |1374 |40,389 99.5 

Case 5 |25,890 |1478 |45,000 99.5 

energy while dealing with the energy shortage at the same time. Table 1 gives the 
NPC of different combination of sources, and we can find the best NPC in case 1. 

7.2 Cost Optimization Results Using MATLAB/Simulink 
Software 

The following graph (Fig. 2) gives the relationship between EV initial SoC and their 
charging costs when the system is unoptimized. 

For an unoptimized system of car parks with V2G technology, we can see the 
graph tends to depict costs in opposite direction because of the selected SoC of 
0.7 above which the V2G service will take place and the effective cost will include 
charging/discharging costs, FITs, and rebate prices. Since all these factors contribute 
to the EV user’s profit and not only the charging cost, the total cost during the charging 
phase, i.e., below 0.7 SoC, shows decreasing characteristics and tends to zero when 
it is close to 0.7 SoC, because the more SoC is close to the threshold SoC, the less

Fig. 2 Comparison of total charging/discharging cost w.r.t. EV SoC for an unoptimized system 
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Fig. 3 Results for best cost search for charging/discharging in an optimized system using firefly 
algorithm 

charging is required, while the effective cost during the discharging phase, i.e., above 
0.7 SoC, is of the opposite nature (increasing characteristics). A total number of 1000 
iterations have been taken into consideration for this study (Fig. 3). 

The application of firefly algorithm clearly brings down the charging costs and 
enhances the discharging costs also. So, we can conclude that the implementation of 
the firefly algorithm in this case will bring down EV charging costs and maximize 
EV user benefits. 

8 Conclusion 

For smart EV car park systems, a control approach for EV charging and discharging 
is proposed in this paper. The goal is to reduce the cost of car park power by managing 
charging and discharging activities in which electric vehicles are parked. The possi-
bility of V2G advantages has been suggested by detailed modeling studies. However, 
various aspects, such as the battery capacities, play a role. The cost of degradation, 
the rebate price, the FIT, and the electricity price, etc. have also been considered. The 
primary variables that might encourage V2G are thought to be battery performance. 
The government’s strategy and grid company subsidies, for example, will have an 
impact on EV consumers’ decisions for V2G involvement. 

First of all, V2G operation feasibility in India is analyzed using HOMER Pro 
software based on the power and energy infrastructure of the city of Lucknow, Uttar 
Pradesh. It has been found that V2G operation will have positive impacts on the grid, 
and it will also involve the possibility of optimum use of renewable energy sources. 
Secondly, cost optimization for an EV car park with V2G enabled EV operation
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is done using MATLAB software by firefly algorithm. Total financial benefits have 
been seen to increase using firefly algorithm for the EV car park. 
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Piezoelectric Sensors for the Conversion 
of Noise Pollution into Electricity 

Arunesh Kumar Singh, Shahida Khatoon, and Kriti 

Abstract The use of piezoelectric sensors for noise pollution energy conversion is 
presented in this paper. Noise pollution is waste energy in the environment that has 
the potential to get converted into electrical energy using suitable energy conversion 
techniques. Piezoelectric sensors such as PZT and PVDF thin film have very good 
power density and stability for the low-frequency weak vibration/pressure signal. 
Therefore, piezoelectric materials are found suitable for the conversion of noise 
pollution into electrical energy. Proper amplification and rectification can increase 
the electrical energy level at the output, and the power management unit can provide 
storage of the electrical signal. We have also reviewed various energy conversion 
models and impact of the vehicular noise pollution on human health. 

Keywords Noise pollution · Energy conversion · Piezoelectric sensor · PZT ·
PDVF film · Vehicular noise 

1 Introduction 

The energy conversion from waste energy to useful energy has been generating much 
more interest in recent years. The natural dissipated energy such as solar energy, 
wind energy, fluid flow, temperature gradient, and human motion can be converted 
into a valuable form of energy that can be collected and supplied to the grid or 
directly used for running small appliances. Wireless sensor network (WSN) is a 
wirelessly interconnected network of sensors where the sensors collect data from 
remote locations and interchange the gathered information. With the development 
of wireless sensor networks for various applications, such as biomedical devices,
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RF remote sensing, health care monitoring, etc., the challenge is to fulfill the energy 
requirements of sensor nodes. These sensor nodes are microsensor that only requires 
a micro-level of power. This novel noise pollution energy converter can fulfill the 
energy requirement of these remotely located microsensors and help to make them 
self-sufficient [1]. 

In the last decade, the field of micro-electromechanical system (MEMS) devices 
has been developed with rapid growth. MEMS devices are micro-sized structures, 
incorporating electronic circuitry with the mechanical system. MEMS devices can 
be utilized in various applications in WSN as sensor nodes. With the advancement 
in IC technology in recent years, it has been possible to process, amplify, and retain 
low-level energy signals and fulfill power requirements for energizing micropower 
sensors. In the present times of the Internet of things (IoT) and artificial intelligence 
(AI), the self-sufficient micropower generated by MEMS devices can provide a better 
alternative to rechargeable lithium batteries in implantable devices and a solution to 
its high cost [2]. 

1.1 Impact of Noise Pollution on Human Health 

Environmental pollution means contamination in the environment. Contamination 
may be due to manmade activities or natural occurrences. Environmental pollution is 
mainly categorized as water pollution, soil pollution, air pollution thermal pollution, 
noise pollution, and radioactive pollution [3]. 

Noise pollution is one of the most significant types of environmental pollution and 
is hazardous to human and animal beings. The high-level sound generated by human 
activities is sometimes detrimental and called anthropogenic noise. Anthropogenic 
noise may lead to sleeping problems, chronic stress, blood pressure fluctuation, and 
other issues in humans. Natural habitat reduction, anxiety, masking, and communi-
cation breakdown are problems caused by noise pollution among animals and birds. 
Sources of noise pollution are traffic activities on the roads, ships in the ocean, 
and air traffic caused by aircraft. Along with this, commercial and industrial activ-
ities are also the major source of anthropogenic sound. In the world of technology, 
modernization and urbanization come along with noise pollution [4, 5]. 

Noise is an undesirable state of sound. Any acoustic signal can be a noise signal if 
it is annoying. Loud music can be entertaining for some people but not for all. Noise 
is based on perception. For example, hummingbirds and rainfall can be smooth and 
loving to some but not for all. The sound signal is basically a varying wave of 
air pressure. Human hearing ability discriminates noise from the sound perceived. 
Sound pressure level (SPL) meter is used to determine the loudness of the sound. 
The measurement unit of SPL is given in dBA where A refers to the A-weighted 
frequency filter. Mostly, A-weighting frequency filtering is used in SPL meter rather 
than C-weighted and Z-weighted because its frequency response is quite similar to 
the frequency response of the human ear. 60–65 dBA SPL is comfortable for the 
human ear but any level beyond 70–75dBA may cause noise pollution [6].
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1.2 Potential of Noise Pollution 

Figure 1 shows the sources contributing to noise pollution. Among the sources of 
noise pollution, it is found that traffic noise contributes the most. In the industries, the 
level of noise may be high enough to harm, but usually, safety guards are provided to 
workers. Also, such industries are located distant from the urban area. In the urban 
area, the noise level surpasses the noise limit recommended by Central Pollution 
Control Board (CPCB). This noise level affects people and results in stress, strain, 
and other disorders. Figure 2 shows the permitted noise levels by the World Health 
Organization (WHO) and Australia, Japan, the United States, and India, respectively 
[7]. 

Fig. 1 Sources contribution 
to noise pollution 
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Fig. 2 Permitted noise level 
by WHO and some countries
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Fig. 3 Permitted noise 
versus observed in Noida 
(Jan–Dec, 2019) 
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It can be observed from Fig. 2 that a comparatively higher noise level is allowed 
in India; still, noise pollution in India goes beyond the prescribed limit. In the official 
Website of Uttar Pradesh Pollution Control Board, the noise pollution data is available 
till March 2020. Consolidating the data for year 2019 for Noida, Uttar Pradesh, it is 
observed that the noise quality of the city is beyond the prescribed limit. Figure 3 
shows the consolidated noise in the year 2019 for Noida city, Uttar Pradesh with 
respect to the standard permissible noise limit by the government authorities [8]. 

From the above data, it is observed that the noise quality in the city is not under the 
prescribed limit except average noise recorded at night in the industrial area. Hence, 
this quality of noise can be harmful to human beings. 

2 Piezoelectric Sensor for Noise Pollution Energy 
Converter 

In the year 1880, the principle of piezoelectricity was invented. An experiment 
was performed by two French scientists to observe the change in electric poten-
tial when piezoelectric substrate deforms. Piezoelectric materials are found to have 
better response and stability for mechanic-electric power conversion as compared to 
electrostatic and electro-magnetic systems [9]. 

Figure 4 shows the basic piezoelectric module to convert mechanical vibrations 
impacting on the y-axis into a small electric charge developed in the x-axis direction. 
This effect is called the piezoelectric effect [10]. Figure 5 depicts the commercially 
available PVDF film with and without attached proof mass.

A very thin layer of PZT material, for example, zirconate titanate or polyvinylidene 
fluoride (PVDF) thin film is placed between the upper and lower electrodes. Graphene
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Fig. 4 Basic MEMS 
piezoelectric converter 

Fig. 5 Commercial 
available PVDF film with 
and without proof mass

material and metal are found to have outstanding electrical and thermal conductivity. 
Silicon base is attached as a proof mass for the adjustment of the resonance frequency 
to match with the frequency of the input acoustic signal. The resonance condition 
will help to attain maximum output power. Thin-film PVDF device can induce 7.6 
Vp-p when exposed to a 105 dB acoustic signal [11]. The following are the set of 
equations for piezoelectric material according to the definition in IEEE standard on 
piezoelectric. 

Di = ei j  S j + εS i i  Ei (1) 

Tj = C E i j  S j − ei j  Ei (2) 

where Tj is stress given in N/m2, Sj is mechanical strain, Ei is the electric field, Di is 
the electrical displacement, C E i j  is elastic stiffness constant, ε

S 
i i  is permittivity under 

unit strain S, e is the piezoelectric constant [2]. 
The piezoelectric transducer works in two modes, such as d31 and d33. In  d31 mode, 

the electric charge develops in the perpendicular direction of pressure applied. In d33 
mode, the electric charge develops in the parallel direction as a pressure signal is
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applied. Figure 4 represents the d31 operating mode of the piezo sensor. Using a 
piezo sensor in d33 mode, it can provide high sensitivity and open-circuit voltage. 
This mode is suitable for PZT material as a piezo sensor. Acoustic energy-based 
energy harvesting requires the d31 mode of the piezoelectric transducer as shown in 
Fig. 4. 

A piezo sensor when placed under stress, a force exerted is given by F = δA, 
where δ is the stress, and A is cross sectional area of the PVDF film. Total work done 
is given by 

WD = FΔl = 2 p2 δ A/ l0 (3) 

where p is the pressure signal amplitude and Δl is the change in piezo length. 
Electric charge induced by the piezo sensor can be given as 

Q = d31 E A  ∈ (4) 

where d31 is the piezoelectric constant, ∈ = Δl/l0 is the strain. 
Energy stored in the capacitor (C) is given  by  

WES = Q2 /2C (5) 

C = εd A/t, 

where εd is permittivity of the piezoelectric sensor 
Total stored energy WES is given by 

WES =
(
t d2 

31 E
2 ε2 A

)
/ 2εd (6) 

Efficiency of energy conversion is given by 

η = WES/ WD 

η = (
l2 0d

2 
31 E

2 ε2
)
/
(
4εd p

2 δ
)

(7) 

3 Role of Resonator as Pre-amplifier 

Simply a piezoelectric transducer is not sufficient to generate electrical output alone. 
Low vibration energy of the noise pollution can be amplified before being processed 
by a piezo sensor using a resonator module.
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Fig. 6 Simple resonator 
module 

A simple resonator module is shown in Fig. 6. In the resonator module, the 
piezo sensor is placed inside the cavity. The instance when the incoming vibra-
tion frequency matches with the resonance frequency, high output is generated that 
results in more output power. Using Helmholtz’s formula, the resonance frequency 
is given by 

fR = 
C 

2π 

/
4r2 

d2h(t + kr) 
(8) 

where f R is the resonance frequency, c is the sound velocity, r is the radius of cavity 
entrance, d = diameter, t = thickness of cavity, and k is constant [12, 13]. 

4 Noise/Sound to Electric Energy Conversion 

The block diagram of noise pollution energy converter is shown in Fig. 7. Noise  
pollution signal gets amplified before reaching the piezo sensor in the resonator cavity 
utilizing the resonance phenomenon. Piezo sensor converts it into a low electrical 
signal which further gets rectification and amplification. Super-capacitor or battery 
can be used for energy storage [14–16]. It is found from prior research that the low 
acceleration vibrations of train tunnels can harvest up to 395 micro-joule energy. 
78 dB SPL signal could generate 26.7 mV RMS voltage and an SPL signal of 100 dB 
can provide 1.148 mW power with a setup of four PZT plates [17].

5 Practical Model of Noise Pollution Energy Converter 

Figure 8 shows the circuit simulation of the noise pollution energy converter. The 
AC voltage source along with the dependent current source represents the PVDF
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Fig. 7 Block diagram of noise pollution electric energy converter

film. An amplifier circuit based on LM-324 operational amplifier is used here in 
non-inverting configuration. Arrangement of resistors and capacitor is similar to the 
breadboard circuit. We have observed that a single PVDF film produces average 
voltage as depicted in Table 1. 

We have simulated the noise pollution energy converter circuit on NI Multisim 
software as shown in Fig. 8, for various voltages produced by PVDF film as shown 
in Table 1. 

It is observed from the output waveform shown in Fig. 9 that 25.1 V RMS voltage 
and 20.2 mA RMS current have been converted from an input RMS voltage of

Fig. 8 Circuit simulation of noise pollution energy converter on NI multisim 

Table 1 Voltage produced by 
single PVDF for different 
noise pollution level 

S. No. Noise SPL level (in dB) Voltage produced by PVDF 
(in mV) 

1 76 30 

2 78 35 

3 80 40 
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14.1 mV and 28.3 mA RMS current at a constant frequency of 50 Hz. The overall 
output voltage and current data observed for various input noise pollution level are 
depicted in Table 2. We can conclude that the circuit converts the noise pollution 
into electrical energy and raise the voltage level to a significant level that is suitable 
for various low power application. The efficiency graph is observed between output 
voltage and noise pollution level which is shown in Fig. 10. 

For the simulation of piezoelectric sensors, there is some finite element simulation 
(FEM) software such as ABAQUS, COMSOL, and ANSYS multi-physics available 
in the market. ABAQUS is mainly used to simulate piezoelectric devices for sensor 
and actuator applications. The advantage of ABAQUS is its user-friendly interface 
and effective treatment for nonlinear systems. The limitation of ABAQUS is in the 
simulation of a coupled electromechanical system which is possible to simulate using 
ANSYS and COMSOL software [18, 19].

Fig. 9 Output waveform for the circuit simulation shown in Fig. 8 

Table 2 Overall circuit response for various level of noise pollution 

S. No. Noise pollution 
level (in dB) 

Input voltage 
(in mV) 

Input current 
(in mA) 

Output voltage 
(in V) 

Output current 
(in mA) 

1 76 10.6 21.2 21.4 15.0 

2 78 12.4 24.7 23.4 17.6 

3 80 14.1 28.3 25.1 20.2
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Fig. 10 Efficiency plot between output voltage versus noise pollution level

6 Conclusion 

The noise pollution energy converter has the potential to act as a micropower gener-
ating system. With the development of an energy harvesting module, it has become 
possible to convert approximately 80 dB noise signals into microwatt power signals 
utilizing d31 and d33 modes of piezoelectric sensors. The level of the electric output 
signal can be increased further utilizing resonance and power electronics circuits 
such as instrumentation amplifiers and power amplifiers. The mechanism of noise 
pollution energy converter utilizes noise pollution which is inevitable to make devices 
self-powered and sustainable. This technique can be applicable for wireless sensor 
network in the field of E-health monitoring and biomedical implantable devices, i.e., 
cardiac pacemakers, insulin pumps, and neuro-stimulators. The noise pollution-based 
energy converter can be placed roadside near the traffic signal to provide electricity 
to power the traffic light and surveillance system. 
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Implementation of Single-Phase 
Cascaded Seven-Level Inverter 
with Non-isolated Converter 

C. Dinakaran and T. Padmavathi 

Abstract This article proposes an inventive cascaded H-bridge single-phase multi-
level inverter over a minimal portion based on switches used in favor of solar photo-
voltaic (PV) utilization. Multilevel inverters (MLI) persist consistently on behalf of 
the energy innovation system’s capability to sustain immense power, including power 
quality challenging operation. This article proposes to designate a modified cascaded 
seven-level inverter topology intended as a nearly sinusoidal output voltage, minor 
numbers of energy switches, reduced complexity, and diminished total harmonic 
distortion. The design is simple with accessible to develop higher levels. However, 
its gate driver circuits are still interpreted considering the number related to access 
switches being depreciated. The pulse width modulation system operates over the 
multicarrier system to generate the power switches’ gating signals. This competence 
remains accomplished through analyzing the expected topology over the traditional 
topologies as the primary investigation point, demonstrating the competent certainty 
of the suggested topology through unique access in propagating voltage levels for 
a seven-level inverter over simulation, proving MATLAB/SIMULINK, PROTEUS 
results. 

Keywords Cascaded H-bridge MLI · Pulse width modulation (PWM) inverter ·
Solar PV system ·Modified MLI · Total harmonic distortion (THD)
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1 Introduction 

At present, non-conventional energy utilization obtains higher favorable well-
adjusted [1] efficiency and environmentally. The solar photovoltaic (SPV) compro-
mise sustains preserved, clean, decisive non-conventional energy resources [2] during 
the further use of zero fuel imputation [3], no expressive competence, inferior oper-
ational regulation, ultimate dependent protection with the expanded investigation 
[4]. The particular points of consequence frame the exhaustion of SPV in a different 
situation more in off-grid design [5]. Multilevel inverter terminology is substantiated 
during universal exploration recognition over the researcher with front-end enterprise 
in a particular intermediate along with high energy appliance [6] because of their 
suitability to produce an enormous condition of output waveforms [7], condensation 
switching stress completed the switches counting decided to switch frequency [8]. 

The current document promotes a narrative single-phase grid-associated MLI 
with a PV panel during an enhanced converter, using a substitute for DC resources 
in MLI [9]. The proposed technology needs fewer switches while interconnected to 
the critical appearance of MLI [10]. A cascaded multilevel inverter is a variety of 
contribution voltage sources through output voltage levels be located taking place the 
implication [11]. The existing inverter grouping is output voltage obtained initiation 
special input voltage connection with the renewable power utilization [12]. 

The exploration of cascaded multilevel inverter during switching states of a seven-
level inverter is extensive in Sect. 2. The modes of procedure for customized topology 
are exhaustive in Sect. 3. The outcomes along with analysis are analyzed in Sect. 4. 
The outcome is correlated in Sect. 5. 

2 Cascaded H-Bridge (CHB) MLI 

2.1 Cascaded Seven-Level Inverter 

CHB inverters are multilevel inverters that comprise a sequence complex of two or 
more single-phase CHB inverters. Every CHB interacts with three voltage source 
phase legs, supposing that the line-line voltage endures the converter output. Conse-
quently, a distinct CHB converter is proficient in attaining three different voltage 
levels. Every segment acquires two reachable switching states to prevent the DC link 
capacitor from short-circuit. Figure 1 illustrates three H-bridges connected through 
its series, with an estimated appearance of its potential creature’s four-level output 
voltages. The complete converter output voltage obtains excessively ornamented, 
generating seven differential voltage levels. In typical conditions, as of n CHB in 
series, 2n + 1 different voltage levels continue to be attained through an eventual 
output voltage of nVdc.
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Fig. 1 Power path by solar PV unit 

2.2 Projected Seven-Level Cascaded H-Bridge MLI 

This exertion, projected CHB seven-level inverters together in sequence, requires 
similar DC input voltages. A cell’s suitable assortment of voltage asymmetry can 
embrace fabrication at various voltage levels measured by diminishing replication. 
As  shown in Fig.  2, an asymmetry when an unconventional voltage ratio of 1:3 
destined to facilitate a 2-cell cascaded H-bridge (CHB) has headed for recognition 
seven levels expert for the period of a 2-cell CHB in Fig. 1.
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Fig. 2 Designed seven-level 
cascaded H-bridge MLI 

3 Modes of the Process of the Designed Technique 

The switching development of a seven-level inverter is defined in Table 1. The  
production levels continue unidirectional among CHB, altering the production by 
bidirectional. The output waveforms of the cascaded H-bridge acquire seven levels, 
as endorsed in Fig. 2. Switches such as Sa and Sd are ON through all during the 
negative half cycle, Sb and Sc are ON in the  CHB MLI.  

Appropriate switching relating to the inverter can yield seven output voltage 
levels (V dc/3, 2V dc/3, V dc, 0,  −V dc/3, −2V dc/3, −V dc) origination the DC contributes 
voltage. 

Where ‘0’ is OFF and ‘1’ is ON. Table 1 projects the switching progression to 
extend seven output voltage levels (V dc/3, 2V dc/3, V dc, 0,  −V dc/3, −2V dc/3, −V dc).

Table 1 Production voltage present to the switches ON–OFF position 

V0 S1 S2 S3 Sa Sb Sc Sd D1 D2 

Vdc/3 0 0 1 1 0 0 1 1 1 

2Vdc/3 0 1 1 1 0 0 1 1 0 

Vdc 1 1 1 1 0 0 1 0 0 

0 0 0 0 1 0 0 1 1 1 

0* 0 0 0 0 1 1 0 1 1 

−Vdc/3 0 0 1 0 1 1 0 1 1 

−2Vdc/3 0 1 1 0 1 1 0 1 0 

−Vdc 1 1 1 0 1 1 0 0 0 



Implementation of Single-Phase Cascaded Seven-Level Inverter … 37

4 Results and Discussion 

4.1 Proposed Arrangement Simulation Results 

The designed arrangement furnished in Fig. 3 over MATLAB/SIMULINK environ-
ment terminated the SIMPOWER arrangement toolbox with output waveform as 
demonstrated in Fig. 4. Moreover, THD is also characterized in Fig. 5, % THD of 7  
level CHBMLI is 9.40%. 

The percentage reduction of THD using 7 level modified MLI when compared to 
5 level modified MLI is indicated in Table 2.

Fig. 3 Simulation circuit intended for designed cascaded H-bridge seven-level inverter 

Fig. 4 Productivity voltage intended as designed cascaded H-bridge seven-level inverter
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Fig. 5 THD intended in 
favor of designed cascaded 
H-bridge seven-level inverter

Table 2 Comparison 
between modified MLI 

S. No. Voltage level No. of switches % THD  

1 5 6 11.91 

2 7 7 9.40 

4.2 Proposed Arrangement PROTEUS Setup 

Proteus is one of the great conventional simulators. It conserves used to construct 
all circuits on stimulating fields. It is symmetrical through promoting the graphical 
user interface to constitute probably correlated to the substantial prototype panel, as 
depicted in Fig. 6. Further, it also preserves the waveform to produce printed circuit 
boards, as demonstrated in Fig. 7.

5 Conclusion 

This manuscript has projected the designed cascaded H-bridge MLI over limited 
power switches in MATLAB/SIMULINK and PROTEUS software demonstration. 
The single PWM arrangement declines the complexity in the pulse generation 
periphery, including reducing the THD with a better power factor, this is because of 
reducing the number of switches in the present CHB 7 level inverter. Suitable for the 
distinctive presence, the suggested topology is executive to the conventional method. 
Thus, single PWM is conveniently used for the recommended MLI. Multilevel 
inverters consist of a developed initiatory, a developing technology against a well-
identified, attractive intermediate voltage constancy, and immense power utilization. 
The device’s extended enhancement, including industrial operation, progress firm-
ness contemporary challenges with convenience through stimulating further develop-
ment of cascaded H-bridge MLI technology. The simulation outcome in engagement
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Fig. 6 Expansion of designed cascaded H-bridge seven-level inverter in PROTEUS 

Fig. 7 Output voltage for scheduled cascaded H-bridge seven-level inverter
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well at the time subsequent PROTEUS. This layout is anticipated to be immensely 
convenient in immense power utilization. 
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An Adaptive and Efficient VSC-MTDC 
Controller for DC Voltage Regulation 
and Frequency Stability in AC Network 

Ashima Taneja, Radheshyam Saha, and Madhusudan Singh 

Abstract In modern power systems, application of VSC-based multi-terminal high 
voltage direct current (mVSCHVDC) technology is showing a growing research 
interest with significant power infeed from various renewable energy resources. In 
effect, mVSCHVDC grid coupled with AC systems enables to enhance controlla-
bility, reliability, and voltage-frequency stability of interconnecting networks with 
an enabling scenario for flexible sharing of energy reserves in power markets 
among the AC networks. The research reveals that during a frequency excursion 
in an AC-system, dual-droop control strategies, i.e., power and frequency droops in 
mVSCHVDC exhibit limited frequency support capability due to negative impact 
of DC voltage droop. Also, frequency deviations in the healthier networks are held 
responsible for limited power support from dual-droop controlled mVSCHVDC. In 
order to have adequate frequency support from mVSCHVDC grid, a new adaptive 
dual-droop converter control strategy is proposed in this paper that makes a paradigm 
shift in mVSCHVDC control from the earlier principles reported. Also, it nullifies 
the impact of DC voltage droop and impact of frequency deviations as well in other 
networks on the frequency support capability of the converter control. The effective-
ness of the proposed control is justified and demonstrated by triggering a significant 
load increase event in one of the AC areas of a five-terminal mVSCHVDC system 
simulated on MATLAB/Simulink platform. 

Keywords Dual-droop · Droop interaction · Communication-free support 

1 Introduction 

With several favorable control characteristics presented by VSC-HVDC technology, 
it has become a preferred choice for configuring multi-terminal high voltage direct 
current (mVSCHVDC) grid networks [1]. Such an integration of various far-located
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converters into a common HVDC grid increases overall reliability by offering conve-
nience of power flow on different transmission paths. Also, mVSCHVDC systems 
allow prosumers or consumers-suppliers to have multiple choices for power trading. 
In addition, such DC grids can be enabled to enhance system security by allowing 
sharing primary reserves among their integrated AC networks [2]. 

Existing literature demonstrates the methodology for mitigating frequency excur-
sion via mVSCHVDC systems by utilizing spinning reserves of the intercon-
nected healthier AC networks [2–7]. A dual-droop control technique using DC 
voltage–power-frequency droop has been proposed in [2] for bidirectional control 
of converters constituting mVSCHVDC grid so that integrated AC–DC grid can 
maintain its DC voltage stability as well as participate in mitigating frequency 
excursion issues of the interconnecting AC networks. However, limited frequency 
support is provided by the dual-droop control technique due to opposite impact 
of DC voltage droop on frequency droop. A correction factor for frequency droop 
coefficient has been proposed in [3] so that the impact of DC voltage droop on 
frequency droop can be neutralized. However, it is based on the assumption of negli-
gible frequency deviations in supporting networks. In [4], it is proposed to exercise 
only power–frequency droop of dual-droop controller in VSC interfaced AC areas 
undergoing frequency disturbance. But such demarcation is based on rate of change 
of frequency (RoCoF) for differentiating disturbed and supporting networks, which 
becomes ambiguous if a severe frequency excursion occurs. Application of an inertial 
droop in respect of RoCoF along with the dual-droop control strategy in converter 
control of mVSCHVDC system has been proposed in [5], but it does not consider 
the interactions among the droop. But it involves additional requirement of electrical 
parameters to be communicated to converter control instead of performing local 
measurements. An improved dual-droop control technique has been proposed in [6] 
to reduce the negative impact of DC voltage droop but it has the same complexity of 
communicating the required parameters same as that of [5]. [7] proposes a non-linear 
dual-droop control for mVSCHVDC but has limited active power support capability 
due to mutual interaction among the droops. [8, 9] proposes an interaction-free dual-
droop control technique for bipolar-configured VSC-MTDC system which uses P-
Vdc droop control at one pole and P-f droop control at the other. Although, better 
frequency regulation can be obtained with respect to traditional dual-droop control 
[2], but it requires a dedicated slack converter in the grid for power balancing. Also, 
AC area with this slack VSC is also not allowed to withdraw frequency support 
from the MTDC grid. Few papers [10, 11] suggest to use electrostatic energy stored 
in station capacitors for frequency regulation. But, for appreciable support to be 
withdrawn, it requires use of either extra high DC transmission voltage or super 
capacitors. 

The research work formulated in this paper makes an attempt to improve the 
efficiency of frequency support achieved from mVSCHVDC grid by proposing an 
adaptive dual-droop control technique for grid converter terminals with intercon-
nected AC networks participating in maintaining DC voltage and frequency stability. 
The proposed control aids in nullifying the opposite impact imposed by DC voltage 
droop on the frequency droop. And, it eliminates the negative impact of frequency
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deviations (occurring in the supporting networks) upon the frequency support taken 
by the disturbed network from the DC grid. It is worth noting that the proposed work 
relies only upon local measurements and is, thus, reliable over the communication-
based frequency support techniques proposed in the literature [5, 6]. Factoring the 
above, a design, simulation, and modeling for a five-terminal, mVSCHVDC grid have 
been carried out on MATLAB/Simulink platform for bringing forward efficiency of 
proposed work over traditional techniques. 

This paper is outlined as: Sect. 2 presents the inefficiency of frequency support 
obtained from mVSCHVDC grid controlled via traditional dual-droop control tech-
nique. Section 3 presents the proposed control technique for obtaining enhanced 
frequency support. Section 4 presents the system configuration and provides the 
results obtained in case of frequency contingency. This paper is concluded in Sect. 5. 

2 Dual-Droop Control for Multi-terminal HVDC Grid 

The generation of reference direct-axis converter current (id *) for the dual-droop 
control used with standard vector current control is shown in Fig. 1. ρv as DC voltage 
droop and, ρ f is the power-frequency droop coefficient, for ith VSC of an n-terminal, 

Pvsc.i = P∗ 
vsc.i + ρv.i

(
V ∗ 
dc.i − Vdc.i

) − ρ f.i
(
f ∗ 
i − fi

)
(2.1) 

Considering a load/generation unbalance in ith AC network,

Δ Pvsc.i. pu = ρ f.i .Δ fi.pu − ρv.i .Δ Vdc.i. pu (2.2) 

Adding the power deviation of all the n-converters, 

n∑

i=1

Δ Pvsc.i.pu = 
n∑

i=1 

ρ f.i .Δ fi.pu − 
n∑

i=1 

ρv.i .Δ Vdc.i. pu (2.3)

Fig. 1 Generation of id * using the dual-droop control for grid converters 
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Assuming negligible losses along with equal DC voltage deviation,

Δ Vdc. pu =
∑n 

i=1 ρ f.i .Δ fi. pu∑n 
i=1 ρv.i 

(2.4) 

Substituting (2.4) in (2.2) and rearranging,

Δ Pvsc.i.pu = ρ f.i .Δ fi. pu 

⎛ 

⎜⎜ 
⎝1 − ρv.i 

n∑

i=1 
ρv.i 

⎞ 

⎟⎟ 
⎠ − 

ρv.i 
n∑

i=1 
ρv.i 

. 
n∑

j=1 
j /=i 

ρ f. j .Δ f j. pu (2.5) 

Thus, change in power deviation made by the disturbed VSC depends on its local 
frequency deviation (Δ f i.pu) and the two droop coefficients and frequency deviations 
occurring in other (supporting) areas (Δ f j.pu). Ideally, change in power flow made 
by ith VSC:

Δ Pvsc.i.pu.ideal = ρ f.i .Δ fi.pu (2.6) 

But, actual change in converter power flow for such excursion is given by (2.5), 
so that,

Δ Pvsc.i.pu.actual = Δ Pvsc.i. pu.ideal(1 − ki ) − ki . 
n∑

j=1 
j /=i 

ρ f. j .Δ f j. pu (2.7) 

where ki = ρv.i∑n 
i=1 ρv.i 

. It may be noted that subscript ‘i’ corresponds to disturbed AC 
network while ‘j’ is for AC networks supporting the disturbed network, and the ratio 
‘ki’ is always less than 1. 

Also, from (2.6) that Δ Pvsc.i.pu.actual is lesser than Δ Pvsc.i.pu.ideal due to: 

a. Degradation of Δ Pvsc.i.pu.ideal by factor ‘1 − k’. 
b. Impact of frequency deviation, Δf j occurring in healthier areas while supporting 

the disturbed network. 

Thus, limited active power gets injected in to the disturbed AC network from 
mVSCHVDC grid. For a VSC interfaced with the supporting network,

Δ Pvsc. j. pu = ρ f. j .Δ f j. pu − ρv. j .Δ Vdc. j. pu (2.8) 

But, for supporting VSCs, change in power flow is a result of local DC voltage 
deviation,

Δ Pvsc. j. pu.ideal = ρv. j .Δ Vdc. j. pu (2.9)
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Using (2.9) in (2.8),

Δ Pvsc. j. pu.actual = −(
Δ Pvsc. j.pu.ideal − ρ f. j .Δ f j. pu

)
(2.10) 

Thus, power support offered by any jth network to the disturbed (ith) network via 
mVSCHVDC grid gets lessened by the power withdrawn by the jth network in itself 
in response to the frequency deviations, Δ f j.pu occurring in it. 

3 Proposed Dual-Droop Control Strategy 

Since power deviation made by the disturbed VSC is opposite to that of the supporting 
VSC, thus VSC controller can distinguish whether the interconnected AC area is 
disturbed or supporting area considering no converter outages and also no request 
for any power flow change, i.e., Δ Pvsc 

* = 0. It is proposed that whenever converter 
controller identifies a disturbed area and its frequency falls out of the dead-band 
range, it should use 

ρ f.modified = 
ρ f 

1 − k 
(3.1) 

Since k < 1, thus, ρ f.modified is more than ρ f . However, if the controller identifies a 
supporting area, then it reduces its ρ f to zero and should exercise only its DC voltage 
droop. This ensures supporting area is not withdrawing any power support while it 
is supporting the disturbed area. Table 1 provides the droop coefficients for three 
possible scenarios: steady state, supporting state, and disturbed state. 

Thus, using Table 1, net change in power flow becomes 
For disturbed VSC,

Δ Pvsc.i.pu.actual = Δ Pvsc.i. pu.ideal (3.2) 

For supporting VSC,

Δ Pvsc. j. pu.actual = −Δ Pvsc. j.pu.ideal (3.3)

Table 1 Droop coefficients 
with proposed control for 
mVSCHVDC system 

State of AC 
network→ 

Steady state Disturbed 
state 

Supporting 
state 

ρv Retained as 
original 

Retained as 
original 

Retained as 
original 

ρf Retained as 
original 

Calculated 
from (3.1) 

Zero 
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Fig. 2 Flowchart for selecting frequency droop coefficient in the dual-droop controller 

Once frequency of the AC areas recovers back within the dead-band range, original 
frequency droop coefficients are restored. The algorithm for selecting the frequency 
droop coefficient in the proposed dual-droop controller is represented by flowchart 
in Fig. 2. 

4 Simulations and Result 

Figure 3 shows the proposed configuration of five-terminal mVSCHVDC grid system 
simulated on MATLAB/Simulink platform. All the three onshore converters are dual-
droop controlled (DDC). AC–DC systems parameters are listed in Table 2. VSC  
associated with the wind farms are considered to be in constant power control (CPC) 
mode.

Three distinct dual-droop control case studies are made: 
Case-1: DDC-mVSCHVDC using desired values of ρ f and ρv. 
Case-2: Modified DDC-mVSCHVDC using ρ f.modified. 
Case-3: Proposed DDC-mVSCHVDC using the droop coefficients given in Table 

1. 
Simulink representation for selection of ρ f by proposed controller at VSC-1 is 

shown in Fig. 4. The frequency support offered by these three control schemes is 
compared by initiating a load increase of 10% at t = 45 s, in ONG-1. Figure 5 
shows frequency of three AC grids. With proposed control technique, frequency
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Fig. 3 Five-terminal mVSCHVDC system coupled with AC networks 

Table 2 System parameters 

System components Ratings 

Onshore grids (ONG-1, ONG-2, and ONG-3) 

Power generation in ONG-1, ONG-2, and ONG-3 1050 MW, 2100 MW, and 4200 MW 

Governor droop and inertia time constant 0.05 pu, 3.2 s 

Onshore grid converters 

ρdc for VSC-1,VSC-2, and VSC-3 controllers 0.3, 0.2, 0.1 

Frequency droop coefficient (ρf *ρdc) Desired value Modified value 

VSC-1,VSC-2, and VSC-3 30, 20, 10 36.67, 27.5, 22

nadir is better (49.87 Hz) in comparison with the other techniques (49.72 Hz for 
Case-1 and 49.59 Hz for Case-2). Although modified frequency droop coefficients 
of (3.1) are used in Case-2 for negating the impact of DC voltage droop, still its 
frequency nadir is worse than Case-1 in which no modification is applied. This is 
because in Case-2, ρ f.modified (higher than desired) is used for all the VSCs (both 
disturbed as well as supporting). As a result of which, the supporting VSCs could 
only make limited power deviation as followed by (2.10). Thus, lesser amount of 
power is inverted by VSC-1 in Case-2 as compared to Case-1. However, for Case-3, 
since ρ f.modified is used only for VSC-1 terminal along with its value being zero for the 
supporting VSC terminals (VSC-2 and VSC-3), it enables to withdraw more power 
from mVSCHVDC grid from supporting networks (ONG-2 and ONG-3). Figure 6 
shows the power inverted by the three onshore converters of the mVSCHVDC grid. 
As explained above, by using the proposed scheme, VSC-1 is able to withdraw more 
power as shown in Fig. 6a with respect to other two cases. Also, inverted power by
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VSC-1 for Case-2 is lesser than Case-1 due to ρ f.modified being used for all VSCs 
which are having higher values than their respective desired values. 

Figure 7 shows local DC voltage deviation as observed at VSC-1. As higher values 
are used in Case-2 as ρ f.modified and also, its frequency drop being more (as shown in 
Fig. 5) and as asserted mathematically by (2.4), the DC voltage deviation for Case-2 
is more than the other cases. Deactivation of frequency droop for supporting VSCs 
in Case-3 makes its DC voltage deviation least among the three cases.

From Fig. 6b, power deviation made by VSC-2 is maximum in proposed scheme 
because only DC voltage droop is exercised by it while supporting excursion of 
ONG-1. Thus, it is able to make power deviation as per its ideal value. Even though

Fig. 4 Simulink model for selection of ρf by the proposed controller at terminal-1 

Fig. 5 Frequency of a ONG-1, b ONG-2, c ONG-3 after applying load increase in ONG-1 

Fig. 6 Power inverted by a VSC-1, b VSC-2, and c VSC-3 after load increase in ONG-1 
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Fig. 7 Local DC bus 
voltage at VSC-1 after load 
increase in ONG-1

Fig. 8 Frequency droop 
coefficients exercised by the 
proposed controller 

higher frequency droop coefficients are used in Case-2 than Case-1, still its power 
deviation is more than Case-1. This is justified by higher DC voltage deviation of 
Case-2. 

From Fig. 6c, power deviation made by VSC-3 is more in Case-2 than in Case-3 
even though proposed scheme disables its frequency droop for supporting VSCs. 
This is justified again due to higher DC voltage deviation of Case-2 than Case-3. At 
the same time, power deviation of Case-1 is even higher than Case-2. This is because 
in Case-1, desired values of frequency droop coefficients are employed which are 
lower than in Case-2. Figure 8 shows ρ f. exercised by proposed controller. It can be 
seen that modified (higher value = 36.67) is used for the disturbed VSC at terminal-1 
only. Also, supporting VSC terminal-2 and VSC terminal-3 exercise only DC voltage 
droop by making their frequency droop coefficient to 0 during excursion. 

5 Conclusion 

In this paper, a new adaptive dual-droop control technique for VSC- MTDC grid 
has been designed for mitigation of frequency excursions in the interconnected AC 
networks. It has transpired that the frequency support offered by conventional dual-
droop control is limited, firstly, on account of mutual interaction between DC voltage 
droop and frequency droop and secondly, due to the frequency deviations occurring 
in the supporting networks. The paper has demonstrated the mitigation measure of 
the unmet effect of DC voltage droop on frequency droop and has shown a new
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control strategy for nullifying the impact of DC voltage droop by designing appro-
priate frequency droop coefficient in VSC terminals associated to the disturbed area. 
In addition, the limited active power supporting capability of conventional dual-
droop control in respect of any frequency deviation in the supporting areas has been 
considerably improved by use of just DC voltage–power droop in VSCs coupled 
supporting AC areas. The proposed adaptive control strategy has been tested on a 
typical five-terminal configuration of VSC-based MTDC grid on MATLAB/Simulink 
platform by creating an event of sudden large load increase in one of the AC networks. 
The results confirm that the proposed dual-droop control strategy helps in obtaining 
much-needed frequency support over the earlier control strategies. 
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Planning of Load Frequency Control 
in Two Degrees of Freedom PID 
Controller Using MFO Technique in 2 
Area Power System 

Mukesh Pushkarna, Haroon Ashfaq, and Rajveer Singh 

Abstract In this paper, the load frequency regulation of a two-area system is investi-
gated in detail. In this research, two regions have been explored in which non-reheated 
types of turbines are utilized in both areas and in which a new controller known as 
2-DOF PID is used in the secondary loop of the secondary system (2-DOF PID). 
The settings of this controller have been optimized using the newest meta-heuristic 
approach, commonly known as the moth flame optimization algorithm (MFO), in 
order to decrease the variance in frequency of both area and tie-line power. The same 
procedure is followed by PID and integral controllers, whose settings are modified 
in the same way by the MFO. When the results of these experiments are examined, 
it is discovered that the 2-DOF PID controller outperforms the other controller in 
terms of minimizing the variation in frequency of both area and tie-line power. 

Keywords Teaching learning-based optimization (TLBO) · Moth flame 
optimization (MFO) 

1 Introduction 

The power system is a complicated system that consists primarily of three structure: 
generation, transmission, and distribution. It consists of variable load, which varies 
at all times and must be maintained at the set level. Load frequency control (LFC) is 
a concept that has been introduced here. The frequency variation will be controlled 
by LFC, which will keep it at its usual value. The frequency will change as the load 
changes. It will increase if the load lowers and drop if the load increases, resulting in 
load frequency control. The primary and secondary loops are the two loops in LFC. 

The primary loop is unable to restore the frequency to its previous value, necessi-
tating the usage of a secondary loop to accomplish this task. An interconnection line
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exists in a two-region system, which transports electricity from one area to another in 
order to satisfy the demands of the consumers. The tie line has two functions: First, 
it serves to interchange electricity across numerous places, and second, it serves to 
preserve the frequency. On the LFC, there have been hundreds of studies undertaken 
throughout the years. In terms of the most dependable controller design for AGC, 
the Elgerd and Fosa are the first to share their viewpoints. Chang et al. [1] investi-
gates a number of different LFC controllers. The PID controller is well-known in the 
industry because of its dependability, simplicity, and ability to make on-site adjust-
ments as necessary. An intelligence strategy for the AGC-linked power system, as 
defined in [1, 2], is being examined, as previously stated. The AGC is controlled and 
regulate by artificial bee colony (ABC) algorithm [3, 4], as it has the most effective 
and intelligent local and global hunt capabilities of any algorithm. In a distributed 
power system, proportional integral derivative (PID) and proportional integral (PI) 
controllers are used to govern automated generation control (AGC). In a distributed 
power system, the differential evolution algorithm [5] is used to govern the auto-
matic gain control (AGC). The PSO approach is utilized to handle a wide range of 
engineering problems, and it may be employed in this situation to handle the optimal 
control and setting of AGC [6, 7]. The TLBO is used in this paper to implement a 
technique for AGC. The TLBO is described in detail in [7]. Based on the preceding 
literature study, [8–10] a two-degree-of-freedom controller will be implemented in 
a two-area system, with system parameters optimized using the MFO algorithm. 

2 System Understudy 

Discussions have taken place in this section on the two-area system of LFC [11, 12]. 
The two-area system is illustrated in Fig. 1. Speed controlling units, turbine units, 
generator units, and load units are found in both areas of the power system. A ΔPref 

(provided to the controller), a PD (load disruption of an area), and a ΔPtie are the 
three inputs to each area (tie-line power). In each area, the outputs are the frequency 
deviation F and the area control error (ACE). As an example, consider this equation 
for ACE: 

ACE = BΔF + ΔPTie (1)

The frequency bias parameter is denoted by the letter B in the above equation. A 
transfer function is used to represent the relationship between all three units in each 
region.
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Fig. 1 Two-area system

3 2-DOF and PID Controller 

When it comes to control systems, the degree of freedom can be interpreted as the 
number of different transfer function in closed-loop, which may be implemented 
independently. 

A two-degree-of-freedom PID controller is capable of detecting a quick shock or 
disturbance without the need for a illustrative boost or maximizing in the pinnacle 
tracking process. 

PID controllers with two degrees of freedom (DOF) are also useful since they 
may lessen the influence of the reference signal on the control system. 

The traditional control architecture depicted in the preceding picture (2) makes 
use of a 2-DOF PID controller. The output is represented by u, and the two inputs, 
r and y, are depicted in parallel form. A diagram of the close loop TF of the 2-DOF 
PID is provided in the following equation (Fig. 2). 

u = K p(br − y) + 
Ki 

S 
(r − y) + Kd S 

N S  + 1 
(cr − y) (2)

where 
Kp—This symbol represents proportionate gain. 
Ki—Represent the gain of the integrator. 
Kd is used to represent the derivative gain.
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Fig. 2 2-DOF and PID 
controller

Filter gain is represented by the number N. 
The pinnacle weight is represented by the proportional term, while the derivative 

weight is represented by the secondary term. 

4 Moth Flow Algorithm 

The optimization is a technical phrase that refers to the ability to identify the 
most appropriate method for a given problem. The complexity of the questions has 
increased day by day over the past few years, or a decade, and the necessity for a 
new optimization tool will become increasingly apparent in future days. 

Currently, a new technique known as the MFO algorithm, presented by Mirhalili 
in 2014–15, is being employed and was energized by natural phenomena. It is 
intriguing to learn about moths, specifically about their directed navigation mecha-
nism in the dark, which makes use of the moonlight. The majority of moths have a 
strong preference for flying throughout the night. 

The moth flame optimization (MFO) method is the mathematical model that 
allows for the occurrence of these events to occur. Both the terms moths and flames 
accurately describe the situation. Specifically, the moth implies the driver looking 
operator, and flame implies the optimal place for the moth to fulfill that goal. As 
a result, each moth seeks around a flame and restores it if a more exact answer is 
available in contrast to the former one. 

The proposed MFO algorithm, which estimates the global optimization of the 
issue, is three-tuple in nature and may be expressed as follows: 

MFO = (I, P, T ) 

where I made a connection between the random number of moths and the corre-
sponding fitness score. According to the following equations, this function may be 
expressed mathematically. 

I : ∅ →  {M, OM} 

Specifically, the second word P is the primary function, which is to move with the 
moth around the circumferences to hunt for available space. This function receives 
the matrix M as input and uses it to calculate the value of the matrix and return it.
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P : M → M 

True or false will be returned by the third function F. If the termination require-
ments are met, the program responds with a true signal, and if the termination criteria 
are not met, the program replies with a false signal. 

T : M → {True, False} 

These two matrixes, denoted by the letters ub and lb, in which the letters ub and 
lb denote the top and bottom values of variables, respectively. 

ub = {ub1ub2ub3 . . .  ubn−1ubn} 

where ubi bottom shows the upper bound of the ith variable. 

lb = {lb1lb2lb3 . . .  lbn−1lbn} 

where lbi bottom shows the lower bound of the ith variables. 
Using the following equation, each moth will be able to update its location in 

relation to the flame: 
In the above expression, Mi represents the position of the ith moth and jth flame, 

which is denoted by Fj, and S is the spiral function of the moth and flame. 

M = S
(
Mi Fj

) → M 

S depicts a moth fluttering around a flame and how it may be at several locations 
at the same time. The flames are deemed to be the best answer, and their values are 
stored in the F matrix. The flowchart for MFO is depicted in Fig. 3.

5 Simulation Result 

In two-area systems where the power system that has been adopted is the same, it 
has been taken into consideration. In two circumstances, the MFO provides benefits 
to both area controllers. Assume that area one has a known step load deviation, and 
that area two has a known step load deviation in the first scenario and the second 
scenario, respectively. A result is produced in both circumstances. The parameters 
will be the same for both sections because the system is regarded as similar. The 
system operates at a frequency of 50 Hz (Hz). Table 1 shows two characteristics of 
the area system that are relevant to this study.

Case 1—When the step disruption is applied to region 1 of the diagram. 
This is the situation in which there is a 2% step disruption in area 1. Simulation 

is carried out using a variety of controllers in its secondary loop, and the resulting
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Fig. 3 Flowchart for 
proposed algorithm

Table 1 Parameter for two 
area 

System parameter Value 

Kps 108 

Tps 23 s 

T sg 0.4 s 

TT 0.6 s 

Speed regulator 3 

Bias parameters 0.32 

Tie-line power 0.1
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Table 2 Disturbance for 2% in first area 

Controller Kp Ki Kd N B C K 

2-DOF PID 2.907 5 5 610 11 0.06 0.88 

PID 4 4 1.66 – – – – 

Integral – 0.4 – – – – – 

result is determined. As an example, the following are the values of parameters for 
several controllers: 

In Case 2, step disruption is directed to area 2. 
As an example, consider the issue of a 2% step disruption in area 2. Simulation 

is carried out using a variety of controllers in its secondary loop, and the resulting 
results are determined. Various controllers’ parameters have the following values, 
which are listed in alphabetical order (Table 2, Figs.  4, 5, 6, Table 3, Figs.  7, 8 and 
9). 

Fig. 4 Deviation of 
frequency in area 1 

Fig. 5 Deviation of 
frequency in area 2
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Fig. 6 Tie line power in Area 2 

Table 3 Disturbance for 2% in second area 

Controller Kp Ki Kd N B C K 

2-DOF PID 2.8722 5 5 610 11 1.06 0.8 

PID 3.68 1.87 4.30 – – – – 

Integral – 0.6 – – – – – 

Fig. 7 Drift-frequency of area 1 

Fig. 8 Drift- frequency of area 2
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Fig. 9 Tie line power in 
Area 1 

6 Conclusion 

This paper presents a section in two scenarios in which a disturbance is caused in two 
separate locations. The outcomes of the simulations are displayed for both situations. 
It is discovered from the two scenarios stated above that a 2-DOF PID controller modi-
fied with the use of the MFO algorithm outperforms the two other classic controllers 
known as the PID controller and the integral controller in terms of performance. This 
novel controller can minimize the settling time, eliminate frequency oscillations, and 
lower the peak overshoot of the variable by a factor of two. As a result, the architec-
ture with a 2-DOF PID controller obtains increased overall system performance as 
a result of its use. 
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Optimization of Cost and Sensitivity 
Analysis of a Standalone Microgrid 

Papia Ray and Surender Reddy Salkuti 

Abstract This paper discusses the cost optimization and sensitivity analysis of stan-
dalone and hybrid microgrids in remote areas. The hybrid microgrid considered in 
this paper comprises a diesel generator (DG), wind turbine (WT), and solar PV unit. 
Cost optimization and sensitivity analysis have been performed by changing diesel 
price, solar irradiation, and wind speed. The proposed approach in this paper can 
work for the progress of rural places by using a cleaner, eco-friendly environment 
based on renewable energy sources (RESs) to acquire load requirements. For the 
simulation studies and economic expediency, a remote village, named Kotapokhari 
in Khordha District, Odisha, India, is considered. The Hybrid Optimization Model 
for Electric Renewable (HOMER) Pro software is used for analyzing the economic 
feasibility of the proposed hybrid microgrid. The best combination of the microgrid 
for minimal net present cost and cost of energy was found. Further, the sensitivity 
analysis and emission by pollutants and load sharing of different components of the 
standalone microgrid were formulated. The suitability and cost-effectiveness of the 
proposed hybrid power system are validated from simulation results. 

Keywords Microgrid · Wind power · Solar PV power · Cost · Sensitivity ·
Renewable energy 

1 Introduction 

The software HOMER Pro is used for hybrid optimization model for multiple 
energy resources (HOMER). It is a standard software for optimizing a microgrid in 
various sectors. This software is originated at National Renewable Energy Laboratory 
(NREL) and distributed by HOMER Energy for engineering and economics work
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simultaneously. This software designs and simulates models with various combi-
nations and simulates hybrid microgrid (HM) operation for an entire year [1, 2]. 
Considering total net present cost (TNPC), a list of configuration results is displayed 
in a sorted form from lowest to highest in this software. Still, TNPC system config-
uration has differed with sensitivity variable designer selection. From the HOMER 
software, optimal results for each selection, including the sensitivity variables for 
the hybrid renewable energy system (HRES) with different configurations based on 
the highest to lowest cost, can be tabulated [3]. 

A simulation study is performed here of a remote village, named Kotapokhari in 
Khordha District, Odisha (20.1301 °N, 85.4788 °E), India, for its economic expedi-
ency. An HM system consisting of a PV panel, wind turbine (WT), converter, battery, 
and a diesel generator (DG) is planned to maintain that village’s required load. As 
off-grid loads are beneficial for the hybrid system, the analysis is based on this, 
which will further help the remote end village-like Kotapokhari design the power 
model [4, 5]. HOMER legacy 2.68 beta version is applied here for the optimization 
of the system, and sensitivity analyzes are carried out for accurate results. For global 
system modelling, analysis, and simulation, HOMER Pro was used to acquire net 
present cost (NPC) and sensitivity analysis (SA). This study aims to give the least 
total NPC and SA of three cases and find the best combination [6].  The main aim  is  
to develop an accurate cost and sensitivity analysis scheme. The main contributions 
are as follows: 

• Optimization and cost analysis of different components of the standalone HM. 
• Quantity of emission production by various pollutants. 
• Percentage of power contributed by the different components. 
• Exact location, wind speed, and solar radiation data. 
• Cost of energy (COE), system NPC, and SA performance. 

2 Proposed Scheme 

The analysis acknowledges that of a small village in the Khordha district of Odisha 
state. The objective is to give the least total NPC, COE, and the net quantity of 
emission produced by various hybrid systems with pollutants for delivering power to 
acquire the energy requirement of said study place [7]. Odisha lies between 17.780 N 
and 22.730 N, longitudes 81.37 E and 87.53 E with an area of 155,707 km2, which 
is 4.87% of the total area of India and a coastline of 450 km. It comprises 30 districts 
and 314 blocks—this work is based upon Kotapokhari, Khordha, which has hilly 
terrain; the plain area is more fertile than the plateau and is primarily a forest area 
[8, 9]. The study area has 01 unelectrified villages (Kotapokjhari) where the average 
population is 600 with 250 houses. Our research area’s exact geographical location is 
situated in Khordha district, Odisha in India. Figure 1 depicts the proposed scheme.
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Fig. 1 Proposed scheme Investigating 
target site’s load 

profile 
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2.1 Determination of Daily Load Profile 

A rural village in Khordha, Odisha, has been considered here as the site for analysis 
purposes whose various loads are fluorescent tubes, fans, televisions, electric irons, 
refrigerators, washing machines, computers, and grinders. The daily consumption 
of energy is 345 kWh/d, and the peak load is 64 kW [10]. Figure 2 depicts the 
hourly load profile in January, whereas the scaled load is depicted in Table 1 with a 
calculated correction factor.

Table 1 shows that the average kW/day is 345, average kW is 14.38 peak load 
which is 64.91 kW, and the load factor (LF) is 0.22 [11]. From Fig. 2 (variation of 
electrical load during the whole day), it can be observed that at 8 pm, the load is 
maximum; meanwhile, at 9 am, the load is minimal. It can also be observed that the 
load is comparatively higher than in the daytime during the evening time.
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Fig. 2 January’s hourly load profile 

Table 1 Scaled value of load 

Metric Baseline Scaled Metric Baseline Scaled 

Average (kWh/day) 345 345 Peak (kW) 64.91 64.91 

Average (kW) 14.38 14.3.8 Load factor (LF) 0.22 0.22

2.2 Metrological Data 

The selected area is located at 20° 11.2,N latitude and 85° 37.1,E longitude. The 
average value of all day’s solar irradiation (SI) and clearness index values is depicted 
in Fig. 2. The SI value lies between 4.131 kWh/m2/day to 6.132 kWh/m2/day and 
an annual average of 5.03 kWh/m2/day. Average global horizontal irradiances (GHI) 
data is around 4.82 kWh/m2. GHI data can be varied throughout the year. From Fig. 3, 
it can be observed that the GHI data of the exact project location [12]. It is generally 
higher during the summer season. Its impact is lower than on a clear day on a cloudy 
day. Meanwhile, its impact changes from day tonight. 

Figure 4 depicts a year’s wind speed (WS) at the proposed location. The selected 
site’s average WS profile is 4.32 m/s. Figure 3 shows peak WS which occurs in April

Fig. 3 Monthly average GHI solar value 
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Fig. 4 Monthly average wind speed (WS) data 

at 4.680 m/s and lowermost in January at 3.150 m/s. From Fig. 4, it can be observed 
that the exact project location. The average WS data is around 4.29 m/s. Generally, 
the WS is usually high during June and low during January. 

2.3 Schematic Model Diagram 

Figure 5 depicts the schematic model of the microgrid using HOMER software. This 
schematic has two buses, such as one is AC, and the other is DC. The AC has an 
electric load of 345 kWh/d, and a 64.91 peak is connected to the microgrid. A generic 
flat plate PV of 1 kW is connected to the DC bus bar. A 1 kW converter is connected 
between AC and DC to convert DC to AC. A WT and a DG are connected to an AC 
line [13]. Figure 5 shows that an AC electric load of 345 kWh/d and 64.91 kW peak 
can meet the load demand by connecting a 1 kW generator, 1 kW PV, 1 kWh LA 
battery, and 1 kW turbine. 

Fig. 5 HOMER 
software-based microgrid 
model
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2.4 Problem Description 

This section discusses the proposed system components and its detailed analysis, such 
as cost, rating, and contribution of load sharing. The optimization of cost analysis, 
sensitivity analysis (SA), percentage of load sharing by a different component of the 
system, percentage of excess load production, the quantity of emission produced by 
various pollutants, and system economics (SE) is also discussed [14]. A maximum 
of 03 AC or DC generators can be designed by HOMER Pro in a power system that 
consumes different fuels. The fuel cost is expressed by using, 

Ffuel = C0Ygenerator + c1 Pgenerator (1) 

where C0 is the intercept coefficient of the fuel curve, C1 is the fuel curve slope, 
Ygenerator is generator rated capacity (kW). DC electricity is generated by the HOMER 
Pro-based PV module when solar irradiance is incident upon it. Solar voltaic is 
selected when there is less WS and more price of diesel [15, 16]. The PV array’s 
power output is determined using, 

Ppv = CPV PPV 
IT 
IS 

(2) 

where CPV  is the PV derating factor, IS is the standard radiation value (1 kW/m2), 
IT is PV array radiation (kW/m2), Pgenerator is generator output power (kW), PPV  and 
PV array rated capacity (kW). 

3 Results and Discussion 

Optimization results from HOMER Pro by considering sensitive variables such as 
SI are 4.82 kWh/m2/d, diesel price is $1.34/L, and SI is 4.82 kWh/m2/d. Here, the 
PV-battery-wind-generator converter system is the most economical model. Figure 6 
depicts the optimization results of the best combination of the microgrid, which gives 
minimum COE and NPC. The hybrid (PV, wind, generator, battery energy sources) 
model provides the best possible result. The obtained optimum NPC is $727,306, 
and COE is $0.447.

Table 2 shows the percentage of energy produced by different microgrid compo-
nents. Table 2 shows that the most significant amount of energy is supplied by generic 
flat plate PV, 66.8%, then WT, which is around 31%. The PV cell produces 194,918 
kWh of energy, the generator produces 6575 kWh of energy, and the WT has 90,484 
kWh of energy in a calendrical year. The total electricity produced in a year is around 
291,977 kWh of energy.

Table 3 presents the percentage of excess energy produced by the system. Table 
3 shows that yearly 140,884 kWh of extra energy is produced by our design model,
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Fig. 6 Electricity production each month

Table 2 Energy production Production kWh/yr Percentage (%) 

Generic flat plate PV 194,918 66.8 

Auto size genset (Generator) 6575 2.25 

Generic 1 kW (WT) 90,484 31.0 

Total 29,1977 100

which is around 48.3% of total energy production. If this system is connected to the 
grid, it can be sold to the grid, and the extra amount of energy can repay our running 
cost and reduce our COE. This model has no capacity shortage, and there is no 
unmet electric load as it is the standalone grid. One can reduce the excess electricity 
production if it is connected to the grid or the extra load. Table 4 shows how much 
quantity of emissions is produced by different pollutants when our system is running. 
Table 4 shows that the affecting environmental materials like carbon dioxide (CO2) 
and carbon monoxide (CO) can be noticed. Using HRES, sulphur dioxide (SO2) 
becomes minimal. 

Table 3 Percentage of excess energy produced 

Quantity kWh/yr Percentage (%) 

Excess electricity 140,884 48.3 

Unmet electric load 0 0 

Capacity shortage 0 0 

Table 4 Emission quantity by various pollutants 

Quantity Value Units Quantity Value Units 

CO2 5905 Kg/yr Particulate matter 0.226 Kg/yr 

CO 37.2 Kg/yr SO2 14.5 Kg/yr 

Unburned hydrocarbons 1.62 Kg/yr Nitrogen oxides 35.0 Kg/yr
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Table 5 Analysis of cost of various microgrid components 

Component Capital ($) Replacement 
($) 

O&M ($) Fuel ($) Salvage ($) Total ($) 

Generator 36,576 0.00 28,187.78 39,080.67 5461.69 98,382.76 

WT 94,536 0.00 1749.61 0.00 0.00 96,285.61 

Battery 152,751.50 271,314.52 47,353.49 0.00 36,015.20 435,404.31 

Generic flat 
plate PV 

87,067.02 0.00 2254.49 0.00 0.00 89,321.50 

System 
converter 

3447.14 1098.97 3985.01 0.00 619.34 7911.78 

System 374,377.65 272,413.49 83,530.38 39,080.67 42,096.23 72,305.97 

Table 6 Results of sensitivity analysis 

Diesel fuel price ($/l) Sensitivity COE ($) NPC ($) 

Solar radiation (kWh/m2) WS (m/s) 

1.34 4.82 4.29 0.447 727,306 

1.0 5.2 5.2 0.382 622,074 

0.8 6 5.5 0.356 579,185 

3.1 Cost and Sensitivity Analysis 

Table 5 indicates the cost structure of the total system component, their depreciation, 
and the system’s running cost. Table 5 shows that the system’s capital, replacement, 
operation and management (O&M), fuel, and salvage value consist of generic flat 
PV, grid, and system converter. Out of which, system converter cost is much lower 
than other system components. 

Table 6 presents the SA results by changing the sensitivity parameters such as SI 
and WS and determining the COE and NPC. Table 6 depicts the variation in diesel 
fuel price, SI, WS, and their respective COE and net NPC. The optimal result of 
COE is $0.356, and NPC is $579,185 when diesel price is $0.8, solar radiation is 6 
kWh/m2 and WS is 5.5 m/s. 

3.2 Economic Analysis 

Table 7 presents the SE of proposed HM from where cost analysis that is the present 
worth return on investment (ROI), annual worth, simple payback (SP), internal rate 
of return (IRR), and discount payback (DP) can be determined. SE of HM can be 
depicted in Table 7, where it can be seen that the simple payback period is 1.85 years,
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Table 7 System economic 
analysis 

Metric Value ($) Metric Value ($) 

Present worth ($) 1,832,556 IRR (%) 52.1 

Annual worth ($/year) 141,756 SP (year) 1.85 

ROI (%) 45.7 DP (year) 2.01 

and the return on investment is 45.7% which is quite reasonable for this type of 
scheme. 

3.3 Time Series Analysis 

Figure 6 indicates the electricity production of different components throughout the 
year. Figure 6 depicts the quantity of electricity generated by individual components 
every month. It can be observed that PV cells and WTs have maximum energy, and 
the DG is created when there is short of energy. We found that the PV and diesel 
hybrid model are the best combination for our project. Solar radiance and the WS 
increased during the summer, so our COE and NPC decreased. 

Figure 6 depicts the quantity of electricity generated by individual components 
every month. It can be observed that PV cells and WTs have maximum energy, and 
the DG is created when there is short of energy. We found that the PV and diesel 
hybrid model is the best combination for our project. Solar radiance and the WS 
increased during the summer, so our COE and NPC decreased. 

4 Conclusion 

In this paper, an optimized HRES model consists of locally accessible RES, specif-
ically solar, wind and DG, and a battery storage system to distribute power in 
different Kotapokhari village load sections of Khordha district, Odisha. The proposed 
HOMER Pro-based optimized model gives minimal overall NPC and COE. The value 
of COE is 0.447$/kWh, and therefore, the total NPC is $727,306. This work analyzes 
the cost, SA, NPC, COE, the quantity of emission produced by different pollutants, 
economic analysis, and load sharing of the various components of a standalone 
microgrid. We also find out the best combination of the resources for the microgrid. 
Comparing the cost and SA between standalone grid and the grid-connected micro-
grid, taking the actual data of any industry, and designing a grid-connected microgrid 
model to satisfy the required load demand are the scope for the future research work.
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Analysis and Mitigation of Hall Sensor 
Glitch Effects in Brushless DC Motor 
Based E-Vehicle Controller 

Arvind Goswami, Mini Sreejeth, and Madhusudan Singh 

Abstract Brushless DC (BLDC) motors operate in both sensored mode and sensor-
less mode options depending upon the application requirements. Hall effect sensors 
are the most common prevalent solutions used in sensored mode of operation. This 
type of arrangement is widely used in e-vehicle applications, particularly in e-
rickshaw type of applications where sub 2 kW rating drives are employed. It utilizes 
the signals from three Hall effect-based sensors to calculate speed, obtain rotor posi-
tion and timings of inverter switching, and determine switching pattern. The whole 
operation of the drive is dependent upon the signals obtained from the hall sensors. 
Sometimes due to BLDC motor manufacturing process or aging effect, there are 
unwanted glitches at the transition points of the hall sensor signals. This causes 
unwanted hall signal pattern detection, and consequently, wrong switching sequence 
can be implemented if this is not accounted in the BLDC drive controller itself. 
This paper presents the study of such glitch effects on the inverter driving signals by 
obtaining real-time experimental signals on the e-rickshaw controller and attached 
motor. Further, to safeguard the drive from wrong switching pattern due to glitch, 
the software implementation of the methods to handle such cases is presented, and 
the suitability for commercial applications like e-vehicle controller is explored. The 
experimental research setup is based on STM32103 series ARM microcontroller 
based design, and the firmware is developed using STM32CubeMX utility software 
with IAR Embedded Workbench for arm controller. 

Keywords BLDC motor · Hall sensor · Glitch · Hall placement · Switching ·
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Fig. 1 Block diagram of the control system for BLDC motor with hall sensor feedback 

1 Introduction 

Brushless DC (BLDC) motors with hall sensors are widely used in e-vehicles, partic-
ularly e-rickshaw besides other applications like home appliances and automation 
industry. The base design of these type of applications requires a controller circuit 
incorporating speed, current monitoring, and subsequent control functions for PWM 
duty cycle adjustments [1]. Figure 1 shows the block diagram of the control system 
for BLDC motor with hall sensor feedback arrangement. 

One of the issues that controller design is required to handle is that there are 
glitches or unwanted pulses along with the normal hall transition signals. Since the 
complete controller firmware design and operation of the drive are dependent on 
the hall sensor output signals, any unwanted or noise signal leads to a logic level 
transition which is detected by the controller firmware, and subsequently, incorrect 
switching pattern can be applied to the inverter section if the anomaly is not detected 
by the appropriate methods [2]. This is discussed in this paper with actual e-rickshaw 
controller and motor set in normal, faulty, and corrected condition. The switching 
table and associated disturbance in it are discussed in subsequent sections. 

2 Background 

The functioning and signal integrity of hall sensors are affected by the error in their 
placement besides aging and mechanical fatigue [1]. The error in placement can be 
attributed to mounting procedure itself. One of the major effects of these errors is 
the presence of small duration pulses or glitches at either rising or falling end of 
hall signal transitions. This results in increase in torque ripples, noise, and current 
ripples during motor operation. Further, the drive controller design also becomes 
more complex when the existing design is changed to address these issues. Such
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Table 1 Switching pattern with hall signal sequence 

S. No. Hall sensors Switches 

H3 H2 H1 AL AH BL BH CL CH 

1 1 0 1 0 1 1 0 0 0 

2 0 0 1 0 1 0 0 1 0 

3 0 1 1 0 0 0 1 1 0 

4 0 1 0 1 0 0 1 0 0 

5 1 1 0 1 0 0 0 0 1 

6 1 0 0 0 0 1 0 0 1 

type of issues is reported to occur mostly in BLDC motors with higher number of 
poles and smaller in size [3–5]. 

The overall functioning of BLDC motor and control is dependent on timings 
obtained by hall sensor transition signals. These signals are used to detect rotor 
position and speed as rate of change of rotor position. Thus, hall sensor signal integrity 
directly affects the calculation of motor speed and control algorithm implementation 
itself [6]. The timing of inverter switching with switching pattern for motor control 
is dependent and synchronized with these hall signals [7]. When the hall signals 
and consequent hall pattern are not accurate, switching signals for inverter section 
are also not exactly timed according to desired algorithm and calculations. This can 
cause serious errors in motor control operation [2]. Table 1 shows the switching 
sequence for three phase inverter with corresponding hall signal values. 

Normal hall sensor output signals and signals with glitch effect are shown in 
Fig. 2. The BLDC motors mass produced and used in applications like e-rickshaw 
are reported to have inaccurately placed hall sensor issue in many cases [4]. The study 
of such hall faults and glitch effects along with methods to mitigate their effects on 
the motor drive operation is one of the major important subjects of research in BLDC 
motor drive operation and is discussed in detail in this paper.

3 Experimental Setup and Signal Analysis 

The experimental setup consists a 1 kW BLDC motor, powered by 48 V, 72 Ah 
lithium ion battery pack. The hardware setup is shown in Fig. 3 with machine and 
test set up parameters mentioned in Table 2.

The setup consists of 3-phase BLDC motor controller of e-rickshaw application. 
The 32 bit STM ARM microcontroller is used in design. The test setup controller is 
set for 1 kW BLDC motor, peak current capacity of 60 A with 42–56 V input voltage 
range. 

Figures 4, 5 and 6 show the glitch effect on phase voltage profile. The three hall 
output signals and corresponding voltage profile of one motor phase when hall signal 
transitions are normal without any glitch are shown in Fig. 4. The three hall signals
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(a) 

(b) 

Fig. 2 Normal hall sensor output signals and signals with glitch. a Normal hall sensor output 
signals. b Hall sensor output signals with glitch in one hall signal in blue colored signal

Fig. 3 Experimental setup with controller and motor

with glitch and corresponding effect on voltage profile of one motor phase are shown 
in Fig. 5.

The zoomed one motor phase voltage profile in Fig. 6 shows the floating phase 
condition when the first hall signal depicted in yellow colored waveform and second 
hall signal depicted in green colored waveform have glitch effect in after normal 
transition. This is due to the fact that glitch effect causes the detection of new hall 
pattern which is not according to the switching pattern, and if switching off operation
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Table 2 Experimental setup details 

Machine parameters Test setup parameters 

Number of pole pairs 4 DC supply 48 V, 72Ah battery 

Motor rated power 1 kW Protection MCB on DC line  

Motor rated speed 3600 RPM PWM frequency 16.6 kHz 

Motor rated voltage 48 V Commutation Trapezoidal 

Motor winding 3-phase star Programmer ST link-V2 

Hall sensors 3 PI parameters Kp = 0.61, Ki = 0.013

Fig. 4 Normal hall signal transitions without any glitch and corresponding single motor phase 
voltage waveform 

Fig. 5 Hall signal transitions with glitch effect and corresponding single motor phase voltage 
waveform without corrective mechanism

of one inverter switch is carried out but next switching is avoided because of automatic 
check in software to avoid short circuit switching in inverter, the motor phase will 
become floating till new correct switching pattern is executed [8]. Even if a time 
delay check is implemented for detection of glitch, it will have to be executed by 
software delay which is interfered and interrupted by other functional interrupts in
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Fig. 6 Hall signal transitions with glitch effect and corresponding single motor phase voltage 
waveform showing floating phase effect due to wrong switching

Fig. 7 Voltage waveform of one motor phase without floating phase effect when hall signal glitch 
fault is mitigated in firmware 

the controller design. Hence, it is also not feasible in commercial applications like 
e-vehicle controllers. 

The glitch effect in the presented research work is mitigated by the method of 
comparing the present hall value pattern with the previous one and going for correc-
tive check only in the condition of this pattern not matching with the expected value 
as available in Table 1. During the rest of operation time, no controller time is spent 
on going for corrective check when hall sequence is according to expected value 
in Table 1. During corrective check, no switching operation is performed even for 
one leg of inverter phase. Thus, the previous state is maintained and last switching 
pattern which is correct is extended during the glitch duration also. Thus, floating 
phase condition is avoided as shown in Figs. 7 and 8 voltage profiles of one motor 
phase versus hall signal with glitch effect.

4 Comparative Analysis and Discussion 

The waveforms for the normal hall sensor output case and the ones with glitch effect 
are presented in Figs. 4, 5 and 6. The hall signals with transition and switching timings
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Fig. 8 Voltage waveform with PWM for one motor phase without floating phase effect and hall 
signal with glitch with corrective mechanism

with one phase voltage profile are presented for analysis. Finally, the waveforms 
after mitigation of the effect are presented in Figs. 7 and 8. The following set of 
observations can be inferred due to glitch effect in hall sensor signals in BLDC 
motor: 

I. When the hall signals have glitch effect as shown in Fig. 2b, the hall pattern 
read by controller will be different for glitch time. In Fig. 2a, the normal binary 
hall sequence after 101 is 001. In the Fig. 2b, the hall pattern change is from 101 
to 001 as expected, but due to glitch effect, next pattern read is again 101. Thus 
if switching sequence is executed according to the hall values read without any 
check, it will not be according to expected sequence as in Table 1. 

II. Due to this wrong switching pattern, there is a possibility of shorting in the 
inverter section due to same phase high voltage and low voltage side switches 
simultaneously getting switched on. 

III. Considering the above two points, if a software check is implemented on every 
hall transition, there will be a delay between switching off of the one switch 
corresponding to one hall pattern and switching on next switch for next hall 
pattern. This delay will be over and beyond interrupt latency, pin value settling 
time, and dead time. 

IV. During this time if a, according to software check, no valid switching pattern is 
executed, the phase will experience a floating phase condition. 

V. The floating phase or unwanted switching transitions cause more current ripples, 
higher current flow, and overheating of controller as well as motor winding. 

When the glitch effect is mitigated by suggested method as shown in Figs. 7 and 
8, it is observed that: 

I. No additional switching delay is created. 
II. Correct switching pattern is maintained by controller. 
III. Floating phase condition is avoided. 
IV. The heating of the MOSFET switches was reduced by around 2 °C when checked 

at the surface of connected heat sink. 
V. The phase current as well as overall current drawn from battery is reduced by 

around 5%.
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5 Conclusion 

This paper presented a detailed background and analysis of the glitch effect in hall 
sensor based sensored BLDC motor drive operation. The glitch effect is shown 
and compared with the normal case by checking the waveforms using e-rickshaw 
controller and motor set. The disturbance in phase voltage is clearly visible when 
wrong switching pattern is avoided using interrupt based method. Consequent 
floating phase effect, higher current flow, and heating effect are discussed. Further, 
the corrected waveforms are shown when the glitch effect is avoided by other 
method which does not cause any additional delay in switching pattern changes 
corresponding to change in hall value pattern. Thus, floating phase effect is success-
fully avoided. The whole scheme is implemented on STM32 microcontroller based 
e-vehicle controller and tested on experimental setup described in paper. The BLDC 
motor is checked for speed ramping up to the rated value and is able to run at full 
speed without getting affected by the glitches present in hall sensor output signals. 
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Radial Basis Function Neural Network 
with Wavelet Transform for Fault 
Detection in Transmission Line 

Debani Prasad Mishra, Prabin Biswal, Smruti Susmita Sahu, Spandan Dash, 
and Nimay Chandra Giri 

Abstract Incipient faults which occur due to the electrical arc occurrence within 
the facility cables which have insulation problems are hard to detect by normal 
protective relays, and with passing time can become a permanent fault within the 
system. Employing Radial Basis Function Neural Network (RBFNN) method, the 
paper puts forward the method to detect the faults and finding out the efficiency and 
advantages of RBFNN method over other methods within the facility grid. The result 
proposed in this paper is based on the differentiation between the wavelet transform 
method and RBFNN method of the measured voltage and fundamental component 
of the measured voltage, evaluated by RBFNN computation within the sending end 
of the cable during the fault using which the incipient fault is detected. This method 
uses neurons to train the model and increase its accuracy so that with new data set, 
it can produce super accurate and faster results. 

Keywords Radial basis function neural network (RBFNN) · Artificial neural 
network (ANN) · Discrete wavelet transform (DWT) · High pass filter (HPF) ·
Low pass filter (LPF) 

1 Introduction 

The protection of power networks from unpredictable events as well as boosting 
their reliability in solid performance has always been a critical concern in the end-
to-end delivery of energy [1]. In this situation, removing potential mistakes can go 
a long way toward preventing similar unpleasant incidents and so preserving the 
power system’s reliability [2]. Electrical arcing in sections of electrical wires with 
closure abnormalities is most likely to blame for the first faults. Re-emerging with an
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equally elevated aspect of frequency occurring, initial errors over time can damage 
cable overhaul and can become a permanent flaw in the system. As a result, a precise 
system is crucial for rapid detection and detection of a recent fault in the system 
among comparable possible events [3]. Nascent defects are most noticeable in their 
short duration, as well as low electrical amplitude compared to other system defects, 
considering which conventional protective transmission can detect these errors [4]. 
The nascent flaw is recalled by a distorted waveform, similar to square surgery, 
rather than an error. With the detection of emerging errors, a permanent network 
error can be predicted [1]. Radial basis work networks are often used by the ANN 
type for performance measurement problems [5]. RBFNN is differentiated from other 
neural networks due to its better speculation and faster learning speed. The RBFNN-
dependent model [1] uses the output data of the model simulated data as a target 
and then [6] trains the neural network using it [7]. In Sect. 2, the simulation behind 
the sensing and categorization in case of [8] wavelet-based transmission line fault 
is briefly discussed. Further, to overcome the constraints of this method, RBFNN 
has been proposed in Sect. 3. Its detailed methodology followed by experimental 
results has been briefly mentioned in Sect. 4. At last, in Sect. 5, the research has been 
concluded. 

2 Wavelet-Based Transmission Line Fault Detection 

Electromagnetic transients in energy systems are characterized by the most common 
short-term factors, such as errors, which are very important. These defects cause 
serious damage to the electrical system and the problem. Therefore, there is a need 
to find the error, its type, where it is formed in the line as well as to rectify the 
error at the earliest so as not to cause the same damage [9]. Wavelet modification is 
largely created by this strategy, which could be effectively implemented by using two 
filters HP and LP [10]. HPF was derived after applying the wavelet function while 
the measured details of the input with the LPF, which brings a smooth translation 
of the input signal and is taken from the mathematical function associated with the 
prominent mother wavelet. In this analysis, the results are controlled using db4 as 
the mother wavelet (prime wavelet) for signal analysis [1]. Basic electrical power 
and current phasors are calculated using an algorithm based on [11] discrete Fourier 
transform that minimizes the effects of DC decay significantly. The system is modeled 
on the MATLAB SimPowerSystems site. The results shown in the proposed system 
are secure, fast, and very accurate. The frequency has been set to 50 Hz with voltage 
of 220 V and transmission line of length 120 km. Making amplification of current 
signals using a threshold power level, the primary power of all current signals by 
keeping the balance without change to calculate the limit of the change in power, 
if any power exceeds this level, this means that there is an error condition at that 
section of the line [12]. The error is generated by selecting combination of different 
phases of lines from fault generation box (Fig. 1).
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Fig. 1 a Voltage output waveform, b current output waveform 

3 Radial Basis Function Neural Network (RBFNN) 

RBFNNs are used to compare advanced functions straight from output data to a 
simple topology [1]. They have a better overall performance compared to most 
neural feed-forward networks. The most widely used basic function is the Gaus-
sian exp function. In successional learning, the neural network is trained to measure 
activity while a sequence of training sample dice is randomly drawn, introduced into 
a network and are read by each network [13]. RBFNN has a special two-layered 
structure one hidden layer and one output. The input layer does not process the 
information; it only works to distribute input data between nodes. Each node in the 
hidden layer is an RBF [1]. The output from jth Gaussian node of the xi input object 
is calculated, where the vector xi captures the ith input data, and vector cj represents 
the central point of the jth Gaussian function. ∥ xi − cj∥ is the calculated [6] Euclidean 
distance, and width σ is a criterion that controls the smoothness of the function. The 
output is calculated by a combination of linear radial functions and bias w0 [7]. 

4 Experiment and Result 

Accuracy of artificial neural network depends upon the input and output data. Larger 
the data, higher will be the accuracy and vice-versa. The simulation is run for 138 
times. The maximum coefficient of all simulations is stored in form of a table. In 
order to classify all types of faults, we need output signal for each phase current as 
well as for ground current. There are 4 variables which represents phase A, B, C, 
and ground. In normal condition, the output is encountered as “0” and during fault 
it is “1” (Table 1).
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Table 1 Maximum coefficient of different phases in different types of faults 

Type of fault Max. coefficient of 
phase A current 

Max. coefficient of 
phase B current 

Max. coefficient of 
phase C current 

Max. coefficient of 
ground current 

ABC-G 1.6097e+07 4.0725e+07 1.6097e+07 7.1824e+05 

ABC 1.6097e+07 4.0725e+07 1.6097e+07 0.0081 

AB-G 1.0796e+07 2.1332e+07 103.9772 7.7574e+05 

AC-G 1.9807e+07 103.9772 8.6730e+06 1.9393e+06 

BC-G 103.9784 4.0725e+07 8.1478e+06 9.7619e+05 

We have obtained 138 cases by applying all 12 fault conditions before the trans-
mission line as well as after the transmission line position and by changing the fault 
ground resistance in the form of a table as shown here (Table 2). 

Normal output condition is represented by assigning “0” and that of fault condition 
is represented by “1”. At this stage, we have defined the input and output data for the 
RBFNN. We have a total of 138 cases. The normal proportion for division of data 
into training and testing is 70% and 30%, respectively. However, as a rough estimate, 
we have chosen 30 cases for testing purpose and remaining 108 cases for training 
purpose. After successful training, the performance of the RBFNN is tested for these 
unseen 30 cases. If neural network classifies correctly, its efficiency will be 100% 
(Table 3). 

Table 2 Output values of different phases in different types of faults 

Type of fault Output value for 
phase A 

Output value for 
phase B 

Output value for 
phase C 

Output value for 
ground current 

ABC-G fault 1 1 1 1 

ABC fault 1 1 1 0 

AB-G fault 1 1 0 1 

AC-G fault 1 0 1 1 

BC-G fault 0 1 1 1 

Table 3 Comparison of RBFNN output with actual output 

Type of 
fault 

Actual 
output 
value for 
phase A 

Actual 
output 
value for 
phase B 

Actual 
output 
value for 
phase C 

RBFNN 
output for 
phase A 

RBFNN 
output for 
phase B 

RBFNN 
output for 
phase C 

ABC-G 1 1 1 1.0000 1.0000 1.0000 

ABC 1 1 1 1.0000 1.0000 1.0000 

AB-G 1 1 0 1.0000 1.0000 −0.0000 

AC-G 1 0 1 1.0000 −0.0000 1.0000 

BC-G 0 1 1 −0.0000 1.0000 1.0000
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Fig. 2 Performance of 
RBFNN training data 

RBFNN has provided the output of all 30 cases, which was compared with the 
actual output of all the 30 cases (Fig. 2). 

Radial basis function neural network is very fast and has completed its training 
within short period of time. With 100 neurons, it has provided highest successful 
training with error equal to 1.99829e−31. 

5 Conclusion 

RBFNN has successfully and accurately detected the output of all the 30 cases. This 
shows that it has accuracy of 99.16%. RBFNN is much faster from the traditional 
wavelet method. Wavelet transform depends on the threshold value to classify the 
different types of faults in power system, which is not generalized and cannot be used 
for all types of power system, leading to lack of directional selectivity. Therefore, to 
overcome this limitation, RBFNN method has been used. We can see this from the 
graph where 108 cases have been trained in very short period of time. 
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Study of DVR Controller for Mitigation 
of Three-Phase System Short Duration 
Fault 

Lipsa Pani, Abhimanyu Mohapatra, Prakash K. Ray, and Asit Mohanty 

Abstract In the recent years due to the increase of sensitive elements in the power 
system grid, power quality faces common distortions such as harmonics, voltage 
sag, voltage swell, high inrush current, and voltage flickering. The most occurring 
phenomenon is voltage sag in transmission and distribution line. Owing to these 
problems, power quality grabs major attention of researchers to provide enhanced 
quality of power that can give the most business answer for relieve voltage list by 
infusing voltage as well as power into the framework. This paper portrays the viability 
of utilizing dynamic voltage restorers (DVRs) to relieve voltage drops in power 
dissemination frameworks at basic burdens by using PI and purposed ANN controller 
in three-phase system. The DVR is one of the desired elements to compensate voltage 
sag or swell occurred in the system. It is a power electronic-based gadget based on VSI 
that gives three-stage controllable voltage source, whose voltage vector (magnitude 
and phase) adds to the source voltage during drop (sag) occasion, to reestablish the 
heap voltage to pre-list conditions. The DVR can reestablish the heap voltage within 
couple of milliseconds. 

Keywords ANN controller · DVR · PI · Power quality · Voltage sag · VSC 

1 Introduction 

Electrical power system works efficiently and undisturbed power flows through it. 
But in present era due to high demand of power, the complexity of power system 

grid increases to meet the need of end users and use of sensitive electronics devices 
in transmission line enhances the chance of power disturbances in the system which 
degrades the life span of the equipment. These disturbances like voltage sag, swell, 
harmonics, flickering, and frequency deviation costs power quality issues affecting 
end users and industries.
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Power electronics devices like D-STATCOM and DVR are most effective to elim-
inate voltage sag/swell. Voltage sag and swell can cause sensitive equipment (such 
as in semiconductor) to fail, or shutdown, as well as create a large current unbalance 
that could blow fuses or trip breakers. Voltage swell is less occurring in transmission 
system while voltage sag is most frequently occurring problem [1]. 

As the size is small and price is cost effective for DVR in comparison with the 
other costume devices with more energy capacity. It injects only the required voltage 
to upgrade the voltage sag to the normal voltage level. It requires less maintenance. 

It has the capability to generate the required power by using the converter from 
DC to AC. 

Voltage sag is a short duration drop in voltage magnitude caused for some milli 
seconds due to sudden induced fault and high inrush current. Single line to ground 
fault is most occurring nearly 80%, whereas in two-phase and three-phase, fault 
occurs nearly about 20%. It reduces the efficiency of the system. When a fault or short 
circuit occurs in a feeder high impedance current flow through it. By the conservation 
law, the faulty current affects the voltage causing voltage drop in the other feeder. 
This voltage drop is known as voltage sag where the voltage rms is dropped by 
10–90% from the nominal voltage [1]. 

2 DVR System Modelling 

DVR is a series compensating device connected in series between the common 
coupling point and load voltage. It is used to overcome voltage sag and swell that 
occurs in transmission and distribution system. It is a solid-state DC–AC converter 
that can generate and absorb real and reactive power for generating desired load 
voltage at load side by injecting required synchronous three-phase AC voltage 
[2]. DVR is effective for critical loads and requires less maintenance with easy 
implementation into the system [3, 4] (Fig. 1). 

Fig. 1 DVR installment in 
power system in series
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2.1 DVR Components 

DVR consists of voltage source inverter, energy storage devices, and filter circuit [4]. 

(a) The Converter: Voltage source inverter is used to convert DC voltage to AC 
voltage. VSI consists of semiconductor devices (e.g., IGBT, MOSFET, rectifier, 
and thyristor) which are also source of harmonics. Thus, to eliminate these, filter 
circuit has been placed. 

(b) Filter Circuit: The output of inverter is distorted and contains harmonics. So, to 
filter high order switching harmonics generated by the pulse width modulation 
(PWM), filter circuit is used. So as to improve power quality. 

(c) Energy storage: It is a DC power storage device (e.g., battery and ultra-
capacitor) that presents as DC-link to synthesize required injected AC voltage. 
The depth and duration of sag decide the capacity of energy storage device. 

2.2 DVR Operation 

(a) By-pass mode: It isolates the system and gives alternative path to the fault to 
flow. Thus, system is protected from fault trap. 

(b) Stand-by mode: Injection voltage is zero as full load current passes through the 
primary side of transformer. It is ready compensation when the source voltage 
is at rated level. 

(c) Injection/Boosting mode: When voltage drops from nominal voltage, DVR 
starts to work to boost voltage rms through the booster transformer. Injection 
voltage is the difference between pre-sag voltage rms and sag voltage rms. It 
supplies real power to improve the voltage profile [5]. 

2.3 DVR Performance Calculation 

See Fig. 2. 

Fig. 2 Voltage sag calculation
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(a) Sagging voltage calculation 

Let us consider. 
Supply voltage = VS , Load voltage = VL , Injection voltage = Vinj. 
For feeder 1: 
Load A = Z loadA, Reactance = x1, Current = I1. 
For feeder 2: 
Load B = Z loadB, Reactance = x2, Current = I2, I = I1 + I2. 
At no fault condition; 

I = V2 

x1 + Z loadA 
+ V2 

x2 + Z loadB 
· (V2 = V1) (1) 

At fault condition; 

I = V2 

x2 + Z loadB 
+ 

V2 

x1 
(2) 

Thus, 

sagging voltage = V2 = Vs − I xs (3) 

(b) Now for injection voltage 

Z th = Rth + j X th 

VDVR + Vth = VL + Z th IL 

DVR voltage for injection is 

VDVR = VL − Vth + Z th IL (4) 

For injection, VL is considered as reference voltage. 

Vinj∠α = VL∠0◦ + Z th IL∠(β − θ ) − Vth∠δ (5) 

where α, β, and δ are angles of VDVR, Z th, and Vth 

Load power factor angle is 

θ = tan−1

(
reactive power 

real power

)
(6)
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Table 1 System parameters Elements Ratings 

Source voltage 11 kV 

Load voltage 440 

Transformer rating 11 kV/440 V 

Fault timing (0.05–0.08) µs 

Filter circuit (RL) 1 Ω, 10e−3H 

Filter circuit (RC) 1 Ω, 10e−6F 

Thus, power injection of DVR: 

SDVR = VDVR · I ∗ 
L (7) 

2.4 System Modeling Parameters 

See Table 1. 

3 Artificial Neural Network-Based Controller 

3.1 Controlling Scheme 

1. ANN controller 

ANN is used to find the optimal injection voltage; this controller is used with a unit 
delay block to generate error signal and a reference signal that is generated from 
abc to dq0. It is passed through dq0 to abc transformation block to generate three-
phase signal which provided as an input to PWM for pulse generation so as to meet 
the desired voltage injection and frequency. ANN does not need any mathematical 
modeling which provides optimized output. 

2. PI controller 

Here, two discrete PI controllers have been used in the controlling scheme to regulate 
the error between the actual and reference signal voltage [6]. Proportional response 
is adjusted by multiplying the error by constant proportional gain. Integral term [7, 
8] is used to integrate magnitude and duration of error. Three-phase PLL is used for 
phase shifting, and output of PLL is used to give signal to abc to dq0 transformation 
(direct-quadrature-zero) which converts load voltage from abc frame to dq0 frame 
(Figs. 3 and 4).
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Fig. 3 ANN controller-based circuit 

abc to dq0 

PIq 
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Voltage Load 
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to 

abc 

v w 

PWM 
(PI controller connection) 

Fig. 4 PI controller-based circuit 

3.2 Mathematical Control Technique of DVR 

The prior role of DVR is to detect voltage sag and uplift the sagging voltage to its 
nominal voltage; two-level converter PWM is used for pulse triggering during the 
sag period [6]. The starting and ending time period of voltage sag can be calculated 
by dq0 method where d is depth and q is phase shift. 

V0 = 
1 

3 
(Va + Vb + Vc) = 0. (8) 

Vd = 
2 

3

[
sin wt + Vb sin

(
wt − 

2π 
3

)
+ Vc sin

(
wt + 

2π 
3

)]
(9) 

Vq = 
2 

3

[
cos wt + Vb cos

(
wt − 

2π 
3

)
+ Vc cos

(
wt + 

2π 
3

)]
(10)
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Then, the three-phase voltage is converted into two quadrature constant voltages 
Vd and Vq. 

4 Simulation and Result 

At normal condition, the voltage magnitude remains constant but during the fault 
condition period, i.e., 0.05–0.08 µs, the voltage magnitude decreases, i.e., sag ranges 
to near about 64.8% of the nominal voltage (Fig. 5). 

As we are using electronics semiconductor devices and controllers in the system, it 
also generates harmonics by itself. The below graphs (Figs. 7 and 8) show harmonics 
induced by the two controllers. ANN controller shows in phase harmonics throughout 
the waveform, whereas the amplitude of the harmonics produced by the PI controller 
during the sagging period is higher (Fig. 6). 
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Fig. 5 Sagging voltage 

Fig. 6 DVR connected transmission line with fault
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Fig. 7 Harmonics by ANN control 

Fig. 8 Harmonics by PI control 

Injection voltage depends upon the voltage sag. The difference of the pre-
sag voltage magnitude and sag voltage magnitude is injected through the series 
transformer to boost the sagging voltage toward its nominal voltage magnitude. 

The below figures clearly show the difference in injection voltage [5] (Figs. 9 and 
10). 

Post-sag, the ANN controller, the waveforms contain less distortion with less 
harmonics than PI controller waveform (Figs. 11 and 12).
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Fig. 9 Voltage injection by PI control
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Fig. 10 Voltage injection by ANN control

Fig. 11 Post sagging load voltage by PI controller 

Fig. 12 Post sagging load voltage by ANN controller 

4.1 Analysis and Discussion 

Voltage sag occurred for duration 0.3–0.08 s. The DVR is injected with a different 
voltage, i.e., more than nominal voltage to have a continuous supply in load side in 
synchronism with line voltage. PI controller is one of the existing controllers, whereas
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ANN is purposed controller used for comparison. Total harmonics distortion (THD) 
with frequency 50 Hz and 5-cycles by FFT analysis is done to compare the sag 
compensation of DVR with PI is 2.57% and ANN controller is 1.69%. 

4.1.: Voltage magnitude comparison in per unit system 

Sl. No. Situation V rms (pu) 

1 System without fault 1.00 

2 System connected to DVR with PI controller 0.944 

3 System connected to DVR with ANN controller 0.996 

5 Conclusion 

The operation of DVR is validated by creating a MATLAB/Simulink model. VSI 
is connected in feedback configuration in series with the coupling transformer to 
compensate the sagging voltage by injecting active power to the series transformer 
to boost the voltage profile. For both the controllers (PI and ANN), results have been 
discussed with proper comparisons. While comparing the PI controller to the ANN 
controller, ANN controller gives more accurate and desired output voltage. 
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Annual Cost and Power Loss 
Minimization in a Radial Distribution 
Network by Capacitor Allocation 

Ankush Tandon and Sarfaraz Nawaz 

Abstract In this paper, an imperialistic competitive algorithm (ICA) is presented 
to identify the best possible size and site of capacitors. The primary objective of 
this work is to minimize the cost of energy losses while maintaining voltage profile 
within limits. In order to illustrate the ICA’s effectiveness and feasibility, IEEE 33-
bus system is used. The analysis has been carried out at three different load levels 
namely nominal load (100% of load), light load (50% of load), and heavy load level 
(150% of load). Furthermore, the results of adopted method are compared to other 
recent approaches for highlighting the benefits of the algorithm in order to minimize 
the cost of energy losses as well as maximizing the net saving. 

Keywords Distribution system · Cost of energy loss · Capacitor placement ·
Voltage profile · Power loss 

1 Introduction 

The classic power system comprises of three significant components, power gener-
ation, power transmission lines, and distribution system (DS). The increase in load 
demand leads to more losses and voltage profile reduction. The reduction in voltage 
at nodes is increases as moves away from the substation end to the consumer end in 
the DS. The insufficient reactive power is mainly responsible for the voltage drop. It 
may even cause voltage collapse in certain areas of critical loading. 

To deal with the increasing demand and improving the system efficiency in distri-
bution system, capacitor placement has becomes one of the most favorable alterna-
tives [1]. To improve voltage and reduce the cost of energy loss in distribution system, 
capacitor placement has become one of the most recommended options. Capacitor 
placement is a suitable method in reducing the cost incurred in terms of energy loss 
as it provides reactive power compensation to the DS. The amount of compensa-
tion of reactive power in DS is very much linked to the insertion of capacitors with
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optimal location and size [2]. Mustafa et al. [3] incorporated genetic algorithm (GA) 
to trace the optimal site of the capacitor with suitable size to improve the voltage 
profile and reduce power losses in the DS. In [4], RND Costa presented a new 
approach quantum behaved PSOwhich is inspired by the natural behavior of swarm 
and quantum mechanics theories. Bhadoria et al. [5] solved the capacitor placement 
problem with the help of iterative search technique in the radial DS to enhance the 
voltage of the buses and reduce the power losses. To diminish the cost of capacitor 
installation and losses, a new approach based on mimics of flower pollination is 
introduced by Tamilselvan et al. in [6]. EA Al Ammar et al. [7] suggested a hybrid 
technique which is blend of genetic algorithm and fuzzy expert system approach for 
allocation of capacitors in the distorted RDNto reduce harmonic distortion, increase 
in the voltage profile, and reduce power loss. In [8], author incorporated sine cosine 
algorithm (SCA) for the allocation of capacitor in DS to enhance the voltage stability 
and mitigate the cost incurred due to real power losses. Sultana et al. [9] formulate 
the problems of capacitor placement and solved them by implementing oppositional 
cuckoo optimization algorithm (OCOA) to minimize the total cost. In [10], reduction 
in cost of energy losses, voltage deviation, power losses, and improving the voltage 
stability index is achieved using water cycle algorithm (WCA). 

In this paper, a popular technique known as imperialist competitive algorithm 
(ICA) is introduced. ICA is employed for the determination of optimal site of the 
capacitor with optimal size for maximizing the net saving as well as improving 
voltage profile. The effectiveness and feasibility of the suggested ICA technique 
have been examined on 33-bus at different loading level, i.e., nominal, light, and 
heavy load level with the help of MATLAB software. It can be observed from results 
that proposed approach has superior performance as compared to other techniques 
mentioned in this paper. 

2 Problem Formulation 

The main objective of this paper is to reduce the cost of energy loss in the DS after 
capacitor allocation. The cost function consists of two parts as shown in Eq. 1. The  
first one represents the cost of real power loss, and the second is the cost of reactive 
power compensation by capacitor [11]. 

Total cost can be computed by given equation: 

Minimum Cost = K p Ploss + 
n∑

k=1 

K f c  Q f c (1) 

where, Kp is the cost of real power loss which is 168 $/kW (11,928 rupees/kW) [7]. 
Ploss is the power loss in kW. Kfc is the purchase cost of the capacitor is 3 $/kVAr 
(213 rupees/kVAr) [12]. The size of the capacitor is denoted by Qfc in KVAr. n is the 
total number of capacitors installed in the distribution system.
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2.1 Constraints 

a. Apparent power flow constraint 

Si ≤ S(i,max) 

b. Bus voltage constraint 

V(m,min) ≤ Vm ≤ V(m,max) 

c. Power factor 

PFmin ≤ PFreal ≤ PFmax 

d. Capacitor size 

Qmax 
c ≤ 0.7 ∗ Qload 

3 Imperialist Competitive Algorithm 

Lucas and Gargari were the first to introduce ICA, which is based on the imperialist 
competitions, a social-political process [13]. Figure 1 shows the ICA’s flowchart.

The proposed ICA algorithm considers an initial population, named as countries 
similar to the other evolutionary algorithm. Imperialists are chosen from among the 
best countries. The remaining populations become the colonies. Colonies from the 
generated population are distributed among the imperialists according to imperialist 
power. In this problem, candidate bus for capacitor allocation is represented by 
imperialist and other location designated as colonies. Candidate bus and remaining 
bus together form an empire. 

Now, all the colonies begin to travel on the way to suitable imperialists. The sum 
of power imperialist and the power of its relevant colonies are used to measure an 
empire’s overall power. Then, the competition of imperialists starts between all the 
empires. If any of the empire is not capable to increase their power or cannot compete 
the competition will be terminated from the competition. Imperialist competition 
leads to a decline in the power of a weaker empire and a progressive increase in the 
strength of a powerful empire. 

The empire which losing its power continuously will collapse. Because of this 
imperialistic competition, all countries will consolidate into a situation where there 
is only one empire which possesses all colonies. In this newly updated empire, 
imperialist and colonies have the same power.
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Fig. 1 Flowchart of ICA

4 Results and Discussion 

The suggested ICA technique has been applied on standard 33-bus to identify the 
suitable site of capacitor units with optimal size to minimize the cost of energy loss 
would be minimum. Three different loading levels, i.e., nominal, light, and heavy 
load levels, are also considered to check the effectiveness and feasibility of the ICA 
technique. The results are compared with other existing algorithms. The MATLAB 
software is used for coding of ICA algorithm.
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4.1 IEEE 33-Bus System 

The 33-bus radial DS consists of 32 branches and 33 buses. The reactive and real 
power loads are 2300 kVAr and 3715 kW, respectively, with 12.66 kV and 100 mVA 
as the base values of the 33-bus test system. The system has reactive and real power 
losses 136.60 kVAr and 202.4 kW, respectively. 

The numerical results for capacitor placement are shown in Table 1 at nominal, 
light, and heavy load level. The percentage loss reduction and net saving are 32.53 
and 20.74, 30.99 and 5.7, and 34.69 and 27.41 for nominal, light, and heavy load 
level, respectively, with improving voltage profile as compared to base case. Bus no 
13 and 30 are identified as suitable site for placement of capacitor for different levels 
of load. 

Table 2 shows the comparison of numerical results of the proposed ICA algo-
rithm with other existing algorithms such as Chu and Beasley genetic algorithm 
(CBGA) [12], flower pollination algorithm (FPA) [6], and sine cosine algorithm 
(SCA) [8] to reveal the feasibility and effectiveness of proposed technique at nominal

Table 1 Result of 33-bus system 

Load level 

Light load level Nominal load 
level 

Heavy load level  

(Base case) 
without 
capacitor 

Loss kW 47.07 202.49 496.33 

kVAr 31.35 135.01 331.39 

V (min) pu 0.9583 0.9131 0.8634 

Cost of energy loss 
(lakhs) 

5.61 24.15 59.20 

Total cost (lakhs) 5.61 24.15 59.20 

With capacitor Location and size 
(kVAr) 

13 202.4 13 407 13 616 

30 465 30 930 301 410 

Loss kW 32.48 136.60 324.13 

kVAr 21.62 90.96 216 

V (min) 0.9693 0.9366 0.9019 

Loss reduction in 
% 

30.99 32.53 34.69 

Cost of energy loss 
(lakhs) 

3.87 16.29 38.66 

Capacitor cost 
(lakhs) 

1.42 2.84 4.31 

Total cost (lakhs) 5.29 19.14 42.97 

Net saving (lakhs) 0.32 5.01 16.23 

Net saving in % 5.7 20.74 27.41 
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Table 2 Comparative result analysis for 33-bus system at nominal load 

Base case 
(without 
capacitor) 

With capacitor 

CBGA [12] 
(2021) 

FPA [6] (2018) SCA [8] 
(2018) 

Proposed ICA 

Optimal 
location and 
size (MVAr) 
of capacitors 

– 12 0.45 13 0.45 24 14 0.35 13 0.407 

24 0.45 0.45 30 0.9 30 1 30 0.930 

30 1.05 

Total kVAr 1950 1800 1350 1337 

Power loss 
(kW) 

202.49 138.41 139.07 142.551 136.60 

Loss 
reduction in 
% 

31.64 31.32 29.60 32.53 

Vmin (pu) – 0.9327 0.9300 0.9366 

Cost of 
energy loss 
(lakhs) 

24.15 16.50 16.58 17.00 16.29 

Capacitor 
costs (lakhs) 

– 4.15 3.83 2.87 2.84 

Total costs 
(lakhs) 

24.15 20.65 20.41 19.87 19.13 

Net saving 
(lakhs) 

– 3.50 3.74 4.28 5.01 

Net saving in 
% 

– 14.49 15.48 17.72 20.74 

The bold is signifying the proposed results of ICA

load level. It can be observed from Table 2 that the suggested ICA has a higher reduc-
tion in cost of energy loss in comparison with other. The voltage profile is depicted 
in (Fig. 2). 

5 Conclusion 

This paper exhibits the development and implementation of a unique approach for 
optimal capacitor allocation to reduce the cost of energy losses in distribution system. 
A new technique known as imperialist competitive algorithm (ICA) is introduced 
which is inspired by the competition of imperialist. ICA is implemented for the 
determination of suitable site of the capacitor. The effectiveness and feasibility of 
the proposed ICA technique have been examined on 33-bus test systems at different 
loading level, i.e., light, nominal, and heavy load level with the help of MATLAB
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Fig. 2 Variation of voltage profile at nominal loading (IEEE 33-bus system)

software. The obtained numerical results compared with other existing methods in 
literatures, and result proves the superiority of the ICA technique in all scenarios. 
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Automated Signal Monitoring of LT8228 
Buck–Boost Converter 

Rahul Raj , Bhanu Pratap , and Chandana HB 

Abstract The use of DC systems has increased with the increase in renewable 
energy systems. DC power converters are widely used for transferring electrical 
energy with minimal losses. The power converters used in industries have different 
types of monitoring pins whose readings need to be measured automatically to keep 
track of power flow. This paper will discuss the automation of monitoring pins of 
the LT8228 bidirectional buck–boost controller using Arduino Uno to estimate the 
actual current flow through the device. For this purpose, DC2351A is used, which 
is a demo board for LT8228. Evaluating the current flowing through the circuit is 
necessary to find the actual power consumed by the load, which can be stored in a 
database for billing energy consumed. 

Keywords Bidirectional DC–DC converter · LT8228 · DC2351A · Arduino Uno 

1 Introduction 

Energy can be harnessed directly from the sun, even in cloudy weather. Solar energy 
is used worldwide and is increasingly popular for generating electricity or heating 
and desalinating water as it is affordable, reliable, and sustainable. According to 
Sustainable Development Goal—SDG7, the world must ensure access to affordable 
and clean energy by 2030 [1]. Solar energy can play a significant role in achieving 
this goal and can be accessed easily in any part of the world without much initial 
cost. In 2020, the total installed capacity of solar energy was 773,200 MW [2].
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To transmit solar energy, a DC–DC converter is widely used. The DC–DC 
converter is an electromagnetic device used to convert one voltage level to another 
voltage level [3]. Its power level ranges from a low level of small batteries to a high 
level, like high voltage transmission. In transmission, high voltage is preferred over 
low voltage to decrease transmission losses; for this purpose, DC–DC converter is 
used. DC transmission is preferred over AC transmission as losses in DC transmission 
are negligible compared to AC transmission [4]. 

There are various types of DC–DC converters, such as buck converter, boost 
converter, buck–boost converter. For smooth transfer of power in both the direction 
for buck and boost mode, bidirectional DC–DC converters are used. Bidirectional 
converters can be used to step up the voltage as well as step down the voltage. 

Voltages step up when the power is injected into the transmission line and step 
down when the power has to be taken from the nano-grid. One of the types of 
bidirectional controllers is LT8228 [5] from analog devices. This controller features 
buck and boost mode up to 100 V, and current and voltage can be controlled using 
various pins in the controller. 

UNO is probably the most popular Arduino board in the world which is equipped 
with an Atmega328P processor. Arduino Uno boards operate at 16 MHz. Its 32 KB 
of program memory, 1 KB of EEPROM, and 2 kB of RAM [6]. It quickly became 
the industry standard for development boards. This pin header makes the Arduino 
Uno compatible with most development board shields. 

When the power is to be transferred, it is necessary to record the amount of power 
being transferred for billing of energy used. For this purpose, the controller has two 
monitoring pins that estimate the output and input current as measuring high current 
from a microcontroller requires extra setup, which will increase the system price. The 
signal from these pins need to be observed automatically and record the power being 
transferred. The 10-bit ADC of Arduino UNO is one of the limitations in measuring 
the low voltages in these monitoring pins [7]. 

This paper will discuss the automation of monitoring of signals using Arduino Uno 
to measure the very low voltage which will estimate the actual current flowing through 
the circuit. Section 2 presents a brief idea about the bidirectional DC-DC converter 
and its structure and operation. In Sect. 3, the LT8228 controller and DC2351A 
demo board connection to the Arduino board have been discussed. The software 
requirements and calculations for comparing results have been explained in Sect. 4. 
Experimental results are presented in Sect. 5. Finally, the conclusion is given in 
Sect. 6, followed up by references. 

2 Working of Bidirectional DC–DC Converter 

A common DC–DC conventional converter can only transfer power in one direction, 
which is not helpful when a battery needs to be interfaced, or two sources are to 
be connected with each other. A bidirectional DC–DC converter is used to transfer 
power in both directions in a situation like an energy source connected to a motor,
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Fig.1 DC–DC bidirectional buck–boost converter [8] 

usually in electric vehicles. This bidirectional converter controls the voltage level, 
and it is used for bucking and boosting the voltage level by controlling the switching 
circuit. A bidirectional DC–DC converter is also known as a half-bridge DC–DC 
converter. Many topologies are available, like Cuk, SEPIC, and flyback. The basic 
buck and boost circuit are connected anti-parallel in this type of converter. It can 
work in both directions [8]. 

Mode 1: Buck Mode 

In this mode, the voltage at the output side will be lesser than on the input side, but 
the power on both sides remains the same in ideal conditions. This can be achieved 
by making the switch in series with the parallel combination of diode and inductor. 

In Fig. 1, input supply is given at V1 and output at V2. The switch Q1 and Diode 
D2 begin conduction, and the circuit operates as the buck converter. Switch Q2 and 
Diode D1 remain off all the time. 

Mode 2: Boost Mode 

In this mode, the voltage at the output side will be more than the voltage on the input 
side, but the power remains the same in ideal conditions. This can be achieved by 
making the inductor in series with the parallel combination of the switch and the 
diode. 

In Fig. 1, input supply is given at V2 and output at V1. Switch Q2 and Diode 
D1 begin conduction, and the circuit operates as the boost converter. Switch Q1 and 
Diode D2 remain off all the time.
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3 Hardware Setup Description 

Demo board DC2351A is used to measure the monitoring pin voltages [9], as shown 
in Fig. 2. This board features an LT8228 controller for controlling the output current 
and voltage. 

The DC2351A board is a 500W bidirectional DC-DC converter that can be used 
as a boost and buck converter by controlling the ground pin. It consists of four 
protection MOSFETs that offer reverse voltage, reverse current, and short circuit 
protection on both sides. It also consists of 8 operating MOSFETs that support buck 
and boost operation. DC2351A board has all the monitoring pins at the bottom, 
which can be connected to analog inputs of Arduino Uno for calculating the current 
in the circuit. The pin diagram of LT8228 is shown in Fig. 3. LT8228 consists of gate 
control and control to the operation of DC2351A, including enabling and switching 
frequency. It offers features like under-voltage protection and overvoltage protection. 
It is convenient as the output can be controlled by controlling the input to the feedback 
pins of the controller. The monitoring outputs are sourced by this controller, which 
senses input current to the board and gives scaled output.

The simulation of DC2351A has been shown in Fig. 4. The principal aim of this 
setup is to keep continuous track and measure the IMON1 pin and IMON2 pin. 
IMON1 pin will give the equivalent voltage for current flowing from the V1 side, 
and the IMON2 pin will provide the equivalent voltage for current flowing from the 
V2 side.

Monitoring pins of DC2351A are connected to the 10-bit ADC of Arduino, and 
the reference voltage of Arduino is set to 1.1 V internally. Since the 10-bit ADC 
cannot measure low voltage accurately so, using oversampling library, the analog

Fig. 2 DC2351A demo board [9] 
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Fig. 3 LT8228 pin 
configuration [5]

readings are oversampled to 16-bit, which can measure the low voltage accurately. 
In Fig. 5, the whole setup for measuring monitoring pins with Arduino Uno is shown.

4 Software Requirements 

Arduino IDE is an open-source software where electronics can be built easily and 
efficiently with lower costs in a microcontroller platform and is used for writing the 
code and for uploading it to the microcontroller. Arduino UNO includes features like 
ROM, RAM, and flash memory. It also consists of a 5 and 3.3 V supplies along with 
a few GND points [10]. 

The method used to get the monitoring pin output is oversampling. Library for 
oversampling was included named Oversample.h [11]. The internal reference was set
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Fig. 4 Circuit diagram of DC2351A

Fig. 5 Hardware setup (proposed work)

for analog reference voltage, and the measured voltage was automatically recorded 
in an Excel sheet. Part of the Arduino IDE code is shown in Fig. 6.

Following formula has been used to convert the analog reading from Arduino to 
the actual voltage across pins, which is used when oversampler is set to 16-bit. 

Pin Voltage(mV) = Analog Reading 
65,536

× 1.1 × 1000 

Following formula is used to estimate the actual current flowing through the circuit 
from the voltage measured from IMON1 and IMON2 pins.
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Fig. 6 Arduino code on Arduino IDE

Computed Current(mA) = Pin Voltage 
40,200 

× 750,000 

The milli-volt is measured across the monitoring pins using Arduino ADC using 
the above method. This voltage is converted to the current flowing through the resis-
tance of monitoring pins. The current then can be scaled to the actual current flowing 
through the circuit using the scaling factor as per the datasheet of DC2351A. 

The current is estimated from the above formula. As the output voltage is already 
set by choosing the appropriate resistance in the feedback pin while designing the 
converter, the total power transferred can be calculated using the estimated current 
and known output voltage. 

This calculated power can be transferred to the database and can be used for the 
billing of power consumed by the user. 

5 Experimental Result 

The graph for comparing the output current measured using an oscilloscope and 
using monitoring pins was plotted while keeping the input voltage to DC2351A 
board constant and varying the load resistance. The current plot for buck mode is 
shown in Fig. 7, and for boost, mode is shown in Fig. 8.

Similarly, in Figs. 9 and 10, the input current versus input voltage is plotted while 
keeping the load resistance of DC2351A as constant.

It is evident from the above figures that the computed current converging 
to the actual current in both buck mode and boost mode. Thus, the difference
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Fig. 10 Comparison between computed and actual current versus input voltage in boost mode

between computed current using Arduino ADC readings and current measured using 
oscilloscope, i.e., actual current is very less. 

6 Conclusion 

Measurement of power is a necessary factor when transferring the power. For 
measuring high current, additional equipment is required conventionally. By using 
monitoring pins of LT8228, the output current can easily be calculated with good 
accuracy and very low cost. Arduino Uno was able to calculate the output current, and 
it has been observed that by increasing the resolution of ADC by oversampling the 
readings, the overall calculated current is almost equal to the actual current flowing 
in the circuit measured using the oscilloscope’s current probe. By oversampling the 
ADC pin of Arduino, the power transferred using a DC–DC converter can be easily 
calculated using signal monitoring on monitoring pins of DC2351A without using 
expensive current sensors separately. 
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Energy Management System 
of Standalone DC Microgrid 

Supriya Sharma and Pankaj Gupta 

Abstract Solar photovoltaic (PV) energy usage that is stochastic and intermittent 
necessitates energy storage systems for continuous power delivery to loads. This 
research offers an energy management system (EMS) for a hybrid PV-battery system 
supplying local load in an independent DC microgrid (MG). The developed EMS 
algorithm ensures uninterrupted power supply to both critical and non-critical loads 
via storage unit during nighttime or cloudy days following load shedding in order to 
maximize power continuity to critical loads based on battery state of charge (SoC) 
levels when PV generation is low or unavailable. During peak solar hours, the load is 
supplied by PV, and the battery enters charging mode. If the battery is fully charged, 
the dump load is attached to absorb the extra energy. To test various scenarios, the 
Simulink model designed with MATLAB is tested under changing irradiance levels 
and battery SOC. The results demonstrate a seamless transition between PV and 
battery charging/discharging modes while maintaining a consistent DC connection 
voltage. 

Keywords Isolated DC microgrid · PV · Renewable energy · Battery energy 
storage systems · Bidirectional buck–boost converter 

1 Introduction 

Microgrids (MGs) are yet another development made possible by the rising usage of 
renewable energy sources. According to the IEEE standard 2030.7, a MG is defined 
as follows: A collection of loads and distributed energy sources (DESs) coupled to 
form a single, manageable unit with respect to the grid, with clearly defined electrical 
boundaries and the ability to connect and detach from the grid to enable operation 
in both grid-connected and islanded modes [1, 2]. DC MG is preferred not only due 
to the increasing popularity of DC loads like as electric vehicles, LEDs, and battery 
storages, but also because of lower transmission losses, greater coordination among
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DESs, enhanced dependability, simpler connections, and the absence of frequency 
control difficulties [3]. EMS is utilized by MG to effectively manage the load and 
the available resources. Using a collection of computer-aided tools known as an 
EMS [4, 5], a generating and transmission system can be monitored, managed, and 
optimized. This is achieved while adhering to specific restrictions. Numerous EMS 
methods for DC MG with PV and battery storage systems (BSSs) for both AC and 
DC loads have been proposed in the past. Some of the work on EMS of islanded 
DC MG are discussed here. The author of [6] focused on off-grid DC MG systems 
comprised mostly of hydrogen, PV, and batteries. In order to achieve decentralized 
operation of the EMS, a two-level control with droop control is implemented. The 
goal of developing a PV-based MG with a rule-based prioritizing system is to give a 
consistent and continuous supply to critical loads [7]. The usage of a fuzzy controller 
for energy management in a MG with PV in order to extend the battery life is 
discussed in [8]. In the same context, [9] proposes an optimal control strategy for 
a freestanding PV-battery-supercapacitor system based on hybrid approaches using 
fuzzy logic control (FLC) and particle swarm optimization (PSO), with the aim of 
extending the battery’s life. The EMS presented in [10] is capable of maintaining 
a constant DC bus voltage across the whole system. Another FLC-based EMS was 
designed and implemented in islanded mode [11] in order to govern the switching 
of the DC–DC converters and maintain power balance as well as a constant DC 
bus voltage. On the other hand, the primary focus of this effort will be the design 
of a rule-based EMS for an isolated mode-operating PV-battery hybrid DC MG. 
Another rule-based approach for DC standalone MG with PV, wind, battery, and 
supercapacitor feeding dump and local load is provided in [12]. 

The primary purpose of energy management in this developed isolated DC MGs is 
to accomplish the following objectives: (a) Maintaining continuity of power supply 
to the load for the maximum duration; (b) Maximizing power from PV system with 
Perturb and Observe (P&O) MPPT algorithm; (c) Keeping the DC bus voltage fixated 
at desired voltage levels, i.e., 300 V; and (d) Managing the battery operation mode 
(charging/discharging) based on the battery’s SoC. 

In the process of creating EMS, one of the main regulating factors that is frequently 
employed as a decision criterion is the battery’s SoC. This research takes into 
account lithium-ion batteries since they are the most technologically sophisticated 
and display superior qualities in terms of reliability, power management, energy 
density, charging/discharging cycles, and other similar aspects. This paper aims to 
design a rule-based EMS for an isolated PV-battery DC MG with the objective to 
provide continuous supply to critical loads for the longest duration and maintain 
the DC bus voltage stable under various conditions. This has been accomplished 
by optimizing the PV generation using the P&O method as well as balancing the 
power by operating the battery in charging/discharging mode. Ultimately, the goal 
of this strategy is to provide continuous supply to critical loads for the longest dura-
tion possible. The following is the structure of the paper: The design of the MG 
is discussed in Sect. 2. In the following Sect. 3, we will talk about the proposed 
EMS strategy. In the following section, the results of the simulation will be critically
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examined for a variety of various operating situations. The concluding section of the 
paper is Sect. 5. 

2 DC MG Structure 

The PV system is connected into the DC MG via a DC–DC boost converter in order 
to supply the DC load. There are three loads, each consuming 500 W, and they are all 
connected, with the first load being the most important and the third load being the 
least important. This analysis takes into consideration an additional resistive load, 
which is thus treated as a dump load. In order to keep the power balance stable, a 
battery that is coupled by a bidirectional DC–DC buck/boost converter is used. The 
controlled switches that are linked to the load are used to achieve load shedding in 
the event that the power deficiency mode is active. This is done in order to preserve 
power continuity to the vital load and to keep the DC bus voltage stable. The planned 
structure of the MG is seen in Fig. 1, along with the control signals. 

Fig. 1 Proposed DC MG layout
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2.1 PV System 

In the conduct of this study, a photovoltaic (PV) system is constructed utilizing 
sixteen modules, two of which are connected in series while the remaining eight 
are connected in parallel. The total power output is roughly five kilowatts. This PV 
system is integrated with the help of a DC–DC boost converter to the DC bus, and the 
Perturb and Observe Maximum Power Point Tracking (MPPT) technique is utilized 
in order to operate this module at its maximum capacity. This approach is often 
utilized due to its simplicity of implementation [13]. 

2.2 Battery System 

Due to intermittent nature of solar, it is not possible to rely on this generation 
completely. The fluctuations in the solar generation are compensated with the help 
of battery. During day, when the irradiance levels are high and the PV genera-
tion is supplying the load, the battery is charged depending on its SoC. Otherwise, 
during night or cloudy days, the battery is discharged to maintain the power supply 
continuity to load. The battery is connected with the bidirectional buck–boost DC– 
DC converter to DC bus to maintain the flow of energy in either direction during 
charging/discharging mode. An inbuilt battery module available in MATLAB of 
150 nominal voltage, and 78 AH capacity is considered in this study. The bidirec-
tional buck–boost converter is used to connect this battery with 300 V DC bus. The 
main goal of this converter is to maintain a constant DC bus voltage by charging 
or discharging battery according to the PV generation. Dual-loop PI controller is 
preferred for the converter as it provides stability to the system. The outer loop tracks 
the DC bus reference voltage and supplies the inner loop with reference current. The 
parameters of the controller have been calculated as discussed in [14]. Figure 2 
depicts the cascaded PI controller. 

Fig. 2 Dual-loop PI controller for bidirectional buck–boost converter
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3 Proposed Energy Management Strategy 

The EMS that was designed and is depicted in Fig. 3 operates in two distinct modes: 
the sufficient PV power mode and the deficient PV power mode. 

Sufficient photovoltaic energy: In this mode, for enough PV supply during daytime 
hours, all of the load, including critical and non-critical, is supplied by this generation 
when the battery SoC falls between the lowest and highest ranges. While for SoC 
above the maximum limit, which in this case is 90%, a dump load is linked into the 
system with a controlled switch so that the surplus PV power may be harvested. If 
the percentage of charge on the SoC falls below the minimal mark of 10%; however, 
it will begin charging. The load that is considered to be of the least vital importance 
is taken off, and the remaining load is fed by the PV. 

Deficient PV generation: EMS will operate in this mode whenever the irradiance is 
either very low or completely absent. By operating in the phase known as discharging, 
the battery fulfills its role as a source. For a SoC more than 70%, the entire load is kept 
linked. However, load shedding is chosen by the EMS because the SoC is decreasing, 
and the generation from PV is either very low or nonexistent. When the SoC drops 
below 70% again, the load that is considered to be of the least critical importance 
is turned off so that the vital loads receive a continuous supply for as long as is

Fig. 3 Proposed EMS flowchart 
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humanly practicable. When the SoC falls further below 50%, the next least critical 
load will be taken offline. In the event that the PV system continues to produce an 
insufficient amount of power and the SOC falls below the threshold level, all of the 
load is disconnected, and the system remains in this mode until PV generation is 
restarted. 

4 Simulation Results 

The proposed algorithm is simulated on MATLAB/Simulink, and the effectiveness 
has been tested for different irradiance levels and battery’s SoC in PV surplus as 
well as deficient mode. The results are illustrated in Fig. 4. The simulation results 
for PV surplus mode are obtained by varying the irradiance levels as mentioned in 
Fig. 4a. and keeping the battery’s SoC > 90%. The dump load is removed only when 
the PV system is generating at its 50% of full capacity as otherwise, the system 
is operating in excess PV generation mode. When irradiance is reduced to nil in 
deficient mode (Fig. 4b), battery starts discharging to maintain the supply to load. 
In both the modes, DC link voltage is maintained at 300 V. The load shedding also 
improved the duration of continuous supply to critical loads. The results in Fig. 4c, 
d depict the load shedding and restoring conditions at SoC near 50 and 70%. As Soc 
is below 70%, the dump load and least critical load is already in OFF mode. Now, 
when SoC further falls below 50%, the next non-critical load turns off but turns back 
ON when SoC rises above 50% as depicted in Fig. 4c.

5 Conclusion 

The proposed EMS achieved constant DC link voltage for variable irradiation levels 
and various SoC. Using a twin-loop PI controller, charging and discharging have 
been conducted smoothly, as evidenced by the results. Moreover, the continuity of 
supply is maintained to critical loads for as long as possible during periods of low 
irradiance by following load shedding of the least critical load in steps, and when PV 
generation is high, dump load is used to capture the excess generation if the battery 
is fully charged to minimize energy loss. This work can be remodeled in the future 
for grid-tied system, and instead of a rule-based approach, intelligent EMS based 
on optimization approaches such as FLC can be implemented while exploring more 
distributed generations.
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Fig. 4 Simulation results for a Surplus mode. b Deficient mode. c SoC near 50%. d SoC near 70%, 
showing PV power, load power, battery power, DC bus voltage, and SoC
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Fig. 4 (continued)
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State Estimation in Active Power 
Distribution Systems Using Phasor 
Measurement Units 

V. Aarthi, Ram Krishan, and Himanshu Grover 

Abstract Real-time monitoring of the states of power systems is crucial and 
becoming a very challenging task with increase in the penetration of renewable 
generation. Now days, the use of phasor estimation units (PMUs) is becoming very 
crucial in power systems monitoring and control. However, it is not feasible to place 
PMUs in each and every location as it is very expensive. The use of pseudo and virtual 
measurements techniques to estimate the power system states with better accuracy 
is very effective. In this paper, first, optimal location of the PMUs in a simple active 
power distribution system (APDS) is determined using a simple method. Further, 
the APDS is built in PSCAD, whose signals are fed into the PMUs, to obtain the 
magnitude and phase angle of the signals, and these values are used for performing 
the state estimation. 

Keywords State estimation · PMUs · Optimal PMU placement · Active power 
distribution systems 

1 Introduction 

Operation of modern power systems is very complex because it consists of various 
dynamic loads and generation sources like conventional and renewable sources, spin-
ning and non-spinning reserves [1]. A power system needs to be operated with high 
reliability at minimum cost. For a reliable operation, knowledge of the system states 
is very important. The part of power system which can be operated even in islanded 
mode of operation with the help of available distributed generations (DGs) including 
renewable energy sources is termed as active power distribution systems (APDSs).
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It is very tedious process to know the states of APDS at a particular instant of time. 
To solve this problem, state estimation is very useful where the states of the power 
system are estimated using the available flow and injection measurements [2]. 

Power system state estimation refers to the process of collection of measurements 
across the system and to extract the best estimation of system operational condition 
[3]. Measurements, which are nonlinear functions of the system state, are collected, 
and a load flow-like calculations are performed iteratively to determine the most 
probable system state from the known information. 

Earlier, remote terminal units (RTUs) are used to sense data though the measuring 
transformers (CT’s and PT’s), and these sensed analog signals/values are provided 
to the supervisory control and data acquisition (SCADA) system for the monitoring 
and control. If there is any disturbance in the system, the energy management system 
(EMS) present in the control center gives the effective control action [4]. The output 
data rate of SCADA is once in 4–6 s, but updates of much higher rates are required 
to capture power system dynamics, which is essential for analyzing disturbances 
and post-disturbance scenarios and taking fast control actions. Data at sub-second 
rate is required to monitor the dynamics of power system more closely. Also, time 
synchronized wide area system data is required to have an accurate view of the entire 
power system. Figure 1 shows a general flow of information and communication and 
how the control happens in power system. 

The output of SCADA is the RMS value of voltage and current, but bus voltage 
angle data is required as a local measurement. The angle separation is a key indi-
cator of system stress and needs to be monitored at important transmission corridors 
in real time. In order to overcome all these disadvantages, we are shifting toward 
phasor measurement units (PMUs) to get good accuracy and significant reporting 
rate in view of the power system dynamics. In the last decade, the large use of PMUs 
for the monitoring of the transmission networks has influenced the operational prac-
tices of these systems concerning the following aspects: (i) system stability; (ii) 
state estimation (SE); (iii) system reliability; and (iv) protections schemes [5]. The 
use of low-cost hardware platforms is contributing to the massive use of PMUs in 
distribution networks [6]. Dedicated installations in real distribution networks have 
already demonstrated the feasibility of this solution [7, 8]. As an example, the active 
distribution network (ADN) in [7] is equipped with PMUs in every bus measuring 
nodal voltages and injected current synchro phasors. By leveraging the distribution

Fig. 1 Power system 
operational paradigm 



State Estimation in Active Power Distribution Systems Using Phasor … 125

network operator real time monitoring such as fault detection and location, might be 
developed using this same metering infrastructure [8–10]. 

In this paper, a simple APDS model is considered in PSCAD, whose output voltage 
and current are sent to PMU to compute the states of some of the buses in which 
PMU is present. The change in frequency and rate of change of frequency waveforms 
obtained from PMU are compared with the waveforms of frequency and differenti-
ation of the frequency obtained using PLL. The states of other buses are calculated 
by forming the measurement matrix, Jacobian matrix, and the effective Jacobian and 
measurement matrixes and by computing the diagonal covariance matrix. The results 
obtained from normal state estimation are compared with the results obtained from 
hybrid state estimation. Also, a fault is created in the system, and the states of the 
system are estimated during the instant of fault using the PMU measurement. Thus, 
the states of the system can be obtained on real-time basis without necessarily using 
PMU in all buses. 

2 PMU Modeling 

A synchro phasor is a precision time-tagged positive sequence phasor measured 
at different locations. A PMU is a high-speed device which is used to provide 
the synchronized measurement of phasors. It converts three-phase analog signal of 
voltage or current into synchro phasors. It produces synchronized phasor, frequency, 
rate of change of frequency (ROCOF), and real and reactive powers, etc., estimates 
from voltage and/or current signals and a time synchronizing signal [11]. PMUs 
directly measure the state variables, i.e., magnitude and phase angle of bus voltages, 
with a very high accuracy. They can consequently increase the robustness and preci-
sion of the estimation process [12]. The recent literature has also discussed the use 
of phasor measurement units (PMUs) to develop low-latency and high-refresh rate 
real-time state estimators (SEs) for distribution networks [13–15]. 

Figure 2 shows the single-phase block diagram of PMU phasor signal. The input 
signal is discretized using sample and hold circuit, and the output of this signal 
is multiplied with the time synchronized sine and cosine signals which are passed 
through a low-pass filter to obtain the real and imaginary parts of the signal [16]. 
The parameters of the low-pass filter are designed using the following equations. 
The filter length and filter cut-off frequency is calculated using (1) and (2). 

Filter length (L) =
{
f0 
Fs

}
×

{
5.8943 + 1.467 ∗ ln

{
f0 
Fs

}}
cycles (1) 

Fcuttoff = Fs(0.1981 − 0.0005Fs) ≈ Fs/5 (2)

Here, f0 is the fundamental frequency, and Fs is the sampling frequency. 
The change in frequency can be mathematically obtained as:
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Fig. 2 Single-phase section of the PMU phasor signal processing model

ΔF(i ) = {6[θ (i ) − θ (i − 1)] + 3 [θ (i − 1) − θ (i − 2)] 
+[θ (i − 2) − θ (i − 3)]}/[20π t] (3) 

And the rate of change of frequency (ROCOF) can be framed as: 

DF(i ) = [F(i ) − F(i − 1)]/[t] (4) 

where Δt is the sampling time (1/Fs). 

3 State Estimation Model 

The system model to estimate the true values of the states in terms of measurement 
and error can be expressed as: 

Z = Hx  + e (5) 

where Z is the measurement matrix, Hx  is the true values obtained from system 
model, x is the state vector, and e is the error matrix. 

Measurements can be of a variety of types. Most commonly used measurements 
are the line power flows, bus power injections, bus voltage magnitudes, and line 
current flow magnitudes. For a system containing N buses, the state vector will have 
2N − 1 elements, N bus voltage magnitudes, and (N − 1) phase angles. Hence, the 
state vector x will have the following form assuming bus 1 as the reference 

xT = θ2, θ3,  . . . . . . .θn V1, V2 , V3, . . . . . .  Vn (6) 

The expressions for the injection power Pi and Qi are given below, assuming the 
general two-port π-model for the network branches. 

Pi = Vi

∑
jeNi  

Vj
(
Gi j  cos

(
θi j

) + Bi j  sin
(
θi j

))
(7)
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Qi = Vi

∑
jeNi  

Vj
(
Gi j  cos

(
θi j

) − Bi j  sin
(
θi j

))
(8) 

The real power Pi j  and reactive power Qi j  flow from bus i to bus j : 

Pi j  = V 2 i (gsi + gii  ) − Vi Vj
(
gii  cos θi j  + bi j  sin θi j

)
(9) 

Qi j  = −V 2 i (bsi + bii  ) − Vi Vj
(
gii  sin θi j  − bi j  cos θi j

)
(10) 

The measurement Jacobian matrix, H can be formed as: 

H = 

⎡ 

⎢⎢⎢⎣ 

dPinj  
dθ 

dPinj  
dV 

dPflow 
dθ 

dPflow 
dV 

dQinj  

dθ 
dQinj  

dV 
dQflow 
dθ 

dQflow 
dV 

⎤ 

⎥⎥⎥⎦ (11) 

Figure 3 shows the flowchart for state estimation. The PMUs give the magnitude 
and angle of voltage and current to estimate the states which are unknown in the 
system. State estimation also helps in detection of bad data and in which bus or line 
the bad data has occurred. State estimation results are processed to identify errors in 
the meters and parameters given that there are enough redundant measurements. In 
addition, failure or loss of a meter can be detected. Topology of a network changes 
when a line is lost due to overloading or equipment failure. In such a case, the security 
of the system might be in danger since some other lines might get overloaded as well. 
State estimation results, when analyzed carefully, can give early warnings of such 
cases. 

For performing state estimation using PMU measurements, direct angle measure-
ments are included along with the classical measurement set. The proposed model 
is based on enhancing the output of the WLS estimator by modeling a linear 
measurement set composed of PMU measurements and WLS state estimate.

Start Input data of n bus 
system Formulation of Y Bus Formulation 

of Y Bus 

Decide the measurements 
and states 

Find the injection 
buses and branches for 

the measurment 

Sate estimation 
model H, Z 

Calculate 
Heff Zeff 

End 

Measured 
(PMU) Data 

Estimation of 
states 

Fig. 3 Flowchart for state estimation 
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The proposed measurement model for estimating the states using PMU measure-
ments is as follows:  

M = Hc xpest + e (12) 

Here, M is the measurement vector which comprises of the direct state output from 
WLS (Vse, θ se) and PMU voltage measurements (VPMU, θ PMU). 

M = 

⎡ 

⎢⎢⎣

[
Vse 

θse

]
[
VPMU 

θPMU

]
⎤ 

⎥⎥⎦ (13) 

Hc = 

⎡ 

⎢⎢⎣ 

H11 H12 

H21 H22 

H31 H32 

H41 H42 

⎤ 

⎥⎥⎦ (14) 

Here, the coefficients of Hc matrix can be framed as: 

H11 = I; H12 = 0; H21 = 0; H22 = I; 

where I is an N × N identity matrix and N is the number of buses in the system. 0 
is the N × N null matrix. 

H31 is a P × N matrix, P being the number of PMUs. Each row k corresponds 
to pmu k and has all zeros except at the jth column corresponding to the index of 
Vkpmu in the state vector. 

H32 = 0 (P × N); H41 = 0 (P × N; H42 is a P × N matrix, P being the number of 
PMUs). Each row k corresponds to pmu k and has all zeros except at the jth column 
corresponding to the index of Vkpmu in the state vector. 

The xpest in (12) is computed as: 

xpest = (HcT R−1 Hc )(HcT R−1 M) (15) 

Here, R is the diagonal covariance matrix and is defined by: 

R = diag
{[

σ 2 V se, σ  2 θ se, σ  2 V PMU, σ  2 θ PMU

]}
(16) 

Here, σ 2 V se, σ  2 θ se, σ  2 V PMU, σ  2 θ PMU are the standard deviation of the errors of Vse, θ se, 
VPMU, θ PMU, respectively.
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Fig. 4 Simulation model considered 

4 Simulation Model 

An IEEE 5-bus system is considered which has a normal conventional generation 
source of 132 kV 100 MVA, a DG source of 132 kV connected to bus 1, a circuit 
breaker to isolate the conventional source and another breaker to switch on the DG 
source when needed. The load considered is of 100 MW and 25 MVAr, and the 
circuit breaker trips from 1.0 to 1.3 s, and the simulation is run for 2 s. Only one 
PMU is considered in the system, and this PMU is placed in bus 1. As direct PMU 
model is not available in PSCAD, a virtual PMU is implemented in MATLAB, and 
the voltage data obtained from bus 1 in this simulation is fed into the virtual PMU 
implemented in MATLAB for obtaining the states of bus 1. The block diagram of the 
considered system is shown in Fig. 4, and the block diagram of PMU implemented 
in MATLAB is shown in Fig. 5.

The input V 1, V 2, V 3 in Fig. 5 correspond to the Va, Vb, Vc of Ea (bus 1 Voltage) 
shown in Fig. 4. Figure 2 is implemented in subsystem, subsystem1 and subsystem2, 
and (1), (2), and (3) are implemented in change in frequency block, and (4) is  
implemented in ROCOF block of Fig. 5. 

5 Simulation Results and Discussions 

The simulation model shown in Fig. 4 is simulated in PSCAD, and the three-phase 
voltage and current output of bus 1 obtained for a fault from 1 to 1.3 s are shown in 
Figs. 6 and 7.
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Fig. 5 Block diagram of PMU implementation in Simulink
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Fig. 6 Three-phase voltage output of bus 1 
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Fig. 7 Current flowing through the line
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IntOP 
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Fig. 8 Trip signal issued to the circuit breaker 

It can be observed from Fig. 8 that the trip signal has been given to the circuit 
breaker from 1.0 to 1.3 s, but there is a transient observed till 1.05 s. 

It can be seen from Fig. 9 that there is a transient initially till 0.25 s, and after that 
the power is maintained at 100 MW till 1 s, and it abruptly drops to zero when the 
circuit breaker trips, and in 1.3 s, the power output is back to 100 MW from getting 
the power from the DG source. 

The change in frequency and rate of change of frequency (ROCOF) obtained by 
comparing and differentiating the frequency signal obtained from PLL (Fig. 10) are  
shown in Figs. 11 and 12.

The output data of bus 1 for the model shown in Fig. 4 is obtained from PSCAD 
are fed to the PMU model in Simulink shown in Fig. 5, and the transition results are 
observed. The magnitude of three-phase voltage output for bus 1 (Vabc) is shown  in  
Fig. 13.

It can be observed from the waveforms that similar transitions are observed by the 
PMU and the simulation in PSCAD. Figures 6 and 13 show a similar behavior from 
1 to 1.3 s. Figure 14 shows the positive sequence component of Vabc. The magnitude
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Fig. 9 Change in power observed during the transition 
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Fig. 10 Differentiation of frequency signal 
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Fig. 11 Change in frequency obtained due to transition 
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Fig. 12 Rate of change of frequency (ROCOF) observed

of Vabc signal is shown in Fig. 13, and the phase angle of Vabc is shown in Fig. 15.We  
can see that the there is a large variation in the phase angle during the disturbance 
in all 3 phases. Figure 11 shows the change in frequency which comes to around 
1.2 times (60 Hz) the nominal frequency (50 Hz). The similar change is observed in 
Fig. 16 from 1 to 1.3 s. In case of Fig. 11, it can be seen that there are small peaks 
before a high shoot up in the waveform. But, in case of PMU (Fig. 16), the shoot up 
is very high indicating a large disturbance in the system. Thus, the system can act 
more faster with PMU. The ROCOF, shown in Fig. 12, shoots up to around 0.2 Hz/s,
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Fig. 13 Magnitude of three-phase voltage output obtained from PMU

and this similar change is observed in Fig. 17 where there is a shoot up to around 
60 Hz/s, two times, for the period of 1–1.3 s. 

From Figs. 16 and 17, it can be observed that the changes seen in the power system 
are detected by the PMUs as in PSCAD. Hence, the data obtained from PMU can be 
used to estimate the unknown states of the system. 

Using the data obtained from the PMU, we can now perform state estimation. The 
Z matrix and H matrix are formulated as shown in (5) and (11), a random error W is 
introduced into the system, and the Heff and Zeff are computed as follows: 

Heff = H T W H (17) 

Zeff = H T W Z (18)

Fig. 14 Positive sequence voltage output obtained from PMU
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Fig. 15 Phase angle of Vabc obtained from PMU 

Fig. 16 Change in 
frequency obtained from 
PMU 

Fig. 17 ROCOF obtained 
from PMU

From the above formulations, the states can be estimated as: 

X = H−1 
eff Zeff (19)
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The system shown in Fig. 4 is considered in MATLAB for estimating the states 
of the system. The Zmeas and states corresponding to bus 1 are taken from the PMU 
data along with the DG source, and the states for other buses are estimated using the 
hybrid state estimation technique. 

Here, the number of measurements is considered as 16, and number of states of 
the system are 9 states considered: [θ2|θ3|θ4|θ5|V1|V2|V3|V4|V5]. 

The 5-bus system has 4 generators at bus at 2, 3, 4, and 5, and there are 6 branches 
present. Here, bus 1 is considered as the slack bus. 

The measurement matrix (Z) considered for this system is shown in (20). 

Z = [P1 P3 P4 P5 Q1 Q3 Q4 Q5 P12 P23 P14 P15 Q12 Q23 Q14 Q15]
T (20) 

Here, P1 P3 P4 P5 Q1 Q3 Q4 Q5 are the injection real and reactive power flow measure-
ments, and P12 P23 P14 P15 Q12 Q23 Q14 Q15 are the flow real and reactive power 
measurements. 

The Jacobian matrix is calculated using (11) as:  

H = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

222.5069 −35.2348 0 −154.703 22.2507 −3.5235 0 −3.2569 −15.4703 

0 −91.6758 125.0125 0 0 −9.1676 12.5013 −3.3337 0 

−32.569 0 −33.3367 −33.3367 −3.2569 0 −3.3337 9.9242 −3.3337 

−154.703 0 0 188.0396 −15.4703 0 0 −3.3337 18.804 

−22.2507 3.5235 0 15.4703 222.4619 −35.2348 0 −32.569 −154.703 

0 9.1676 −12.5013 0 0 −91.6758 124.9872 99.2223 0 

3.2569 0 3.3337 3.3337 −32.569 0 −33.3367 99.2223 −33.3367 

15.4703 0 0 −18.804 −154.703 0 0 −33.3367 188.0016 

35.2348 −35.2348 0 0 35.2348 −35.2348 0 0 0 

0.0000 91.6758 −91.6758 0.0000 0.0000 91.6758 −91.6758 0.0000 0.000 

32.569 0 0 0 32.569 0 0 0 0 

154.703 0 0 −154.703 154.703 0 0 0 −154.703 

−3.5235 3.5235 0 0 35.2348 −35.2348 0 0 0 

0 −9.1676 9.1676 0 0 91.6758 −91.6758 0 0 

−3.2569 0 0 0 32.569 0 0 −32.569 0 

−15.4703 0 0 15.4703 154.703 0 0 0 −154.703 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(21) 

The measurement matrix Z can be obtained using (20) as:  

z =
[
0.4 0.2349 −3.9497 4.6651 0.0585 0.9604 0.5265 −0.3821 . . .  
. . .  0.216 −0.9397 −0.1361 0.2274 −2.4801 0.5212 −1.8544 2.266

]T 

(22)
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Table 1 Actual and estimated values of states without using PMU data 

Values Actual values Estimated values Error 

States Voltage (pu) Angle (°) Voltage (pu) Angle (°) Error in V Error in θ 
1 1.00 0 1.0585 0 − 0.0585 0 

2 0.959 3.273 0.9785 3.2190 − 0.0195 0.054 

3 1.00 − 0.759 1.0101 − 0.7515 − 0.0101 − 0.0075 
4 1.00 − 0.492 1.0021 − 0.4900 − 0.0021 − 0.002 
5 1.00 4.112 1.0051 4.0446 − 0.0051 0.0674 

Table 2 Actual and estimated values of states using PMU data 

Values Actual values Estimated values Error 

States Voltage (pu) Angle (°) Voltage (pu) Angle (°) Error in V Error in θ 
1 1.00 0 1.01 0 − 0.01 0 

2 0.959 3.273 0.961 3.269 − 0.002 0.004 

3 1.00 − 0.759 1.002 − 0.7578 − 0.002 − 0.0012 
4 1.00 − 0.492 1.001 − 0.4919 − 0.001 − 1E − 04 
5 1.00 4.112 1.0 4.11 0 0.002 

The Heff matrix using (17) is obtained as: 

Heff = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0.3793 −0.0367 0.0017 −0.3115 −0.0132 −0.0040 0.0000 −0.0015 0.0204 

−0.0367 0.0376 −0.0350 0.0238 −0.0040 −0.0439 0.0636 −0.0169 0.0012 

0.0017 −0.0350 0.0440 0.0017 0.0000 0.0636 −0.0869 0.0233 0.0000 

−0.3115 0.0238 0.0017 0.2758 0.0204 0.0012 0.0000 0.0011 −0.0228 

−0.0132 −0.0040 0.0000 0.0204 1.7063 −0.0219 0.0015 −0.0160 −1.6681 

−0.0040 −0.0439 0.0636 0.0012 −0.0219 0.6331 −0.8003 0.1775 0.0117 

0.0000 0.0636 −0.0869 0.0000 0.0015 −0.8003 1.0403 −0.2432 0.0015 

−0.0015 −0.0169 0.0233 0.0011 −0.0160 0.1775 −0.2432 0.0825 −0.0008 

0.0204 0.0012 0.0000 −0.0228 −1.6681 0.0117 0.0015 −0.0008 1.6558 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

∗ 1014 (23) 

The Zeff matrix obtained using (18) is given as: 

Zeff =
[−1.37E + 12 −9.72E + 10 1.19E + 11 1.77E + 12 −4.24E + 10 

−1.09E + 10 1.50E + 11 −4.18E + 10 −5.58E + 10
]T 

(24) 

The actual values obtained from load flow and the estimated values obtained from 
state estimation during normal and with PMU measurements are shown in Tables 1 
and 2.
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To perform the state estimation using PMU, the Hc matrix is obtained using (14) 
as: 

Hc = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 0 0 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0 0 0  
0 0 1 0 0 0 0 0 0 0  
0 0 0 1 0 0 0 0 0 0  
0 0 0 0 1 0 0 0 0 0  
0 0 0 0 0 1 0 0 0 0  
0 0 0 0 0 0 1 0 0 0  
0 0 0 0 0 0 0 1 0 0  
0 0 0 0 0 0 0 0 1 0  
0 0 0 0 0 0 0 0 0 1  
1 0 0 0 0 0 0 0 0 0  
0 0 0 0 0 1 0 0 0 0  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(25) 

It can be observed from Tables 1 and 2 that the error obtained in the states is 
very less when the states are estimated using PMU data. The comparison of errors 
in voltage and magnitude is shown in Figs. 18 and 19. Here, as the number of 
synchronized measurements is increased, high accuracy is achieved.

Fig. 18 Voltage error 
comparison with and without

-0.08

-0.06

-0.04

-0.02 

0 
1 2 3 4 5  

Er
ro

r 

Voltage 

Voltage error Without PMU 

Voltage error with PMU 

Fig. 19 Phase angle error  
with and without PMU

-0.01 
0 

0.01 
0.02 
0.03 
0.04 
0.05 
0.06 

1 2 3 4 5

Er
ro

r 

Angle(deg) 

Error without PMU 
Error with PMU 

 



138 V. Aarthi et al.

Table 3 Estimated states 
during fault duration 

Values Estimated values during fault 

States Voltage (pu) Angle (°) 

1 0.231 0.998 

2 0.453 2.346 

3 0.864 − 0.4578 
4 0.748 − 0.7836 
5 0.697 2.146 

Table 3 shows the estimated states during fault condition obtained using (13), 
(14), (15). 

6 Conclusion 

In this paper, the states of all the buses are obtained on real-time basis. In an APDS 
system, the states of the buses in which PMUs are placed are directly obtained along 
with the measurement data. But, for buses where PMUs are not present, hybrid 
state estimation can be used for this purpose, which is shown in this paper. The 
usage of PMU helps in faster detection of disturbances and faults that has occurred 
in the system as show in Sect. 5 due to faster detection of large overshoots. The 
necessary matrices needed are obtained from the PMU measurement, and from the 
measurements already available, the initial states are considered as flat start, and 
the states of other buses are obtained based on the equations. It can be seen that 
the estimated state values obtained using PMU data are more accurate compared to 
the states obtained without using PMU data. It is observed that more the number of 
synchronized measurements considered, higher the accuracy obtained in the states 
estimated. It is observed that the estimated states are similar to the actual states after 
introducing some error into the system; hence, we can say that our state estimation 
algorithm can adapt to sudden disturbances. Hence, these measurements are used on 
real-time basis for observability analysis of power system. The losses were neglected 
in this paper. Future scope can be to consider losses while computing the measurement 
data. 
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Online Estimation of Voltage Stability 
Margin Using PMU Data 

Lohitha Avula, Ram Krishan , and Krishan Kumar 

Abstract For secure and reliable operation, online monitoring of voltage stability 
margin is important in smart grid. It is critical to determine how close a power system 
is to voltage breakdown online in order to operate it safely. Based on the basic 
definition of voltage stability margin, a simple method is proposed to determine the 
voltage stability index (VSI) using PMU data instead of local measurement. This VSI 
is used for anticipating the voltage collapse in power systems. The index is calculated 
using the bus’s maximum load capacity and the Thevenin equivalent approach for the 
system’s aggregated representation. The index for line voltage measurement can be 
computed by computing the Thevenin based on fast load flow or phasor measurement 
units (PMUs) data. Proposed technique is demonstrated with a standard IEEE 14-bus 
test system. 

Keywords Voltage collapse · Local measurements · Online voltage stability ·
Load voltage capacity · Thevenin equivalent · Phasor measurement units 

1 Introduction 

In order to meet the growing demand, utilities must take an advantage of using the 
existing transmission facilities in the power system rather than building the new 
ones. The factors contributing to power systems operating near their limits include 
increased complexity, multiple sources, and heavy loads. Consequently, the voltage 
profile of the stressed grid is deteriorated. This has resulted in the problem of voltage 
stability and sometimes leads to the voltage collapse. Voltage instability is one of the 
major problems that could result from such a stressed grid [1].
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The power system is a complex network which consists of various kinds of 
loads and sources. Due to the integration of renewable energy sources (RESs), the 
complexity of the power system network further increased. Also, due to different 
kind of loads, like leading and lagging loads, the power system network always is 
prone to major problems like voltage stability and voltage collapse [2]. The voltage 
stability problem can be defined as the inability of the power system network to 
maintain the voltage levels steady and acceptable at all buses in the network during 
normal operating conditions. This definition can be also being applied to the power 
system after getting subjected to disturbance. Voltage stability problem occurs with a 
local disturbance leading to decreasing in the voltage of all the buses. If this continues 
progressively over a period of time, it may lead to blackout situation. 

Voltage collapse refers to the rapid and uncontrollable drop in voltage of a bus or 
group of buses associated with an increase in load, generally caused by insufficient 
reactive support in high-load areas. A sudden surge in voltage could also cause 
voltage collapse, change in the system, such as a line outage [3]. If the load at a 
particular bus is varied while the rest of the system conditions remain unchanged, 
the voltage at that bus will also change, changing the node voltage at other buses. 
Therefore, the voltage at a load bus is partially dependent on the power delivered 
to that node. The active and reactive powers can be separated into segments such 
as ΔV /δP and ΔV /δQ where P is active power, Q is reactive power, and V is the 
voltage at that node. 

Voltage collapse and voltage instability are often mistaken for the same 
phenomenon. Here, it is necessary to clarify the thin line between these terms. Several 
buses may see a gradual decrease in voltage profile as a result of disturbances in a 
power system. This is called voltage instability, while voltage collapse is an unfeasible 
value of voltage whose magnitude is rapidly decreasing. Power system instability 
can result in voltage collapse. During a disturbance in the power system, there is a 
point in time where the voltage becomes uncontrollable. In the case of actual voltage 
collapse, this occurs later than voltage instabilities [4, 5]. Voltage collapse can be 
categorized into two categories: static and dynamic. The probability and speed of 
voltage collapse can be affected by many different events such as equipment outages 
or faults caused by equipment outages, load disturbances, etc. Depending on the load 
disturbance, it may be a sudden or gradual outage of a large block of load. As the 
voltage fluctuates in small discrete steps of steady states with slow load fluctuation, 
so can be considered a static phenomenon. However, the fast load fluctuation as 
well as equipment outages or faults due to it comprise the dynamic phenomenon. 
Transient instability is caused by disturbances that require dynamic analysis, but 
voltage instability can only occur if the voltage values after the disturbance are low, 
the transient voltage dips last a long time, or the voltage equilibrium achieved after 
the disturbance is unstable, and adding any reactive power support to that bus will 
lower the voltage there [6]. 

Even though the exact calculation of instability onset requires knowledge of the 
complete power system state including generator over excitation conditions [2, 7, 8], 
an approximate estimation based exclusively on local measurements is still possible. 
In order to set up such a problem of approximate decentralized, measurement-based
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voltage instability monitoring, it is useful to define an upstream, as well as a down-
stream power network. Several research efforts attempt to calculate an equivalent 
upstream and downstream power system [9, 10] relying on PMU measurements, 
based on which to estimate voltage instability onset. A good estimation of voltage 
instability onset for a load area can be provided in real time, if the boundary buses 
are monitored through PMU measurements [11], where the sensitivity of transferred 
active power to apparent conductance is used as an index. Voltage stability improve-
ment can also be done by optimal reactive power measures using a sensitivity index 
called power transfer stability index (PTSI) [12]. A stability margin estimation tech-
nique called the Kantorovich-based voltage stability margin (KVSM) is proposed in 
[13]. To provide a fast and accurate static voltage stability assessment, many data-
driven-based methods have been proposed in [14]. Fast voltage stability index (FVSI) 
is a mathematical method which in turn speeds up the technique of voltage stability 
analysis in the prevalence of contingency evaluation due to line outage in a power 
system [15]. 

In this paper, the online voltage stability estimation is done using the PMU data by 
calculating the voltage stability index (VSI). VSI calculation is based on the Thevenin 
equivalent theory which is used to predict the proximity to voltage collapse using 
the PMU data. The buses with lowest VSI are the most vulnerable buses and prone 
to voltage collapse. 

2 Voltage Collapse Indicators 

In static simulators, things like reactive support requirements and system loading 
capabilities are determined during planning and operation. Simulations in the time 
domain are also used to analyze voltage stability [16]. At higher loads and near to the 
point of voltage collapse, there is no real steady-state solution to load flow; therefore, 
it was very difficult to arrive at a solution. 

2.1 AC State Estimation Model 

Load flow analysis or power flow analysis is the procedure required to determine the 
steady-state operating characteristics of the power system network from the given 
bus data and line data [17]. 

Power system AC state estimation is the process of collection of measurements 
from the system and computing a state vector of the voltage (magnitude and angle) at 
each observed bus. Measurements which are nonlinear functions of the system state 
are collected, and load flow-like calculations are performed iteratively to determine 
the most probable system state from the known information [18]. 

State estimation results are processed to identify errors in the meters and param-
eters given that there are enough redundant measurements. In addition, failure or
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loss of a meter can be detected [19]. In this work, the weighted least square state 
estimation method is used for the estimation of the voltage stability margin. 

Considering the measurement vector as ‘z’ which contains the ‘m’ number of 
measurements and the state vector ‘X’ denotes the ‘n’ number of the state vari-
ables. Conventional state estimation techniques employ measurement sets which are 
nonlinear functions of the system state vector and can be represented using h(X ). 
However, all of these measurements have their own unknown error associated with 
them denoted by ‘e.’ The measurement errors are assumed to be independent of one 
another and have an expected value of zero. 

z = [h(X )] + [e] (1) 

3 Voltage Stability Index 

Voltage stability index is an index which predicts the closeness to voltage insta-
bility by assessing the voltage stability of power system. The magnitude changes as 
the system parameter changes and can be used online or offline to help operators 
determine closeness to voltage collapse. With the advancement in the technology of 
smart grid and the phasor measurement unit (PMU) technology, the voltage index 
can be calculated directly from the PMU measurement data [20]. The development 
of synchrophasor measurement technology along with other advances in compu-
tational facilities, networking infrastructure and communications has given us the 
new perspectives for wide-area monitoring and control. Phasor measurement-based 
voltage instability monitoring can be classified in two broad categories: 

i. Local measurements-based methods 

The local measurements-based methods use the Thevenin equivalent method in 
assessment of the voltage instability. The Thevenin voltage and the impedance remain 
constant throughout the measurement. 

ii. Observability based methods 

The observability-based methods require time-synchronized measurements; it is 
obtained from the PMU data. 

3.1 Proposed Methodology 

In this work, the voltage stability index is calculated based on the maximum loading 
capacity and Thevenin equivalent circuit. In order to use this proposed methodology 
to the transmission system, the whole network should be reduced into a system with 
two nodes (Figs. 1 and 2).
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Fig. 1 Thevenin equivalent of the power system 
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Fig. 2 Thevenin equivalent represented as two node system 

From the above diagram, the load impedance at bus k can be determined as 

Z L k = 
|Vk | 

Pk − j Qk 

2 

(2) 

Zkk = Z L k //Z th = Z L k Z th 

Z L k − Z th 
(3) 

Figure 3 is the schematic diagram of generator model in power system with 
constant terminal voltage. The Thevenin impedance and voltage is derived as 
following with the help of Fig. 3 and Eq. 3 

Z th =
(

1 

Zkk 
− 

1 

Z L k

)−1 

Vth =
(
1 − 

Z th 

Z L k

)
Vk (4)
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Fig. 3 Generator model and the Thevenin impedance of load bus 

3.2 Flowchart 

Flowchart of the proposed algorithm is given in Fig. 4. 
The active power and reactive power of system at bus k is as follows and are 

considered for the calculation of VSI

START 

Consider the Load bus K with the Load Pk +j Qk 

Do the AC Load Flow Analysis and Calculate the Load Impedance 

Find the Zkk by taking the Diagonal Element of Impedance Matrix 

Find the Thevenin Voltage Vth 

Find the Thevenin Impedance Zth 

Find the Voltage Stability Index 

Change in Load 
Pk + jQk Calculate new VSI 

END 

Fig. 4 Flowchart for VSI calculation 
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Pk = 
n∑

m=1 

|Vk ||Vm ||Ykm | cos(δm − δk + θkm) (5) 

Qk = −  
n∑

m=1 

|Vk ||Vm ||Ykm | sin(δm − δk + θkm) (6) 

The equations can be modified according to the above figure, and squaring Eqs. 
(5) and (6), we get 

P2 
k + V 4 k Y 

2 
kk cos

2 θkk − 2V 2 k Ykk cos θkk Pk 

= (Vk VmYkm)2 cos2 (δm − δk + θkm) (7) 

Q2 
k + V 4 k Y 

2 
kk sin

2 θkk + 2V 2 k Ykk sin θkk Qk 

= (Vk VmYkm)2 sin2 (δm − δk + θkm) (8) 

Adding the above Eqs. (7) and (8) and rearranging, we get 

V 4 k Y 
2 
kk − (Vk)

2
{
(VmYkm)2 + 2Ykk(Pk cos θkk − Qk sin θkk)

} + P2 
k + Q2 

k = 0 (9)  

Equation (9) can be formed into a quadratic equation of variable V 2 k , and it is 
solved to get the solution of V 2 k as in (10) 

V 2 k = 
−b ± √

b2 − 4ac 
2a 

(10) 

where 

a = Y 2 kk; b = −{
(VmYkm)2 + 2Ykk(Pk cos θkk − Qk sin θkk)

}; c = P2 
k + Q2 

k (11) 

If
(
b2 − 4ac

)
is there is no real solution, therefore b2 − 4ac ≥ 0. Putting a, b, c 

values in the equation,

{
(VmYkm)2 + 2Ykk(Pk cos θkk − Qk sin θkk)

2
}

− 4Y 2 kk
(
P2 
k + Q2 

k

) ≥ 0 (12)  

Maximum loading point of the system is reached when the V 2 k = 0, and if it is seen 
from the voltage stability point of view, we can say that maximum power transfer 
represents more proximity to the voltage instability. 

Therefore, a VSI which is a constant load factor multiplied to P k + j Q  k to make 
it VSI ∗ (Pk + j Qk). 

VSI represents the closeness to voltage instability or collapse. 

• If VSI = 1, the line has reached to its maximum power transfer capability.
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• If VSI < 1, the line violates maximum power transfer capacity, and the voltage 
becomes unstable.

{
(VmYkm)2 + 2Ykk(VSIPk cos θkk − VSIQk sin θkk)

2
}

− 4Y 2 kkVSI
2(P2 

k + Q2 
k

) ≥ 0 (13) 

Rearranging the terms in (13) and finding the value of VSI, we get 

VSI = 
−b ± √

b2 − 4ac 
2a 

(14) 

where 

a = 4Y 2 kk [(Pk cos θkk − Qk sin θkk) )
2 − P2 

k + Q2 
k 

b = {
4(VmYkm)2 Ykk(Pk cos θkk − Qk sin θkk)

}
c = (VmYkm)4 

According to Thevenin equivalent circuit, Vm is replaced with V th. Ykm is replaced 
with Z th and Ykk by Zkk. 

4 Result and Discussion 

4.1 Two-Bus System 

The two-bus system, which comprises of a generator that feeds local load bus k over 
the branch Z line, is considered the test system. Vm = (l.0 + j0.0) pu, Z line = (0.028 
+ j0.096) pu, and Sk = (150 + j50) MVA are the voltages for generator terminal m. 

Thevenin impedance is equivalent to line impedance in a two-bus system and has 
a constant value of 0.1 pu; here, the VSI is calculated by using (14) and is 0.763. 
It is high and not close to zero implies that it is not a voltage collapse point. Here, 
load impedance is substantially greater than the Thevenin impedance under normal 
loading. As in the case of maximum power transfer, load impedance equals Thevenin 
impedance at maximum loading; the VSI is very high. At maximum power transfer 
point, if the voltage is decreased to 0.55 pu and VSI is 0.002, which is the collapse 
point, in the voltage stability analysis, merely considering the collapse point indicated 
by very small VSI values close to zero will be an optimistic approach. The voltages 
in both circumstances are roughly 10% less than the normal voltage when VSI = 1.
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4.2 IEEE 14-Bus System 

Obtain Y-bus, Vm, and δ by performing load flow analysis with the line data and 
adjusted bus data. Get a rectangular version of Sload (KVA). Except for bus K, repre-
sent the load at every load bus by an admittance Y load = S/V 2 m . Modify the Yii, it  
should be changed to Yii = Yii, + Y load(i). Delete all axes associated with generator 
buses, including the slack bus. To get a Z-bus with load, invert it. Bus K’s Z-Thevenin 
is Zkk . The above method should be repeated for each bus except for buses whose 
load power is zero. Voltage stability index is calculated according to above modeling 
equations where Ykm = 1/Z-Thevenin and Ykk = 1/Zkk . Vk is the bus K’s voltage 
obtained from the state estimation. The IEEE 14-bus system is converted into the 
Thevenin equivalent circuit, and VSI is calculated. Except for the buses 1, 7, and 8, 
all other buses can be considered as load bus i.e., K th bus as loads at these buses is 
zero. When buses 3 and 4 are considered as the load bus, the VSI obtained is very 
close to zero. This implies that there is a chance for voltage collapse. In case of bus 
3, the Vm (VThevenin) is very less, and load impedance and Thevenin impedance are 
nearly equal, that is the reason for lesser VSI. But, in case of bus 4, the Thevenin 
voltage is not too less; the VSI is lower because the load impedance is not much 
greater than the Thevenin impedance. 

Table 1 represents the voltages and phase angles at each bus of the IEEE–14-bus 
system obtained from load flow analysis (before state estimation) and state estima-
tion. The voltages and phase angles obtained from load flow analysis are used in 
state estimation for finding the error-free voltages and phase angles of the buses. 
State estimation results are used for calculating the voltage stability index.

Table 2 represents the values of load bus voltage (Vk) which is obtained from 
the state estimation. Thevenin voltage (Vm) is calculated from Eq. (4) with respect 
to load bus. Load bus impedance (Zk) is calculated from Eq. (2), and the Thevenin 
impedance is calculated from Eqs. (3) and (4). The voltage stability index (VSI) is 
calculated using Eq. (14).

Figure 5 shows the variation of VSI with respect to the load voltage. Figure 6 shows 
the variation of VSI with Thevenin voltage. The effect of Vm (Thevenin voltage) is 
more on the calculation of VSI than the load bus voltage. The value of VSI also 
depends on the Thevenin impedance and load impedance. The load impedance at 
buses 3 and 4 is less than the Thevenin impedance, making the buses 3 and 4 as 
vulnerable buses. The Thevenin voltage (Vm) at buses 3 and 4 is also less compared 
to other buses Thevenin voltage. Therefore, the VSI of bus 3 and bus 4 is as low 
as 0.0071 and 0.0049, respectively. The closeness of VSI to zero implies voltage 
collapse. Higher the VSI, higher is the voltage stability. Thus, the VSI is measure of 
voltage stability margin, i.e., how close the system is to instability.
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Table 1 Voltage magnitude and angle before and after the state estimation 

Without state estimation With state estimation 

Bus number Magnitude Angle (°) Magnitude Angle (°) 

1 1.060 0.000* 1.0958 0.000* 

2 1.045 − 4.983 1.0786 − 2.6228 
3 1.010 − 12.725 1.0736 − 3.9666 
4 1.018 − 10.313 1.0608 − 3.9069 
5 1.020 − 8.774 1.0623 − 3.4489 
6 1.070 − 14.221 1.0294 − 5.5366 
7 1.062 − 13.360 1.0480 − 5.9744 
8 1.090 − 13.360 1.0699 − 5.1270 
9 1.056 − 14.939 1.0334 − 6.7800 
10 1.051 − 15.097 1.0284 − 6.8106 
11 1.057 − 14.791 1.0284 − 5.7644 
12 1.055 − 15.076 1.0236 − 5.2591 
13 1.050 − 15.156 1.0150 − 5.7493 
14 1.036 − 16.034 1.0155 − 7.4784 

* represents Slack Bus

Table 2 VSI calculation at load buses 

Load bus Vk Vm (V th) Zk Z th VSI 

2 1.0786 0.7712 4.6268 1.3184 1.0606 

3 1.0736 0.1578 1.1995 1.3758 0.0071 

4 1.0608 0.4324 1.2464 1.3899 0.0049 

5 1.0623 0.9593 14.5294 1.4079 0.2857 

6 1.0294 0.8447 7.8608 1.4102 1.2020 

9 1.0334 0.5507 3.1549 1.4737 0.5089 

10 1.0284 0.8756 9.8773 1.4673 1.3603 

11 1.0284 0.9724 26.8724 1.4623 1.4088 

12 1.0236 0.9411 16.6128 1.339 0.4423 

13 1.0150 0.8185 7.0119 1.3578 0.6713 

14 1.0155 0.7954 6.562 1.4226 0.5352

5 Conclusion 

Online estimation of voltage stability margin is proposed using the PMU data. The 
voltage stability index presented in this paper is based on maximum loading capability 
and can be used in online voltage analysis. Data on load flow or measurement can be 
used to determine the index. The index can be employed in networks using a quick
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Fig. 5 VSI and load voltage of IEEE 14-bus system 

Fig. 6 VSI and Thevenin voltage of IEEE 14-bus system 

Fig. 7 Thevenin impedance and load impedance of IEEE 14-bus system

technique of Thevenin equivalent calculation, as demonstrated by implementing the 
algorithm with IEEE 14-bus and two-bus test systems. Here, the VSI is calculated 
based on the Thevenin voltage of the system, load voltage, Thevenin impedance, and
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load impedance. The closeness of VSI toward zero indicates the voltage collapse. In 
IEEE 14-bus system, the most vulnerable buses are bus 3 and 4 as the VSI values are 
0.0071 and 0.0049, respectively. The future scope of this approach is to find the real 
power as well as reactive power loading margin of the system which can be obtained 
by continuation power flow method. 
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Design and Implementation the Active 
Clamp Forward Converter for Electric 
Vehicles Application 

Arya Singh and Madhusudan Singh 

Abstract This paper presents a detailed examination of the circuit functioning and 
design analysis of an active clamp forward converter (DC–DC) with asynchronous 
rectification. Forward converter with active clamp (ACFC), to assist reset the flux in 
the transformer core, one clamp switch and clamp capacitor are used to absorb leakage 
energy of inductor, and decrease voltage and current spikes on the primary side of 
transformer and further lowering the voltage stress on the main switch (SM). By using 
the switch’s output capacitance and transformer leakage inductance, the clamped 
circuit helps the main switch in turning on during zero-voltage switching (ZVS). 
Switching the power switch to zero-voltage switching (ZVS) decreases switching 
losses and increases the converter’s overall efficiency. To verify the zero-voltage 
switching (ZVS) and operation of active clamp forward converter (ACFC), the design 
procedure and simulation results for ACFC with DC supply voltage of 80–120 V and 
have a DC output voltage (V 0) of 13.41 V which is operating at rated load current 
(I0) of 32.82 A and a switching frequency (Fs) of 250 kHz is presented. 

Keywords Zero voltage switching (ZVS) · Active clamp forward converter 
(ACFC) · Zero derivative switching (ZDS) · Switching frequency (Fs) · Pulse 
width modulation (PWM) 

1 Introduction 

A buck-derived architecture with transformer isolation is used in the ACFC. For 
low-power applications, the ACFC is a common choice for single and/or multiple 
output power supply. Active clamp forward converters are smaller and more efficient 
than passive clamp forward converters [1]. In forward converter, transformers are 
utilised to accomplish circuit isolation and energy transformation from primary side
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to secondary side, as well as to reset the transformer’s magnetising current using the 
active clamp approach. While there are a variety of approaches for accomplishing 
transformer reset, the active clamp approach is both simple and effective. Zero-
voltage switching (ZVS), decreased switch voltage stress, wider duty cycle range, 
and reduced electro-magnetic interference (EMI) are just a few of the benefits of 
active switching. One of the constraints of the active clamp is the requirement for a 
precise duty clamp [2]. Increased duty cycle, if not limited to a maximum amount, 
might cause transformer saturation or additional voltage stress on the main switch, 
both of which will be dangerous. Another constraint is the requirement for sophis-
ticated control to synchronise delay timing between the active clamp and primary 
switch gate drive [3]. When the switch (SM), i.e. main switch is ON, its voltage 
emerges across the primary winding of transformer, causing the magnetising current 
(IM) to increase linearly and reaches to its maximum positive peak value. For peri-
odic voltage, current functioning of transformer circuit, this established magnetising 
current must be reset when the switch (SM) is OFF. At the end of every switching 
phase, the magnetising current/flux in core should revert to its initial value. If the 
magnetising current/flux will not revert to its initial state at the conclusion of each 
switching phase, the magnetising current (IM) will continue to rise, leading to trans-
former saturation [4–6]. By using an active clamp converter, the overall efficiency 
of the circuit is considerably increased. A variety of ways have been developed to 
reduce switching losses and increase system efficiency. With the help of clamp switch 
(SCL) and clamp capacitor (CCL), the active clamp approach has been developed to 
collect the excess stored energy inside leakage inductance (LL) and decrease current, 
voltage stress of switch (SM). The active clamp approach uses a normal pulse width 
modulation (PWM) system to transmit power, and the switch is switched on at zero-
voltage switching (ZVS) utilising transformers leakage inductance (LL) and parasitic 
capacitance and/or switch output capacitance (CDS) [7, 8]. 

To show ZVS and enhanced efficiency, an active clamp zero-voltage switching 
(ZVS) forward converter is built and implemented in MATLAB/Simulink in this 
study. Sections II and III present a complete analysis of system and design approach 
and the creation of a 440.1162 W ACFC zero-voltage switching (ZVS) converter. 
Using clamp switch (SCL), clamping capacitor (CCL) and resonant circuit, the ACFC 
circuit will reset the surge energy held in leaky inductance, and the main switch’s 
voltage stress is also decreased. To analyse the performance characteristics of the 
ACFC zero-voltage switching (ZVS) converter, the circuit operation for closed loop 
system is analysed, and the MATLAB/Simulation results based upon a 440.1162 
W prototype circuit with DC link voltage of 80–l20 V and output voltage (V 0) of  
13.41 V at operating frequency (Fs) of 250 kHz are illustrated. The active clamp 
forward converter’s uses include auxiliary power supply for electric cars.
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2 Circuit Description and Analysis 

The ACFC circuit is illustrated in Fig. 1. The clamp switch (SCL) and clamping 
capacitor (CCL) in the active clamped circuit are used to reset the magnetising flux of 
transformer and absorb the surplus energy created by the leakage inductance (LL) to  
reduce voltage stress on the main switch (SM). To accomplish ZVS functioning for 
the main switch, the drain-source capacitance (CDS) and leakage inductance (LL) are  
in resonant (SM). The inductance of magnetization is stated as (Lm). The drain-source 
capacitance (CDS) is equal to the parasitic capacitance of the switch (SM), i.e. main 
switch and the switch (SCL), i.e. clamp switch combined in parallel. The converter 
makes the following assumptions for circuit analysis. 

• The drain-source capacitance (CDS) should be smaller compared to the clamp 
capacitance (CCL). 

• The capacitance C0 is big enough to maintain an approximately constant steady 
output voltage. 

• The inductance (L0) of the secondary side filter is large enough so that 
approximately constant current flow through it. 

• The magnetising inductance (Lm) must be greater than leakage inductance (LL). 
• Turn ratio of transformer is n = NP 

NS • Zero-voltage switching (ZVS) is accomplished when the inductive energy is larger 
enough than the energy stored in capacitor of the drain-source capacitance (CDS). 

Mode I: Power is transferred to the secondary side of transformer in this mode of 
operation, as illustrated in Fig. 2. The magnetising current (Im) of transformer  is  
added to reflected secondary current (I ′

s) to generate the input current (I in) and flows 
via the channel resistance of the switch (SM). On the secondary side, forward bias 
causes diode (D1) to be ON, while reverse bias causes diode (D2) to be OFF. The

Fig. 1 ACFC circuit diagram 
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Fig. 2 Circuit diagram of ACFC, switch (SM ) ON, and switch (SSC) OFF  

supply voltage is the voltage that appears across the magnetising inductance (V in). 

Iin = Im + I ′
s (1) 

Voltage across magnetising inductance Lm is 

VLm = Vin = Lm 
dIm 
dt 

(2)

�Im = 
DVin 

Fs Lm 
(3) 

Voltage across the output inductor L0 is 

VL0 = Vs − V0 = Vin 
NS 

NP 
− V0 (4)

�IL0 =
(
Vin 

NS 
NP 

− V0

)
D 

Fs L0 
(5) 

where VLm is the voltage of magnetising inductance voltage, VL0 will be the voltage 
across output inductor, D will be the duty cycle, Fs is switching frequency. 

Equations (2)–(5) show that current through magnetising inductance (Lm) and 
output inductance (L0) increases linearly when the switch (SM) is ON. 

Mode II: In this mode of operation, switch (SM) is switched off; the primary current 
(IP) continues to charge up the main switch’s drain-to-source capacitor (CDS), before 
being diverted through the body diode (D3) of clamp switch and charging clamp 
capacitor (CCL), as illustrated in Fig. 3. Because the secondary side load current 
(I0) is freewheeling, there will be no reflected primary current; hence, only trans-
former magnetising current (Im) is flowing through D3. As a result, the clamp switch 
(D3) body-diode’s conduction loss is minimal, and the circumstances are established 
for clamp switch (SCL) to turn on under ZVS. The resonant period is the duration
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Fig. 3 ACFC circuit when switch (SM ) OFF, switch (SSC) OFF  

between turning off the switch (SM) and turning on the switch (SCL). Diode (D1) is 
off on the secondary side because the transformer secondary applies reverse voltage 
across it, causing diode (D2) to conduct and the load current to freewheel through 
it. Conduction losses of D1 and D2 can be a significant component to overall power 
loss in high current applications and are frequently one of the limiting considerations 
for higher frequency operation. 

Voltage across the output inductor L0 is 

VL0 = −V0 (6)

�IL0 = 
−V0(1 − D) 

FsL0 
(7) 

Equation (7) shows that, current through the output inductor decreases linearly 
when switch SM , diode D1 is off and D2 is ON. 

Mode III: This is the condition of active clamping, in which the primary side winding 
of the transformer is reset. Regardless of the fact that the primary current seems 
to reverse almost instantly in Fig. 4, the change from positive to negative current 
flow is smooth. The switch (SCL) is now completely ON; the voltage appear across 
transformer primary side is the difference of clamp capacitor voltage (VCL) and 
supply voltage (V in). The clamp capacitor (CCL) and drain voltage (VDS) started to 
fall, while the magnetising current (Im) started to rise in the opposite direction. On 
the other hand, the diode (D2) on the secondary side of the transformer, which is 
carrying entire load current, does have a large conduction loss.

Mode IV: In this mode of operation, under ZVS, the clamp switch (SCL) is  
switched OFF. The main switch drain-to-source capacitance (CDS) and transformer 
magnetising current (Im) continue to discharge their energy to the supply voltage 
(V in), as illustrated in Fig. 5. The magnetising current goes via the main switch’s 
body diode once the CDS is discharged. After then, the switch (SM) is then switched 
ON.
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Fig. 4 ACFC circuit when switch (SM ) OFF  and switch (SSC) ON

Fig. 5 Magnetising current and drain-source capacitance is discharging to the supply 

3 Procedure for Designing Active Clamp Forward 
Converter 

Dmax is the maximum duty cycle, occurs when voltage is maximum. Dmin is the 
minimum duty cycle, occurs when voltage is minimum. Then, the value of filter 
inductor 

L0 = 
V0(1 − Dmin)

�IL0 I0 FS 
(8) 

where � IL is the ripple in the inductor current, and it is expected to be 5% of the 
present load I0. 

Q = 
0.5�ILO  

2FS 
(9) 

C0min  = 
Q

�V0 
(10) 

where � V 0 is ripple in output voltage (V 0), which is expected to 1% of output 
voltage.
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R0 = 
V 2 0 

P0 
(11) 

CCL ≥ 
10(1 − Dmin)

2 

Lmag(2π Fs)2 
(12) 

Here, Fs is the switching frequency; L0 is output inductance; Q is charge; C0min is 
the minimum value of output capacitance; R0 is the output resistance; Lmag is the 
magnetising inductance of transformer, and CCL is clamp capacitance. 

4 Simulation Results and Discussion 

In this study, active clamp forward converter (ACFC) for transfer of about 488.6 
W power at a supply voltage of V in = 80 V and output voltage V 0 = 13.41 V is 
designed and simulated in MATLAB/Simulink. The design specifications of ACFC 
are illustrated in Tables 1 and 2. A MATLAB model of the proposed scheme is 
developed for simulation. 

A. Parameters and Component Values 
An active clamp forward converter’s circuit (ACFC) modelling has been intro-

duced here. The input power supply for ACFC prototype is a 80 V, 6.53 A DC power 
source as illustrated in Fig. 6a, b. Figure 6c illustrates that, when the switch (SM), 
i.e. main switch is ON, switch (SCL), i.e. clamp switch is OFF, the voltage across 
the SCL, and winding (NP) is the supply voltage (V in), the current increases linearly

Table 1 Design 
specifications of active clamp 
forward converter 

Parameters Value 

Supply voltage (V in) 80 V 

Supply current (I in) 6.536 A 

Switching frequency (Fs) 250 kHz 

Output voltage (V0) 13.41 V 

Output current (I0) 32.82 A 

Output power (P0) 440.1162 W 

Table 2 Component values 
and setting of controller in 
active clamp forward 
converter 

Components Values 

CCL 133.7 nF 

Kp 0.0001 

Ki 5 

C0 622.4 µF 

L0 14 µH 

R0 0.4 �
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through transformer primary winding. Figure 6d illustrates, zero-voltage switching 
across the switch (SM). Figure 6e illustrates current and voltage from diode (D1). 
Figure 6f, g is the DC output current and voltage, can be used to power up various 
parts of electric vehicles, and Fig. 6h illustrates the efficiency of the converter to be 
85.89%. 

(a) Supply Voltage 

(b) Input Current 

(c) Transformer Primary Side Current 

(d) Zero Voltage Switching 

(e) Current and Voltage through 
diode(D1) 

(f) Output Current 

(g) Output Voltage 

(h)  Efficiency 

Fig. 6 a Supply voltage. b Input current. c Transformer primary side current. d Zero-voltage 
switching. e Current and voltage through diode (D1). f Output current. g Output voltage. h Efficiency
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5 Conclusion 

The comprehensive circuit report of active clamp forward converter (ACFC) is 
described in this study. To manage output voltage (V 0), a PI-controller might be 
used and decrease damping in the system, and the converter functioning in closed 
loop is proven for a fixed output voltage of 13.6 V. The proportional-gain (Kp) is set  
at 0.0001 for this setup, while integral-gain (Ki) is set to 5. To accomplish ZVS func-
tioning of the main switch, to reset the stored energy held in magnetising and leaking 
inductances, the clamp circuit is used. An active clamp forward converter (ACFC) 
is being implemented using a voltage supply of 80–120 V and a supply current of 
6.536 A, an output voltage (V 0) of 13.41 V, an output current (I0) of 32.82 A, and 
an output power of 440.1162 W is proven through a MATLAB/Simulink simulation 
study. 

The basic difference between forward converter and active clamp forward 
converter is that in forward converter when switch is off, the residual energy stored 
in primary of the transformer has no path to go anywhere and within some on–off 
cycle of transformer the core get saturated and might destroy the switch due to high 
stress on it; to avoid this problem, we can use one extra winding, i.e. tertiary winding 
with an anti-parallel diode, but this will increase the size of forward converter. That 
is why active clamp forward converter is a best choice for EV application. 
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A Comparative Study on 
Metaheuristic-Based Reconfiguration 
Strategies for Non-uniformly Shaded PV 
Array 

Reeva Dhariwal and Bhavnesh Kumar 

Abstract In photovoltaic power plants, operating environmental conditions have 
a profound effect on the behavior and the quality of the photovoltaic (PV) energy 
produced. The non-homogenous insolation reduces the power producing capacity, 
introduces multiple peaks in the PV curve, and produces hot spots. Metaheuristic 
algorithms have emerged as an effective tool in reconfiguring the panels to disperse 
the shading uniformly. The actual locations of the modules remain unchanged during 
reconfiguration while the electrical connection is changed. Therefore, this paper 
presents a comprehensive study on two different metaheuristic optimization algo-
rithms, namely particle swarm optimization (PSO) and grasshopper optimization 
algorithm (GOA). These optimization tools provide a connecting matrix for the new 
electrical connection that gives high output power to the same PV array. In addition, 
a comparison of these reconfiguration methods is done to assess their suitability of 
these methods. Based on the result, PSO gives better output as compared to GOA 
both in terms of power produced as well as the PV curve. 

Keywords Array reconfiguration · Particle swarm optimization · And grasshopper 
optimization algorithm 

1 Introduction 

Due to the increase in environmental issues, renewable energy is gaining importance. 
Solar energy is a popular source of renewable energy and is widely used because of its 
abundance and accessibility throughout the year. In photovoltaic panels, the output 
depends on the amount of solar radiation received by the panel. A single PV module 
is not capable to meet the load requirements, and hence, multiple modules are used.
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Fixed interconnection schemes such as (i) Series–Parallel (SP), (ii) Bridged-Link 
(BL), (iii) Honey-Comb (HC), and (iv) Total Cross Tied (TCT) had been presented to 
counter the non-uniform shading [1]. TCT arrangement gives better solution under 
partial shading among these interconnection schemes. Despite providing a better 
performance compared to conventional configuration schemes, the TCT configu-
ration method fails to disperse the shade evenly. Some reconfiguration approaches 
based on physical relocation are Su Do Ku [2], odd even [3], and zig-zag [4]. However, 
the drawbacks of these approaches are that they require skilled and labor-intensive 
people, longer cables, thus increasing losses in the system. Contrary to this are the 
electrical array reconfiguration (EAR) schemes, fast switching matrix (FSM) [5], 
and dynamic electrical scheme (DES) [6]. 

Finding the right switching combination is a complex and difficult task in the 
electrical switching arrangement. Therefore, metaheuristic optimization algorithms 
are used as an alternative to solve multi-modal problems. Particle swarm optimization 
(PSO) proposed in [7, 8] shows that this technique can be used with large solution 
space which makes this technique better for the EAR problem. Ref. [9] utilizes 
PSO and genetic algorithm to solve the issues related to PV array. Grasshopper 
optimization algorithm (GOA) is discussed in [10], which uses the social interaction 
between the grasshoppers in catching the prey to solve the problem of partial shading. 
In this paper, a detailed comparative study is done on the above two metaheuristic 
optimization algorithms namely PSO and GOA. 

2 System Description 

2.1 Modeling of PV Cell 

A single diode model of a PV cell is shown in Fig. 1. Applying KCL at node ‘P,’ 

I = Iph − ID − 
V + I RS 

RP 
(1) 

where I is photon current, Iph is PV cell current, ID is diode current, RS is series 
resistance, RP is parallel resistance. 

The ideal diode current equation is written as, 

ID = Io
(
e 

VD 
αVT 

−1
)

(2) 

where I0 is the reverse saturation current, ‘α’ is the diode ideality factor, VD is the 
applied voltage across the terminals of the diode, and VT is the thermal voltage. The 
thermal voltage subjected to any temperature is given by,
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VT = 
NS K T  

q 
(3) 

The PV array current is calculated using the following equation: 

I = NPP

(
Iph − Io

[
exp

(
V + I RS 

VT NSS

)
− 1

])
− 

V + I RS 

RP 
(4) 

where NSS and Npp are the number of modules connected in series and parallel. For 
experimentation, PV module BP Solar BP3170N is taken. 

2.2 TCT Configured PV Array 

The TCT configuration is formed by connecting cross ties in a series–parallel (SP) 
configuration to each row. Figure 2 shows a 6 × 4 TCT configured PV array. 

The current output of each module depends on the amount of illumination received 
by the surface as follows: 

Ii j  = Ki j  Im (5) 

where Im is the current generated by the module at standard irradiance and ki j  = 
Gi j  /Go. By applying KCL, current at each node is represented as: 

Ia = 
4∑
j=1

(
Ii j  − I(i+1) j

) = 0, i = 1, 2, . . .  6 (6) 

The array voltage can be calculated by applying KVL as follows: 

Va = 
6∑

i=1 

Vmi (7) 

where Vmi is the voltage of the panels at the ith row.

Fig. 1 Equivalent circuit of PV cell
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Fig. 2 PV array 
interconnected in TCT 
configuration

3 Metaheuristic Optimization Algorithms 

There are two basic components of meta-heuristic strategies, namely, exploitation and 
exploration. Exploitation offers a variety of solutions by exploring the search area, 
and exploitation searches the local area knowing that a better solution is available in 
the area. In this paper, GOA and PSO techniques are implemented, and the procedural 
steps for implementing these techniques are described in the next section (Table 1). 

Table 1 Parameters for 
GOA, PSO 

GOA PSO 

N 20 w 0.9 

cmax, cmin 0.00004, 1 c1 1.2 

tmax 10 c2 1.8
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3.1 Grasshopper Optimization Algorithm (GOA) 

The grasshoppers have two forces, i.e., attraction and repulsion between them, the 
repulsive force allows them to explore the search area while the attraction force 
allows them to remain in the promising regions. Hence, a comfort zone is formed 
where the two forces are equal. The position having the best fitness function is nearest 
to the target, and the rest is trying to get to that point through network interaction; the 
comfort zone is constantly declining until a better solution is found. This behavior 
can be mathematically modeled as follows: 

Xi (t + 1) = c 
N∑

j=1, j �=i 

c 
ubd − lbd 

c 
s
(∣∣X j (t) − Xi (t)

∣∣) x j (t) − xi (t) 
di j  

+ T̂d (8) 

s(r ) = f exp
(−r 

ls

)
− exp(−r) (9) 

where Xi (t + 1) is the position of grasshopper at (t + 1) th iteration, s is a function 
representing social force, f is attraction force, r is distance, ls is attractive length, ubd 
and lbd are the upper and lower limits, di j  is distance between ith and jth grasshopper, 
Td is a target of d-dimensional position, and c is the diminishing feature representing 
a descending comfort zone. The equation for c is given by: 

c(t) = cmax − t 
cmax − cmin 

tmax 
(10) 

3.2 Particle Swarm Optimization 

The conditions considered while using PSO are initial particle velocity, updating the 
velocity, social constant, cognitive constant, and weights. The steps to implement 
PSO for reconfiguration of PV array under partial shading condition are as shown 
below: 

Step 1: Value estimation: Initializing various parameters involved in PSO such as 
social constant (Cc), cognitive constant (Cg)„ and weight (W ). The initial velocity 
of the particle is given by the equation 

vel( j) = 1 + round(rand() ∗ 8) (11) 

where j is particle number. 
Step 2: Irradiance calculation: The irradiance can be measured using a sensor 

arrangement. This can also be calculated using the following formula:
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Gi j  = α
[
Ii j  + Io

(
e 

Vi j  
αVT 

−1
)]

(12) 

where Ii j  and Vi j  are voltage and current corresponding to ith row and jth column. 
Step 3: Fitness function: Based on the output power, the fitness of each particle is 

assessed. The fitness function used in this case is given by the following equation: 

Max( f (i )) = sum(P) +
(
We 

Ee

)
+ (

Wp∗Pa
)
. (13) 

where f (i ) is the fitness of the ith element, sum(P) is the total power, Ee is the sum of 
the error difference between maximum row current, i.e., Ee = ∑6 

K =1|Im − Ik |, Im is 
the maximum value of current when bypassing is considered, Pa is the output power 
without bypassing, We and Wp are the weights. 

Step 4: Velocity updation: The velocity for the particles is updated using the 
following equation: 

V t+1 
i = w∗V t i + rand*C1∗

(
Pbest − Xt 

i

) + rand*C2∗
(
Gbest − Xt 

i

)
(14) 

where ‘i’ corresponds to optimization vector variable, ‘t’ is iteration number, Xt 
i and 

V t i are position and velocity of ‘t’th iteration, C1 is socail coefficient, C2 is cognitive 
coefficient. 

Step 5: Finishing stage: The termination criteria is getting an optimal switching 
pattern, and there is no insolation change. In case of change in insolation, the PSO 
method must be reinitialized. 

4 Results and Discussion 

The effectiveness of GOA and PSO for shade dispersion are examined with the help 
of a 6 × 4 PV array connected in TCT configuration. The theoretical analysis is 
validated using simulation in the MATLAB/Simulink. Comparison of shade disper-
sion capability is done on the basis of shading scenario shown in Fig. 3a. In the test 
case, the PV module is divided into three distinct groups receiving solar radiation 
of 900, 700, and 300 W/m2 . Results of shade dispersion obtained with considered 
metaheuristic techniques are shown in Fig. 3b, c. In addition, to support the validity, 
the IV curve and the PV curve are shown in Fig. 4.

The performance of various techniques can be evaluated using several parameters 
such as mismatch losses, fill factor, and power loss percentage. The mathematical 
formulas of these parameters can be written as follows: 

Mismatch power loss(PMLL) = PMaxSTC − PGPPSC (15)
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 900 W/m2  700 W/m2 300 W/m2 

(a) (b) (c) 

11 12 13 14 
21 22 23 24 
31 32 33 34 
41 42 43 44 
51 52 53 54 
61 62 63 64 

11 12 13 14 
21 22 23 24 
31 32 33 34 
41 42 43 44 
51 52 53 54 
61 62 63 64 

11 12 13 14 
21 22 23 24 
31 32 33 34 
41 42 43 44 
51 52 53 54 
61 62 63 64 

Fig. 3 Shading scenario: a before shade dispersion, b after shade dispersion using GOA, and c 
after shade dispersion using PSO 

Fig. 4 PV and IV curves with TCT (fixed connection), GOA, and PSO

Fill Factor(FF) =
(
Vmp Imp

)
PSC 

VOC ISC 
(16) 

Power loss(PL )% = 
GPSTC − GPPSC 

GPSTC 
(17) 

where PMaxSTC and PGPPSC are the maximum power at STC and PSC, respectively, 
Vmp and Imp are the voltage and current at maximum power at PSC, VOC is the open 
circuit voltage, ISC is the short circuit current, GPSTC and GPPSC are the global power 
produced at STC and PSC, respectively. The values of these parameters are calculated 
and mentioned in Table 2.
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Table 2 Performance parameters of PV array for different techniques 

Technique VOC (V) ISC (A) Global peak parameters Performance parameters 

GP (W) Vmp (V) Imp (A) PMML (W) FF PL (%) 

TCT 260.2 18.75 2229 223.3 9.98 1872 0.457 45.647 

GOA 261.3 15.59 2828 217 13.03 1273 0.694 31.041 

PSO 261.1 14.59 2876 212.6 13.53 1225 0.755 29.870 

5 Conclusion 

In this paper, a comparative study of two metaheuristic optimization algorithms for 
shade dispersion is presented. Particle swarm optimization (PSO) and grasshopper 
optimization algorithm (GOA) for optimal shade dispersion to mitigate the effect 
of partial shading conditions on PV array are developed and examined. Considered 
techniques only change the electrical connections, and the physical position in the PV 
array remains the same. The system performance is analyzed for these two techniques, 
and the mismatch power loss, fill factor, and power loss percentage are achieved. 
Hence, it is evident that the PSO method is superior and produces better results 
compared to the GOA, and TCT configuration with the power loss % of 29.8 and the 
value of fill factor is 0.755. 
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Modeling and Analysis of Wind-Driven 
PMSG for Healthy and Unhealthy 
Conditions 

Nirmal Kumar Agarwal, Neeta Singh, and Abhinav Saxena 

Abstract This paper shows the analysis and modeling of wind-driven permanent 
magnet synchronous generator. The maximum power is extracted from wind turbine 
by controlling pitch angle and tip to speed ratio. The modeling of permanent magnet 
synchronous machine is assessed. Thereafter, healthy and unhealthy analysis of 
PMSG is assessed. The unhealthy condition is being specified in terms of different 
faults like LLL, LG. Subsequently, power quality issues like THD and MSE are being 
analyzed for both the conditions. 

Keywords THD ·Wind · PMSG · Healthy ·MSE 

1 Introduction 

Over the years, the wind generator sector has become increasingly popular. Conven-
tional power generators did not reach the megawatts system. As a result, the majority 
of the early models used permanent magnet synchronous generators (PMSGs) or a 
common asynchronous generator. A gearbox is usually connecting an asynchronous 
generator to a turbine. If the generator has a large number of poles, a permanent 
compatible generator (PMSG) can be connected to a turbine with a gearbox or directly 
outside the gearbox [1, 2]. Because of the increase in power per megawatt system, 
which is now up to 10 MW, PMSG changes necessitate an increase in converter size 
and weight. Permanent magnetic generators with synchronous generators having the 
advantages of being more durable, smaller in size, requiring no additional power 
supply to stimulate the magnetic field, and requiring less adjustment than conven-
tional generators. Furthermore, when compared to the constant-speed technique, 
variable-speed wind power has advantages such as magnitude, the ability to track
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spots, and reduced acoustic noise at low wind speeds [3, 4]. The modeling and 
control approaches used in two permanent magnet synchronous generator farms 
for wind applications are described in this paper. A completely integrated rear-
turning converter, consisting of two three-phase capacitors, a central DC bus, and an 
inverter, is used to link generators to the power grid [5, 6]. The entire system is phase 
connected to the electrical grid. Maximum power point tracking (MPPT) for PMSG 
speed control, active power control, and DC bus power management are among the 
proposed control solutions. Some simulation results are shown and examined using 
the MATLAB/Simulink programming to demonstrate the effectiveness of control 
schemes [7, 8]. 

2 Modeling of Wind Turbine 

An aerodynamic model of the wind turbines is a basic part of the dynamic models of 
the electricity producing wind turbines. Theoretical power generated by the turbine 
is given by, 

Pm = 1 
2 
ρ AV 3 C p(λ, β) (1) 

where 

Pm mechanical power developed in turbine. 
ρ air density 1.223 kg/m3. 
A area swept by rotor blades. 
Cp coefficient of power. 
λ ratio between blade tip speed and wind speed at hub height. 
β pitch angle, 
Cp (λ, β) can be determined as 

C p = 1 
2

[
116 

λ 
− 0.4β − 5

]
e
(

−21 
λi

)
(2) 

where λi is defined as, 

1 

λi 
= 1 

λ 
+ 0.08β − 0.035(

1 + β3) (3)
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3 Modeling of PMSG 

In this research paper, permanent magnet synchronous generator (PMSG) is used 
as the wind turbine generator due to its property of self-excitation (by permanent 
magnet) which eliminates the excitation loss, i.e., excitation losses are not increases 
as number of poles doubled. Two-phase synchronous reference rotating frame (d-q 
frame) is used to derive the dynamic model of the d-axis with PMSG in which the q-
axis is 90° ahead with respect to the direction of rotation [9, 10]. The electrical model 
of permanent magnet synchronous generator in synchronous reference rotating frame 
is represented by the differential equations, 

d 

dt 
(id ) = −Ra 

Ld 
id + ωe 

Lq 

Ld 
iq + 1 

Ld 
Ud (4) 

d 

dt

(
iq

) = −Ra 

Lq 
iq − ωe

(
Ld 

Lq 
id + 1 

Ld 
λo

)
+ 1 

Lq 
Uq 

ωe = Pωg, eq = ωeλo, Te = 1.5P[(
Ld − Lq

)
id iq + iq λo

]
(5) 

where Ra is resistance of stator winding, ωe and ωg are electrical and mechanical 
rotating speed, λz is flux produced by the permanent magnets, P is number of pole 
pairs, Ud and Uq are d and q-axis voltages, Ld and Lq are d and q-axis inductances, 
Te is electromagnetic torque, and eq is q-axis counter electrical potential [11–15]. 

4 Performance Assessment with Balanced and Unbalanced 
Condition 

The various performance characteristics like voltage and current at stator terminal 
and grid have been plotted for healthy and unbalanced condition are shown from 
Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12. It is observed that THD or harmonics 
are found to be less with unbalanced condition in comparison to healthy condition. 
Such comparative analysis is also shown in Table 1. 

Similar kinds of results are also obtained for MSE which is shown in Table 2.

Fig. 1 Balance three-phase voltage at stator terminal



178 N. K. Agarwal et al.

Fig. 2 Balance three-phase current at stator terminal 

Fig. 3 Current measurement at stator terminal

5 Conclusions 

The analysis and modeling of a wind-driven permanent magnet synchronous gener-
ator are presented in this study. Controlling the pitch angle and tip to speed ratio of a 
wind turbine allows it to produce the most power. A permanent magnet synchronous 
machine’s modeling is evaluated. After that, PMSG is analyzed to see if it is healthy or 
not. Variable loading conditions are used to define the unhealthy situation. Following 
that, power quality issues such as THD and MSE are investigated for both circum-
stances. It is observed that MSE and THD are found to be less with healthy condition 
in comparison with unhealthy condition.
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Fig. 4 Voltage measurement at DC link 

Fig. 5 Three-phase voltage at grid
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Fig. 6 Three-phase current at grid 

Fig. 7 Active power at stator terminal 

Fig. 8 Unbalanced three-phase current (LLL Fault) at stator terminal



Modeling and Analysis of Wind-Driven PMSG for Healthy and … 181

Fig. 9 Unbalanced three-phase voltage (LLL Fault) at stator terminal 

Fig. 10 Unbalanced three-phase current (LLL Fault) at grid
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Fig. 11 Unbalanced three-phase voltage (LG Fault) at stator terminal 

Fig. 12 Unbalanced three-phase current (LG Fault) at stator terminal
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Table 1 THD (%) 
comparison with balanced 
and unbalanced condition 

THD (%) Healthy condition Unhealthy condition 

Voltage at stator 
terminal (LLL) 

4 8.9 

Current at stator 
terminal (LLL) 

5.5 9.1 

Voltage at grid 
(LG) 

4.3 9.6 

Current at grid 
(LG) 

5.1 9.5 

Current at stator 
terminal (LLG) 

4.9 10.2

Table 2 MSE comparison 
with balanced and unbalanced 
condition 

MSE Healthy condition Unhealthy condition 

Voltage at stator 
terminal (LLL) 

6 9.8 

Current at stator 
terminal (LLL) 

7.2 10.6 

Voltage at grid 
(LG) 

5.6 9.8 

Current at grid 
(LG) 

4.8 10.8 

Current at stator 
terminal (LLG) 

6.1 11.6
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Performance Analysis of Fuzzy 
Logic-Based MPPT Controller 

Vivek Bhardwaj, Rajneesh Sharma, and Tushar Shikhola 

Abstract In a smart grid, photovoltaic system integration is becoming crucially 
influential. However, the system faces nonlinear characteristics, which causes diffi-
culty in obtaining maximum power. To obtain maximum power from the PV system, 
numerous methods are employed to track the maximum power point (MPP), and 
these methods are called maximum power point tracking methods. The proposed 
work contains a comparative analysis between two conventional algorithms, namely, 
perturb and observe (P&O) and incremental conductance (INC), and an intelligent 
algorithm fuzzy logic control (FLC), under dynamic environmental conditions. For 
performance analysis, simulation is employed on MATLAB/SIMULINK software, 
where FLC showed a superior result in tracking MPP when compared with both 
conventional techniques INC and P&O. 

Keywords Photovoltaic (PV) system · Maximum power point tracking (MPPT) ·
Fuzzy logic control (FLC) · Incremental conductance (INC) · Perturb and observe 
(P&O) · DC-DC boost converter · Partial shading condition (PSC) 

1 Introduction 

To deal with the increase in global warming, exhaustion of fossil fuels and tech-
nological advancements have allowed renewable sources to come into the light and 
become a reliable source of energy. Renewable electricity contribution has increased 
by about 7% by 2020, and both solar and wind energy stand for over 60% of this rise. 
Renewables accounted for about 29% of global electricity generation in 2020 [1]. PV 
systems’ characteristic curves are nonlinear due to dynamic environmental conditions 
and have a low conversion efficiency. Thus, for strengthening the overall performance
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of the PV system and maximum power extraction under all environmental conditions, 
an MPPT controller is requisite. There are numerous methods proposed for MPPT, 
namely classified into conventional, intelligent, and hybrid methods which combine 
both conventional and intelligent methods [2, 3]. Methods tracking MPP under partial 
shading conditions (PSCs) is also studied in the literature. Conventional methods like 
P&O [4], and INC [5] are easy to implement, simple, economical, and give satisfac-
tory results under standard testing condition (STC) [5]. But, in a dynamic environ-
ment and PSC, the PV system generates multiple local peaks and a global-maxima 
which cause hindrance for conventional methods to compute and track global peak, 
that too with low conversion efficiency. These drawbacks could be compensated 
by the implementation of intelligent methods like artificial neural network (ANN) 
[6], fuzzy logic control (FLC) [7], particle swarm optimization (PSO), and genetic 
algorithm (GA), etc. Compare to conventional methods, intelligent methods perform 
superior in dynamic environmental conditions. In papers [2, 3], all distinct types 
of proposed methods are studied, comprehensively. The literature gives an in-depth 
study on different MPPT methods and the design of the MPPT tracker. The P&O, 
INC, FLC, PSO, and ANN are standard and widely used methods for MPP tracking. 
All these techniques perform differently in terms of, oscillation around MPP, energy 
convergence efficiency and speed, cost, and stability at MPP, etc. 

2 PV System Modeling 

Figure 1 illustrates the PV system modeling basic model, which comprises a PV 
generator (module), DC converter, MPPT controller, and load. PWM technique helps 
to achieve the MPP, by varying the duty cycle, of the DC converter. 

2.1 PV Cell 

To achieve the desired output, in terms of voltage and current from a PV panel, PV 
cells can be coupled in two combinations, one is, in series, and the other is, in parallel.

Fig. 1 Basic PV system model 
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PV cell is a semiconductor device that comprises a diode, in parallel with the current 
source, a series resistance (Rse), and shunt resistance (Rp), as a single diode model. 
In the form of current, the output Eqs. (1, 2) are given below [8]. 

Ipv = Id + Ish + I (1) 

I = Ipv − I0
(
e
(

V+I Rse 
nVt

)
− 1

)
− 

V + I Rse 

Rp 
(2) 

Advanced renewable energy AREi-230W-M6-G, PV module, which has 230.4 
W, 30.72 V, and 7.5 A of maximum power, voltage, and current, respectively, are 
used. 

2.2 DC–DC Converter 

The PV model comprises a DC–DC converter, coupled between the solar module and 
load, which works as a power interface, to make an operating point around or at the 
MPP. This work utilizes the boost converter impedance matching application, which 
coordinates between load and the input impedance of the PV module. So, whatever 
would be the load, the maximum point can be tracked with the given relation between 
boost converter input impedance (Rt) and load (Ro) in Eq.  3 [9]. 

Ro = Rt 

(1 − D)2
(3) 

For converter designing, the parameters are calculated through the following Eqs. 4 
and 5. 

Duty cycle, D = 1 − 
Vo 

Vs 
where 0 < D < 1 (4)  

Inductor, L = 
D(1 − D)2 Ro 

2 · Fs 
, Capacitor C = D 

Ro · Fs · 0.01 (5) 

Boost converter parameters are inductor (L) = 400 µH, capacitor (Cin) = 1000 
µF, capacitor (C) = 50 µF, switching frequency (f ) = 5 kHz, and load (R) = 10 Ω .
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3 MPPT Algorithm 

3.1 Perturb and Observe (P&O) 

In tracking the maximum power of the PV system, P&O is the most used and the 
simplest algorithm, which can be described in Fig. 2; if at the PV curve, power at 
any instant n, Ppv(n) is larger than the earlier received power, Ppv(n − 1) (ΔPpv > 
0), the perturbation continues in the same direction. After reaching MPP, the next 
perturbation may decrease PV power at this instant (ΔPpv < 0), and perturbation 
starts in opposite direction. 

Fig. 2 Flow graph for P&O algorithm
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3.2 Incremental Conductance (INC) 

The INC approach can be understood through the slop of PV curve characteristics 
which explains, at MPP slop of the curve is zero (dPpv/dV pv = 0), negative (dPpv/dV pv 

< 0) on right side and positive (dPpv/dV pv > 0) on left side. The following equation 
below represents the mathematical relations and flowchart in Fig. 3. 

PPV = VPV ∗ IPV, 
dPPV 
dVPV 

= VPV

(
dIPV 
dVPV

)
+ IPV 

dPPV 
dVPV 

= 0, 
dPPV 
dVPV 

= −  
IPV 
VPV 

Operating point at MPP 

dPPV 
dVPV 

< 0, 

dPPV 
dVPV 

< 
IPV 
VPV 

when Operating point is right side on PV curve 

dPPV 
dVPV 

> 0, 

dPPV 
dVPV 

> 
IPV 
VPV 

when Operating point is left side on PV curve 

Fig. 3 Flow graph for INC algorithm
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3.3 Fuzzy Logic Control (FLC) 

FLC process comprises three steps, which are, fuzzification, fuzzy rules (interference 
engine), and defuzzification. Using different established membership functions, the 
input variables are translated into linguistic variables and assigned a fuzzy value 
to them in the first stage of fuzzification. Considering the rules and membership 
functions of linguistic variables, the inference engine translates data, and the variables 
are then changed depending on the “if–then” rules. Finally, getting data from the 
inference engine, the defuzzification block transforms fuzzy data into crisp (non-
fuzzy) data in the numerical variables are created from these variables, that may be 
used to regulate the process. At sampling time n, the following Eqs. (6–9) describe, 
two inputs and an output Er (error),ΔEr (change in error), and D, respectively (Fig. 4).

ΔPPV(n) = PPV(n) − PPV(n − 1) (6)

ΔVPV(n) = VPV(n) − VPV(n − 1) (7) 

E(n) = ΔPPV(n)

ΔVPV(n) 
(8)

ΔE(n) = E(n) − E(n − 1) (9)

Triangular membership functions were used in the fuzzification procedure. 
Regarding the linguistic variables described in the following, 5 membership func-
tions, which are, negative mini (Nα), negative large (Nβ), zero (Zr), positive mini 
(Pα), and positive large (Pβ), describe two inputs E and ΔE and output D (duty 
cycle) and are shown in Fig. 5. Rules for FL controller are described in Table 1.

Fuzzification Method: Generally, the fuzzy control employs one of the following 
techniques: Max–Min, Max Prod (Somme-Prod). In this instance, we employed 
Mamdani’s max–min fuzzy combinations inference approach. 

Defuzzification Methods: Center of area (COA) and the max criterion method 
(MCM) are two algorithms that are often used for defuzzification. In the evaluation 
of the final combined fuzzy sets, COA is the defuzzification technique that is most 
frequently utilized (Fig. 6).

4 Simulations and Results 

The designed simulation model to analyze the MPPT algorithms is illustrated below 
in Fig. 7 with MPPT controller designs for P&O, INC, and FLC, which comprises 
three parts, MPPT controller block, PV generator (module), and boost converter 
connected to the resistive load to track MPP in standard testing condition (STC) and
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Fig. 4 Flow graph for FL 
algorithm

dynamic irradiation and temperature. The output characteristics of the PV module 
illustrated in Fig. 8a, b, respectively. Comparison results are shown in Fig. 9.

Temperature variation—(0–0.25 s)− 40 °C, (0.25–0.5 s) – 35 °C and (0.5–1 s) – 25 
°C 

Irradiation variation—(0–0.25 s) – 1000 W/m2 , (0.25–0.5 s) – 600 W/m2 , (0.5– 
0.75 s) – 800 W/m2 , (0.75–1 s) – 1000 W/m2 . 

5 Conclusion 

In this work, two conventional algorithms, namely P&O and INC, are compared with 
an intelligent algorithm, i.e., FLC, for tracking MPP. A comprehensive study has 
been made on the implementation and analysis of these algorithms. A comparison 
of obtained results shows that, the FLC can track MPP more efficiently than the 
conventional methods. The study shows that the fuzzy logic controller reaches the 
maximum power value by compensating for the oscillation around MPP and also
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Fig. 5 Membership functions E, CE,  and  D, respectively 

Table 1 Fuzzy logic rules 

Er/ΔEr Nβ Nα Zr Pα Pβ 
Nβ Pβ Pα Nβ Nα Nα 
Nα Pα Pα Nβ Nα Nα 
Zr Nα Nα Zr Pβ Pβ 
Pα Nα Pβ Pα Nβ Pβ 
Pβ Nβ Nβ Pβ Pβ Pβ

offers faster tracking and good characteristics. Other advantages of the fuzzy logic 
controller are that it does not require model training as other intelligent techniques 
like ANN, GA, PSO, ML, etc. FLC can be used easily to develop hybrid techniques 
for MPPT controllers.
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Fig. 6 Rules viewer of FLC and surface viewer of FLC

Fig. 7 Simulation block diagram of PV system
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a b 

Fig. 8 a PV system characteristics at 25 °C, b characteristics at 1000 W/m2 

a b 

Fig. 9 a Power versus time at distinct irradiation, b power versus time at distinct temperature
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Optimum Power Tracking 
of DFIG-Based Wind Energy Conversion 
System 

Shivanshu Nayak, Anil Kumar Yadav, and Pawan Kumar Pathak 

Abstract This paper focuses on the design, analysis and control of grid inter-
faced doubly fed induction generator (DFIG)-based wind energy conversion system 
(WECS) with maximum power point tracking (MPPT) capability. The modified 
control of grid side converter (GSC) is adapted to supply regulated power to the 
grid by maintaining DC link voltage. The control of rotor side converter (RSC) is 
modified for achieving MPPT and unity power factor (UPF) operation at the stator 
terminals. The dynamic modeling of a wind turbine driven DFIG is simulated in 
this study employing MATLAB/SIMULINK, as well as the outcomes are studied for 
given wind speeds. 

Keywords Wind turbine · DFIG · RSC · GSC · MPPT · Vector control 

1 Introduction 

Renewable energy systems have piqued public attention in the recent years due to the 
scarcity of conventional energy sources and a slew of issues related with their use, 
such as pollution, high grid demands, and so on. Alternative energy sources such as 
wind, solar, and modest hydroelectric power are being pushed by governments all 
over the world [1]. Among the natural energy collection options outlined above, wind 
energy is a potential option. In the recent years, wind energy has been extensively 
studied in many countries, leading to various configurations such as a squirrel cage 
induction generators (SCIG) system operating at a fixed speed, a permanent magnet 
synchronous generator (PMSG) system operating at a variable speed, and a DFIG-
based variable speed system to improve the efficiency, power rating, and cost benefits 
among other things [2]. Interconnection of other renewable with wind is planned in 
all developing countries, and implementation is accelerating. The concerns that are

S. Nayak · A. K. Yadav (B) 
Department of Electrical Engineering, NIT Hamirpur, Hamirpur, HP 177005, India 
e-mail: anilkyadav@nith.ac.in 

P. K. Pathak 
School of Automation, Banasthali Vidyapith, Banasthali, Rajasthan 304022, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. Rani et al. (eds.), Signals, Machines and Automation, Lecture Notes 
in Electrical Engineering 1023, https://doi.org/10.1007/978-981-99-0969-8_20 

197

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0969-8_20&domain=pdf
mailto:anilkyadav@nith.ac.in
https://doi.org/10.1007/978-981-99-0969-8_20


198 S. Nayak et al.

driving this trend are undoubtedly climate change and energy security. Solar and 
wind energy are the most sought-after renewable energy sources [3, 4]. On a utility 
scale, despite solar is a more viable choice for household usage, it is not as popular 
as wind. India had 150 GW of renewable capacity as of November 2021, with solar 
and wind contributing 48.55 GW and 40.03 GW, respectively. India has pledged to 
build 450 GW of renewable energy capacity by 2030. Variable speed control WECS 
based on DFIG has several advantages over fixed speed SCIG, including improved 
performance, lower rating of converter, costing, and variable losses, and simple power 
factor correction integration can operate at varying speed and has capability to control 
active and reactive power at all four quadrant operations. Because of the variable 
speed operation in DFIG-based WECS, total energy output is much higher, resulting 
in a higher capacity utilization factor and lower cost per unit energy [5, 6]. 

A simple DFIG-based WECS device is shown in Fig. 1. The DFIG’s stator is 
instantly linked to the network, while the rotor is linked to the grid via a back-to-back 
PWM voltage source converter (VSC). The application of DFIG in a wind energy 
conversion system has numerous advantages. The primary benefit is the generator’s 
ability to deliver electricity at both trailing and leading power factors. The induction 
machine can also maintain grid synchronization as the wind turbine speed changes 
since the rotor voltages and currents are regulated. The ability of DFIG to supply 
power at a constant voltage and frequency when speed of rotor changes is the primary 
reason for their popularity. As a result, DFIG has become increasingly popular in 
wind energy applications. When the rotor converters are linked at the rotor side, they 
deal with substantially less power on comparison if they are linked at the stator side, 
controlling the DFIG from the rotor side saves money. The fuzzy logic-based wind 
power generation model is described in [7, 8]. 

This study employs a DFIG control strategy. The sub-synchronous generating 
phase of the DFIG is investigated, and a space vector control method is used to 
control the active and reactive power of the stator via the rotor side converter (RSC). 
MATLAB/SIMULINK is used to create a model of a turbine driven. An MPPT 
methodology is used on the wind turbine to record adequate power throughout sub-
synchronous mode. Also, there is a resemblance with and without MPPT, and also 
an examination of the effect of stator active power.

Fig. 1 DFIG-based WECS [4] 
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2 Wind Turbine Modeling 

According to the Betz restriction [4, 5], the amount of wind power that a wind 
turbine can capture is essentially limited to 55% of the total power content of the 
wind. The capacity factor of a wind turbine is usually below 0.45. The wind turbine’s 
generalized mechanical formula is as follows: 

Js 
dωr 

dt 
+ Bsωr = Tm − Te (1) 

For which Js is the shaft’s total inertia, Bs is the friction coefficient, Tm is the torque 
with wind origin, and Te is the generator’s electromagnetic torque. The torque created 
is defined by 

Tm = 
Pm 
ωr 

(2) 

The mechanical power produced by the wind turbine is measured in Pm. 

Pm = 0.5ρ ACp(λ, β)V 3 (3) 

where ρ is defined as density of air, A signifies area swept by wind turbine blades, 
Cp is the power coefficient, and λ implies tip speed ratio. 

λ = 
ωmR  

V 3 
(4) 

There are a variety of criterion available for coefficient of performance (Cp) [9]. 

Cp = 0.5176
[
116 

λi 
− 0.4β − 5

]
e 

21 
λi + 0.006795λ (5) 

Constant wind has a Cp of 0.44. The machine runs below synchronous speed from 
cut in speed to rated speed. Various MPPT approaches are used during this time to 
track optimum power. 

3 Maximum Power Point Tracking Techniques 

Every wind turbine maximum power variation with rotation speed is predeter-
mined [10–12]. As a result, the control method for MPPT should follow the wind 
turbine’s curve (TCC). Every wind turbine has a TCC that is identical to the one 
depicted in the illustration. Because the wind is forever shifting, it is critical to 
include a controller that can monitor peak value regardless of wind speed [6]. Many
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Fig. 2 Cp versus λ at different β [6] 

MPPT systems have been proposed [6, 13], and their iterative tracking and self-tuning 
abilities make them the ideal solution. Here is a comparison of some of the existing 
MPPT algorithms for wind energy systems. The literatures investigate the principles 
underlying existing MPPT algorithms for wind energy systems and compare three 
MPPT strategies. Concluding that the Indirect MPPT technique method is simple, 
quick, and efficient. Figure 2 represents the relation between Cp and λ. 

3.1 Indirect MPPT Technique 

Managing wind turbine operating at the optimal level guarantees that the maximum 
amount of additional wind energy is transformed into mechanical energy [13]. 

Tmopt = 
1 

2 
ρπ R5 Cpmax  

λ3 
opt 

ω2 
m (6) 

T = Koptω
2 
m (7) 

The pitch angle (β) is maintained at its optimum value βopt, while TSR (λ) is tuned 
to the optimal value λopt over different wind speeds in order to extract maximum 
power from the wind as shown in Fig. 3. Speed control block is used to generate 
an optimum torque at β = 0 and variable TSR. This optimum torque is given to 
asynchronous motor used as DFIG in simulation.
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Fig. 3 Indirect MPPT 
control [13] 

3.2 Optimal Torque Control Method 

Optimizing wind turbine operation guarantees that as much additional wind energy as 
possible is transformed into mechanical energy. As discussed earlier, once optimum 
TSR (λopt) is obtained, it ensures that the maximum amount of available energy from 
the wind can be used to run the turbine, hence obtaining maximum torque [9, 14]. 
The basic principle used in OT control method of MPPT is to adjust the DFIG torque 
according to maximum Tref of the turbine at a given wind speed. Wind speed in term 
of ‘λ’ can be obtained as: 

Vm = 
ωm R 

λ 
(8) 

Using (3) and (8), yield (9). 

Pm = 
1 

2 
ρπ R5 ω

3 
m 

λ3 
Cp (9) 

By using optimum value of ‘λ’ wind turbine will also run at Cpmax.Thus, using λ 
= λopt and Cp = Cpmax. From Eq.  (9) yields: 

Pm - opt = 
1 

2 
ρπ R5 Cpmax  

λ3 
opt 

ω3 
m = KP - optω

3 
m (10) 

Considering Pm = ωmTm ; 

Tm - opt = 
1 

2 
ρπ R5 Cpmax  

λ3 
opt 

ω2 
m = Koptω

2 
m (11) 

Since it is a torque control-based method, the optimum torque obtained from 
Eq. (11) is given as a reference torque to the controller connected to wind turbine. In
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this torque control approach, the ideal tension is produced as the source torque for 
the controller connected to the wind turbine. 

4 Control of DFIG Based WECS 

The basic design of the wind energy conversion system used here includes a wind 
turbine, a DFIG generator, two power converters at the rotor and grid sides, and 
control schemes. The rotor voltage obtained by space vector control method in a 
‘dq’ reference frame as a function of currents and stator flux is given as: 

Vdr = Rr idr + σ Lr 
d 

dt 
idr − ωr σ Lr iqr + 

Lm 

Lr 

d 

dt 
ψs (12) 

Vqr = Rr iqr + σ Lr 
d 

dt 
idr + ωr σ Lr idr + ωr 

Lm 

Lr 

d 

dt 
ψs (13) 

Here, stator and rotor inductance is given as: Lr = Ls = Lsi + Lm = 
(0.087 + 2.5) mH = 2.587 mH, and leakage coefficient: σ = 1 − L2 

m 
Ls∗Lr 

= 
1 − 2.52 

2.5872 = 0.066 
The torque expression can be simplified as: 

Tem = 
3 

2 
ρ 
Lm 

Ls 
ψs iqr = KT iqr (14) 

Qs = 
3 

2

(
Vqsids  − Vdsiqs

)
(15) 

Thus, both rotor current can be controlled independently for active and reactive 
power control. Similarly, in grid side aligning d-axis with grid voltage: 

Vdg = Vg; Vqg = 0 (16) 

Two power equations will become: 

Pg = 
3 

2 
Vdgidg (17) 

Qg = −3 

2 
Vdgiqg (18) 

Thus, d-component of current is used to maintain DC link voltage. The ratings of 
the various components used in this article are given in Table 1.
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Table 1 DFIG parameters Parameter Ratings 

Air density 1.225 kg/m3 

Pitch angle 0 

Max. power coefficient (Cp) 0.44 

Optimum TSR 7.2 

Switching frequency 4000 Hz 

Stator L&R 0.087 mH and 2.6 m	

Rotor L&R 0.087mH and 2.9 m	

Rated stator power and voltage 2 MW and 690 V 

DC link voltage reference 1150 V 

Magnetic inductance (Lm) 2.5 mH 

Stator to rotor turns ratio 1/3 

Pole numbers 4 

Maximum slip 1/3 

4.1 Design of Battery Storage System 

BESS is installed in the DC link of two back-to-back converters. When power 
produced is more than required, then it gets stored in battery. Because the size of 
the battery increases the investment, proper battery design is required for satisfac-
tory operation. The battery voltage is selected by considering voltages at both GSC 
and RSC. The BESS is designed in such a way that DC output voltage of RSC can 
be regulated by using a BUCK-BOOST converter employed with PI controller with 
constants value as kp = 0.5 and ki = 100 with output limits of 106. Regulated voltage 
is stored using a capacitor of 80mF. 

4.2 Design and Control of RSC 

Stator voltage-oriented control (SVOC) scheme is used to control and design RSC 
in which we convert voltages from a-b-c reference frame to decoupled d-q reference 
frame and control individually. It is achieved by aligning d-axis with stator voltage 
Vs such that Vds = Vs and Vqs = 0. Here, stator reactive power (Q) is controlled by Id 
and active power (P) by  Iq . In active power control loop, the ωe(rotor) is compared 
with ωe(ref) obtained by MPPT and error obtained is fed to conventional PI speed 
regulator to generate the Iq (ref). Similarly, in reactive power control loop, Id (ref) is 
generated by comparing stator reactive power to Qref = 0 by passing error to another 
PI controller (VAR regulator). Now, the measured value of Id and Iq at the rotor side 
is compared with these reference values, and error generated is given to PI current 
regulator to obtain Vdr and Vqr with the help of ωm (mechanical speed of rotor).
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Now, these decoupled d-q axis voltages is converted to a-b-c reference frame using 
park-Clarke transformation with the help of rotor angle (θr ) which can be obtained 
by enhanced phase locked loop (EPLL) technique which requires converting of a-
b-c reference of stator voltages to αβ stationary reference frame known as Clarke 

transformation θv = tan−1
(
Vβ 
Vα

)
; θs = θv − 90 ∴ θr = θs − θm . Now with the 

help of rotor d-q reference rotor, voltage is converted to three-phase voltages, and 
when these reference three-phase voltages are compared with actual three-phase rotor 
voltages to generate error which is input to hysteresis current controller and output of 
controller gives PWM pulses for RSC converter by passing through a 3rd harmonic 
injector block to reduce THD by using min–max technique of minimizing short 
PWM pulses. In min–max method, the magnitude of a common mode signal (Vcm) 
is subtracted from all the three-phase voltages. The subtraction of Vcm introduces of 
third harmonic component in phase voltages. It has advantages of reducing number 
of short pulses for a given modulation index so that line-to-line voltages along grid 
would be same as fundamental line-to-line supply voltages. 

Vcm = 
max(Va, Vb, Vc) + min(Va, Vb, Vc) 

2 
(19) 

4.3 Design and Control of GSC 

GSC primary duty is to maintain a constant DC voltage across the link capacitor 
independent of rotor power direction while maintaining UPF. The reactive power 
is usually set to zero so that all of the energy is exchanged through the stator. To 
control GSC, we adopt stator voltage-oriented (SVO) control scheme, where DC bus 
voltage is controlled by Id and Iq = 0 for UPF. Here, Id (ref) is obtained from PI 
controller output whose input is the error which is produced by comparing actual DC 
bus voltage to reference DC voltage. Then Id (ref) is compared to Id and error is fed 
to PI controller to generate control signal of Vdg for GSC. Similarly, control signal 
Vqg for GSC is obtained by comparing Iq (ref) and Iq .Now, both Vqg and Vdg are 
the input to controller to generate PWM pulses after passing through 3rd harmonic 
injection block. The control method of is same min–max method as it has advantages 
of reducing number of short pulses for a given modulation index. The whole control 
scheme is simulated in MATLAB/SIMULINK at 10 m/s.
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Table 2 PI controller 
parameters 

RSC Speed regulator K p = 0.25, Ki = 25 
VAR regulator K p = 1.3, Ki = 100 

GSC DC voltage regulator K p = 0.25, Ki = 50 
Current regulator K p = 0.25, Ki = 120 

4.4 PI Controller Design 

PI controller output signal used in RSC and GSC can be designed as: 

U = K p ∗ e + KI

∫
e ∗ dt (20) 

Here, e = error signal, K p = proportional gain, KI = i gain. 
Choosing the correct parameters for RSC and GSC control is very significant 

for nice performance. By choosing proper parameters, we can maintain the system 
stability. Once the parameters are selected, these can be tuned according to required 
output performance. In this paper, tuning of controller is done by Butterworth method 
which has an advantage over the protection of DFIG from over-currents. The transfer 
function can be written as: P2 + √

2 ∗ ω ∗ p + ω2; where, P = d 
dt ; ω = bandwidth 

of controller. The parameter of PI controller is given in Table 2. 

5 Results and Discussion 

Here, the DFIG-based wind turbine is simulated in MATLAB/SIMULINK at a 
constant wind speed of 10 m/s by using a proper control strategy in which a proper 
decoupling of active and reactive power is achieved in order to maintain stable DC 
link voltage and to obtain a well-regulated stator power. Figure 4 represents the 
variation in TSR and torque at a given speed.

We can observe that if the wind speed is kept below the rated wind speed of 13 m/s, 
the pitch angle of the turbine is maintained at 0 degrees, and the tip speed ratio (TSR) 
and power coefficient (Cp) also maintain their optimum value. As DFIG is modeled 
here at a wind speed of 10 m/s which is well below the rated speed, we can see that 
TSR is maintaining its optimum value of 7.2 with a settling time of approximately 
2 s, and similarly, it is maintained at 0.44 with a settling time of 1.6 s. Torque is 
observed as 10,000 N-m. Figure 5 shows the variation of DC link voltage with time. 
A proper control strategy at GSC is achieved in order to maintain a constant DC link 
voltage in order to ensure a constant flow of active power from generator to grid. 
Initially, transients are quite significant, but with a settling time of approximately 
1.5 s, transients die out and a steady DC link voltage is maintained at a ref. value of 
1150 V.
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Fig. 4 Wind turbine responses at wind speed of 10 m/s

Fig. 5 DC link voltage (V) 

Figure 6 depicts the variation of active and reactive power carried by the stator 
and rotor. Initially, approximately 6MVAr reactive power is required for the magne-
tization of stator flux in DFIG such that 2 MW of active power can be transmitted 
from generator to grid with a settling time of approximately 1.6 s. Figure 7 shows 
the electric power output of DFIG at wind speed of 10 m/s.
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Fig. 6 Stator and rotor power 

Fig. 7 Electric power output
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Fig. 8 RSC response 

In Fig. 8, RSC response is presented as the time history of the q-axis of grid  
current, which drives reactive power. The magnitude of q-axis grid current is low 
since reactive power is adjusted to zero to ensure unity power factor in the rotor 
circuit. 

PI regulator, the magnitude of this current is nearly. 
Similarly, because we set the d-axis current in the rotor side to zero and provided 

it as an input to the PI regulator, the magnitude of this current is nearly nil. The time 
plot of d-q frame voltages obtained after transformation is shown. These decoupled 
voltages are used to generate PWM pulses for controlling RSC switches and hence 
able to regulate the stator power by reducing harmonics. By injecting 3rd harmonic, 
rotor current is made nearly sinusoid. Figure 7 shows torque v/s time plot which is 
optimized by extracting maximum power from the wind turbine. Figure 9 represents 
the three-phase current waveform of stator and rotor which is obtained as output of 
voltage source inverter (VSC) after going through a filter, and we can observe that 
they are not perfectly sinusoidal due to some harmonics still present.

As reference current Id (ref) and Iq (ref) is kept as zero and given to PI regulator, 
magnitude of this current is seen as zero. The variation of bus voltage with time is 
shown and it is observed that bus DC voltage achieved its reference optimum value 
after going through transients. These transients can be reduced by reducing rise time 
which can be achieved by enhancing the bandwidth of filter used in PI controller. After 
going through a transient for 1 s, it achieves its steady state. The transient in the power 
can be reduced by selecting adequate parameters of PI controller or by selecting better
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Fig. 9 GSC response

performing or tuned PID controller. The figures also show the variation of stator and 
rotor three-phase currents with time which is made nearly sinusoid by introducing 
PWM width controlling of pulses at each half wave of alternating voltage. 

6 Conclusions 

A dynamic model of a DFIG-based WECS is simulated using MATLAB/SIMULINK 
in this study, and the simulation results are investigated for various wind speeds. To 
manage the stator’s active and reactive power, the rotor side converter employs a 
vector technique. The wind turbine also employs the indirect control MPPT technique 
during sub-synchronous mode to transmit the most of the power from the stator to 
the grid. When the results are compared, the proposed method improves the active 
power flow from stator to grid in terms of response time, rise time, and settling time. 
Utilizing innovative optimization techniques on the DFIG wind energy conversion 
system will be a significant task in the future. 
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To Design an Optimal PV/Diesel/Battery 
Hybrid Energy System for Havelock 
Island in India 

Mohammad Shariz Ansari, Aishwary Gautam, Bhavishya Tomar, 
Madhuram Gautam, and Mohd. Faisal Jalil 

Abstract In the case of hybrid model design, the Hybrid Optimization Model for 
Electric Renewables (HOMER) software is employed for optimization. This work 
aims to reduce overpriced net present cost (NPC) and cost of energy (COE) at Have-
lock Island in India and lower the air pollution index by utilizing non-conventional 
energy sources. Havelock Island’s average daily radiation is 5.30 kWh/m2/day. The 
HOMER simulates, optimizes, and does sensitivity analysis on the proposed model 
for thousands of combinations to find the best answer. We are employing diesel 
generators, solar panels, and battery storage to develop the optimal hybrid system 
possible for modeling reasons. This model yields the lowest NPC and COE. In this 
analysis, the sensitivity variables for simulation are diesel generators’ run time and 
fuel cost. The diesel price of Rs. 77/L and the generator run periods of 720 min were 
used as sensitivity variables for the optimized model. For these values of sensitivity 
variables, the NPC and COE come out to be Rs. 1.82 B and Rs. 19.87/kWh, respec-
tively. Using an optimal hybrid system instead of an existing diesel-only system at 
Havelock Island, the pollution will also be reduced by 83.21%. 

Keywords Hybrid model · Net present cost (NPC) · Cost of energy (COE) ·
Renewable energy · HOMER 

1 Introduction 

The non-renewable fuel source accounts for a large utilization ratio in the world. 
The development of fossil energy as a fuel is of grave concern for the world in 
achieving sustainable growth and development, and also, the use of fossil fuel as an
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energy source is a worthy cause of worldwide water contamination, air contamina-
tion, desertification, and the worldwide crisis of climate [1]. However, around the 
previous decagons, a reduction in hydrocarbon deposits is detected worldwide [2]. 
If the depletion rate of hydrocarbon deposits remains at the same pace, it is being 
predicted by proper estimation methods that the amount of non-renewable sources 
will get empty by 2070. There is a strong requirement to bring the world under a tran-
sition phase from a non-renewable energy source to a renewable energy source. This 
process includes proper modeling, analysis, calculating, and simulating the various 
factors so that the dependence on the hydrocarbon deposits gets reduced, and we can 
pace toward the upcoming green and clean energy sources [3]. Statistical data shows 
that there are still 1.8 billion people under the outreach to power. Those occupants 
need to be provided electricity either through laying transmission lines of a grid 
network or a remote power generation system in remote areas where laying a grid 
is difficult due to hilly terrains or in island territories [4]. In the Havelock Island 
of Andaman & Nicobar, the major providers of power sources are the diesel-based 
generator. There are two negative impacts of using diesel appliances. The first one is 
the high generation cost of power due to inflation in diesel prices. The second reason 
is hurting the ecological system and causing air contamination, noise disturbance, 
and water contamination. However, this remote region has high substantiality rational 
source of power, so using those available energy resources can be viable to decrease 
the power generation cost [5]. Due to the high inflation in the price of distillate fuel oil, 
there is a solid requirement to increase the supply of energy through renewable and 
sustainable sources of power. Using this methodology, more and more energy can be 
harnessed without disturbing the ecological disturbance. The balance of nature can be 
ensured, and there is a way forward to discover more potential in standalone or hybrid 
systems [6]. The standalone system includes a single system like PV based, whereas 
a hybrid amalgamates two or more standalone designs like PV-diesel and many other 
types. The hybrid system includes two or more combinations of renewable sources 
that may be standalone or maybe in the form of a grid connection. Renewable sources 
like solar, biomass, hydro, and wind are examples of these sources [7]. We can use the 
above sources as standalone or hybrid systems depending upon the geological factors 
determining the actual combination of these systems. There are some places where 
we can use a variety of two or maybe more than two. At some other sites, we also 
use renewable hybrid with non-renewable sources like a hybrid diesel-solar hybrid 
for Havelock Island [8]. Hybrid Optimization Multiple Energy Resources (HOMER) 
software is a system that programs the economic-based approach so that a feasible 
programming methodology can be adopted by inserting the appropriate parameter 
so that a better scheme of implementation can be achieved [9]. This HOMER model 
has given appropriate analysis in case of rural electrification in the remote areas of 
Bangladesh and also in the isolated areas of Algeria and North Africa [10].
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2 Overview of Havelock Island 

2.1 Havelock Profile 

Havelock Island is the pioneered Island of Andaman & Nicobar. Havelock belongs to 
the south administrative district part of the union territory. The Havelock Island, now 
renamed Swaraj Dweep, is 41 km northeast of the capital city, Port Blair. The area of 
Havelock Island is 92.2 km2. It is the major tourist destination in the union territory 
having beach hotels and is famous for its coral reefs and scuba diving experience. 
The maximum length of the island is 18 km, and its breadth is 8 km. Island is a 
sub-group of the Ritchie Archipelago [11]. 

2.2 Consumption Estimation of Demand Projection 
for Domestic Consumers 

The Havelock Island analytical report suggests that it has an installed potential of 
1.6 MW (the fiscal year 2015), but the maximum requirement of the Island is more 
than 2.5 MW. Being the central tourist spot in the region of Andaman & Nicobar, 
there is an essential requirement of the continuous supply of electricity for the better 
economic prospect of the area. Electric energy’s present potential is insufficient to 
fulfill the current demand, especially during the maximum load hours. It is evident 
from the various reports published that power cut is very much regular during the 
maximal demand for electricity. There is a requirement for an additional reliable 
system to avoid this disruption to the electricity, which can lead to a better tourism 
spot and has a high chance of attracting a large number of tourists so that Havelock 
Island’s economy can be boosted significant factor. 

3 Exquisite Hybrid Representation of Havelock Island 

3.1 About HOMER 

The National Renewable Energy Laboratory in the United States created the HOMER 
software. HOMER, a computer model, is used in various technologies and applica-
tions, including manufacturing, storage, load analysis, and microgrid or off-grid 
micropower systems [12]. The link can be designed throughout the project cycle and 
includes several cost-related items, such as the cost of investment, replacement, and 
operation. It helps us assess and compare different options, technical and economic 
advantages, and disadvantages of other parts of the projects with HOMER; the design 
process is simple. Simulation, optimization, and execution were performed in three
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stages and sensitivity analysis. The first level, which is the most basic, is a simula-
tion, technical analysis, and cost–benefit analysis of the micropower system has been 
completed. The optimization phase begins following the simulation phase [13]. 

3.2 Details of Havelock Island 

NASA dataset is used here to obtain the insolation data for Havelock Island on a 
mean of per month basis. The per month mean value of solar insolation is obtained 
from NASA. Table 1, gives the monthly mean value for the global irradiance value 
of Havelock Island. Table 1 also depicts the clearness index. It is a dimensionless 
number between 0 and 1 and is defined as the ratio of surface radiation to terrestrial 
radiation. 

The maximal value of the clearness index is 0.690, and the minimal value of the 
clearness index is 0.420. The maximal and minimal value of the clearness index is 
reported in April and December, respectively. The maximal and minimal value of 
per day irradiation is 4.530 kWh/m2/day and 0.210 kWh/m2/day, respectively. The 
month of minimal and maximal value of solar insolation occurs in December and 
June, respectively. The value of the mean annual irradiation is 2.32 kWh/m2/day.

Table 1 Clearness index and 
per day irradiation index for 
Havelock Island 

Month Clearness index Daily irradiation (kWh/m2/day) 

January 0.655 5.65 

February 0.69 6.47 

March 0.674 6.83 

April 0.631 6.65 

May 0.482 5.08 

June 0.42 4.38 

July 0.426 4.45 

August 0.425 4.45 

September 0.454 4.64 

October 0.522 4.99 

November 0.555 4.86 

December 0.621 5.19 

Mean value 0.546 5.3 
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3.3 Load Profile of Havelock Island 

The shape of the load is an essential parameter when performing optimization by 
the HOMER because the different power sources depending on the load shape. The 
selected island also works as a significant dependent parameter for the model design 
by the HOMER, and we get the best optimization of the proposed model. The monthly 
solar global irradiance (SGI) and load profile of Havelock Island are shown in Figs. 1 
and 2 respectively. On Havelock Island, the primary energy use is to meet the resi-
dents and businesses. As a result, only these two loads will be required to handle in 
HOMER. HOMER uses these data for simulation and optimization. The island will 
be  supplied 24 * 7 h per  week, and the demand is expected to rise. The island is also 
a significant tourist destination in Andaman & Nicobar Island, requiring reliable and 
continuous power. 

4 Architectonics Structure Representation of Havelock 
Island 

On Havelock Island, the power generation is mainly from the diesel generator. Still, 
it has a vast potential for transitioning from diesel generators to solar PV panels. 
Since diesel is a very costly, non-renewable, polluting source, this is a time to focus 
on a safe and reliable form of solar energy. The proposed model consists of solar PV, 
diesel generator, converter, and battery, as shown in Fig. 3. The HOMER tells us the 
best possible combination of the mentioned energy-producing sources. It gives us

Fig. 1 Monthly average SGI for Havelock Island
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Fig. 2 Load profile of Havelock Island 

Fig. 3 Schematic diagram 
of suggested model

the best result by undergoing proper optimization techniques. It requires adequate 
data insertion for a particular location to retrieve the best-simulated result.
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Fig. 4 Optimization and sensitivity results 

5 Results Obtained for the Suggested Model at Havelock 
Island 

5.1 Stimulated and Computed Outcome 

We have obtained stimulated and computed outcomes from HOMER as presented in 
Fig. 4. 

The outcome of the different stimulated parameters is obtained from the upper 
part of the figure and the calculated result for a stimulated variable from the lower 
part. The sensitivity factors for diesel pricing are Rs. 70/L, Rs. 77/L, and Rs. 84/L. 
The sensitivity variable for minimum runtime of diesel generator has been taken as 
600 min, 720 min, and 840 min. 

5.2 Net Present Cost (NPC) 

Net present cost is depicted in a bar graph and tabular forms, as shown in Table 2. 
Net present cost includes the cost of operation, cost of capital, cost of replacement, 
cost of salvage, and cost of resource that comes out to be for the proposed model. 
The cost of operation, cost of capital, cost of replacement, cost of salvage, and cost of 
the resource is for the proposed model Rs. 18,23,97,815.31, Rs. 1,29,34,75,781.06, 
Rs. 3,83,31,784.37, Rs. 86,78,701.81, and Rs. 31,48,37,708.05, respectively.
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Total NPC includes Rs. 1.29 B as cost of capital, Rs 182.3 M as cost of operation, 
Rs 38 M as cost of replacement, Rs 8.6 M as cost of salvage, and Rs. 314 M as cost of 
the resource. Out of these expenses, the system capital cost is maximum, around Rs. 
1.29 B. This system’s capital cost includes the capital cost of generator sets, which 
comes out to be Rs. 29.8 M; PV cost of capital is Rs. 776 M, and the capital cost in 
case of the converter is Rs. 55 M, and capital cost of the battery is Rs. 432 M. The 
cost of operation is Rs. 182 M; the total cost of replacement is Rs. 38 M; the total 
cost of salvage is Rs. −8.67 M, and the total cost of the resource is Rs. 314 M. 

6 Emission Due to Distinct Contaminating Particles 
at Havelock Island 

The emission due to various kinds of contaminating particles because of only the 
diesel and hybrid system is given in Table 3. This table presents the emission of 
carbon dioxide, carbon monoxide, and hydrocarbon without complete combustion. 
From Table 3, it is also observed that a hybrid system can reduce a considerable 
amount of pollution. The CO2 emission in the diesel-only system is 4940254 kg/year, 
while the CO2 emission in the hybrid system is 829375 kg/year. If the hybrid system 
is adopted, a large amount of cut in CO2, i.e., 4,110,879 kg per year, can be seen. 
Cut in the emission of other contaminating particles such as CO, SO2, and NO2 is 
also presented in Table 3. 

Table 3 Comparison of emission of the hybrid system and diesel-only system 

Contamination 
causing particles 

Diesel generator 
emission (kg/year) 

Emission by diesel, PV, 
battery for the diesel 
price of Rs77/L 
(kg/year) 

Decrease in emission 
value (kg/year) 

Carbon dioxide 4,940,254 829,375 4,110,879 

Carbon monoxide 25,558 4291 21,267 

Unburned 
hydrocarbons 

1356 228 1128 

Particulate matter 219 36.7 182.3 

Sulfur dioxide 12,076 2027 10,049 

Nitrogen oxides 4898 822 4076
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7 Comparative Analysis of Diesel-Only System 
and Optimal Hybrid System 

Comparing the economic estimation of the two given systems is depicted in Table 4. 
The NPC of Rs. 1.65 B and COE of Rs. 18.06 /kWh are minimum for a hybrid system, 
including all the possible sources at a diesel cost of Rs. 70/L, and the minimum 
runtime of all three generators is 720 min. In today’s scenario, the actual cost of 
diesel is Rs. 77/L on Havelock Island. Because of this, the diesel price of Rs. 77/L 
and minimum run time of all three generators are taken as 720 min as standard, which 
has resulted in the NPC and COE of Rs. 1.82 B and Rs 19.87 /kWh, respectively, 
for the system consisting of diesel-PV-battery. Table 4 here depicts that the mere-
diesel generator system for the standard value of diesel price Rs. 77/L, and minimum 
runtime of 720 min for all three generators has the NPC and COE for the stimulated 
varying values Rs. 2.29 B and Rs. 24.97/kWh, respectively. If we observe both the 
system values for hybrid and the mere-diesel generator set system at diesel price, 
i.e., Rs. 77/L, we can clarify that NPC has decreased from Rs. 2.29 B to 1.82 B, and 
COE has decreased from 24.97/kWh to 19.87/kWh. It says that if a hybrid system is 
used instead of a diesel-only system, there will be a significant reduction in NPC and 
COE. If we use a hybrid approach in place of only a diesel system, CO2 emission will 
be reduced from 4,940,254 kg per year to 829,375 kg per year, which is a significant 
reduction.

8 Conclusions 

Optimization and sensitivity results are depicted in Fig. 4 for a given set of parameters. 
The optimal system includes diesel generators, PV, battery storage, and converters. 
The optimized value of NPC and COE is Rs. 1.82 B and Rs. 19.87/kWh, respectively. 
The NPC and COE have been calculated for diesel rates of Rs. 70/L, Rs. 77/L, 
Rs. 84/L, and the minimum runtime of generators as 600 min, 720 min, 840 min, 
respectively. For optimal solution, the actual rate of diesel, i.e., Rs. 77/L, and 720 min 
of the minimum runtime of each diesel generator are considered. If we use diesel-
only system, the CO2 emission is 4940254 kg/year; if we use a hybrid approach, the 
CO2 emission is 829375 kg/year. From the above, it is seen that if we use the optimal 
hybrid system, there will be a significant reduction in CO2 emissions.
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To Design an Optimal Hybrid Energy 
System for Agatti Island in India 

Mohammad Shariz Ansari, Aditya Srivastava, Aditya Singh, Adesh Gupta, 
Ameer Faisal, and Mohd. Faisal Jalil 

Abstract Since diesel generators are used to generate electricity mostly on smaller, 
isolated islands, the net present cost (NPC) and cost of energy (COE) are very high. 
The use of diesel generators also causes increased pollution. As a result, by using 
renewable energy sources such as solar, this initiative intends to reduce NPC, COE, 
and pollution. In India’s union territory of Lakshadweep, Agatti Island would be the 
research site (UTL). The daily radiation on Agatti Island is 5.68 kWh/m2/day. Using 
HOMER software, modeling, simulation, and optimization of an ideal hybrid model 
were all done. The optimum solution is to combine diesel, PV, and battery power. In 
this approach, the NPC and COE are the least. The investigator has included the fuel 
rate (Rs) as a sensitivity factor. The best system uses the Rs. 72/L diesel price as a 
sensitivity variable. Furthermore, this optimal hybrid system reduces the pollutants 
by 90%. 

Keywords Hybrid model · Net present cost (NPC) · Cost of energy (COE) ·
Renewable energy · HOMER 

1 Introduction 

Energy, as we know, can neither be created nor destroyed is one of the essential needs 
for every action, the reaction of all things being equal. On the other hand, energy has 
been and continues to be the greatest threat to people, as most of the energy used 
on the planet comes from conventional resources [1]. According to current research 
and consumption rates, some will be exhausted soon. In addition, approximately 
1.5 billion people globally still don’t have access to electricity. Diesel generators 
regularly provide energy to these isolated islands and villages [2]. In any event, they
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were becoming increasingly anxious because they were frequently confronted with 
high fuel prices due to the massive increase in the cost of petroleum products and 
freight charges [3]. 

Furthermore, the detrimental natural impacts wrought by diesel harm the neigh-
boring environmental system, contaminating air, water, and soil. They suffer from the 
negative repercussions of an energy deficit or power outage [4]. With the rising cost 
of fuel and the rapidly falling cost of sustainable power resources, renewable energy 
is becoming more competitive with non-renewable energy, thus wide spreading use 
of renewable power sources for independent systems, such as PV battery or hybrid 
systems [5]. Looking into RES has primarily been done in system modeling, element 
sizing, simulation, economic evaluation, and most notably, system optimization. 
Simulation systems are typically necessary for this type of research. HOMER soft-
ware is one of the most widely used simulation devices for independent renewable 
sources [6]. Using software for renewable energy techno-economic, simulation, and 
modeling analysis has become the subject of many previous studies. The likelihood of 
achieving energy sovereignty on an island using PV, diesel generators, and batteries 
was analyzed and conducted [7]. 

2 Overview of Agatti Island 

2.1 Agatti Profile 

The Island on which we perform our project is in the union territory Lakshadweep. 
The Island is about 7.6 km long. From Kochi, the distance of the Island is about 
459 km to the west. The population of this Island is about 9000. The people living 
there mostly speak English, Tamil, and Malayalam languages. The Island has a tourist 
spot with only two hotels and resorts [8]. The weather on the Island in summer nearly 
touches 350 °C on average, and during the rainy season, the average rainfall is approx. 
62 inches. Every year the climate of Agatti is moderate, neither too hot nor too cold. 
Therefore, it is one reason that attracts tourists to this Island. 

2.2 Consumption Estimation of Demand Projection 
for Domestic Consumers 

According to the reports, the energy demand of Agatti Island in 2015 was 5.51 MU. 
The power supply is being given 24 h, and in the future, consumption will increase 
[9]. Daily consumption has risen from 2.82 kWh in 2011 to 3.97kWh in 2015 at a 
CAGR of 8.97%. Although, taking into consideration that consumption increment 
on an average basis is less than 1% in the year 2019. And the availability increased in 
recent years along with other statistical data of that area containing population, the
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daily consumption of different household has been pushed by 3% only. Therefore, 
the geographical information of the Agatti plays a significant role in predicting the 
power demand of the present and the future[10]. 

2.3 About HOMER 

The National Renewable Energy Laboratory in the United States created the HOMER 
software. HOMER, a computer model, is used in various technologies and appli-
cations, including manufacturing, storage, and analysis load. Microgrid or off-grid 
micropower systems. It is possible to design a link. The project cycle includes several 
cost-related items, such as the cost of investment, replacement, and operation. It helps 
you assess and compare different options, technical and economic advantages, and 
disadvantages of other parts of the projects with HOMER, and the design process 
is straightforward [11]. Simulation, optimization, and execution were performed in 
three stages and sensitivity analysis. The first level, which is the most basic, is a 
simulation, technical analysis, and cost–benefit analysis of the micropower system 
has been completed—following that, the optimization phase begins following the 
simulation phase [12]. Clearness index and solar radiation in kWh/m2/day at Agatti 
Island is shown in Table 1 and the monthly average solar global irradiation (SGI) is 
shown in Fig. 1. 

Fig. 1 Monthly average solar global irradiation (SGI) for Agatti Island
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Table 1 Clearness index and 
solar radiation in 
kWh/m2/day at Agatti Island 

Month Clearness index Daily radiation (kWh/m2/day) 

Jan. 0.596 5.965 

Feb. 0.617 5.847 

Mar. 0.593 6.039 

Apr. 0.546 5.752 

May 0.463 4.848 

Jun. 0.379 3.923 

Jul. 0.388 4.021 

Aug. 0.406 4.24 

Sep. 0.438 4.488 

Oct. 0.473 4.566 

Nov. 0.558 4.069 

Dec. 0.574 4.888 

Avg. 0.503 4.887 

2.4 Load Profile of Agatti Island 

Since most energy sources depend on the load shape for optimal sizing, the depicted 
form of a load of that selected Island is essential input data for optimizing the proposed 
model in HOMER software. Agatti Island’s load shape is illustrated in Fig. 2. Figure 2 
shows a community load’s daily load and monthly and annual load profile. On Agatti 
Island, energy is primarily used to meet the need of residents and commercial. The 
yearly energy demand based on this Island’s community is 7.88 MU, and the peak 
demand is 1.4 MW. HOMER uses these data for simulation and optimization. Agatti 
Island’s energy requirement in 2015 was 5.51 MU. The Island will be supplied 
24 * 7 h per week, and the consumption is expected to rise. The consumption on 
the daily basis of the number of electric households has increased [13]. Accordingly, 
the figure was calculated by dividing the actual sales by the number of people with 
access to electricity consumers in 2015. Last year, daily household consumption was 
less than 1%, despite higher availability in previous years and other factors. Only 
a 3% increase in consumption has been made. However, the Island’s geographical 
characteristics (i.e., location, accessibility, and weather) should also be considered. 
The existing tariff levels significantly impact determining the current and future state 
of affairs demands.

3 Architectonics Structure Representation of Agatti Island 

Power is generated primarily by diesel generators on Agatti Island. However, there 
is also considerable potential for solar PV. Because fuel is expensive and exhausts 
quickly, the goal is to reduce diesel consumption and increase the use of renewable
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Fig. 2 Load profile of Agatti Island

energy. Since all the non-renewable energy resources heavily pollute the environ-
ment when used on a large scale. The author proposes a model that includes solar 
PV, emergency diesel generators, batteries, converters, and loads. With this hybrid 
system’s use, the pollution emission will reduce. The HOMER software simulates 
the proposed model to determine the optimal hybrid model. The schematic diagram 
of the proposed model is shown in Fig. 3.

4 Results Obtained for the Suggested MODEL at Agatti 
Island 

4.1 Stimulated and Computed Outcome 

The results from HOMER for optimization and sensitivity are displayed in Fig. 4. 
The results of various sensitivity variables are shown in the upper half of the picture. 
In contrast, the optimization result for a specific sensitivity variable is shown in the 
lower section. Rs. 68/L, Rs. 72/L, and Rs. 76/L were chosen as sensitivity factors 
for diesel pricing. Other sensitivity variables are also used to calculate the runtime 
of different rating generators. The software has used all the possible combinations 
of the given sensitivity variables for simulation and optimization. A total of 22,254 
solutions were simulated. Out of them, 3244 were left, 1788 were not taken for 
lacking a converter, and 855 were rejected for having an unnecessary converter. 
HOMER software uses only diesel generators, solar PV, and storage systems like 
batteries. The optimum solution for this combination comes out to be a total net 
present cost of |988 million and a charge of energy levelized as |9.71/kWh.



228 M. S. Ansari et al.

Fig. 3 Schematic diagram 
of the proposed model

Fig. 4 Sensitivity and optimization results for Agatti Island
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4.2 Net Present Cost (NPC) 

The net present cost based on different categories has been tabulated in the given 
Table 2. The total net present cost was found to be |988 million, consisting of 
salvage value, operating cost, capital cost, replacement cost, and resource cost for 
the proposed model.

Total NPC includes |988 M as capital cost, |23.9 M as operating cost, |128.4 M 
as replacement cost, −|25,246,262.16 as salvage value. The capital cost is maximum 
which is |988 M, including all the generator sets of capital cost (|212 million), Li-
ion batteries capital cost (|40 million), PV capital cost (|33 million), and converters 
capital cost (|4 million). The total operating cost is |2 million, the total replacement 
cost is |12 million, and the total salvage value is −|2 million. 

5 Emission of the Diesel-Only System and Optimal Hybrid 
System at Agatti Island 

Table 3, shown below, gives the emission of various types of pollutant materials by 
different systems. The pollutants contain CO2, CO, unburned hydrocarbon, partic-
ulate matter, sulfur dioxide, and nitrogen oxide. It can be observed from the table 
that pollution will be decreased if a hybrid system is used. The non-hybrid system 
emits CO2 of 5,619,560 kg/year, and in the hybrid system, the emission of CO2 is 
542658 kg/year.

The reduction in CO2 emission is 5076902 kg/year, which is a considerable reduc-
tion in value. The decrease in value of other polluting materials like sulfur dioxide, 
carbon monoxide, and nitrogen dioxide is mentioned in Table 3. 

6 Comparative Analysis of Diesel-Only System 
and Optimal Hybrid System 

Comparing economic estimation of the two given systems is depicted in Table 4 for 
the distinct parameter of stimulated varying values, that is, the fluctuating cost of 
diesel and run time of diesel generators. The NPC of Rs. 955 M and COE of Rs 
9.77 |/kWh is minimum for a hybrid system, including all the possible sources at a 
diesel cost of Rs. 68/L, and the minimum runtime of 1 MW generators is 900 min, 
100 Kw generator is 840 min, and for 10 kW generator is 780 min. In today’s scenario, 
the actual cost of diesel is even more than Rs 76/L on Agatti Island. Therefore, diesel 
price of Rs. 76/L and minimum run time of generators as 840 min, 900 min, and 
780 min for 1 MW, 1 MW, 100 kW, and 10 kW, respectively, are considered for 
Agatti Island. For these combination of sensitivity variables, the NPC and COE of 
diesel-only system are Rs. 2.28 B and Rs. 22.4/kWh and for hybrid system are Rs.
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Table 3 Comparison of emission of the hybrid system and diesel-only system 

Pollutants Emission due to 
diesel-only generator 
(kg/year) 

Emission due to 
diesel–PV–battery 
(kg/year) 

Reduction in emission 
(kg/year) 

Carbon dioxide 5,619,560 542,658 5,076,902 

Carbon 
monoxide 

29,412 2834 26,578 

Unburned 
hydrocarbons 

1543 149 1394 

Particulate 
matter 

254 24 230 

Sulfur dioxide 13,738 1327 12,411 

Nitrogen oxides 5640 537 5103

1.01 B and Rs. 9.94/kWh. It says that if a hybrid system is used instead of a diesel-
only system, there will be a significant reduction in NPC and COE. If we use a 
hybrid approach in place of only a diesel system, CO2 emission will be reduced from 
5,622,833 kg per year to 442,194 kg per year, which is a significant reduction.

7 Conclusions 

The sensitivity and optimization results are shown in Fig. 4. The software simulates 
the proposed model for all possible combinations to find the best result. Diesel–PV– 
battery is the best combination for optimal results. This proposed combination gives 
the lowest NPC and COE, |989 million and 9.71 |/kWh, respectively. The fuel rate 
was included as a sensitivity variable in the sensitivity analysis. Taking a diesel price 
of |72/L, the above is the best solution, i.e., the lowest NPC of |989 million and 
the least COE of 9.71 |/kWh were determined. The PV–diesel–battery system is 
economical, as shown in Fig. 4. Table 2 gives the NPC and cost summary, including 
operating cost, capital cost, salvage value, replacement cost, and resource cost. The 
highest cost is capital cost, which is |988 million and includes the price of Gen sets 
(|212 million), Li-ion batteries (|40 million), PV capital cost (|32 million), and 
converter capital cost (|4 million). The entire running cost is |988million, the total 
replacement cost is |12 million, and the total salvage value is |−2 million.
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Access to Solar Energy for Livelihood 
Security in Odisha, India 

Nimay Chandra Giri , Sima  Das  , Divya Pant , Vikas Singh Bhadoria , 
Debani Prasad Mishra , Gyanranjan Mahalik , and Rachid Mrabet 

Abstract Fossil fuel-based energy generation contributes to increased greenhouse 
gas emissions, leading to climate change in both developed and developing countries 
such as the USA, China, India, Indonesia, and Bangladesh. In India, around 200 
million people are deprived of a clean power supply by 2021, highly in hilly and rural 
locations of the country. The above issues can be mitigated by clean and affordable 
electricity access for the development of livelihood in the state of Odisha, India. 
In this present research, a few major off-grid systems such as photovoltaic lighting 
systems and water pumps have been designed and implemented in urban and rural 
locations of Odisha to enhance the livelihood security of the people. In a mini solar 
street light, a 20 Wp polycrystalline solar panel has been used to charge a 12 V 10 Ah
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Li-ion battery in 6–7 sunny hours and can run a 12 V 9 W LED light up to 10 h per a 
day. Further, the efficient design and access of different off-grid systems will fulfill 
the renewable energy targets in the country. This prospect will help both academia 
and industry experts in the research and development of eco-friendly solar off-grid 
systems worldwide. 

Keywords Solar energy · Photovoltaic (PV) · Off-grid system · Livelihood 

1 Introduction 

The energy demand is accelerating exponentially to fulfill human needs. Currently, 
78% of the energy demand is reached by fossil fuels and leads to carbon dioxide 
emissions in the world [1, 2]. This issue can be avoided by the help of solar energy-
based power generation. Solar energy is a renewable, affordable, and abundant form 
of energy in the earth. The solar energy that we see is light, and the energy we feel 
is heat. The light energy is used by solar photovoltaic panel(s) to convert electrical 
energy, whereas heat energy used by solar thermal system to produce heat or elec-
tricity for further applications. In the recent years, the world is speedily moving 
toward generating electricity from solar photovoltaic (SPV) system to bridge the 
gaps between energy demand, supply, and production of the country [3, 4]. Solar 
energy-based systems has ability to fill-up Sustainable Development Goal 7 (SDG7) 
by 2030 [5, 6]. 

Around 5000 trillion kilowatt-hours (kWh) of energy is incident on India’s land 
area in a year. In most parts of the country, clear sunny weather is experienced 280 
to 310 days/year [4]. Till March 2021, the solar power installed capacity was 40 
GW in India against the target of 100 GW (including 40 GW rooftop) by 2022 [7]. 
Currently in the state Odisha, around 550 MW of on-grid and 1.5 MW off-grids 
solar photovoltaic systems have been installed [4]. The SPV system includes solar 
panel(s), charge controller (CCR) or inverter, battery, and electrical appliances. The 
off-grid systems are not fed to the normal supply grid [8, 9]. The power generated 
can be stored in batteries for further applications. The solar emergency and street 
lighting system consists of suitable solar panel, solar charge controller, battery, LED 
light, mechanical, and civil structure [10]. The designer or stakeholder or service 
provider needs to select suitable devices for the making of efficient systems [11, 12]. 
In solar power plants, maximum power point tracking (MPPT) is also used [13]. 

In this research, both solar lighting and pumping systems have been designed and 
installed in urban and rural locations of Odisha to enhance the livelihood security 
of the people. Basically, solar emergency and street lights are available in 5–100 W 
to provide low–high intensity of light for different applications such as studying, 
lighting room, and walking in road. The Odisha Renewable Energy Development 
Agency (OREDA) has invited bids to develop 700 MW of ground-mounted solar 
pump projects under the Pradhan Mantri Kisan Urja Suraksha evam Utthaan Mahab-
hiyan (PM KUSUM) scheme [4]. Under this scheme, farmers can get subsidy of
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30–60% for the installation of solar pumping system in the country. The affordable 
electricity access future will require new policy, awareness, and new energy systems. 

2 Materials and Methods 

A SPV system is an electrical power system used to convert solar energy to usable 
electrical energy. Basically, solar PV systems are two types, namely on-grid and off-
grid systems. On-grid systems are SPV systems that only generate power when the 
power grid is accessible. Off-grid systems allow storing the solar power in batteries 
for use when the power grid goes down [4, 6]. 

2.1 Solar PV System Components 

The SPV system composed of solar module, charge controller (CCR) or inverter 
(DC-AC), solar battery, and load (LED light) as illustrated in Fig. 1. 

From the above said block diagram, a SPV system consists of following 
components; 

Solar PV Cell and Module 

The majority solar cell is made up by silicon material to produce electricity [1, 6]. 
A solar panel is composed of more than one solar cell, aluminum frame, back sheet, 
connectors, junction box, and connecting wire, as illustrated in Fig. 2. To achieve an 
essential voltage and current, a group of PV modules are underwired into big array 
that called PV array [3].

Mathematically, 

I = IL − ID (1)

Fig. 1 Basic block diagram 
of a SPV system 
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Fig. 2 Solar PV module 
(5 W)

I = IL − I0
[
exp

(
eV 

K T

)
− 1

]
(2) 

where 

I electric current, 
IL solar light generated current, 
ID diode current, 
I0 saturation current, 
e electron charge, 
V voltage across the junction, 
K Boltzmann’s constant, 
and T absolute temperature. 

Solar Charge Controller 

A solar charge controller controls the flow of current within the SPV system. It is a 
DC device with three pair of terminals for the connection of solar module, battery, and 
load as given in Fig. 3. For domestic application, pulse width modulation (PWM) 
type charge controller is used, whereas maximum power point tracker (MPPT) is 
used in industrial applications [8].

Solar Battery 

A solar battery is an electrical device that stored electrical energy for later use and 
which is charged by a solar module [9]. It is rated in volt ampere-hour (V Ah). 
Basically, three types of batteries such as lead acid, maintenance free, and li-ion 
battery are widely used in the market as illustrated in Fig. 4.
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Fig. 3 Solar charge controller or regulator (PWM type)

Fig. 4 Solar tubular (12 V 45 Ah) and Li-ion battery (12 V 10 Ah) 

3 Results and Discussion 

Access to clean energy is a very vital for the wellbeing of the people as well as 
economic development and poverty alleviation in the country. The design, connection 
practice, and applications with affordable energy access system (lighting system) 
are designed and installed in Centurion University of Technology and Management, 
Odisha, as given in Fig. 5.

The performance of a solar off-grid system directly depends upon the solar irradia-
tion incident on the panels. From the field research, it is found that the average irradia-
tion falling on the panels is highest (6.89 kWh/m2/day) and lowest (3.90 kWh/m2/day) 
in May and December, respectively. It is observed that a 20 Wp polycrystalline solar 
panel can charge a 12 V 10 Ah Li-ion battery in 6–7 sunny hours and the 12 V 9 W 
LED light will run up to 10 h per a day. 

The government of Odisha also promoting SPV-based irrigation system under 
scheme of Soura Jalanidhi and Kusum Yojana [4, 7]. These scheme’s objective is to
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Fig. 5 Solar off-grid systems (lighting system) at CUTM, Odisha

use of green energy, reduce carbon emission and ensure that farmers have adequate 
electricity for farming activities. Under the scheme, government distributed 5000 
solar pumps to the farmers in the state. The solar water pumping systems capacity 
of 0.5 HP and 1 HP are displayed in Fig. 6. It consists of solar panel, DC motor, lead 
acid battery (12 V 45 Ah), and water tank and plastic pipes. 

The cost of solar pumps depends upon its design, components, and installations. 
The low cost pumps as per local market price in Odisha are 0.5 HP direct current 
pump cost of USD 550 to 590 including installation without subsidy, 1 HP direct 
current pump cost of USD 1000 to 1160. Therefore, the energy crisis can be overcome 
by efficient use of SPV system in the country.

Fig. 6 0.5 HP and 1 HP solar water pumping system at CUTM, Odisha 
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4 Conclusion 

Solar energy has been rising as an efficient renewable and alternative energy source 
for power production in any location of the world. The SPV systems are used to 
convert solar energy to usable electricity. In this study, the design and implementation 
practice of solar lighting, drinking, and irrigation systems has been analyzed in 
CUTM, Odisha, India. Based on the empirical study and observation, we found that 
the solar off-grid livelihood systems are easy to design, implement, and operate in any 
place of Odisha. The solar mini street lights’ battery takes 6–7 h of sunlight to fully 
charge the battery and can deliver power up to 10 h per day. A 0.5 HP solar drinking 
system is operated by a 75 Wp solar panel with a 12 V 10 A MPPT charge controller. 
Similarly, a 1 HP solar water pump for irrigation is operated up to 7 h/sunny day in 
the renewable energy laboratory of CUTM, Odisha. The above design, analysis data, 
and government scheme will help to fulfill the government targets and enhance the 
livelihoods of peoples. 
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Grid-Connected Fuel Cell with Upgraded 
Voltage Profile 

Purvaa Saxena and S. K. Jha 

Abstract In this work, an electrical network connected to proton exchange 
membrane fuel cell (PEMFC) is considered. The voltage profile of the system is 
enhanced by connecting the fuel cell with the boost converter and a seven-level 
cascaded multilevel inverter. The traditional PID controller does not responds to 
the nonlinearities of the system. Hence, PID controller is dynamically tuned by 
the Whale Optimization Algorithm (WOA). The whole architecture is developed in 
SIMULINK. For testing the effectiveness of the proposed model, the transients are 
given to the system for short duration and the results are then compared. It is observed 
that the proposed model has improved voltage response and reduced harmonics. The 
analysis for the power quality enhancement is confirmed through Total Harmonic 
Distortion (THD). 

Keywords Whale Optimization Algorithm (WOA) · Proton exchange membrane 
fuel cell (PEMFC) · Boost converter (BC) · Multilevel inverter (MLI) · Cascaded 
H-Bridge (CHB) · Total Harmonic Distortion (THD) 

1 Introduction 

Fuel cell is a device responsible for the conversion of chemical energy of hydrogen 
to electricity [1]. There are various types of FC that can be used in electrical grid. 
However, PEMFC has been used as energy source in this paper due its high-power 
density, light weight and less starting time [2]. 

Conventional PID controller is a linear device which is used to minimize the 
error of the system [3]. The main drawback of the conventional PID controller is 
that it does not respond to the nonlinearities of the system. So, to encounter this, 
the parameters of the PID controller are dynamically tuned by various algorithms 
such as PSO [4], Genetic Algorithm [5], Bat Search [6] and evolutionary algorithms
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[7]. These algorithms have some shortcomings such as slow convergence speed and 
precision. So, to overcome these issues, WOA has been implemented in this paper. 

Furthermore, the low-level output voltage of the fuel cell is stepped up by the boost 
converter. The DC voltage of the boost converter is converted to the AC voltage 
using a three-phase seven-level cascaded multilevel inverter. An MLI gives better 
system stability along with decreased harmonics. Also, the THD values is reduced 
by this model. The gate signal to the inverter is given through the PID controller. The 
parameters of the PID controller are dynamically tuned using WOA algorithm. It has 
been observed that this controller gives better voltage characteristics and improved 
efficiency. 

This paper shows PEMFC-based grid connected model. The model has been 
developed in MATLAB/SIMULINK. The proposed model promises to improve the 
voltage profile during the transient stage. It has been observed that this controller gives 
better voltage characteristics and improved efficiency when the system is subjected 
to transients. 

2 Mathematical Modelling 

2.1 Modelling of PEMFC 

This section deals with the electrochemical model of the PEMFC. PEMFC has more 
advantages over other FC such as it has less starting time, design is compact and low 
cost. So, PEMFC has been considered in this paper. 

A mathematical model is used to predict the dynamic behaviour of the PEMFC. 
The VFC of the fuel cell is given by: 

VFC = ENernst − Vact − Vohm − Vcon (1) 

where ENernst is thermodynamic potential and represents reversible voltage, Vact is 
activation voltage, Vohmic is ohmic voltage drop and Vcon represents concentration 
losses [9]. 

ENernst = 1.229 − 0.85 × 10−3 (T − 298.15) + 
R · T 
2 · F ln

(
P0.5 
O2 

PH2

)
(2) 

Vact = −[ξ1 + ξ2 · T3 · T · ln(CO2) + ξ4 · T · ln(IFC)] (3) 

Vohm = Ifc(RM + RC) (4) 

Vconc = −B ln

(
1 −

(
J 

Jmax

))
(5)
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where PO2 and PH2 are the partial pressures (atm) of oxygen and hydrogen, T is the 
absolute cell temperature (K), Ifc is the cell operating current (A), ξi (i = 1…0.4) 
represents the parametric coefficients for each cell model, RM is equivalent membrane 
resistance to proton conduction, RC is the equivalent contact resistance to electron 
conduction, Jmax is then maximum current density and J is actual current density. 

2.2 Modelling of Boost Converter 

Boost converter is a DC-to-DC power electronic converter. It is used to enhance the 
input voltage. It is also known as step up chopper. The switching of the switch is 
controlled by the PWM signal. The model consists of input voltage source (Vs), diode 
(D), inductor (L), switch (S) and capacitor (C). When the switch is in ON state, it 
offers low resistance path to the current. So, the current flows through switch and 
back to the source. Meanwhile, the inductor stores the energy. When the switch is 
in OFF state, the inductor reverses its polarity and the stored energy of inductor is 
dissipated through the load [8]. 

3 Control Structure 

3.1 PID Controller 

Conventional PID controller is a linear device which is used to minimize the error 
of the system. The most commonly used controller is the PID controller. PID has 
three basic control behaviours which are proportional, integrator and derivative. 
The controller has three parameters, namely K p, Ki and Kd . The parameters of 
the controller are then dynamically tuned by WOA. 

3.2 Seven-Level Cascaded Multilevel Inverter 

MLI are the widely used inverters. One of the most common MLI is CHB inverter 
as it gives better signal quality with reduced THD. The seven-level CHB MLI gives 
seven steps in the output voltage waveform. If the input voltage is VDC then output 
voltage will be 3 VDC, 2  VDC, VDC, 0,  −VDC, −2 VDC and −3 VDC [9].
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3.3 Whale Optimization Algorithm 

WOA is based on the foraging behaviour of the humpback whales. Foraging 
behaviour refers to the technique of bubble making. Since whales have slow speed so 
they cannot catch the fishes. So, they came up with a technique, wherein they form 
bubbles for catching the fishes. The bubble is basically created in a spiral format 
around the fishes. This forces the fishes to move towards the surface and the radius 
of the spiral keeps decreasing [10]. The mathematical model is given as-

(A) Random Prey: It forces the search agent to move away from the present location. 
It moves randomly in the space for searching. The formula is

�D =
∣∣∣ �C × −−→Prand − 

−→
Pt 
l

∣∣∣ (6) 

−→
Pt 
l = −−→Prand − �A × �D (7) 

where �P is the various position vectors. 
(B) Encircling prey: When p < 0.5 and

∣∣∣ �A
∣∣∣ ≤ 1, it finds the prey and surrounds it. 

It is given by

�D =
∣∣∣ �C × 

−→
Pt 

∗ − 
−→
Pt 
l

∣∣∣ (8) 

−−→
Pt+1 
l = 

−→
Pt 
l − �A × �D (9) 

where 
−→
Pt∗ is the position vector of t th generation. 

(C) Bubble-net attacking: When p ≥ 0.5, it calculates the distance between search 
agent and optimal search agent. It then calculates the spiral model to update 
the position of the search agent. 

−−→
Pt+1 
l = 

−→
Dl · ebl · cos(2πl) + 

−→
Pt 

∗ (10) 

The pseudocode for WOA is given as 

Initialize the whale’s population 

Set algorithm parameters 

Set performance index 

Calculate fitness of all search agent 

While (termination is not satisfied) 

Encircle prey 

Search the prey

(continued)



Grid-Connected Fuel Cell with Upgraded Voltage Profile 247

(continued)

Compute the fitness by index 

End While 

Return the best result 

End 

4 MATLAB/Simulink Model 

In this work, PEMFC is used. PEMFC is coupled with boost converter which is used 
for increasing the FC output. The boost converter is further connected to a three-phase 
seven-level CHB MLI which inverts the DC voltage into seven-level AC voltage. The 
gate signal of the inverter is given through the PID controller. In order to evaluate the 
performance of the power network, the system is subjected to oscillatory transient 
fault (t = 0.3–0.4 s). The obtained results show that proposed technique gives better 
results than the conventional PID controller (Fig. 1 and Table 1). 

Fig. 1 Simulink model of the proposed system 

Table 1 Values of different parameters 

Parameters Values 

SOFC Vo = 60 V, R1+ R2 = 1.4 �, R3 = 1.06 �, C = 1.25 F 
Boost L = 0.8 mH, c = 100 µF, Fs = 30 KHz, Vo = 100 V, Vin = 40 V 
Grid v = 600, x/ r = 7, f = 50 Hz
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5 Results 

Figures 2 and 3 depict the voltage waveforms of the power network during faults 
for PID and WOA optimized PID, respectively. It is seen from the figures that the 
harmonic content has been reduced tremendously when the parameters of the PID 
controller are tuned with WOA algorithm. Moreover, the system tends to become 
more stable. 

Figure 4 show the THD values for PID and WOA-PID. The THD values obtained 
for PID and the proposed model are 9.08% and 1.15%, respectively. It is seen that 
the proposed model is more effective in reducing the harmonic contents and gives 
transient stability. 

Fig. 2 Voltage profile during fault for PID 

Fig. 3 Voltage profile during fault for WOA optimized PID 

Fig. 4 THD of the voltage for PID and WOA optimized PID, respectively
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6 Conclusion 

In this paper, a fuel cell connected grid network is proposed, wherein the param-
eters of the PID controller are dynamically tuned with WOA algorithm. Due to 
dynamic tuning of the parameters, the PID controller can robustly respond to the 
nonlinearities of the system. The proposed technique compares the conventional 
PID controller with the WOA-PID controller. The system is given transients for 
short duration. By comparing the results, it is observed that during the transients 
fault, the proposed model is more effective in reducing the harmonic contents and 
gives transient stability. Moreover, the WOA optimization technique gives better 
power quality and voltage profile with reduced peak time and rise time thereby, 
improving the dynamic profile of the system. So, the fuel cell connected grid stands 
to be a potential candidate for generating electricity in near future. 
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Performance Analysis and Comparison 
of a Solar Tree with Stand-Alone System 

Saurabh Chaudhary, Vinaya Rana, and Nidhi Singh 

Abstract In this paper, the design and performance analysis of a 50 W solar tree 
with a cost-effective installation is analyzed at Basti, Uttar Pradesh, India. The energy 
demand is increasing day by day and the fossil fuels are decreasing. So, an alternative 
option is required to fulfill the energy demand. The renewable energy-based source is 
best option to fulfill the energy scarcity. Solar tree is designed in a way that there is no 
effect of shading on the panel, also panels are rearranged according to azimuth angle. 
The technical and economical assessment of PV solar tree results a future adoptive 
technology for highly populated area. Solar PV systems are highly cost-effective and 
helps in the reduction of greenhouse gases. Five PV panels of 10 W are used to form 
the solar tree and compered with a single 50 W stand-alone PV panel. The maximum 
power and efficiency of the solar tree is more as compared to stand-alone PV panel 
with all same conditions, i.e., irradiation level temperature. 

Keywords Solar PV system · Solar tree · Renewable energy · Stand-alone system 

1 Introduction 

Energy consumption is increasing day by day. The rising demand puts pressure on 
natural resources that leading to global warming. The reduction in electricity gener-
ation has forced the adoption of alternative and sustainable electricity generation all 
over the world. Renewable energy (RE) technologies are one of the best and sustain-
able sources of energy. The total renewable energy generation capacity in the country 
is estimated at 105,854 MW as of February 2022, which includes solar power, wind 
power, small hydro, biomass power and power from oil mills and waste. Energy 
consumption is currently highest in urban areas [1]. 

Nowadays, the RE trend is increasing with the initiatives and policies offered by 
the Indian government. The solar PV system can be designed as either a stand-alone 
grid-connected system or both [3–6]. In stand-alone PV system, a battery storage
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system is required to fulfill the energy demand day and night. The average lifespan 
of solar PV panel is around 20–25 years and the payback period are estimated to 
be 9 years. In the grid-connected solar PV system, the system directly connected to 
the grid so that the extra energy can be transferred into gird through net metering 
[2–5]. India a highly populated country that ranks 2nd in world population. Since 
population density is high in metro cites, which consist of high-rise buildings, land 
area required for a traditional stand-alone system is scarce, hence, installation of 
solar trees is the appropriate option as it requires significantly lesser area than the 
stand-alone system. 

2 Design of Solar Tree 

In this paper, analysis of 50 W solar tree with stand-alone system has been done. A 
solar tree is constructed using following components: 

(a) Solar panel 
(b) Long pole 
(c) LEDs (for load) 
(d) Small pole (for branches of tree). 

A five feet long solar tree is design and installed on the rooftop with 5 branches. 
Each branch consists of 10 W panel and all panels are connected in parallel to fulfill 
the load demand. The performance of the solar tree is analyzed on the basis irradiation 
level change in real time. 

2.1 Solar Tree Stem and Branches 

The support structure for the solar panel in the solar PV tree can be similar to the 
stem design of a natural tree. The leaves of solar tree are arranged in a “phyllotaxy” 
pattern. The solar tree stem is fixed at one place then branches of the tree are welded 
in it properly. After that the solar panel is installed on each branch of the tree at the 
same azimuth angle 23° so that the maximum sun intensity is achieved on the solar 
tree [6, 7]. The solar tree consists of 5 branches, four of which are project outwards 
in 4 directions and one is in the center of the pole. The load is connected with 8 LED 
bulbs with the rating of 7 W and 12 V DC each. The component required in solar 
tree is given in Table 1.
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Table 1 Components rating 
for solar tree 

S. No. Component name Quantity Rating 

1 Solar PV panel 5 10 W, 12 V 
each 

2 LEDs bulb 8 7 W, 12 V each 

3 Inferred thermometer 1 −50 to 550 °C 

4 Multimeter 2 0–10 A DC, 
0–1000 V DC 

5 Lux meter 1 0–200,000 lx 

Table 2 Rating of solar 
panel of solar tree and 
stand-alone system 

S. No. Parameter Solar tree Stand-alone 

1 Model no. 12 V/10 W 12 V/50 W 

2 Power max (Pm) 10 Wp 50 W 

3 Open-circuit voltage (Voc) 21.65 V 21.56 V 

4 Voltage at Pm (Vm) 17.5 V 17.6 V 

5 Short-circuit current (Isc) 0.61 A 3.11 A 

6 Current at Pm (Im) 0.57 A 2.89 A 

7 Fuse rating 2 A 6 A  

8 Panel cell area 812.5 cm2 3898.68 cm2 

9 Quantity of panel 5 panel 1 panel 

10 Total cell area 0.406 m2 0.3898 m2 

2.2 Stand-Alone System 

A 50 W solar panel is used for this analysis. The azimuth angle is 23°. The solar 
module is installed on the rooftop adjacent to the solar tree with same irradiation 
level and same temperature (Table 2). 

3 Modeling of Solar PV Panel 

The various PV cells connected in series and parallel to produce specified output 
power in a solar PV panel. The equivalent diagram of a cell is shown in Fig. 1 as:

The output current and voltage of the PV cell are expressed [7, 8] in (1), (2) and 
(3), respectively. 

Ipv = Iph − Id − Ish (1)
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Fig. 1 Equivalent circuit of 
a solar cell
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The short-circuit current and open-circuit voltages of a PV cell are in (4) and (5) 
as, 

Isc = Iph − I0
[
exp

(
qRs Isc 
AkTc

)
− 1

]
−

(
Rs Isc 
Rsh

)
(4) 

Voc = AkTc 
q 

ln

(
Iph + I0 
Rsh

)
(5) 

where T c—temperature (K), q—electron charge (1.602 × 10−19 C), Id—diode 
current (A), Io—reverse saturation current of diode (A), Isc—short-circuit current, 
Iph—photo current (A), k-Boltzmann constant (1.38 × 10−23 J/K) and A is ideality 
factor (1.2). 

Fill factor = Vm × Im 
Voc × Isc (6) 

Input Power (Pin) = Irr. × solar cell area (7) 

Efficiency η (%) = Pm 

Pin 
(8)
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4 Results and Discussion 

The power output of the solar tree is fed to the LED load for analyzing the overall 
performance of the solar tree and compared it with a stand-alone (50 W) solar panel. 
The complete designed of the proposed solar tree and stand-alone PV panel is shown 
in Fig. 2. The various parameters (V oc, I sc and Pm) are calculated for analysis and 
comparison purpose. 

In Fig. 3a, the current in the I-V curve increases and reaches a peak at 2.3 A along 
with increase in voltage then it starts decreasing continuously and reaches down to 
0.38 A as voltage is increases. When the current reaches to its maximum value, then it 
is known as the maximum current (Im) along the maximum voltage (Vm). In Fig. 3b, 
the power in P–V curve of the solar tree increases and voltage increases and reaches 
to maximum power, i.e., 32 W and then decreases as the voltage increases. When the 
power reaches to its maximum value, then the point is known as maximum power 
point (Pm). 

Fig. 2 Real time diagram of solar tree and a solar stand-alone PV module 
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Fig. 3 a I-V graph of the solar tree. b P–V graph of the solar tree
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The LED bulbs are parallel connected to the load, and initially, 2 bulbs are 
connected and measured the voltage and current of the solar tree. Then increasing 
the LEDs bulb up to 8 bulbs, and measured the voltage and current of the solar tree. 
Now, the Pmax efficiency and fill factor (FF) of the solar tree are calculated with the 
help of V oc, I sc, Vm and Im. The proposed system is then compared with a 50W 
stand-alone PV panel. The FF and η of the solar tree is calculated on every time 
interval. Initially, the FF and η of the solar tree is 0.67 and 8.10%, respectively. As 
the irradiation level changes, the output power of the solar tree changes accordingly 
as shown in Table 3. 

The analysis of a stand-alone module has been done from different time scale, 
i.e., 10:00 A.M. to 5:00 P.M. with one-hour time interval. The FF and η of the panel 
is calculated on every time interval. Initially, the FF and η of the panel is 0.60 and 
7.72%, respectively. As the irradiation level increases or decreases, the output power 
of the solar stand-alone system increases or decreases, respectively, as given in Table 
4. 

Figure 4 shows the graph between power and time. It is observed that Pm of solar 
tree (Pm-ST) is 32 W and Pm of stand-alone solar module (Pm_Sa) is 29.7 W at noon 
time. Figure 5 shows the graph between efficiency and time. Maximum efficiency of

Table 3 Performance analysis of solar tree (50 W) 

Time Irr. (W/m2) Temp (°C) P (W) Pm (W) FF ï (%) 

10:00 724 39.50 35.60 23.84 0.67 8.11 

11:00 841 40.00 42.36 27.64 0.65 8.10 

12:00 993 43.50 47.83 32.42 0.68 8.04 

13:00 952 46.00 47.64 30.44 0.63 7.88 

14:00 950 41.30 43.47 25.04 0.58 6.49 

15:00 651 35.60 29.05 19.76 0.68 7.47 

16:00 436 24.90 18.70 12.64 0.68 7.13 

17:00 188 19.40 7.9 4.68 0.59 6.13 

Table 4 Analysis of stand-alone solar module (50 W) 

Time Irr. (W/m2) Temp (°C ) P (W) Pm (W) FF ï (%) 

10:00 724 38.50 36.23 21.78 0.60 7.72 

11:00 841 39.80 41.77 25.97 0.62 7.93 

12:00 993 43.90 45.24 29.79 0.66 7.70 

13:00 952 46.20 45.16 27.81 0.61 7.50 

14:00 950 41.50 34.34 22.25 0.65 6.01 

15:00 651 35.90 24.36 14.85 0.61 5.85 

16:00 436 25.10 16.26 11.52 0.71 6.77 

17:00 188 20.30 6.92 4.34 0.63 5.92 
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Fig. 4 Output power 
variation in solar tree and 
stand-alone solar module 
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in solar tree and stand-alone 
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solar tree (η_St) is 8% approximately, while efficiency of stand-alone solar module 
(η_Sa) is approx.7.9%. 

From Table 5, it is observed that power shows an increase from 10 A.M. to 
12 P.M. and starts decreasing and is significantly lower at 5 P.M. in both stand-alone 
and solar tree systems, however, overall value of power is higher in solar tree as 
compared to stand-alone system. Efficiency does not show a constantly decreasing 
pattern; however, there is an overall decrease from 10 A.M. to 5 P.M.

5 Conclusion 

In this paper, a solar tree of 50 W has been designed and compared with a stand-
alone solar module of 50 W. The performance parameter is calculated on the basis of 
temperature and irradiation on different time scale. The V oc, Isc and Pm are 17.98 V, 
1.98 A and 23.84 W, when the irradiance is 724 W/m2 and temperature of panel is 
39.5 °C. As temperature and irradiation level increase/decrease, the output power 
of solar tree increases/decreases, respectively. At the same time, the Pm, V oc and Isc 
of stand-alone PV module are 17.85 V, 2.03 A and 21.78 W. The output power and
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Table 5 Time versus solar tree (Pmax and η) and stand-alone system (Pmax and η) 

Time Solar tree Stand-alone 

Pm (W) FF ï (%) Pm (W) FF ï (%) 

10:00 23.84 0.67 8.11 21.78 0.60 7.72 

11:00 27.64 0.65 8.10 25.97 0.62 7.93 

12:00 32.42 0.68 8.04 29.79 0.66 7.70 

13:00 30.44 0.63 7.88 27.81 0.61 7.50 

14:00 25.04 0.58 6.49 22.25 0.65 6.01 

15:00 19.76 0.68 7.47 14.85 0.61 5.85 

16:00 12.64 0.68 7.13 11.52 0.71 6.77 

17:00 4.68 0.59 6.13 4.34 0.63 5.92

efficiency of solar tree are more as compared to stand-alone PV panel, i.e., 23.84 
W, 8.1% of solar tree and 21.78 W, 7.72% stand-alone. So, the solar tree power 
and efficiency is more and the installation area of solar tree is less as compared to 
stand-alone PV system. 
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Comparative Analysis of Series–Parallel 
and Bridge Link Configurations Under 
Various Partial Shading Conditions 

Ashwani Srivastav, Vinod Kumar Yadav, and M. Rizwan 

Abstract Photovoltaic system is most popular renewable source of energy due to its 
widespread availability and comparatively easier conversion into electrical energy. 
Solar energy is also environmentally friendly in comparison with traditional energy 
sources. Solar energy is also expected to become viable source of energy in coming 
future. However, there are still some serious problems with photovoltaic systems 
that must be investigated and solutions sought. Partial shading conditions (PSCs) 
are one of the most serious issues with photovoltaic systems, as they can cause 
serious damage to the PV array by causing hotspots and reducing the PV array’s 
ability to generate maximum power. In this paper, series–parallel and bridge link 
configuration of 3 × 3 PV array are modeled and simulated under different partial 
shading conditions, the resulting current voltage and power voltage characteristics are 
analyzed, and photovoltaic system’s performance is compared. For the simulation, 
MATLAB/Simulink software is used. 

Keywords Photovoltaic array configurations · Series–parallel · Bridge link ·
Bypass diode · Partial shading conditions (PSCs) 

1 Introduction 

Combination of multiple PV cells serially and parallelly makes one PV array which 
are then connected in different configuration to maximize the output generated. To 
enhance the terminal voltage photovoltaic cells are connected serially, similarly to 
enhance the output current photovoltaic cells are connected parallelly. The solar
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energy is the most popular form of renewable energy as it is available most abun-
dantly, lower cost of generation, produce clean and green energy but along with all 
the advantages it possess, it also has certain serious issues associated with it like 
deposition of aerosol, partial shading condition (PSC) and generation of hotspot. 
Researches and study are being done to resolve these issues in order to produce a PV 
system with high efficiency, low cost and high reliability [1]. 

Reliability of the photovoltaic system is affected by the non-uniform illumination 
over the PV panel. Partial shading condition could be caused by various factors like 
snow, clouds, tree or building shadow, etc. [2]. Along with reliability, partial shading 
also effects maximum power generation, causes hotspot generation and electrical 
power mismatch [3]. Under partial shading condition, the shaded cell experiences 
the reverse biased voltage which causes generation of hotspot and lead to sudden rise 
in temperature which in turn can permanently damage the PV cell, can cause fire, 
joints may become fragile or shattering of protective glass [4, 5]. 

So the study of partial shading condition is necessary. To decrease the effects of 
the partial shading condition, bypass diode is use which is connected in antiparallel 
manner across a panel. Under full illumination, the bypass diode is reversed biased 
and the entire output current is passed through panel itself but under the condition 
of partial shading the bypass diode get forward biased due to the reversal of voltage 
across the shaded cell and bypass the entire PV panel across which it is connected 
[6–9]. 

The effects of the partial shading can also be reduced effectively with the proper 
selection of different configuration in which different panels are to be connected to 
form one array [10]. The most basic one is series configuration, but as per different 
study, it is already stated that the effect of partial shading condition is worse in it also 
the generated output is very low. So different configurations are suggested by the 
scholars, out of which the series–parallel and bridge link configuration are studied 
and analyzed in this work. 

2 Mathematical Modeling 

A PV panel contains number of photovoltaic cell which are interconnected serially 
or parallelly as per the output voltage and output current requirements. Figure 1 
shows the circuit diagram of a photovoltaic cell. In Fig. 1, Ip is photocurrent, Id is 
photodiode current, Rsh is shunt resistance depicting leakage current and Rse is series 
resistance depicting internal resistance of the cell, I is cell current and V is voltage 
produce by one cell [11] (Fig. 2).

Current and voltage equations of a photovoltaic cell are as follows [10]: 

I = Ip − Id − Ish (1) 

Id = Io
[
e 

V+I Rse 
V∝ − 1

]
(2)
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Fig. 1 Distribution of voltage in closed loop circuit of a sub-panel with M number of cell and a 
bypass diode 

Fig. 2 Circuit diagram of 
PV cell

I = 
V + I Rse 

Rsh 
(3) 

From Eqs. 1, 2 and 3, we get: 

I = Ip − Io
[
e 

V+I Rse 
Vt − 1

]
+ 

V + I Rse 

Rsh 
(4) 

where Io is saturation current of the photodiode, Vt = AkT 
q in which A is ideality 

factor, k is Boltzmann constant, T is temperature of the cell (Kelvin) and q is elemen-
tary charge [12, 13]. From above equations, it can be inferred that photocurrent is 
dependent upon the temperature of the cell. Generated photocurrent rise slightly 
with rise in temperature but the saturation current reduces exponentially with rise in 
temperature hence decreasing cell voltage hence the efficiency and reliability of PV 
system decrease [14].
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If NS numbers of cells are connected serially and NP numbers of cells are 
connected parallelly in the photovoltaic array than array current IA is: 

IA = Np Ip − Np IO
[
e 

V +I Rse 
Vt − 1

]
− 

NPV + I NS Rse 

NS Rsh 
(5) 

3 Simulation Modeling and Results 

Simulation of a 3× 3 PV system is modeled for series–parallel and bridge link. As the 
name suggests in series–parallel configuration, some panels are connected serially 
to form one string and then different strings are reconnected parallelly. Bridge link 
configuration modifies version of series–parallel configuration in which alternate 
panels are connected together like a bridge. Connections of both configurations are 
shown in Fig. 3. 

For the study, following different cases of partial shading are taken [15, 16]. 
Non-shaded Condition (NS): In this case, all the panels are fully and uniformly 

illuminated. 
Row Shading Condition (RS): In this case, first panel of each string which are 

connected parallelly are shaded, i.e., one row is shaded. 
Column Shading Condition (CS): In this case, one entire string, i.e., serially 

connected panels are shaded. 
Diagonal Shading Condition (DS): In this case, diagonal panels of PV array 

matrix are shaded. 
Random Shading Condition (RAS): In this case, panels are shaded randomly, 

i.e., they do not form any specific pattern. 
Non-Uniform shading (NUS): In this case, a PV panel of the array receives 

irregular irradiance. This case may arise due to passing clouds etc.

Fig. 3 a Series–parallel 
configuration and b bridge 
link configuration of a 3 × 3 
PV array 

a b 



Comparative Analysis of Series–Parallel and Bridge Link … 263

a b c d 

Fig. 4 Different shading patterns considered: a row shading, b column shading, c diagonal shading 
and d random shading 

Fig. 5 I-V plot for series–parallel configuration under different PSC for 1000 W/m2 

All the cases of shading are taken for the analysis of PV system. For fully illu-
minated condition, irradiance is taken 1000 W/m2. For the shading condition, the 
600 W/m2 irradiance is taken. For all the test condition, 25 °C temperature is taken 
(Fig. 4). 

Simulation results for series–parallel and bridge link configuration for different 
partial shading condition stated above are shown in Figs. 5, 6, 7 and 8. Results include 
current voltage and power voltage characteristics of both configuration.

From Table 1, it can be observed that there are different power points, also we 
get global maximum and local maximum power points which cause problem for 
conventional power tracing algorithms.

4 Conclusion 

The power generated depends upon the partial shading condition, as no. of modules 
under shading increases power generated decreases. Also it is observed from the



264 A. Srivastav et al.

Fig.6 P–V plot for series–parallel configuration under different PSC for 1000 W/m2 

Fig.7 I-V plot for bridge link configuration under different PSC for 1000 W/m2 

Fig. 8 P–V plot for bridge link configuration under different PSC for 1000 W/m2
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Table 1 GMPP and LMPP during various partial shading conditions 

Topology PSCs GMPP LMPP 

Voltage 
(V) 

Current 
(A) 

Power 
(W) 

Voltage 
(V) 

Current 
(A) 

Power 
(W) 

Series–parallel NS 53.44 6.732 359.7 – – – 

RS 58 4.152 235.8 34.86 6.707 231.3 

CS 54.17 5.770 305.5 – – – 

DS 54.17 5.770 305.5 – – – 

RAS 54.17 5.997 325.9 34.86 6.707 231.4 

Bridge link NS 53.42 6.727 359.7 – – – 

RS 58 4.159 242.8 34.86 6.707 236.3 

CS 53.79 5.808 312.5 – – – 

DS 53.79 5.808 312.5 – – – 

RAS 56 5.854 332.1 34.86 6.707 236.4

characteristics that for diagonal and row shading, we get similar results. From the 
above results, it can be analyzed that generated power and output voltage is more for 
bridge link configuration, as in bridge link comparatively more panels are intercon-
nected which provides an extra path for the current to flow preventing decrease in 
current. So it can be concluded that bridge link is better than series–parallel in terms 
of power generation, impact of partial shading and hence efficiency. 
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Necessary and Sufficient 
Delay-Independent Stability Conditions 
for Commensurate Time Delay Systems 

Pooja Sharma and Satyanarayana Neeli 

Abstract This paper presents an algebraic delay-independent stability (DIS) test for 
the commensurate multiple time delay systems (CMTDSs). We provide necessary 
and sufficient conditions for stability test. The stability is analysed using stability 
tests of two univariate polynomials and a generalized eigenvalue problem. The pro-
posed stability approach is advantageous compared to the existing methodologies 
because it includes less computational complexity. Numerical examples are given to 
demonstrate the applicability and effectiveness of the proposed approach. 

Keywords Delay-independent stability · Algebraic · Linear systems ·
Commensurate · Multiple time delays 

1 Introduction 

The motivation to investigate the stability of time delay systems (TDSs) in the con-
text of practical and commercial applications comes from the fact that instability 
and unexpected changes in system performance [ 1]. The examples of TDSs are such 
as gyroscopic system [ 2] and load frequency control system [ 3]. Consequently, the 
stability analysis of TDS has become the most important for qualitative study of 
TDS [ 1– 7]. The stability of multiple time delay systems (MTDSs) has also gained 
ample attention amidst TDSs (see [ 4– 7], and references therein). The class of MTDS 
generally grouped into commensurate [ 4] and noncommensurate [ 6] multiple time 
delay systems where commensurate multiple time delay systems (CMTDS) [ 4], delay 
terms rationally depend on a single delay otherwise, it is known as noncommensu-
rate MTDS [ 6]. The investigation on commensurate multiple time delay system 
(CMTDS) has become increasingly relevant research because systems having com-
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mensurate type delays can be found in various engineering applications, for instance, 
N -machine-M-Bus power system [ 9] and unmanned underwater vehicle [ 10]. The 
stability of CMTDSs has been widely investigated over the years [ 9– 14]. Roughly 
speaking, the stability criteria of TDS can be divided into two broad categories: delay-
dependent stability (DDS) [ 9] and delay-independent stability (DIS) [ 4], whether or 
not, the information of delay term is required or not, respectively. In most of the 
practical systems, either it is not feasible to compute delay terms or delay parameters 
cannot determine exactly or both; hence, the DIS criterion is preferred [ 9]. 

Some of the DIS tests for CMTDS available in the literature are: frequency sweep-
ing tests [ 4], a polynomial (auxiliary characteristic equation) method [ 6], a graphical 
approach using bivariate polynomial [ 12], zero criteria-based bivariable polynomial 
approach [ 13, 15], frequency-dependent one-dimensional (1D) Lyapunov equation 
[ 16], and 2D Lyapunov equation [ 17]. In [ 14], the stability condition of TDS is 
given in terms of LMI. The necessary and sufficient stability conditions for DIS of 
CMTDS were proposed in [ 8, 13], but later it was established in [ 15] that these con-
ditions are sufficient. Some sufficient conditions for CMTDS are derived in terms 
of frequency-dependent 1D Lyapunov equation [ 16]. In [ 17], an algebraic procedure 
for a 2D continuous system was developed using the Lyapunov equation and Kro-
necker product. These conditions were established to provide Hurwitz stability of 
polynomial merely. A 2D algebraic technique to check the Routh–Schur stability of 
multiple TDS was established as sufficient conditions in [ 18]. The Hurwitz–Schur 
stability test was derived algebraically in [ 19] for TDS, but this procedure provided 
merely sufficient conditions for stability. Thus, Lyapunov approaches, 2D Hurwitz– 
Schur stability, and LMI techniques result in distinct conservatisms and sufficient 
conditions. Therefore, the above-discussed stability tests provide merely sufficient 
conditions. Different from these approaches, an algebraic method for necessary and 
sufficient conditions for TDSs is required. In [ 20], an algebraic approach for 2D 
filters (discrete domain) was established as stability tests of three 1D conditions and 
one generalized eigenvalue problem (GEVP). Some necessary and sufficient stability 
conditions to test the stability of 2D linear systems (continuous, discrete, and hybrid) 
are developed using two polynomials and one GEVP [ 21]. 

Motivated by this observation and the stability tests of 2D linear systems in [ 21], 
this stability approach can be applied to CMTDSs. In this paper, we investigate the 
necessary and sufficient conditions for DIS of CMTDS in algebraic manner using 
this novel stability test. This method has a lower computing complexity and a limited 
number of 1D tests when compared to previous results [ 16– 19]. The proposed DIS 
test for CMTDS is based on the bivariate polynomial that is derived using the system’s 
characteristic polynomial. Only two univariate polynomial stability tests and a GEVP 
are required. To demonstrate the procedure and validity of the proposed approach, 
numerical examples are given. 

Notations. The real and complex number sets are used to represent R and C in this 
study. R+ states the set of positive real number set. The determinant and transpose 
of matrix Z are represented by det(Z ) and (Z )T , respectively. Re(y) stands for real 
part of y, and conjugate of y is represented by ȳ. The open left half complex plane
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and the closed right half complex plane are represented by C− and C+, respectively. 
The closed unit disc is represented by D, and its complementary set is denoted by D. 
δD states the boundary of unit disc. ∗ denotes the symmetric matrix blocks and the 
notation iff stands for the if and only if. The n × n identity matrix is represented by 
In , and 0n is used for n × n zero matrix. l is used to represent −1 

√
in this paper. 

2 Problem Formulation 

In this section, the DIS problem of CMTDS using an algebraic approach is discussed. 
To illustrate this goal, consider general form of CMTDS represented by delay dif-
ferential equation as 

ẋ(t) = A0x(t) + 
m∑ 

k=1 

Bk x(t − τk), (1) 

where x(t) ∈ Rn is the state, A0, B1, . . . ,  Bm ∈ Rn×n are known matrices, τk = 
kτ (τ  ∈ R+{τ ≥ 0}) are the commensurate delays, and k = 1, 2, . . . ,  m. The  
CMTDS (1) is said to be asymptotically stable if and only if the roots of the charac-
teristic polynomial given by 

P̃(s, e−τ s ) Δ det 

( 

s I  − A0 − 
m∑ 

k=1 

Bke
−kτ s 

) 

, (2) 

are located in the left half of the complex plane. Where s is the Laplace operator. By 
considering z = e−τ s , the bivariate polynomial for characteristic polynomial (2) can 
be rewritten as follows: 

P̃(s, z) Δ det 

( 

s I  − A0 − 
m∑ 

k=1 

Bkz
k 

) 

. (3) 

Our objective in this paper is to propose algebraic and simple necessary and 
sufficient conditions for checking the DIS of CMTDS (1) with its corresponding 
bivariate polynomial (3). In the next section, we recall some useful definitions for 
the stability analysis of CMTDS using characteristic polynomial in the next section. 

3 Preliminaries 

In this paper, we are interested in the DIS analysis of CMTDS (1) using an algebraic 
procedure. To this end, we interpret here some definitions of stability which are 
indispensable to derive the main results of this paper. The polynomial (3) of CMTDS  
(1) can be rewritten as irreducible bivariate polynomial as



272 P. Sharma and S. Neeli

P(s, z) Δ
n2∑ 

i=0 

n1∑ 

j=0 

ci j  s
i z j , (4) 

where n1 and n2 are the orders of s and z variables, respectively. For the abovemen-
tioned bivariate polynomial (4) of CMTDS  (1), we introduce the following defini-
tions. 

Definition 1 A univariate polynomial d(λ) is Hurwitz when stability region is C− 
and Schur when stability region is D with respect to λ iff 

d(λ) /= 0, ∀λ ∈ C+ or λ ∈ D. (5) 

This paper deals with DIS of the system (1) with bivariate polynomial P̃(s, z) (4). 

Definition 2 The CMTDS given in (1) is DIS  if  

P̃(s, z) /= 0, ∀s ∈ C+ and z ∈ D. (6) 

Remark 1 In Definition (2), the discrete TDSs or noncommensurate TDSs consist 
of D1 = D2 = D (closed unit disc) and stability region for z1, z2 variables will be in 
D1 × D2 region. 

The stability test for CMTDS (1) is derived using the characteristic bivariate 
polynomial (4), which will be presented in the next section. 

4 Algebraic Necessary and Sufficient Delay-Independent 
Stability Conditions 

In this section, we use the results from Sect. 3 to determine the necessary and sufficient 
DIS conditions for CMTDS (1). 

Lemma 1 [22] The CMTDS in (1) with its associated characteristic bivariate poly-
nomial (4) is stable if, it holds the following equivalent conditions 

P(ŝ, z) is stable in terms of z, for a ŝ ∈ C−, (7) 

P(s, ẑ) is stable in terms of s, ∀ ẑ ∈ D. (8) 

The conditions (7) and (8) are equal to each other. Further, we merely discuss 
here condition (8). The stability test of univariate polynomial in z can be done using 
(7). The main problem in Lemma 1 is with condition (8), where stability is checked 
for bivariate polynomial (4). This problem can be solved by transforming some
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univariate polynomial’s stability tests and then solving a generalized eigenvalue 
problem (GEVP). The bivariate polynomial (4) can be rewritten as follows 

P(s, z) = Pa(z)(s) = 
n2∑ 

i=0 

ci (Z) si = 
n2∑ 

i=0 

CT 
i Z s

i , (9) 

where Ci Δ
[ 
ci0, ci1 , ci2, .  .  .  ,  cin1 

]T 
and Z = 

[ 
1, z, z2, .  .  .  zn1 

]T 
. Consider that 

Pa(z)(s) is equal to its conjugate Pa(z)(s) (due to real coefficients) (9) and Pa(z)(s) 
can be represented as 

Pa(z)(s) = 
n2∑ 

i=0 

Ci (z)s
i = 

n2∑ 

i=0 

C 
T 
i Z̄ s

i . (10) 

By multiplying (9) and (10), we get new polynomial that is defined as 

Fa(z)(s) Δ Pa(z)(s)Pa(z)(s) = 
n2∑ 

i '=0 

n2∑ 

i=0 

CT 
i ψ(z)Ci s

i+i ' , (11) 

where ψ(z) Δ 1 
2 (Z Z 

T + Z Z T ). For stability tests of the (7) and (8) conditions, 
Fa(z)(s) and ψ(z) are needed to be computed over z ∈ D. The matrix ψ(z) for z ∈ D 
can be represented as follows: 

ψ(z) = 
1 

2 
× 

⎡ 

⎢⎢⎢⎢⎢⎣ 

2 
z + z 2(zz) ∗ 
z2 + z2 zz(z + z) 2(zz)2 

... 
... 

. . . 
zn1 + zn1 zz(zn1−1 + zn1−1 ) · · · 2(zz)n1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
. (12) 

Lemma 2 For CMTDS in (1) z = D = (ei θ : 0 ≤ θ <  2π)  then ψ(z) = γ (z̃), where 
z̃ = Re(z), z̃ should not belong to T Δ [−1, 1], and γi, j (z̃) = S|i− j |(z̃), S0(z̃) = 1, 

S1(z̃) = z̃, S2(z̃) = 2z̃2 − 1, . . . ,  Sn1+1(z̃) = 2z̃Sn1 (z̃) − Sn1−1(z̃), 
j = 1, 2, . . . ,  n1 − 1. 

(13) 

Proof From z = D = (elθ : 0 ≤ θ <  2π), l = −1 
√

it follows that z̃ /∈ T , and Sj (x) 
is the first type Tchebyshev polynomial [ 22], we get,
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ψ(z)|z∈D = γ (z̃) = 

⎡ 

⎢⎢⎢⎢⎢⎣ 

S0(z̃) 
S1(z̃) S0(z̃) ∗ 
S2(z̃) S1(z̃) S0(z̃) 

... 
... 

. . . 
Sn1 (z̃) Sn1−1(z̃) · · ·  S1(z̃) S0(z̃) 

⎤ 

⎥⎥⎥⎥⎥⎦ 
. (14) 

By using (11) and Lemma 2, we get 

Fa(z)(s)|z̃∈D = Fa(z̃)(s) Δ
n2∑ 

i=0 

n2∑ 

i '=0 

CT 
i γ (z̃)Ci s

i+i ' . (15) 

Remark 2 From (11), it is noted that Fa(z)(s) is of order 2n2 and its characteristics 
will be as same as P(s, z) for stability test. Hence, (8) can be tested by using Fa(z)(s), 
rather than P̃(s, z). Further, using (12) it is noted that ψ(z) is real and symmetric 
matrix. Hence, we observe using (11) and (12), Fa(z)(s) is a real polynomial. In our 
case, conditions (7) and (8) are equal to the stability test of Fa(z̃)(s) (15) with respect 
to s∀z̃ ∈ T where T Δ [−1, 1]. For computation of Fa(z̃)(s) (15) and condition (11), 
we follow the next lemmas and definitions. 

Definition 3 [22] The Jury matrix of dimensions (2r  1)  (2r  1) denoted by 
Δ[V (σ )] for the polynomial V r 

−
 2

(σ ) = 
∑

h 0 Vhσ h with the specified 
× −

stability region =
C− × D, where Vh ∈ R is as follows: 

z = D, then Δ[V (σ )] Δ K − L , (16) 

where K = 

⎡ 

⎢⎢⎢⎢⎢⎣ 

V2r V2r−1 V2r−2 · · ·  V2 

V2r V2r−1 · · ·  V3 

V2r · · ·  V4 

0 
. . . 

... 
· · ·  V2r 

⎤ 

⎥⎥⎥⎥⎥⎦ 
, and L = 

⎡ 

⎢⎢⎢⎢⎢⎣ 

V0 

0 
. . . 

... 
V0 · · ·  V2r−4 

V0 V1 · · ·  V2r−3 

V0 V1 V2 · · ·  V2r−2 

⎤ 

⎥⎥⎥⎥⎥⎦ 
. 

Lemma 3 Consider Fa(z)(s) in (15) is stable in respect to s, ∀z∈D iff det(Δ[Fa(z̃)(s)]) 
and all elements of R(z̃) are positive ∀z̃ ∈ T , where 

R(z̃) Δ
{ 
Fa(z̃)(0) for s = C− 

} 
. (17) 

The condition (8) is checked by finding the roots of univariate polynomials and 
with the solution of generalized eigenvalue problem (GEVP) in next lemma and 
theorem.
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Lemma 4 Consider T Δ [−1, 1] and condition (7) and following statements are 
equal, 

(a) P(s, z̃) is stable in respect to s for a z̃ ∈ δD, 
(b) All the elements of R(z̃) (17) are not equal to zero ∀ z̃ ∈ T , 
(c) and the GEVP, 

⎡ 

⎢⎢⎢⎢⎢⎣ 

0 I 
I 0 

0 I 
. . . 

α0 α1 · · ·  αn1−1 

⎤ 

⎥⎥⎥⎥⎥⎦ 

⎡ 

⎢⎢⎢⎢⎢⎣ 

w1 

w2 
... 

wn1−1 

wn1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
= z̃ 

⎡ 

⎢⎢⎢⎢⎢⎣ 

I 
I 0 

. . . 
I 0 

0 0 · · ·  −αn1−1 

⎤ 

⎥⎥⎥⎥⎥⎦ 

⎡ 

⎢⎢⎢⎢⎢⎣ 

w1 

w2 
... 

wn1−1 

wn1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
(18) 

of dimensions n1(2n2 − 1) × n1(2n2 − 1) does not have any roots of GEVP in T , 
where 

α j Δ Δ[C j (s)], j = 0, 1, . . . ,  n1. (19) 

When Fa(z̃)(s), i = 0, 1, 2, . . .  ,  n2 (15) can be rewritten as follows 

Fa(z̃)(s) = Fa(s)(z̃) Δ
n1∑ 

j=0 

C j (s)z̃ 
j . (20) 

Proof The Remark (2) states that stability region for condition (7) in respect to 
s, ∀z̃ ∈ δD, is equal to the stability test of Fa(z̃)(s) in (15) in respect to s can be 
violated for a z̃ ∈ T so that one of the elements of R(z̃) is zero. Therefore, Fa(z̃)(s) is 
stable with respect to s, ∀z̃ ∈ T iff (a). Fa(z̃)(s) is stable with respect to s for z̃ ∈ T , 
(b). All elements of R(z̃) are not equal to zero ∀z̃ ∈ T , and (c). det(Δ[Fa(z̃)(s)]) = 0 
does not have any root in T . Using  (16) and (20), the Jury matrix for Fa(z̃)(s) can be 
rewritten as 

det(Δ[Fa(z̃)(s)]) = det 

⎛ 

⎝ 
n1∑ 

j=0 

Δ[C j (s)]z̃ j 
⎞ 

⎠ = 0. (21) 

We consider the expansion of polynomial (19) as GEVP as follows:  

(α0 + α1 z̃ + α2 z̃
2 +  · · ·  +  αn1 z̃

n1 )w = 0, (22) 

where w ∈ R2n1−1 and we define α j are considered here j = 0, 1, . . . ,  n1, where 
w1 Δ w, w2 Δ z̃w1, . . . , wn1 = z̃wn1−1. Therefore, the DIS condition of CMTDS 
(1) can derive using the following theorem. 

Theorem 1 Assume that CMTDS (1) with bivariate polynomial (4), and T Δ
[−1, 1], for  s ∈ C  and z − ∈ D, respectively. By considering Definitions 1 and 2, 
CMTDS (1) is delay-independent stable iff, it holds the following statements,
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(a) P(ŝ, z) is stable in respect to z for a ŝ ∈ C−. 
(b) P(s, ẑ) is stable in respect to s, for a ẑ ∈ δD. 
(c) All the members of R(z̃) in (17) do not have any real roots in T . 
(d) The GEVP in (18) contains no eigenvalue in T ∈ [−1, 1] . 
Proof Using the aforementioned lemmas and definitions, we prove theorem. 

Using above-mentioned Theorem 1 and Lemmas 1–4, the DIS of CMTDS (1) can 
be algebraically tested using the following algorithm. 

Algorithm 1 An algorithm for delay-independent stability for CMTDS (1) 
1: Obtain the bivariate polynomial of CMTDS (1) as (4). 
2: State the stability region for both variables (C− × D ), and check DIS condition (a) of theorem 

1 and follow the next step. If it is not satisfied, then CMTDS is unstable. 
3: Rewrite the bivariate polynomial (4) as (9) and compute Ci . 
4: Using Lemma 2 compute γ (z̃), Fa(z̃)(s), and  R(z̃) using (17). 
5: Test condition (c) of Theorem 1, If condition is not satisfied, then CMTDS (1) is unstable 

otherwise follow the next step. 
6: Compute Fa(z̃)(s) and C j (s) (20) for  j = 0, 1, . . . ,  n1. 
7: Using Lemma 2 and Definition 3 compute Jury matrix. 
8: Obtain the GEVP (18), check the condition (d) of theorem 1, if condition is satisfied then CMTDS 

(1) is stable, otherwise unstable. 

Furthermore, the applicability of the Algorithm 1 can be seen in the next section 
using numerical example. 

5 Numerical Example and Discussion 

In this section, numerical example demonstrates the applicability of the proposed 
algebraic method, and the approach is also compared to existing methods. 

Example 1 Consider the following second-order CMTDS (1) (motor-driven pendu-
lum with multiple delays in feedback [ 25]) with following data, 

A0 = 
[ 

0 1  
−59.9568 −1.4584 

] 
, B1 = 

[ 
0 0  

−13.5602 0 

] 
, B2 = 

[ 
0 0  
0 1.2339 

] 
, (23) 

and τ2 = 2τ1.The CMTDS with given data is delay-free stable, and roots are 
−0.1122 ± l8.5735. We investigate the necessary and sufficient conditions of DIS 
of CMTDS using algorithm 1 in the following steps as
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(i) Step 1, the characteristic bivariate polynomial for CMTDS is obtained as 

P(s, z) = s2 − 1.2339sz2 + 1.4584s + 13.5602z + 59.9568 (24) 

(ii) Step 2, the stability region C− × D and univariate polynomial P(0, z) is stable 
and its roots are −0.7292 ± l7.7088. 

(iii) Step 3, for  P(s, 1) polynomial the roots are −0.1122 + l8.5735 and − 0.1122 
− 8.5735l. Therefore, P(s, 1) is stable. 

(iv) Step 4, Fa(z̃)(s) is −91.9528s2z − 1.7997s2 + 27.1205sz2 + 19.7769sz  
+ 983.3501s + 10141.1348z2 + 564.7471z + 4280.6336 and roots of Fa(z̃)(0) 
are −0.0278 ± l0.649. It shows that the R(z̃) does not have any real roots in 
T ∈ [−1, 1]. 

(v) Step 5, by solving GEVP in (18) we find the roots of GEVP are 525.13, −232.2 
± l222.3, 228.3 ± l236.6 and 6.20, respectively. Hence, there is no real eigen-
value lie in T ∈ [−1, 1]. 

CMTDS (23) is delay-independent stable. For the comparison, the DIS of CMTDS 
is also investigated using delay Lyapunov matrix in [ 24], and the results discussed 
in [ 24] conclude the sufficient conditions of stability only with more computational 
time. The algebraic DIS approach developed into single formalism with complex 
computations and required the computation of α free parameter [ 23]. 

6 Concluding Remarks 

In this paper, we have proposed necessary and sufficient conditions for testing 
the delay-independent stability of time delay systems of commensurate type alge-
braically. The approach we followed here requires merely two univariate polynomials 
stability tests and a generalized eigenvalue problem. Using this approach, we reduce 
the mathematical computational burden over existing methods, even if the multiplic-
ity of delay increases. The effectiveness and applicability of the proposed approach 
to CMTDS are demonstrated using numerical example. The future work will extend 
the proposed approach to linear systems with noncommensurate, distributed, and 
time-varying delays. 
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Adaptive Neuro Fuzzy Control of Triple 
Inverted Pendulum System 

Ashwani Kharola, Rahul, and Varun Pokhriyal 

Abstract This study presents proportional-integral-derivative (PID) and adaptive 
neuro fuzzy inference system (ANFIS) control strategy to stabilize of highly 
nonlinear triple inverted pendulum system. A nonlinear dynamic representation of 
the system has been proposed and simulated in MATLAB/Simulink platform. The 
result indicates better performance of ANFIS controller compared to PID controller. 
Both ANFIS and PID controllers were able to stabilize complete system with desir-
able overshoot and steady state response. In order to minimize if–then fuzzy rules, 
the ANFIS controller has been designed using only three membership functions of 
triangular shape. The proposed ANFIS controller aided in solving the problem of 
fuzzy rule explosion commonly associated with fuzzy controllers. 

Keywords Triple inverted pendulum · Nonlinear systems · PID · ANFIS ·
MATLAB · Simulink · Simulation 

1 Introduction 

Triple inverted pendulum is an exemplar of highly nonlinear underactuated mechan-
ical system having eight different equilibrium positions out of which only lower 
position is stable [1]. It is a famous testing bed mechanism for new control algo-
rithms. These systems have been keen source of interest for researchers since last 
four decades [2]. Researchers have been adopting various control techniques for 
stabilization of these nonlinear systems. For an instance, Chen and Theodomile [3]
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considered fuzzy reasoning-based approach for stability control of triple inverted 
pendulum. The study considered an optimal linear quadratic regulator (LQR) for 
determining parameters of fuzzy controller. Simulations demonstrated the sound-
ness of anticipated approach indicating a good dynamic performance with simpler 
parameter selection. Further, Huang et al. [4] proposed an optimized method based 
on motion vision for control of triple inverted pendulum. Real-time images of the 
system during swing-up motion were collected and optimized using Harris algorithm. 
The results indicate that stabilization of proposed system can be successfully realized 
through proposed technique. Arkhipova [5] realized stabilization of triple inverted 
pendulum in upper unstable orientation via parametric excitation of the support. 
The authors adopted multiple scale method and the Floquet theory for obtaining the 
desired results. The results showed that stabilization is possible at different excitation 
frequencies. 

In a study by Jahn et al. [6], an inversion-based control approach has been adopted 
for stabilization of triple inverted pendulum. The authors analyzed the problem 
as a two-point boundary value problem and proposed a linear-quadratic-Gaussian 
(LQG) controller which compensated noises and external disturbances associated 
with the system. Masrom et al. [7] integrated interval type-2 fuzzy technique with 
particle swarm optimization (PSO) and spiral dynamic algorithm for control of triple 
inverted pendulum on wheels. PSO and spiral dynamic algorithm were used for 
enhancing performance of proposed fuzzy controller. Several tests were conducted 
which demonstrated the robustness of proposed approach. In this study, initially a 
proportional-integral-derivative (PID) controller has been designed for control of 
triple inverted pendulum system. A Simulink model of proposed system has been 
created and simulated in MATLAB/Simulink. The outputs of PID have been used for 
learning of an adaptive neuro fuzzy inference system (ANFIS) controller. A novel 
ANFIS controller has been proposed which can remove the problem of rule explosion 
associated with conventional fuzzy controller [8]. The ANFIS controller has been 
designed using only three membership functions of triangular shape (constant type) 
giving only nine if–then fuzzy rules. 

2 Nonlinear Dynamical Equations of Triple Inverted 
Pendulum 

The proposed system constitutes three rigid pendulums each of mass (m = 0.2 kg) 
and length (l = 0.1 m) mounted on a mutable cart of mass (M = 1.0 kg) as shown 
in Fig. 1 [9]. A control force (F) is desired to move the cart in linear path against 
frictional force (b = 0.1 Ns/m2) and gravity (g = 9.81 m/s2). Initially, the bottom, 
middle and top pendulums are inclined at an angle θ1, θ2 and θ3 with the vertical 
direction, respectively [10].

The expressions for linear acceleration of the cart (ẍ) and angular accelerations 
of pendulums (θ̈ ) were evaluated through Newton’s second law considering forces
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Fig. 1 Triple inverted 
pendulum on cart

Fig. 2 Forces acting on 
carriage during motion 

acting on each sub-system separately [11]. The resultant forces on cart are shown 
in Fig. 2, where H and V indicate the interface forces between bottom pendulum 
and cart in x and y directions, respectively. Further, F is the control force, b ẋ is the 
frictional force and ẋ denotes linear velocity of the cart. 

Balancing forces in horizontal direction give following expression for linear 
acceleration (ẍ) of cart: 

ẍ = 1 
M 

(F − H1 − bẋ) (1) 

The forces acting on bottom, middle and top pendulum are shown in Fig. 3. Again  
H and V indicate the contact forces between pendulums in x and y directions, and 
‘mg’ corresponds to force of gravity on pendulums.

After balancing forces acting on bottom, middle and top pendulum following 
expressions for angular acceleration of bottom ( θ̈1), middle (θ̈2) and top (θ̈3) 
pendulums were obtained, 

θ̈1 = 1 
I1

(
H1l1 cos θ1 + V1l1 sin θ1 − b1 θ̇1 + H2l1 cos θ1 + V2l1 sin θ1

)
(2)
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Fig. 3 Forces acting on bottom, middle and top pendulum sub-system

θ̈2 = 1 
I2

(
H2l2 cos θ2 + V2l2 sin θ2 − b2 θ̇2 + H3l2 cos θ2 + V3l2 sin θ2

)
(3) 

θ̈3 = 1 
I3

(
H3l3 cos θ3 + V3l3 sin θ3 − b3 θ̇3

)
(4) 

where θ̇ and I represent angular velocity and moment of inertia of pendulums. Based 
on above equations, a Simulink of the proposed system has been developed as shown 
in Fig. 4. 

In Fig. 4, eight different outputs have been considered for monitoring the perfor-
mance of complete system. Each output has been represented with the help of a 
separate output block. The outputs considered for analysis were as follows: cart 
position (block 1), cart velocity (block 2), bottom pendulum angle (block 3), bottom 
pendulum angular velocity (block 4), middle pendulum angle (block 5), middle 
pendulum angular velocity (block 6), top pendulum angle (block 7) and top pendulum 
angular velocity (block 8).

Fig. 4 Simulink model of triple inverted pendulum 
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3 PID-Based ANFIS Control of Triple Inverted Pendulum 

PID is a closed loop feedback controller which computes an error amid desired value 
and output value [12]. PID controller applies a correction to its control function 
depending on proportional (K p), integral (Ki ) and derivative (Kd ) gains [13]. The 
PID gain has been auto tuned using PID tuner in MATLAB/Simulink. The gains 
attained for each sub-system are given in Table 1. The output of PID has been 
considered as inputs for learning of ANFIS controller [14]. Four separate ANFIS 
controllers have been designed using only 3 triangular shape membership functions 
of constant type which helped in reducing the number of if–then fuzzy rules to 9. 
The training error obtained for ANFIS controller of different sub-systems is also 
highlighted in Table 1 [15]. 

The triangular shape membership functions and 3D rule surface attained after 
tuning for cart position are shown in Fig. 5. The three different grades of membership 
which were considered for designing of membership functions are low, medium and 
high. In Fig. 5, horizontal axis of membership functions indicates cart position, 
whereas vertical axis indicates degree of membership which ranges from 0 to 1. 

Table 1 Training error obtained for different sub-systems 

Sub-system Training error PID gains 

K p Ki Kd 

Bottom pendulum 4.3e−007 1 0 −1 

Middle pendulum 6.2e−007 1 0 −1 

Top pendulum 1.3e−006 100 1 −10 

Cart 2.4e−006 10 0 −10 

Fig. 5 Tuned membership functions and 3D rule surface obtained for output ‘cart position’
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Fig. 6 Simulink sub-system model for comparison of controllers 

Fig. 7 Simulation graph for cart position 

4 Simulation Results 

The PID and ANFIS controllers were masked into a sub-system as shown in Fig. 6. 
The simulation results are shown with the help of Figs 7, 8, 9 and 10. Finally, a 
comparison of between the two control strategies is given in Table 2.

5 Conclusion 

The study successfully presents two robust control strategies, i.e., PID and ANFIS for 
stabilization of highly nonlinear triple inverted pendulum system. The result of PID 
has been successfully used for training and optimization of ANFIS controller using
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Fig. 8 Simulation graph for bottom pendulum angle 

Fig. 9 Simulation graph for middle pendulum angle 

Fig. 10 Simulation graph for top pendulum angle

Levenberg–Marquardt learning algorithm. The objective of designing an ANFIS 
controller which can aid in eradicating the problem of fuzzy rule explosion has 
been successfully achieved. ANFIS controller has been designed using only three 
triangular shape membership functions. The simulation result indicates better perfor-
mance of ANFIS compared to PID controller. ANFIS controller stabilizes the system 
within 3.1 s which is 2.4 s less compared to PID controller. Further, the PID controller 
provides better overshoot response preferably for cart position and bottom pendulum 
angle. Lastly, both the controllers provided excellent steady state error response. 
As an extension for future work, attempts can be made for real-time control of 
proposed system. Further efforts can be made to reduce the steady state errors and 
consider machine learning approaches like artificial neural networks for control of 
other variants of nonlinear systems.
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Table 2 Simulation results and comparison 

Controller Settling time (s) Overshoot ranges Steady state error 

Cart position 

ANFIS 2.0 0.75 0.58 

PID 2.8 0.2 to −0.25 0.08 

Bottom pendulum angle 

ANFIS 1.7 3.4° 3.1° 

PID 2.5 3.35° 3.1° 

Middle pendulum angle 

ANFIS 1.5 3.2° 3.2° 

PID 3.2 3.2° 3.2° 

Top pendulum angle 

ANFIS 3.1 3.1° 3.1° 

PID 5.5 0.1° to −3.1° −3.1°
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Abstract DC Micro-grids (DCMGs) are becoming more common as the need and 
demand of renewable energy is exponentially increasing. Many works going for 
the same, some of them including optimization of Battery Energy Storage Systems 
(BESSs), Artificial Intelligence (AI)-based algorithms, Droop Control Management, 
etc. In this paper, based on estimation of power generation ability by means of Energy 
Management System (EMS) via meteorological statistics results of load scheduling 
has been done. Authors are using Python for coding and Weather Map API to get 
the data, to develop a program. Using this program, authors are able to calculate 
our power generation capacity (Solar and Wind power in this case) for a future of 
24 h. This pre-determination of generation capacity will help us in scheduling the 
power requirement with the AC Grid more effectively and efficiently. The proposal 
can reduce subsequent time regulator approach in view of remote locations as of grid 
instabilities. The perception permits the use of discrete and flexible power supply 
and intake configurations for apiece constituent in the micro-grid that may be fixed 
to decrease the set up at effective price. To develop relative study on network-based 
analysis for economical execution of micro-grid EMS is used. The present micro-
grid escalated to energy management conception for micro-grids bus parameters are 
utilized as a networking window with the micro-grid devices. 
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1 Introduction 

DC Micro-grids (DCMGs) offers the uncomplicated, consistent, low cost, acces-
sible and extremely efficient resolution to afford electricity for publics who are alive 
without utilizing the facility of electricity. Different renewable energy sources linked 
in series to produce energy at 230 V DC, which can be transferred terminated about 
1–2 km distance same as 230 V AC power supply system with double core copper 
cable with specific number of RCC poles. Communities are connected to the energy 
distribution scheme all the way through connection boxes mounted on RCC poles. 
Charge regulator mounted in micro-grid each household end, once 230 V DC stage 
down 14 V DC for battery storage and fuel-saving DC supply to domestic loads. 
Some remarkable benefits of DCMG like higher efficiency, less pollution which 
makes it eco-friendly. DCMG systems are more stable, cost efficient due to which 
it is widely used in power sector. Also some drawbacks like undefined environment 
of renewable distributed energy resources like wind and solar generations, market 
rates, suitable load distribution. For the specific benefits of DC supply over AC supply 
like suited with renewable distributed energy resources, battery bank and distributed 
loads, DC micro-grid significant study are as since limited years. Managing the 
energy and power in the DC micro-grid scheme has been a contest for the scholars. 
Micro-grid arrangement and mechanism were the incorporated portion of power and 
EMS. Over the course of years, micro-grid’s EMS has been thoroughly studies to 
tackle these problems and many techniques such as uncertainty in modeling prac-
tices, targeted function and limits, methods to get optimize result have been devised. It 
was stating that assuming numerous targeted function including various methodology 
and financial restraints has a huge impact for achieved EMS outcomes. Renewable 
energy resources scheduled a huge measure to encounter the necessities of improved 
demand power, moderate the eco-friendly contaminants, and attain social and finan-
cial advantages for maintainable improvement [1, 2]. Main objectives of EMS are 
to enhance the task, energy optimum forecast and scheme consistency in together 
islanding mode and grid related mode micro-grids for supportable growth. Various 
technologies were applied for economical enactment of EMS in micro-grid [2, 3]. 

For improving the financial side and the robust task the opportunities accepting DC 
controller of DCMG has discussed and a hierarchical control method was proposed. 
Case study on micro-grid at Illinois Institute of Technology, Chicago, it was func-
tioned as DCMG and outcomes for respectively event were associated with AC model 
[1]. Newton Raphson method for DC grid analysis was used for optimization calcula-
tions [4]. Several EMS with different level of control strategy was implemented for a 
DCMG process. The major objective behind this kind of operation was to confirm the 
consistency, output speed, accurateness control and economic operation of the system 
[5]. The concept of multi-micro-grid using renewable distributed energy resources 
and battery bank was introduced to make a linkage with energy supervision and func-
tional development by double way energy flow network [4, 6]. In the grid, there are 
several micro-grids to control of energy dissemination largely contributes in effec-
tive performance of each micro-grid [7, 8]. The major objectives of this proposed
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system were the controlling of the solar power, controlling of step-up chopper and 
the implementation of the battery charging & discharging converters. The simulation 
output turns out to be as expected and thus can be termed almost precise [9, 10]. The 
proposed method was built on the basis of distributed model predictive control. The 
advantages of the scheme was controlled action in a distributed manner and successful 
power balancing to maintain under variable wind and load condition [3]. In order 
to feed power to the distant localities in an observational and measureable way, the 
control of power and managing approach was proposed for the renewable integrated 
DCMG [11, 12]. Intelligent energy management system (IEMS) [13, 14] were to  
ensure the load sharing between different resources, to decrease significant loss in a 
particular system to improve reliability and quality of power. IEMS permits uninter-
rupted and perfect observation with smart control of distribution scheme performance 
and it offers enhanced functional conditions as mean of load sharing, consistency 
improvement and loss reduction of DCMG. In anticipated IEMS for DCMG has 
been considered with the aim of survey the battery bank performance in respect of 
discharging and charging [15]. 

An advanced Micro-grid Supervisory Controller (MGSC) & an EMS was 
suggested for a micro-grid control. The advantages of these proposed controls were 
based on architectures of the system as de-centralized architecture provides flexibility 
to the system while centralized architecture ensures secure and reliable comprehen-
sive analysis of the system. Artificial neural networks (ANN)-based control is intro-
duced, which is an interconnected group of nodes [11, 13]. For diverse unsteady 
situations ANN supervisor in DCMG and implements fit to path voltage situations 
promptly and endure load distribution. ANN in DCMG displays that offered manager 
has capability to sustain potential difference stability of unconnected DCMG and 
achieve load sharing between the paralleled coupled dispersed generation compo-
nents [2, 4]. To reduce the price was expressed to smart scheduling-based power 
generations aimed at micro-grids. Improvement of chance restraint approximation 
and vigorous optimization methods toward primarily convert besides explain major 
difficulty [6, 11]. The outcome of probabilistic producing features of dispersed gener-
ation with the interrelated MG scheme shall be restricted through cutting-edge arti-
ficial intelligence by using optimization techniques [14, 15]. Novelty of this paper is 
to reduce grid instabilities in remote location using API via time regulator approach 
as well as by using EMS–discrete and flexible power in DCMG with constituent and 
operational price will be improved in compare with conventional system. 

2 Scope of Work 

Figure 1 shows the approach to solution. It is to be noted that, only show Solar and 
Wind Power sources as renewable energy sources because considering only these 
two sources while developing program. Authors are also considering that previ-
ously developed technologies like MPPT, BESS, IEMS, etc. are already present in. 
In this platform comparative data have been investigated with present and earlier
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Fig. 1 Proposed block 
diagram of adapted model 

DCMG steady state conditions and effectiveness in respect of demand and finest 
forecast. Managing different scattered renewable energy sources can be optimized 
by EMS. Protected, consistent and quality of power is preferred as well as modern 
technique by machine learning in remote locations. The present micro-grid intensi-
fied to energy management concept using machine learning for DC micro-grids, bus 
parameters are utilized as a networking window with the micro-grid apparatuses. 
Develop too intelligently ANN-based control power sharing using machine learning 
in the multiple-source configuration of DCMG, appliance can be substantiated. 

3 Coding for Optimal Scheduling 

3.1 Logic 

(a) Get the location of renewable energy sources. (b) Obtain the required meteo-
rological data. (c) Calculate energy production capacity d) Estimate load demand. 
(e) Calculate energy required to be Import/Export. (f) Interact with AC Grid for 
scheduling. 

3.2 Flow Chart of Proposed Work 

See Fig. 2.

3.3 Explanation 

Program can be described in 4 parts.
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Fig. 2 Flow chart representation of proposed work

3.3.1 User Input 

In this part the user need to (one-time) enter the variables and constraints of the 
Generating source. For example: Solar panel efficiency, Area covered by solar panels, 
Wind Turbine Generator efficiency, Rotor swept area, etc. In the program, also taking 
the load demand, Air Density and Average wind blowing time from user because 
these data can be extracted only when the system is connected to real system and 
authors have premium access to open weather map (The API using in the map). 

3.3.2 Get Location and Meteorological Data 

Using Weather Map API to get meteorological data. Using the free version conse-
quently get data using city name. Also access data using the Geo-Location which 
will make data more accurate but it needs premium version of the API.
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3.3.3 Calculation of Power Generation Capacity 

Solar Power 

As per knowledge that solar power (P) available when cloud percentage is F% 

P = 990(1 − 0.75F3
)
W/m2 (1) 

Now if the efficiency of solar panel is η, then 

P = 990(1 − 0.75F3) × η W/m2 (2) 

Now if the area of solar panel installation is b m2, then Solar Power Generation 

SP = 990(1 − 0.75F3
) × η × b W (3)  

Assuming that sun shines for t hrs on that day, then 

SP = 990(1 − 0.75F3
) × η × b × t W h (4)  

Wind Power 

The equation for wind power 

WP = 0.5 × ρA × As × Ccp × Vw × ηg × ηbb W (5)  

wherever ρA = Density of air (kg/m3) As = Swept area of rotor (m2) 
Ccp = Performance coeff., Vw = Linear velocity of wind (m/s), 
ηg = Efficacy of generator, ηbb = gear box bearing efficacy. 
Now, if average wind blowing time is t h, 

WP = 0.5 × ρA × As × Ccp × Vw × ηg × ηbb × t Wh (6)  

Now using Eqs. (4) and (6) 
Total power generation of the system, 

TP = SP + WP (7) 

3.3.4 Interaction with Grid 

Using Eq. (7) total production capacity (Tp) and using load power (Lp) demand 
consumption capacity. Difference of Tp and Lp (Tp − Lp) will give total power 
needed to be Import/Export and thus scheduling with AC Grid can be done.
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Fig. 3 Program showing output 

Table 1 Internal calculation 
in the program 

Type Power demand (in W) 

Load consumption 60,000 

Solar 60,237.03 

Wind 13,906.13 

Total 74,143.16 

Total for export 14,143.14 

4 Output and Results 

The output of the prototype program when run it by providing initial constraints is 
shown below. 

Figure 3 shows the following result: For June 2021, assuming the given constraints 
of the equipment and a total load of 60 kW for a given area in Kolkata, the amount of 
power available for export to ACG will be 14.16 kW because of weather condition 
of that day in Kolkata (Table 1). 

Graph in Fig. 4 arrangements by earlier IEMS scheme shows that an uncontrolled 
utilization and charge in. During night and morning of the daylight, solar is unavail-
able in probable IEMS scheme. This diagram predictable IEMS shows utmost actual 
purpose solar power for during daylight. In aforementioned work, comparative data 
have been analyzed in 24 h duration with present and earlier DCMG steadiness 
conditions and usefulness in respect of demand response and optimum scheduling.

5 Conclusion 

Adequate knowledge to develop a program which can help us to predict the gener-
ation capacity of renewable energy sources connected to the DCMG is successfully 
accomplished. The program is just a prototype program, so, naturally there is a lot of
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Fig. 4 Analysis of 
intelligent EMS system

scope for development of the same. In this platform considers only wind and solar 
power sources. It may be modified through adding more renewable energy sources 
like Wave Energy, Tidal Energy and Geothermal Energy. Using Weather Map API 
therefore limited access like Location by city only, daily and weekly predictions 
only. Therefore, the program can be modified to have Geo-Location Data, Hourly or 
Minutely data, etc. by using either the premium version or use some another API. 
Introduction of Artificial Neural Network in the program will make it more efficient 
and effective. Using the program, the scheduling between DCMG and AC Grid can 
be more effective as authors have access to already forecasted data. Novelty of this 
work is detection of actual weather from metrological data, the load demand (60 kW) 
is distributed in optimized way by solar (60.23 kW) and wind (13.9 kW). It is also 
seen almost 14.41 kW energy can be exported to reduce the outside demand conges-
tion. To optimize the solar power and wind power generation EMS system is used. 
Observing the real time data of solar radiation intensity and present air thrust EMS 
decide, the optimum power generation to meet the actual demand. There are lots of 
scope for further development in conjunction with accumulating distributed energy 
sources by optimized demand response. 
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Model Order Reduction of Linear 
Interval System by Using Firefly 
Algorithm and Extension 
of Differentiation Method 

Raj Anand and Amarnath Jha 

Abstract This article represents the model order reduction of a large-scale linear 
interval system. The desired order of numerator coefficients is measured using the 
Firefly algorithm based on integral square error (ISE) reduction as an objective 
function related to the unit step as input. The reduced-order system’s denominator 
coefficients are calculated using the extension of the differentiation method. Stable 
reduced-order models are always generated using the suggested strategy. The numer-
ical examples are presented to simplify the method’s accuracy, and the computational 
simplicity and system stability are confirmed using Kharitonov’s theorem. 

Keywords Linear interval systems · ISE minimization approach · Modified Routh 
approximation · Firefly algorithm · The extension of differentiation method ·
Kharitonov’s theorem 

1 Introduction 

The design and implementation of a controller for a large–system are always an 
important issue because the presence of uncertain variables makes it tedious and 
costly. Generally, mathematical approaches are employed to realize the models of 
higher-order interval systems. Minimizing large-scale intervals to lower order is a 
crucial analysis, synthesis, and simulation for a practical system. The primary benefit 
of the simplified model is that it permits a better comprehension of the higher-
order system, more accessible design, and faster solutions. Some widespread model 
reduction approaches for continuous linear systems [1–5] and linear interval systems 
are Routh-Pade approximation [6], Gamma-delta Routh approximation [7–11]. The 
two limitations of the above interval approximation methods that Hwang and Yang
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[8] claimed were (1) it does not ensure success in producing a complete interval Routh 
array and (2) even if the initial interval is stable, certain Routh approximation intervals 
might not be stable. To reduce the complexities, some other methods got proposed, 
modified Routh array [9], comment on the computation of interval system [8], linear 
interval system by minimization of ISE using Genetic algorithm and PSO. Most of 
the methods mentioned above are that they do not generate a stable simplified model 
even if the novel model is stable. The suggested approaches ensure a lower-order 
system’s stability in which an extension of the differentiation approach is employed 
to minimize the denominator of the original system. Based on ISE reduction as an 
objective function with a unit step as input, the Firefly algorithm [12] is used to  
reduce the numerator coefficients [12–19]. A numerical example does validation of 
the technique is solved and compared with reduced models of different methods. 
The paper is structured as follows: Sect. 2 defines the problem methodology of the 
proposed method. In Sect. 3, numerical testing done by the proposed method and 
compared with other approaches and conclusions are reported in Sect. 4. 

2 Problem Methodologies 

Consider the case of a stable higher-order linear interval system of order n given by 

Fn(s) =
[
X− 
0 , X

+ 
0

] + [
X− 
1 , X

+ 
1

]
s +  · · ·  + [

X− 
n−1, X

+ 
n−1

]
sn−1

[
Y − 
0 , Y 

+ 
0

] + [
Y − 
1 , Y 

+ 
1

]
s +  · · ·  + [

Y −n , Y +n
]
sn

= 
x(s) 
y(s) 

(1) 

where x− 
i ≤ xi ≤ x+ 

i for i = 0, 1, 2… n − 1 and y− 
j ≤ y j ≤ y+ 

j for j = 0, 1, 2 … n 
represents lower as well as upper bounds of x(s) and y(s) of the original model. After 
writing Kharitonov’s polynomials of the original model, Fn(s) hat transfer function 
will be selected for the order reduction whose transient time is less 

Gn(s) = x1sn−1 + x2sn−2 +  · · ·  +  xn 
sn + y1sn−1 + y2sn−2 +  · · ·  +  yn 

(2) 

Gn(s) is the selected transfer function model for order reduction. If k represents 
the reduced order, then the reduced model of (2) is represented as 

Gk(s) = N1(s) 
D1(s) =

f1sk−1 + f2sk−2 +  · · ·  +  fk 
sk + h1sk−1 + h2sk−2 +  · · ·  +  hk 

(3) 

The unknown coefficients of N1(s), i.e., f1, f2, f3 . . .  fn are to be assessed with  
the Firefly method applied to reductions of “Integral Square Error” (ISE) define in 
Eq. (4). Error represents the variation of step response with the original system and 
the simplified representation in Fig. 1.
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Fig. 1 The complete layout 
of steps to be followed 

I = 
t=∞∫

t=0 

|e(t)|2 (4) 

2.1 The Method for Obtaining Reduced-Order Denominator 
Polynomials D1(s) from the Denominator of the Original 
“Interval Transfer Function” Model Y(s) 

(1) The first row from Table 1 [20] is the denominator coefficients of Fn(s).
(2) Differentiation of the first row results in row 2. 
(3) The 3rd row is derived using a modified version of the Routh approximation, 

which provides an order n-1 reduced-order denominator using the following 
relation.[y− 

i j  , y
+ 
i j ] = [y− 

(i−2, j+1), y
+ 
(i−2, j+1)] −  y(i−2,1) 

y(i−1,1) 
[y− 

(i−1, j+1), y
+ 
(i−1, j+1)] 

For, i = 3, 5, 7, 9 …, j = 1, 2, 3, 4, 5 … n − 1. 

yi−2,1 = 
[y− 

i−2,1, y
+ 
i+2,1] 

2
; yi−1,1 = 

[y− 
i−1,1, y

+ 
i+1,1] 

2 
, 

are midpoints of coefficients to overcome dependency property. 
(4) The 4th row is derived by differentiating row 3 and applying the modified 

Routh approximation used in rows 3 & 4 to obtain a minimized order n − 2 
denominator. 

(5) Reduced-order denominator D1(s) is determined by 

[y− 
n−1, y

+ 
n−1]sn−1 + [y− 

n−2, y
+ 
n−2]sn−2 +  · · ·  +  [y− 

0 , y
+ 
0 ]
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2.2 Procedure to Achieve Reduced-Order Numerator 
Polynomial N1(s) Using Firefly Optimization Algorithm 

The Firefly algorithm [12] is a bio-inspired meta-heuristics method. This algorithm 
is influenced by the rhythmic flashing pattern and behavior of Fireflies at night. The 
whole algorithm can be concluded in the following steps for numerator reduction. 

(1) Generate random solutions set X, i.e., Fireflies, Compute Intensity (I), i.e., I 
proportional to fitness function f (x). 

(2) Update each Firefly by the position using xt+1 
i = xt i + β0e

−γ r2 i j  (xt j − xt i ) + αt ∈t 
i 

Here, β0 attractiveness constant is taken as 1, γ is absorption coefficient 
equal to 0.01, α represents randomness strength value taken as 1, ε represents 
random number derived from Gaussian distribution, t is the number of iterations 
taken as 20, and population size are 100 for the entire problem. 

(3) Perform greedy selection or update of old position Xi with X
t+1 
i and if the above 

step improves the solution then terminate otherwise step 2 must be followed 
again. 

3 Results and Discussion 

Example1.Suppose a 3rdorder interval system G(s) [7] minimized in the 2nd order 
by the proposed approach. 

G(s) = [2, 3]s2 + [17.8, 18.5]s + [15, 16] 
[2, 3]s3 + [17, 18]s2 + [35, 36]s + [20.5, 21.5] 

Step1.After writing Kharitonov’s polynomial of G(s), the model with less transient 
time is represented as 

Go(s) = 3s2 + 18.5s + 15 
3s3 + 17s2 + 35s + 21.5 

, 

The 2nd order selected model is represented as 

R2(s) = 
N2(s) 
D2(s) 

= x1s + x2 
s2 + 3.44s + 3.223 

where D2(s) is obtained by the extension of the differentiation method and the free 
coefficients x1 and x2 is determined by using the Firefly algorithm for which ranges 
of coefficients are considered between 1.1 ≤ x1 ≤ 2.24 and 2.2 ≥ x1 ≥ 2.3. An  
estimation of ranges based on the integral square error. Therefore the lower & upper 
bounds are described in the Firefly algorithm according to the ranges in vector format. 
x1 and x2 are obtained as 1.37 and 2.24. So, the obtained second-order model by the 
proposed method and reduced models by some additional approaches given as
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Fig. 2 The performance of 
Firefly algorithm to obtain 
free parameters x1 and x2 

R2(s)|Proposed 
method 

= 
N2(s) 
D2(s) 

= 1.37s + 2.24 
s2 + 3.448s + 3.223 

, 

R2(s)|γ −δ 
method 

= 
N2(s) 
D2(s) 

= 1.255s + 1.117 
s2 + 2.4435s + 1.505 

R2(s)|Impulse 
Energy 
method 

= 
N2(s) 
D2(s) 

= 1.368s + 1.027 
s2 + 2.623s + 1.516 

, 

R2(s)|Mihalov 
Cauer 
method 

= 
N2(s) 
D2(s) 

= 11.19s + 14.17 
17s2 + 33.61s + 21.71 

R2(s)|By 
Partical 
Swarn 
Optimization 

= 
N2(s) 
D2(s) 

= 
2.2615s + 2.3421 

s2 + 3.448s + 3.223 

Figure 2 depicts the Firefly algorithm’s performance for the fitness function value 
during coefficient calculation for 20 iterations. Figure 3 represents the evaluation 
of the original model step response with the reduced model obtained by using the 
suggested approach and the reduced models obtained by some different conventional 
and soft computing methods, i.e., gamma-delta, Impulse-Energy, Mihalov-Cauer, 
and Particle Swarm optimization algorithm for the same problem. The comparison 
of various performance factors such as ISE, settling time, rise time, and overshoot 
are presented in Table 1.

4 Conclusion 

Based on the techniques mentioned above, this paper presents how to reduce higher-
order linear interval systems to optimize the system’s performance. The numerator
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Fig. 3 The comparison of the proposed model’s step with the reduced model acquired by using 
different methods and the original model

of the higher-order system is reduced by applying the ISE-based Firefly algorithm 
relating to a unit step input is used to get the best optimal numerator-free coefficient, 
and the denominator is reduced by using an extension of the differentiation approach. 
Evaluating the minimized model’s step responses with the original model provides 
the most accurate approximation as testing done in example 1, after comparisons 
of the proposed approach with other approaches (i.e., Gamma-Delta approximation, 
impulse energy method, Mihalov-Cauer method, and particle swarm optimization). 
So, the suggested way is highly efficient in providing minimum ISE, undistorted 
steady-state response, and assures the overall model’s stability. 
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Optimum LQR Controller for Inverted 
Pendulum Using Whale Optimization 
Algorithm 

Bharti Panjwani, Vipul Kumar, Jyoti Yadav, and Vijay Mohan 

Abstract In this work, a Linear-Quadratic Regulator (LQR)-based control scheme is 
designed for a highly nonlinear and unstable inverted pendulum system. The system 
is linearised about its vertical position based on certain assumptions. Initially, weight 
matrices of the LQR controller are selected based on a trial and error method. These 
matrices are then optimised using a multi-objective genetic algorithm (GA) and 
whale optimization algorithm (WOA). The robustness of designed controllers is 
tested by reference tracking and parametric uncertainty analysis. The results reveal 
that optimisation of LQR by WOA provides superior performance compared to GA. 

Keywords LQR · GA · WOA · Inverted pendulum · Robustness analysis 

1 Introduction 

The inverted pendulum is a platform for testing several control algorithms because of 
its nonlinear and unstable behaviour [1]. An inverted pendulum has its centre of mass 
above its pivot point, due to which it falls when released from a slight angle about its 
vertical position. It is a classical control theory problem for verifying different control 
techniques [2, 3]. The aim is to move the cart to prevent the pendulum from falling 
[4]. It is done with the help of a DC motor and a control technique [5–7]. Modern 
and advanced control techniques are available to control such systems [8–11]. 

LQR designed by trial and error method gives a satisfactory response close to 
the desired response but not optimal. The optimum values of weight matrices are
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required for an efficient response, which is achieved using GA and PSO [4, 12]. A 
genetic algorithm works on the reactions from its environment and can solve multiple 
dimensions optimisation problems [13, 14]. 

In this paper, the whale optimisation algorithm [15] is also utilised to obtain 
the optimal feedback gain matrix ‘K’ of LQR controller. WOA copies the social 
behaviour of Humpback whales and follows their hunting method known as a bubble 
net method. Simulation results for inverted pendulum show that the optimal solution 
obtained from WOA leads to superior performance compared to GA and trial and 
error method in overshoot, settling time and Integral Absolute Error (IAE). Further-
more, uncertainty analysis is performed to show the robustness of the WOA optimised 
LQR controller over others. 

The paper is organised as follows. Section 2 describes the mathematical modelling 
of the inverted pendulum. Controller design and its optimisation are presented in 
Sects. 3 and 4, respectively. Section 5 summarises the simulation results. Lastly, 
Sect. 6 concludes the research work. 

2 Mathematical Modelling of Inverted Pendulum 

The structure of the inverted pendulum is shown in Fig. 1. It consists of a pendulum 
connected to a movable cart that can move left and right on a rail to prevent the 
pendulum from falling [16]. The system’s parameters, their nominal values, and SI 
units are given in Table 1. 

The dynamic behaviour of angle and position of the system varies proportionally 
to the control force ‘F’ [2]. Differential equations relate the kinetic and potential 
energy of the system with control force [5]. The state space model of the system can 
be derived from ‘LaGrange mechanics’ as, 

d 

dt

[
∂ 

∂q◦ L

]
− 

∂ 
∂q 

L = τ (1) 

where Lagrange Function L = K − V . K is the kinetic energy and V is potential 
energy of the system given as

Fig. 1 Schematic diagram 
of inverted pendulum
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Table 1 Parameters of 
inverted pendulum [17] 

Symbol Quantity Value/SI unit 

M Mass of the cart 2.4 kg 

m Mass of the pendulum 0.23 kg 

l Length of pendulum 0.36 m 

f Coefficient of friction 0.1 N/m/s 

g Acceleration due to gravity 9.8 m/s2 

F Control force applied to the cart Newton 

θ Angle between pole and vertical 
direction 

Radian 

x Position of the cart Metre

K = 
1 

2 
M ẋ2 + 

1 

2 
m[(ẋ + l θ̇ cos θ)2 + (

l θ̇ sin θ)2
]

(2) 

V = mgl cos θ̇ (3) 

Solving Eq. (1) by substituting Eqs. (2) and (3) yields 

(M + m)ẍ + ml θ̈ cos θ − ml θ̇ 2 sin θ = F (4) 

l θ̈ + ẍ cos θ − g sin θ = −f θ̇ (5) 

where f θ̇ denotes the friction in the rotational link of system. The state obtained are 
X (t) = [xẋθ θ̇ ]T. After eliminating algebraic loops, the state model is 

⎧⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎩ 

ẋ1 = ẍ = x2 
ẋ2 = ẍ = −mg sin x3 cos x3+mlx2 4 sin x3+fmx4 cos x3+F 

M +(1−cos2 x3)m 

ẋ3 = θ̇ = x4 
ẋ4 = (M +m)(g sin x3−fx4)−(lmx2 4 sin x3+F) cos x3 

l(M+(1−cos2 x3)m) 

(6) 

The state space obtained above is nonlinear model that needs to be linearised in 
order to introduce a modern control scheme. Thus, system is linearised around its 
equilibrium point

[
xẋθ θ̇]= [0000

]
. The linear model can be obtained by approxi-

mation of certain terms. These approximations are sin x3 = x3, cos x3 = 1, x2 4 = 0, 
x3x4 = 0.
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

⎡ 

⎢⎢⎣ 

ẋ 
ẍ 
θ̇ 
θ̈ 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

0 0 1 0  
0 0  −0.9392 0.0096 
0 0 0 1  
0 0 311.2802 −0.3044 

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

x 
ẋ 
θ 
θ̇ 

⎤ 

⎥⎥⎦ + 

⎡ 

⎢⎢⎣ 

0 
0.4167 

0 
−1.1574 

⎤ 

⎥⎥⎦u(t) 

y(t) =
[
1 0 0 0  
0 0 1 0

]⎡ 

⎢⎢⎣ 

x 
ẋ 
θ 
θ̇ 

⎤ 

⎥⎥⎦ +
[
0 
0

]
u(t) 

(7) 

3 Controller Design 

The control objective is to move the cart so that it keeps the pendulum in an upright 
position. This means that at θ = θ̇ = 0 [4]. An optimal LQR controller is designed 
to stabilise the system state feedback. The control input u(t) is obtained by reducing 
the cost function J. 

J = 
∞ ∫
0

(
xT Qx + uT Ru

)
dt (8) 

Here Q is a positive semi-definite matrix known as state variable weighting matrix, 
and R is positive definite matrix as input variable weighting matrix [12]. Hence, input 
vector u is designed which reduces the cost function J [1]. Therefore, control signal 
u(t) is called optimal control [2]: 

u = −  K∗x = −R−1 BT P∗x (9) 

where P is obtained by solving Riccati equation and K is the feedback gain matrix. 
Now, solving Riccati equation: 

AT P + PA − PBR−1 BT P + Q = 0 (10)  

where [13] Q = diag
([
100 1 200 1

])
and R = 1. Then, 

K = −R−1 BT P = [
K1 K2 K3 K4

]
= [ − 10.0 −8.10 −633.86 −35.64

]
(11) 

This feedback gain matrix is then used in the system model of the inverted 
pendulum to get the results. The system model of inverted pendulum stabilisation 
using LQR controller is given in Fig. 2.
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Fig. 2 LQR control 
structure 

4 Optimisation of Controller 

The feedback gain matrix is obtained using two weighting matrices Q and R as 
defined above. The elements of Q and R matrices emphasis on the two main state 
variables–angle and position. These values are varied to get desired response. To get 
an optimal feedback gain matrix, we have used two optimisation algorithms: GA and 
WOA. Aim is to obtain the optimal values of matrices Q and R, which minimises the 
settling time and overshoot of the response. 

4.1 Genetic Algorithm 

The genetic algorithm (GA) is one of the evolutionary algorithms that work on 
the principle of laws of natural selection and evolution. This algorithm creates a 
virtual environment where better responses are emphasised, whereas other responses 
are disregarded. The basis of the algorithm is the three operations of evolution: 
reproduction, crossover, and mutation [1]. The design steps for GA are given in 
literature [1]. The two objectives of minimisation in the fitness function are: settling 
time and overshoot. This algorithm is carried out by using optimisation toolbox in 
MATLAB. Convergence plot is shown in Fig. 3 and the optimum value of K obtained 
is: 

K = [−12.0458 − 14.0369 − 707.8372 − 39.8890]

4.2 Whale Optimization Algorithm 

This algorithm is a nature inspired algorithm which follows a biological phenomenon 
of impersonating the behaviour of Humpback whales. It is found that they are intel-
ligent animals and have emotions as well. However, they are predators and preys 
on small fishes near the surface of the ocean. Their method of hunting is known as 
bubble net feeding method. Humpback whale first goes deep inside the water and
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Fig. 3 Convergence curve 
for GA and WOA

form bubbles in the shape of spirals. These spirals look like small circles encircling 
the group of small fishes present near the surface of water. Whale then swims up to 
the surface to kill its prey. The key mathematical formulation and design procedure of 
the WOA algorithm is presented in literature [15]. The convergence curve obtained 
is shown in Fig. 3 and the value of K obtained using WOA is: 

K = [−1.2015 − 19.3238 − 839.1297 − 58.2497] 

5 Simulation and Results 

The system model of the inverted pendulum is designed in MATLAB, and the results 
are analysed for reference tracking and parametric uncertainties. First, LQR is devel-
oped and then optimal feedback gain matrix is then obtained using GA and WOA. 
Comparative analysis of LQR, GA-LQR, and WOA-LQR controller is shown in 
Table 2. Figure 4 shows the open loop response of the pendulum on the cart (Fig. 5). 

From Table 2, it is clear that the best response is achieved by WOA-LQR, as it 
reduces the settling time by 99% and 53.9%, respectively. The use of WOA-LQR

Table 2 Time-domain specifications for LQR, GA-LQR, and WOA-LQR 

Time-domain specifications Angle of the pendulum Position of the cart 

LQR GA WOA LQR GA WOA 

Settling time (s) 17.2 9.54 0.16 57.18 33.88 26.32 

Overshoot 0.012 0.0114 0.0025 1.52 1.39 1.02 

IAE 0.149 0.149 0.104 8.42 5.42 4.39
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Fig. 4 Open loop response a cart position b pendulum angle 

Fig. 5 Reference tracking graph a cart position b pendulum angle

significantly improves the overshoot of the cart and pendulum as compared to GA-
LQR and LQR. Also, Integral Absolute Error (IAE) is minimum for WOA-LQR 
optimised controller. Results are also compared with the literature [13]. 

5.1 Uncertainty Analysis 

Uncertainty analysis is carried out for the mass of cart alone, mass of the pendulum 
alone, both the masses, length of pendulum alone, and both masses and length 
together. IAE of different controllers are obtained for parametric uncertainty. 
Controller performance under parameter uncertainties is shown in Table 3 and Fig. 6.

6 Conclusion 

In this paper, the dynamics of a nonlinear inverted pendulum is derived using the 
Euler–Lagrange formulation and linearised about its operating point. Further, an 
LQR controller is designed using GA and WOA optimisation. The performance of
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Table 3 IAE for ±50% parametric uncertainty 

Uncertainty in parameter IAE of pendulum 

LQR GA-LQR WOA-LQR 

+50% −50% +50% −50% +50% −50% 

M 0.152 0.146 0.107 0.101 0.030 0.029 

m 0.148 0.149 0.104 0.104 0.029 0.028 

L 0.145 0.154 0.102 0.107 0.030 0.029 

M & m 0.151 0.146 0.106 0.102 0.030 0.028 

M, m & l 0.149 0.153 0.107 0.106 0.033 0.028 
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Fig. 6 IAE variations for model parameter uncertainties a 50% increase b 50% decrease

WOA is superior to GA in reference tracking. Furthermore, uncertainty analysis 
is successfully carried out, showing that WOA-LQR is more robust than GA-LQR 
controller. 
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Indirect Adaptive Control of Nonlinear 
System Using Recurrent Neural Network 

Prashasti Srivastava and Rajesh Kumar 

Abstract In this article, a locally recurrent neural network with input feed through 
(LRNNIFT) is presented for control of nonlinear dynamical systems. The rationale of 
using LRNNIFT is due to its modest structure and mathematical model, which gives 
it an edge over the existing Elman neural networks (ENN) and feed forward neural 
networks (FFNN). Results from simulation showed that LRNNIFT-based controller 
is able to achieve adaptive control in a nonlinear system. It is also tested and observed 
to counterbalance the effects of disturbances. A comparative analysis is presented 
with the help of simulation, and it is deduced that overall performance of LRNNIFT 
controller is better than that of FFNN and ENN controllers. 

Keywords Neural-based control · Back-propagation · Nonlinear system ·
Robustness 

1 Introduction 

The world of science has grown drastically in the past few decades with an increased 
focus on solving complex real world problems. The growth of such a mindset led 
the researchers to realise that conventional modelling or control techniques are no 
longer applicable to complex dynamical systems. This paved way for the rise of the 
era of soft computing techniques, algorithms based on biological phenomena. One 
of the earliest significant control techniques in conventional control was the Ziegler 
Nichols method [1] which was further followed by several modifications [2, 3] and 
advanced forced oscillation techniques [4, 5] to achieve control on linear plants. Since 
most processes that require control nowadays are nonlinear, the use of conventional 
proportional- integral-derivative controller has seen decrease in relevance as majority 
of the plants are nonlinear in nature or whose dynamics are not fully known. Artificial
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neural networks (ANNs) are a major breakthrough in this area as these structures 
help estimate as well as control such systems. Various structures of ANNs have been 
developed over the time based on the loops, activation function. Simplest ones are 
feed forward neural networks [6] having low convergence rates which were followed 
by multi-layered feed forward neural networks [7] which again had issues related 
to slow learning rates. Recurrent neural networks (RNNs) [8] have gained traction 
in the recent years for the control [9, 10] of nonlinear systems due to the presence 
of recurrent loops leading to faster learning. RNNs are further implemented with 
modifications for adaptive control as well [11]. 

1.1 Contributions and Novelties of the Paper 

1. This paper presents a detailed simulation of the LRNNIFT for control of 
a nonlinear time-delayed plant. Initial and final responses of a system with 
LRNNIFT controller are shown. 

2. The proposed controller is also compared with controllers based some of the 
existing neural network structures such as feed forward neural network (FFNN) 
and Elman neural network (ENN). 

3. The popular and robust back-propagation algorithm is used to tune all the 
controller models. 

4. Stringent analysis and comparison of robustness of LRNNIFT, ENN and FFNN 
controllers is performed by considering disturbance signal effects which indicates 
the adaptive nature of the controller. 

2 Overview of LRNNIFT 

LRNNIFT is essentially a locally recurrent neural network in which each input 
node is connected directly to the output neuron via weights called as feed through 
weights. The objective is to compare the performance of the novel controller based 
on LRNNIFT with FFNN and ENN controllers while considering uniform parameter 
values for all of them. This helps us gauge the actual behaviour of the controller while 
having the above two models as a basis for comparison for the control of nonlinear 
systems. The structure of the proposed controller is shown in Fig. 1. In the figure, the 
bright red arrows represent the local recurrent weights generated as output of hidden 
neuron or node and propagated through a lag of a unit instant as connected back to 
the same neuron. This leads to the formation of a locally recurrent structure. The 
maroon arrows represent feed through weights connecting the input layer neurons to 
the output layer node through weights denoted as N = N1, N2, …,  Nq. The recurrent 
weights are defined as WL = w1, w2, …,  wp while Wa represents the input weight 
vector. All weights can be updated. From the figure, it can be seen that if WL and 
N are removed or made equal to, the structure is reduced to a FFNN. Furthermore,
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FFNN and ENN structures are considered to compare the LRNNIFT controller struc-
ture. The reason behind these structures to be chosen for comparison was primarily 
for their proven performance in the fields of both estimation and control. FFNN is 
a simple structure with no recurrent weights whereas ENN has a rather complex 
structure with every recurrent weight is fed back to each hidden node. The output 
weight vector is given as, Wb = w1 

b, w
2 
b, . . . , w  p b . 

The input vector is defined as X = x1(k), x2(k), …, xq(k). Subsequently, the output 
of any pth recurrent node at any kth instant can be calculated as: 

Op(k) = f
[
Up(k)

]
(1) 

The function f is the hyperbolic tangent function. The induced field (IF) of any 
pth recurrent node can be given as: 

Up(k) = W L p (k)Op(k − 1) +
∑

q 

W b pq (k)xq (k) (2)

Fig. 1 Structure of the proposed controller 
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The IF of the output node is described below: 

S(k) =
∑

p 

W p b (k)Op(k) (3) 

The output value from the output neuron will be equal to the sum of its own IF 
and the feed through factor (from input) as a linear function has been considered as 
the activation function. Hence, we write it as: 

SIFTC(k) = S(k) =
∑

p 

W p 0 (k)Up(k) +
∑

q 

Npq (k)xq (k) (4) 

2.1 Indirect Adaptive Control of a Time-Delayed Nonlinear 
System 

As discussed previously, designing a controller for a system which is dynamic and 
nonlinear in nature is a complicated task as linear control techniques fail on such 
plants. Artificial neural networks have majorly solved this problem due to their flex-
ible nature as there is a vast majority of structures from which an appropriate structure 
can be chosen whose parameters can be tuned based on system requirements. In this 
brief, a modified recurrent neural network is used as a controller for a dynamic 
plant which is to be controlled along a reference model. The general mathematical 
formulation of a nonlinear time-delayed plant can be given as: 

YLRN(k) = F

[
Y q LRN(k − 1), Y q LRN(k − 2)...Y q LRN 
(k − O), uc(k − 1), uc(k − 2)...uc(k − D)

]

(5) 

In the above equation, YLRN 
q (k − 1) represents a previous value of the system 

delayed by an instant. In a similar fashion, all the outputs of yLRN are mentioned till 
qth instant. Similarly, input past values are written uc(k − 1) to uc(k − D). Here, 
uc is essentially the controller output which will act as an input to the plant. The 
actual input which will be fed to the controller is r(k).The aim here is to control the 
above plant, that is, to align its response with the reference model (desired response 
of the plant). This simply translates to F ≈ Fm, where Fm is the reference model. 
The potency of any nonlinear control method is established only if it reduces the 
dependency on plant parameters and structural complexity along with providing 
faster control response. Therefore, in case of LRNNIFT controller, only three inputs 
are taken from the vast array of system variables–the present value of input to plant, 
uc(k), one previous value of output, Y 

q 
LRN(k − 1), and a previous value of external 

input, r(k − 1). The control scheme is estimated relying on these three inputs only 
and is calculated as YLRN(k). Motivation behind selecting few inputs (here, three) is
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Fig. 2 Adaptive control scheme using LRNNIFT model (Proposed) 

that this minimises plant parameter dependency of the controller along with reducing 
the computation load by lowering the number of weights to be adjusted. Figure 2 
represents the block diagram of proposed LRNNIFT controller. 

Further, the versatile back-propagation method is applied for adjusting the 
weights. 

3 Simulation Study 

In order to evaluate the efficacy of the proposed LRNNIFT-based control strategy, 
the scheme is implemented on a complex dynamic system. Furthermore, the results 
obtained from the proposed controller are compared with the FFNN and ENN 
controllers. Structurally, a single input, hidden and output layer, 4 hidden neurons, 
uniform learning rate and instantaneous training is applicable to all the three 
controllers. The reason why we considered uniformity among structure parame-
ters for our analysis is to better judge the performance of LRNNIFT controller. For 
simulation, the following nonlinear dynamical plant has been considered:
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yo(k) = 
yo(k − 1)yo(k − 2)[yo(k − 1) + 2.5] 

1 + y2 o (k − 1) + y2 o (k − 2)
+ uc(k − 1) (6) 

where uc(k) denotes the input to the plant. The reference model is given as, 

ym(k) = 0.6ym(k − 1) + 0.3ym(k − 2) + r(k) (7) 

where r(k) is the BIBO stable external input to the system given as, 

r (k) = sin 
2π k 
25 

(8) 

The control objective here is to bring the difference between reference model and 
plant’s response ec(k) = ym(k)yo(k) approximately equal to zero by introducing an 
optimal control signal uc(k) at every instant, to the plant via LRNNIFT as a rectified 
input to it. uc(k) can be computed from the knowledge of y'

(k) and its past values as 

uc(k) = F[yo(k), yo(k − 1)] + 0.6yo(k) + 0.3yo(k − 1) + r (k) (9) 

Figure 3 represents the plant output response (in dotted pink) along with reference 
model response (in solid green) without control scheme implementation. From the 
plot, it can be clearly observed that the two responses do not coincide (as desired). 
Therefore, we use the adaptive control configuration shown in Fig. 2 and apply it to 
the plant. The value of learning rate is taken as 0.028. The total number of hidden 
neurons are 4. 

Figure 4 shows the response of LRNNIFT controller compared with FFNN and 
ENN based controllers and plant during the early stages of training. The instantaneous 
training was done for 60,000 time steps after which it was terminated. Post training, 
the controllers started tracking the reference plant’s output.

0 50 100 150 

Time (in seconds)

-6

-4

-2 

0 

2 

4 

6 
u(k)=r(k) 

plant without control 
reference model 

Fig. 3 Plant response without control scheme 
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Fig. 4 Response of controllers during initial phases of training 

which can be seen in Fig. 5. From Fig.  4, we can clearly observe that LRNNIFT 
controller has the fastest response among all three. Additionally, it is able to force 
the plant to track the reference model from the very first instant. Time of response 
of being a critical aspect in controller design makes the proposed controller better 
than ENN and FFNN-based control. Table 1. shows the Average Mean Square Error 
(AMSE) and Total Mean Average Error values for all the three controllers which is 
also the least for the proposed controller. The proposed controller is also checked for 
robustness against disturbance signals in the system. This is one of the key aspects 
of closed loop control. A step signal of amplitude 5 is added as disturbance to the 
plant at k = 55,000th instant. 

5.998 65.9995.9975.9965.9945.9935.9925.9915.99 5.995 
Tme (in seconds) 104

-5 

0 

5 
LRNNIFT Reference model ENN FFNN 

Fig. 5 Response of controllers after successful training 

Table 1 Output error 
comparison of ENN, FFNN 
and LRNNIFT controllers 

Error Controllers 

ENN FFNN LRNNIFT 

Average MSE 0.0469 0.0907 0.0453 

Total MAE 0.1329 0.1956 0.1261
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Fig. 6 Disturbance analysis for robustness 

The disturbance leads to spike in controller response and the instantaneous mean 
square errors and mean average errors also experience the same. In Fig. 6, we can 
see the noise signal causing disturbance at k = 55,000 instant but as the training 
went on it rapidly recovered and went back on the track within few instants. This 
proves the robust or adaptive nature of the controller. On comparison, we can observe 
that the FFNN controller has under-performed whereas the ENN controller has 
performed only slightly better than LRNNIFT controller. This is because the ENN 
is an extremely complex structure, that is for equal number of inputs and hidden 
neurons, the number of update parameters (or weights) for ENN is 32 whereas for 
LRNNIFT it is only 20. FFNN controller has 16 weights only but it is slow and less 
accurate as it cannot track the plant’s past values. 

4 Conclusion 

In this paper, an adaptive controller for nonlinear plants is proposed based on a locally 
recurrent network that has input fed through weights to the output (LRNNIFT). 
Parameter tuning by minimising the error function is done via back-propagation 
method. The controller is implemented on a nonlinear complex system and its results 
are compared with FFNN and ENN controllers. The simulation results clearly depict 
that the proposed controller performs better than the other two controllers both in 
terms of error mitigation and speed of tracking. The controllers are also tested for 
robustness by introducing a disturbance signal in the plant equation. It is observed 
that the proposed controller successfully adapts by moving back to the original track. 
Although the results of ENN are slightly better than LRNNIFT in b terms of robust-
ness but the drawback here would be the high complexity of ENN network which 
again leads to the proposed controller to be a better choice. After extensive mathe-
matical analysis and simulation results, we can conclude that the proposed controller 
provides better control over plants along with having a simpler structure.
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Solar Fed Speed Control of Water 
Pumping System Using Constant Voltage 
Controlled MPPT Technique and PI 
Controller 

Aditya Nath Jha, Bhavnesh Kumar, and Arjun Tyagi 

Abstract In this paper, regulation of solar fed water pumping system by Maximum 
Power Point Technique (MPPT) and Proportional–Integral (PI) controller is modeled. 
This system contains a Photovoltaic (PV) array, Buck converter controls by constant 
voltage controlled technique for extracting maximum power from PV array. Chopper 
A-type controlled by PI controller used for speed regulation of DC separately excited 
motor. In this system, constant voltage maximum power point tracking is employed 
because of its easy implementation on digital as well as on analog circuits. PI 
controller is used because of its simple structure and produces small steady-state 
error, also able to maintain reference speed. This system is developed and simulated 
in MATLAB/SIMULINK to analyze the performance. The outcomes obtained for 
the system from simulation have demonstrated satisfactory performance for different 
solar irradiance. It can maintain reference speed for different solar irradiance. 

Keywords Buck converter ·Maximum power point tracking (MPPT) ·
Photovoltaic (PV) · Proportional–integral (PI) controller 

1 Introduction 

In the current situation where the price of conventional energy is growing gradually, 
along with the requirement for electrical energy. To fulfill the demand for electrical 
energy one needs to search for a cheaper and cleaner source of energy. Renewable 
energies like solar, wind, tidal, geothermal, etc. can meet these requirements. In 
countries like India where sunlight is present in abundance, the utilization of solar 
energy should be prioritized [1]. An increase in the price of fuels greatly affects 
the agriculture sector where the diesel-based generator is used for water pumping,

A. N. Jha (B) · B. Kumar 
Department of Instrument and Control Engineering, Netaji Subhas University of Technology, 
New Delhi, India 
e-mail: adityan.ie20@nsut.ac.in 

A. Tyagi 
Department of Electrical Engineering, Netaji Subhas University of Technology, New Delhi, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. Rani et al. (eds.), Signals, Machines and Automation, Lecture Notes 
in Electrical Engineering 1023, https://doi.org/10.1007/978-981-99-0969-8_33 

327

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0969-8_33&domain=pdf
mailto:adityan.ie20@nsut.ac.in
https://doi.org/10.1007/978-981-99-0969-8_33


328 A. N. Jha et al.

PV standalone system can able replace diesel-based generator which not only saves 
money for farmers but also helps to reduce carbon footprints. 

In industries, more than 40% of electrical power is consumed by electrical 
machines as compared to other electrical equipment present in the industry [2]. DC 
motor is one of the mostly used electrical machine in industries due to advantages 
like cheaper in cost, efficient design, full torque available at zero speed, free from 
harmonics, great speed regulations [3, 4]. Due to these advantages, it is mostly used 
in paper mills, water pumping, electrical cars and home applications. DC motor are 
used where the requirements are low speed variations and accuracy is high. 

To extract maximum available power from solar panel, one need to employ the 
maximum power point technique like the constant voltage controlled MPPT algo-
rithm [5]. It is easy to devise in analog as well as in digital circuits. Without MPPT 
algorithm, when DC motor is directly connected to PV array it can lose a substantial 
part of accessible solar energy from the PV array due to a mismatch of the meeting 
point of the current–voltage (I–V) curve of PV array and DC motor load line [6]. 

Speed control of DC motor is done by using a Proportional and Integral (PI) 
controller [7, 8] which triggers the gate pulse of the chopper circuit. Several 
researchers have proposed different techniques to control the speed of DC motor 
but the advantage of PI controller such as robust in terms of tracking of speed, 
easy to design and implementation according to the system, makes PI controller still 
popular in the industries. 

In this paper, speed control of solar fed separately excited DC motor is done by PI 
controller and constant voltage controlled MPPT algorithm. The system modeling 
is presented in Sect. 2. Section 3 describe the results and analysis, followed by the 
conclusion in Sect. 4. 

2 System Modeling 

The suitable configuration of separately excited DC motor, PV array, Buck converter 
and PI controller for Solar fed system is shown in Fig. 1. The selection of building 
block in the system is such that it should not get affected by any external disturbances 
[9].

2.1 Design of PV Array 

PV modules are configured together to form PV array to serve the electrical demand 
of separately Excited DC motor, Buck converter and losses of overall system by 
changing sunlight into electrical power [10]. PV cells are coupled in series and 
parallel arrangement to match the voltage, current and power demand of the overall 
system.
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Fig. 1 Block diagram of Solar fed separately excited motor
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Fig. 2 V–I and V–W characteristic of 8 × 3 A10 green technology A10J-S72-175 for 1000, 800 
and 600 W/m2

The PV array model is chosen for this study is A10 Green Technology A10J-S72-
175. It consist of eight series and three parallel strings to match the demand. The 
characteristics of voltage (V) versus current (I) and voltage (V) versus power (W) of 
this PV array model for the irritation of 1000, 800, 600 W/m2 at 25 °C are shown in 
Fig. 2. The energy obtained from selected PV array module at 1000 W/m2 is 4.2 kW 
by using constant controlled voltage algorithm. Gate pulse of buck converter is trig-
gered to acquire maximum available power. The data of selected module A10 Green 
technology A10J-S72-175 is shown in Table 1. The 4.2 kW PV array is designed 
for 3.7 kW separately excited DC motor, the excess power is need for compensating 
losses of motor and buck converter. 

2.2 Constant Voltage Controlled MPPT Algorithm 

In constant voltage controlled MPPT technique assume a reference voltage for MPP 
voltage according to voltage calculated at standard test condition (STC) given by
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Table 1 Details parameters 
of module A10 green 
technology A10J-S72-175 

S. No. Parameters Value 

1 Maximum power, Pmax 175 W 

2 Cells per module, n 72 

3 Open circuit voltage, Voc 44 V 

4 Short circuit current, Isc 5.17 Amp 

5 Voltage at maximum power point, VPM 37 V 

6 Current at maximum power point, IPM 4.78 Amp

Fig. 3 Block diagram of 
constant excited motor 
voltage control 

manufacturer. The reference voltage is used for feedback control loop that employs 
PI controller to trigger the gate pulse of buck converter to extract maximum power 
available on PV array as shown in Fig. 3. In constant voltage controlled MPPT algo-
rithm, only required measurement is voltage of PV array that makes this algorithm 
very easy to implement in both digital and analog circuit. 

2.3 Separately Excited DC Motor 

The circuit diagram of separately excited DC motor is shown in Fig. 4. Where V is 
armature voltage, R is resistance of armature, L is armature inductance, E is back 
emf of separately excited DC motor and ia is armature current flown in DC motor. 

In separately excited DC motor field circuit is supplied from separate voltage 
source due to this field flux is always constant [11]. The parameter of separately 
excited DC motor selected in this study are as follows: Armature voltage = 240 V, 
Field voltage = 300 V, Speed = 1740 RPM, Power = 3740 W.
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Fig. 4 Circuit diagram of separately excited DC motor 
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The mathematical model of separately excited DC motor is given by Eqs. (1)–(5). 

V − E = Ria + L dia 
dt 

(1) 

E = αw (2) 

Ia = V 
L 

− a 
L 
W − R 

L 
ia (3) 

T = T1 + M 
dw 
dt 

+ Bw (4) 

T = βia (5) 

where w represents speed of DC motor in rad/sec. T represent torque of separately 
excited DC motor in N–m. T l represent load torque in N–m applied to separately 
excited DC motor. B represents friction of the DC motor. M represent inertia of 
separately excited DC motor in kg-m2/s2. β represent the coefficient of torque in 
N-m/A and α represent the coefficient of back emf in Vs/rad. 

3 Simulation Result 

The speed regulation of PV array fed separately excited DC motor is done by using 
MATLAB/SIMULINK package. A10 Green technology A10J-S72-175 PV array 
system is used for this study, for this eight modules in series and three strings in 
parallel are connected. The solar irradiance varies from 600, 800 to 1000 W/m2 as 
shown in Fig. 5. To study the behavior of PV array and separately excited DC motor 
different solar irradiance is applied. 

Fig. 5 Solar irradiance 
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To simulate water pumping system the load torque applied to DC motor is square 
function of speed of motor. The ratings of separately excited DC motor of permanent 
magnet or wound type is 240 V armature voltage, speed of rated DC motor is 1740 
RPM, 300 V field voltage. Output of chopper is powering the armature of separately 
excited DC motor which also controls the voltage of motor, in turn control the speed 
of DC motor. The field circuit of separately excited DC motor is supplied by 300 V 
DC. 

The voltage and current response of PV array is shown in Fig. 6 for varying solar 
irradiance and constant cell temperature at 25 ºC. The PV array voltage is constant at 
293 V for different irradiance and PV array current is maximum at 1000 W/m2 which 
is 14.4 A. To achieve MPPT, constant voltage controlled MPPT algorithm is applied, 
because it only requires voltage measurement. Using mentioned MPPT technique 
and PI controller tuned the duty ratio of buck converter to extract maximum power 
available in PV array [12]. The gate circuit receive the tuned duty ratio and triggers 
the buck converter. The step-down voltage response of converter and input voltage 
applied to the converter is shown in Fig. 7. 

To extract the maximum power from PV array using constant voltage controlled 
MPPT algorithm, it needs standard test condition (STC) reference voltage in this 
case it is 293 V at 1000 W/m2. With constant voltage technique PV array reaches 
STC reference value in less than 0.1 s.
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Fig. 6 a PV voltage current b PV array current response for varying solar irradiation
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Fig. 7 a Input voltage response to buck converter and b output voltage response of buck converter 
for varying solar irradiations

The step-down voltage generated from buck converter becomes the input voltage 
for chopper circuit. Triggering of chopper circuit is done by conventional Propor-
tional and Integral (PI) controller which control the voltage across the armature of 
separately excited DC motor, in turn to control the speed of motor. For triggering of 
gate pulse of chopper, the reference speed is set at 1400 RPM and with the help of 
PI controller and Pulse Width Modulation (PWM) generator it compare with actual 
speed of separately excited DC motor. At starting, DC motor draws high current from 
DC link capacitor and settle downs when voltage in capacitor starting to reduce in 
turn actual speeding is increasing but at time t = 1.5 s, DC motor speed reaches to 
selected desired speed without any fault. Insolation of PV panel varies from 600 to 
800 to 1000 W/m2 due to study the behavior of DC motor at different irradiation. In 
Fig. 8 speed, torque and current response of separately excited DC motor is shown.

4 Conclusion 

The PV fed speed control of separately excited DC motor using constant voltage 
controlled MPPT and PI controller is implemented in this work. The solar irradiance 
of PV array varies in step size from 600 to 800 to 1000 W/m2, it increases as well
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Fig. 8 a Speed response of DC motor b load torque response of DC motor and c armature current 
response of DC motor for varying solar irradiations

as decrease in given time. In both cases, using MPPT algorithm maximum power 
attained by attaining standard test condition voltage 293 V and using conventional 
PI controller actual speed of DC motor is able to reach reference speed 1400 RPM.
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An Intelligent MPPT Technique 
for a Three-Stage Battery Charge 
Controller for Standalone System 

Alina Hussain and Manisha 

Abstract This paper presents a comparative analysis between two different MPPT 
algorithms for a 3-stage battery charge controller (BCC) using a standalone system. 
A DC–DC buck converter is used as a step-down converter. Two different algorithms 
are used to extract the maximum power from solar PV panel. The maximum power 
from the solar photovoltaic panel is extracted using a conventional approach of Pertur-
bation and Observation, as well as an intelligent MPPT technique called Fuzzy logic 
control. A battery charge controller (BCC) is used to charge the battery by using three 
different stages of the charging strategy. The different stages of charging incorporate 
Stage1—Bulk charging, Stage2—Absorption charging and Stage3—Float charging 
stage. The overall performance of the model is measured in terms of MPP tracking, 
lead-acid battery charging and controller efficiency. The output shows that the MPPT 
charge controller can track the MPP within 0.5 s regardless of solar irradiation varia-
tion. The concept of charging the battery in stages is implemented. The efficiency of 
the battery charge controller is attained up to 98.86% with a Fuzzy logic controller. 

Keywords Fuzzy logic controller (FLC) · Perturb and observe (P&O) · Battery 
charge controller (BCC) 

1 Introduction 

Over the last few years, researchers from all over the world have been working furi-
ously in the renewable energy area to provide clean and eco-friendly energy. Because 
PV systems depend on sunlight to create electricity, they can only be used during 
the day when sunlight is present. Therefore, one of the alternatives to store energy 
is batteries. As a result, the solar photovoltaic charge controller plays a very impor-
tant role in allowing this solution to be possible. The MPP charge controller for solar 
photovoltaics is made up of a BCC and an MPP tracker. MPPT controller extracts the 
maximum amount of power from the solar photovoltaic panel and transfers it to the
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BCC. The battery is charged using a multi-stage charging process. To avoid damage 
from excessive charge gassing and overheating issues, this procedure is utilized to 
charge the battery. In this research paper, MPPT performance is evaluated in terms 
of tracking time and tracking efficiency with two different MPPT algorithms. 

2 Methodology 

This model is comprised of a solar photovoltaic panel, a buck converter, a battery and 
an MPPT charge regulator system. Figure 1 gives an outline of the solar PV MPPT 
battery charge control system configuration. The block of the MPPT charge control 
system contains a P&O MPPT algorithm as well as a 3-stage charge regulator for 
lead-acid batteries. For the implementation of an intelligent technique in solar PV 
battery charge control system Fuzzy logic is also implemented with 3-stage charge 
regulators with lead-acid battery. This system configuration is fit to charge a battery 
of 48 V from the 2-kW solar photovoltaic power source. 

2.1 Solar PV System 

The SPV system’s efficiency and output power are entirely dependent on PV array 
configurations and different weather conditions such as sun irradiation and temper-
ature changes. The work in this study is based on a constant temperature of 25 °C 
and variable solar irradiations of 600–1000 W/m2 (Table 1).

Fig. 1 MPPT system configuration block diagram 
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Table 1 Solar PV panel 
parameter specifications 

Measuring parameter Values 

Maximum power (Pm) 250 W 

Maximum current (Im) 8.1 A 

Maximum voltage (Vm) 30.9 V 

Short circuit current (Isc) 60 A 

Open circuit voltage (Voc) 36.6 V 

Number of cells in parallel (Np) 2 

Number of cells in series (N s) 4 

2.2 Buck Converter 

A buck converter is used in this model because the voltage of the solar PV panel is 
higher than the voltage of the battery. Therefore, a buck converter is used to reduce 
the PV panel’s voltage while sustaining power transfer to the battery. The buck 
converter’s design equation can be obtained from Eqs. (1) to (4). 

D = Vout 

Vin 
(1) 

Rin = Rload 

D 
(2) 

IL = Vin D(1 − D) 

f swL 
(3) 

VC = Vin D(1 − D) 

8L f  2C 
(4) 

where D represents the buck converter’s duty cycle, Rin represents the input resis-
tance, IL represents the inductor ripple current and VC represents the buck converter’s 
output capacitor voltage (Table 2). 

Table 2 Parameter 
specification of the buck 
converter 

Parameters Values 

Value of the capacitor, C 1000 Uf 

Value of the Inductor, l 10 Mh 

Input voltage of the converter, V in 120 V 

Switching frequency of converter, Fs 1000 Hz 

Duty cycle of the converter, D 0.4 

Capacitor ripple voltage, dV c 2.3 Nv 

Inductor ripple current, dil 0.288 Ma
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Fig. 2 a Input MF dp_dv. b Ouput MF ‘duty cycle’ 

2.3 MPPT Algorithm–Fuzzy Logic Controller 

To deal with non-linearity, imprecise input and exact output in an inaccurate system 
model, an MPPT–FLC is used. A fuzzy logic controller can be designed in three 
steps. Fuzzification is the initial stage, and it is used to convert crisp input into a 
linguistic variable. The inference system, which consists of a rule base, is the second 
step, and defuzzification, which converts the fuzzy output into crisp output, is the 
third step. Membership functions include Neg. Big (NB), Neg. Medium (NM), Neg. 
Small (NS), Zero (ZO), Pos. Small (PS), Pos. Medium (PM), and Pos. Big (PB) are 
used for both input error and change in error (Figs. 2 and 3).

2.4 MPPT Algorithm–Perturb and Observe 

Many industrial solar Photovoltaic charge controllers use the P&O MPPT because 
of the ease with which it can be tracked and implemented. This MPPT algorithm 
measures the PV array’s maximum power and delivers a duty cycle proportional to 
that power to the battery charge controller.
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Fig. 3 Fuzzy logic controller rule base

3 Results and Discussion 

For performance analysis, the maximum power point battery charge regulator for the 
standalone PV system model was successfully implemented. A user-defined method 
with variable steps is used to configure the Simulink model. This system configuration 
is fit to charge a battery of 48 V from a 2-kW solar photovoltaic power source also 
controlling the charging by utilizing a 3-stage battery charging technique. This model 
gives the overall efficiency up to 98.86% which is similar to some top-of-the-line 
business solar photovoltaic maximum power point trackers for charge controllers 
(Fig. 4).

3.1 Performance of the Solar PV Panel 

Figure 5a Shows the comparative analysis between the output current of the PV panel 
with P&O and FLC-based MPPT algorithm. With FLC smooth DC output current is 
obtained whereas there is some disruption in output current in P&O.

Figure 5b Shows the comparative analysis between output voltage obtained from 
the PV panel with P&O and FLC. In each step, FLC has less oscillations, faster 
response time and precise tracking as compared with the P&O MPPT algorithm. 

Figure 5c Shows the comparison b/w maximum output power obtained from 
the PV panel. Both P&O and FLC MPPT effectively track the maximum power as 
shown in Fig. 5c. A fuzzy logic controller must be chosen over the P&O controller 
for practical application because of its superior performance. As a result, the FLC 
has higher performance and is closer to the P&O.
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Fig. 4 Block diagram of a battery charge controller with FLC

3.2 Performance of the Lead/Acid Battery 

Figure 6a shows the battery’s output current with P&O and FLC MPPT algorithm. 
With FLC smooth DC output current is obtained whereas with P&O there is a lot of 
oscillations in output current is obtained.

Figure 6b shows the comparative analysis between output voltage of the battery 
with P&O and FLC MPPT algorithm. 

Figure 6c shows the comparison between SOC of the battery. SOC obtained with 
FLC is higher than the SOC obtained from the P&O MPPT algorithm (Table 3).

4 Conclusion 

In this paper, a complete simulation for a solar photovoltaic MPPT charge regu-
lator model is carried out effectively in MATLAB. This accomplished the overall 
efficiency up to 98.86% which is similar to some top-of-the-line business solar 
photovoltaic Simulink. A fuzzy logic technique-based MPPT controller, P&O-based 
MPPT tracking algorithm, DC–DC step-down converter and 3-stage battery charge 
regulator are demonstrated. This system configuration is fit to charge a battery of 
48 V from a 2-kW solar photovoltaic power source also controlling the charging by 
utilizing a 3-stage battery charging technique with maximum power point trackers for 
charge controllers. This MATLAB-Simulink system model introduced can be easily 
modified to match the needs of any modern Maximum power point charge controller 
having a similar configuration. According to the simulation, the PV system can give
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Fig. 5 a The output current of the PV panel with P&O and FLC. b The output voltage of the PV 
panel with P&O and FLC. c Maximum power of the PV panel with P&O and FLC
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Fig. 6 a Battery’s output current with P&O and FLC. b Battery’s output voltage with P&O and 
FLC. c SOC of the battery with P&O and FLC

the maximum power with both MPPT controllers. Fuzzy MPPT, on the other hand, 
outperforms standard controllers when it comes to nonlinear systems. When MPP is 
detected, it has the capacity to reduce perturbed voltage. In contrast to the traditional 
MPPT, where the output power fluctuates about MPP, this activity saves a more 
consistent outcome power.
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Table 3 Comparative 
analysis using FLC and P&O 
MPPT techniques 

Parameter P&O FLC 

The efficiency of the 
controller 

98.85% 98.86% 

Ripple in output voltage 
(SPV) 

High Low 

Ripple in output current 
(SPV) 

High Low 

Ripple in output power 
(SPV) 

High Low 

State of charge (battery) 50.06 50.07 

Output current (battery) Fluctuating Smooth DC 

Ripple in output voltage 
(battery) 

Negligible Negligible 

Control strategy Voltage control Intelligent control

References 

1. Tripathi S, Shrivastav A (2020) Fuzzy logic controller based solar MPPT and battery charging 
for hybrid vehicle application. AIP Conf Proc 

2. Rodney HGT, Chee Kang E, Solanki1 SG (2020) Modeling of photovoltaic MPPT lead acid 
battery charge controller for standalone system applications. E3S Web Conf 182:03005 

3. Manisha, Gaur P (2021) The survey of MPPT under non-uniform atmospheric conditions for 
the photovoltaic generation systems. Int J Inf Technol 13:767–776 

4. Salman S, Al X, Zhouyang W (2018) Design of a P&O algorithm based MPPT charge controller 
for a stand-alone 200W PV system. Protect Contr Modern Power Syst 3:1–8 

5. Gaur P, Pathak D, Kumar B, Chauhan YK (2016) PI and fuzzy logic controller based tip speed 
ratio control for smoothening of output power fluctuation in a wind energy conversion system. 
In: 7th India international conference on power electronics (IICPE) 

6. Tripathi SK, Shrivastava KC (2019) Jana Robust throttle control of hybrid electric vehicle. IOP 
Conf Ser Mater Sci Eng 

7. Manisha, Gaur P (2018) A review of MPPT techniques for photovoltaic system. IEEE Conf 
INDIACom 

8. Pathak PK, Yadav AK (2019) Design of battery charging circuit through intelligent MPPT 
using SPV system 

9. Patil R, Anantwar H (2017) Comparative Analysis of fuzzy-based MPPT for buck and boost 
converter topologies for PV application 

10. Enany MA, Farahat MA, Nasr A (2016) Modelign and evaluation of main maximum power 
point tracking algorithms for photovoltaics systems. Renew Sustain Energy Rev 58:1578–1586 

11. Karami N, Moubayed N, Outbib R (2017) General review and classification of different MPPT 
techniques. Renew Sustain Energy Rev 68:1–18 

12. Mohapatra BN, Dash A, Jarika BP (2017) Power saving solar street lights. Int J Emerg Technol 
Eng Res 5:105–109 

13. Lopez J, Seleme SI Jr, Donoso PF, Cortizo PC, Severo MA (2016) Digital control strategy for a 
buck converter operating as a battery charger for stand-alone photovoltaic systems. Sol Energy 
140:171–187



346 A. Hussain and Manisha

14. Pathak D, Gaur P (2019) A fractional order fuzzy-proportional-integral-derivative based pitch 
angle controller for a direct-drive wind energy system. Comp Electr Eng 78



Performance Analysis of BLDC Motor 
Drive Using Various Speed Controller 

Akash Deep Karnwal, Surya Kant, and Nidhi Singh 

Abstract DC motors with brushless technology are permanent magnet synchronous 
motors with trapezoidal back electromotive forces. High torque, minimal losses, 
and high performance make BLDC motors a popular choice in industries, but 
BLDC motor has some limitations such as current ripples, low control accuracy, 
and torque ripples. By using conventional PI, PID, and fuzzy logic controller, these 
problems can be overcome. This paper presents the mathematical modeling and 
implementation of different types of speed controllers for speed control of BLDC 
motor drive. The controllers used in this paper are traditional controllers along 
with fuzzy logic controller. Normal PID controllers are difficult to tune and achieve 
satisfied control characteristics. Fuzzy logic controllers have the ability to achieve 
and maintain satisfactory control characteristics. The speed of the BLDC motor is 
analyzed and compared at variable speed under various controlling strategies using 
MATLAB/Simulink. Two different controllers are used to analyze and compare 
the dynamic performance of brushless DC motor drive regarding constant torque 
operation at different speed. 

Keywords Brushless DC motor (BLDCM) · PI controller · PID controller · Fuzzy 
logic controller (FLC) · MATLAB/Simulink 

1 Introduction 

Brushless DC motor is broadly employed in lots of systems that call for robust 
torque with fast response speed and is famous because of its low price, durability, 
particularly flexible response, and low maintenance. We cannot simply dismiss elec-
trical motors and their operation on the basis that they convert electrical energy to 
mechanical energy. We need to take into account the importance of technologies
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that depend on this mechanism [1, 2]. Because of their high overall performance, 
excessive power element, and low noise operation, BLDC motors are rapidly gaining 
traction in industries such as electronics, HV AC, hard disc drives, electronics, vehi-
cles, and instruments. Since few years, continuing technological improvements in 
power semiconductors, microprocessors, adjustable speed driver control schemes, 
and permanent magnet brushless electric motor production were combined to provide 
a reliable, cost-effective solution for a huge range of adjustable speed applications 
[3, 4]. A BLDCM is a conventional DC motor without brushes. It is far much like 
a permanent magnet synchronous motor, with the exception that a PMSM produces 
sinusoidal back electromotive force, however, a brushless DC motor produces trape-
zoidal back electromotive force. BLDC motors have permanent magnets on the rotor 
and coils on the stator, to cause the rotor to rotate. The position of rotor is detected 
using Hall Effect sensors as it moves [5]. Motor speed is the parameter that needs to 
be regulated in the proposed work. Thus, the different controllers are provided with 
the correct error signal depending on the reference speed and motor speed. Upon 
receiving the error, the controller generates the necessary corrective signal by tuning 
the parameters of the controller in use [6]. Adjustment or tuning of PID controllers 
is typically carried out using proportional, integral, or derivative terms. The Ziegler– 
Nichols approach depends on trial and error to tune the parameters of proportional, 
integral, and deferential (PID) controller design (Kp, Ki , and Kd). Unexpected move-
ment of the set point and variation of the parameters is the main obstacles facing PID 
technique. This causes poor performance. [7, 8]. Fuzzy logic controllers (FLC) are 
able to alleviate this problem because unlike conventional control systems, FLCs do 
not require any in-depth knowledge of the transmission characteristic of the system. 
Unlike a fuzzy logic device-based entirely on expert databases, fuzzy logic control 
devices require less calculations, but they lack the capabilities for the new rules 
[9, 10]. 

As a result of this paper’s detailed comparison of BLDC motors with conventional 
PID, PI, and fuzzy logic controllers, we gain a deeper insight into their capabilities 
and limitations. 

This paper is organized in four sections, first, there is a brief introduction about 
this paper, then second section is all about mathematical modeling after that third 
section consists of various controllers used in this model, and last, there is a detailed 
performance analysis of various speed controlling strategies. 

2 Mathematical Modeling of BLDC Motor 
⎡ 

⎣ 
va 
vb 
vc 

⎤ 

⎦ = 

⎡ 

⎣ 
R 0 0  
0 R 0 
0 0  R 
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⎣ 
ia 
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ic 
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⎡ 

⎣ 
L − M 0 0  

0 L − M 0 
0 0 L − M 
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⎣ 
ea 
eb 
ec 

⎤ 

⎦ (1) 

where the phase voltages are va , vb, and vc, the phase currents are ia , ib, and ic, and the 
phase back-EMF waveforms are ea , eb, and ec. M represents the mutual inductance 
between two phases, whereas R represents the phase resistance, L represents the
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phase self-inductance, the electromagnetic torque may be determined and it is given 
as: 

Te= 1 wr 
(eaia + ebib + ecic) (2) 

where the rotor’s mechanical speed is represented by Wr. 
An equation of motion can be stated as follows: 

d 

dt 
wr = (Te − TL − Bwr)/J (3) 

According to the following equation, the electrical speed We of a motor with P 
poles is related to its mechanical speed. 

we=( P 2 )wr 
(4) 

3 Speed Controlling Methods 

The speed of BLDC can be controlled with a variety of controllers, such as PI, PID, 
and FLC. 

3.1 PI Controller 

PI controllers use an error signal resulting from the difference between input and 
output values. Input speed and motor speed are used to provide the PI controller with 
the desired error signal, since motor speed is the parameter that needs to be regulated. 
Once the controller receives this error signal, it gives the necessary corrective signal 
on the basis of tuning of Kp and Ki . 

Output = K p.e(t) + Ki 

t ∫
0 
e(t)dt (5) 

e(t) is the instantaneous error in the signal, while Kp represents the proportional gain, 
and Ki represents the integral gain.
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Fig. 1 BLDC motor with PID controller system block diagram 

3.2 PID Controller 

In the Ziegler–Nichols (ZN) technique, the parameters governing the proportional, 
integral, and deferential) controller design (Kp, Ki , and Kd) are tuned by trial and 
error. The objective of this technique is achieved by first determining the motor 
parameter values of an open-loop system for computing the PID factor gains using 
the BLDC motor model with a purpose to achieve the optimum response. 

The command characteristic is written as: 

Output = Kp.e(t) + Ki 

t ∫
0 
e(t)dt + Kd 

de(t) 
dt 

(6) 

Here the effects of control parameters are if Kp is increased independently, then rise 
time will decrease, the steady-state error will decrease, and there is a slight change in 
settling time and overshoot will increase. If we increase the integral constant, then rise 
time will increase, settling time will increase, and overshoot will also increase, but it 
will eliminate steady-state error. Last, if the derivational constant is increased, then 
rise time will slightly increase, settling time will decrease, overshoot will decrease, 
and there will be no effect on steady-state error. An example of a closed loop controller 
is shown in Fig. 1. 

3.3 Fuzzy Logic Controller 

FL toolbox in MATLAB gives an understandable processing controller which has 
been developed. In Fig. 2, there are four main components of the FLC: fuzzifica-
tion, knowledge base, inference engine, and defuzzification interface. Fuzzification 
is a procedure of adding fuzziness to information in fuzzy logic. Fuzzy linguistic 
descriptions are a kind of formal representation of a system this is created using 
fuzzy IF–THEN rules. They used sentences like IF (a set of conditions) is satisfied, 
then (a set of consequents) may be deduced to encode information about a system. 
Defuzzification is the procedure of converting a fuzzy set right into a single crisp 
value. Defuzzification produces a crisp result in Mamdani type FIS, which may be 
utilized for both a couple of inputs and single output and more than one input and 
multiple outputs structures.
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Fig. 2 Block diagram of fuzzy logic controller 

Fig. 3 Block diagram of BLDC motor drive 

4 Control of BLDC Motor Drive 

Figure 3 shows a block diagram of BLDCM drive, in which first reference speed 
is given as step function which is then compared with motor speed measured from 
position sensor via processing plant feedback then if any error is detected, it gets 
minimized by using different controller types (PI, PID, and FLC) as well as providing 
a reference signal. The inverter gate signals are generated by comparing controller 
output and decoded signal of Hall Effect sensor then BLDC motor is fed through 
PWM inverter. 

5 Results and Discussions 

MATLAB/Simulink is required to simulate brushless DC motor (BLDCM) drive 
speed control with constant torque and variable speed using different controllers. The
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Table 1 BLDC motor 
parameters used in simulation 
model 

Parameters Ratings 

Stator phase resistance (R) 2.8750 Ω

Stator phase inductance (L) 8.5 mH 

Number of slots (N) 18 

Voltage constant (V ) 40 V/Krpm 

Number of poles (P) 16 

Number of phases (Ph) 3 

Voltage input (V in) 24 V 

Power input (Pin) 40 W 

Proportional constant (Kp) 0.015 

Integral constant (Ki) 0.25 

simulation study uses a three-phase 40 W, 1800 rpm BLDCM with recommended 
ratings given in Table1. 

5.1 Performance Analysis of BLDCM Drive at Rated Speed 

Figure 4a–c shows the speed, torque, and current characteristics of BLDC motor 
at rated speed using proportional-integral (PI), PID controller, and fuzzy logic 
controller. At starting the motor is running at no load with rated speed. After 0.15 
rated load is applied to the motor. It is evident from Fig. 4, that speed and motor torque 
follow the reference smoothly. Fuzzy logic controller provides improved dynamic 
characteristic of speed torque and current compared to other two controller that is PI 
and PID.

5.2 Performance Analysis of BLDCM Drive at Step Changes 
in the Speed 

Figure 5 shows speed, torque, and current characteristics of BLDC motor at step 
changes in speed using proportional-integral (PI) controller, PID controller, and fuzzy 
logic. At starting motor is running at no load with speed of 1500 rpm after 0.15 load 
is applied to motor. There is some dip in speed due to application of load. The speed 
and torque track the reference speed and torque smoothly. At 0.25 speed is changed 
from 1500 to 1800 rpm. The torque of motor increases in transient condition after 
some time it will settle at reference as the speed reached at 1800 rpm here the fuzzy 
logic controller gives improved dynamic performance than PI and PID.
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Fig. 4 Speed, torque, and stator current of BLDC motor using a PI controller b PID controller c 
fuzzy logic controller

6 Conclusion 

This research paper compares the various speed controlling techniques and presents 
detailed and easy to understand results. First, we use a PI controller in this paper 
to control the speed by changing Kp and Ki values then, a PID controller is imple-
mented which provides less settling time and more stability by adjusting Kp, Ki , 
and Kd values, and at last, FLC was applied to achieve the desired speed with negli-
gible steady-state error and a more stable output; we have performed Simulation 
at two speeds one at a rated speed which is 1800 rpm and other is random speed 
1500 rpm, and the outcomes are very stable and accurate. In contrast to PI controllers, 
PID controllers rise more rapidly. When the BLDC motor is controlled with a PID 
controller, its steady-state error is zero, but when the motor is controlled with a PI 
controller, it is considerably higher. When the load torque is implemented as part of 
the PID response, the motor speed does not decrease after the fuzzy-based BLDC 
rotor response is used. Thus, fuzzy-based controllers are highly efficient. In terms of
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Fig. 5 Speed, torque, and stator current of BLDC motor with a step change in speed using a PI 
controller b PID controller c fuzzy logic controller

the motor’s dynamic performance, the results reveal the motor is reasonably accurate 
irrespective of the loading condition. 
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Liquid Level Control of Coupled Tank 
System Using FOPID Controller 

Sharmistha Mandal and Amrin Afza 

Abstract In this paper, a fractional order proportional-integral-derivative (FOPID) 
controller has been designed for liquid level control of coupled tank system. The 
desired performance specifications have been expressed by a fitness function and 
has been optimized using particle swarm optimization (PSO) technique. The outputs 
show that the designed FOPID controller controls liquid level of coupled tank system 
very efficiently in terms of maximum overshoot, settling time and steady state error. 
The results of FOPID controller have been compared with other designed controllers. 
The robustness of FOPID controller is verified by varying the system parameters and 
that result also gives satisfactory result. 

Keywords Liquid level control · Fractional order proportional-integral-derivative 
controller · Particle swarm optimization 

1 Introduction 

Liquid level control system has numerous applications in industry like food 
processing, biochemical, petro-chemical, etc. The liquid level control of coupled tank 
system has been attacked by many researchers and designed different controllers to 
control liquid level of the system [1–3]. 

In this study, a fractional order proportional-integral-derivative (FOPID) 
controller has been designed for liquid level control of coupled tank system. The 
gain of FOPID controller has been determined using different techniques [4–10] 
by many researchers. In present case, the gain of the FOPID controller have been 
calculated using bio-inspired efficient optimization technique, particle swarm opti-
mization (PSO). The results show that FOPID controller controls the liquid level 
of coupled tank system and fulfills the required performance specifications. The 
performance of FOPID controller has been compared with proportional-integral 
(PI), proportional-integral-derivative (PID) and fractional order proportional-integral
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(FOPI) controllers and responses show that FOPID gives better result than the 
other controllers. The robustness of the controller has been checked by varying the 
parameters by ± 50% from its nominal value. 

2 Coupled Tank System 

Tank 1, tank 2, a pump and a water basin are the different parts of coupled tank 
system as shown in Fig. 1. Both tank 1 and tank 2 have uniform cross section. Liquid 
from basin to tank 1 goes with the help of pump, then flows to tank 2 and finally 
goes to the water basin. The values of parameters of coupled tank system is given in 
Table1. The non-linear dynamics [11] of the tank 1 is given by 

∂ L1 

∂t 
= f

(
L1,VP

)
(1) 

where VP is pump voltage (input) and L1 is water level of tank 1(output). 
After linearization of Eq. (1), the open-loop transfer function of tank 1 is given 

by 

G1(s) = 
L1(s) 
VP(s) 

= kdc1 
T1s + 1 

where kdc1 = 
KP 

√
2gL10 

A01g
; T1 = At1 

√ 
2gL10

Fig. 1 Coupled tank system
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Table 1 Values of the 
parameters of coupled tank 
system [11] 

Description of the parameters Value 

Out 1 orifice diameter, DOut1 0.635 cm 

Out 2 orifice diameter, DOut2 0.47625 cm 

Flow constant of pump, Kp 3.3 cm3/s/V 

Inside diameter of tank 1, Dt1 4.445 cm 

Inside diameter of tank 2, Dt2 4.445 cm 

Tank 1 height (i.e., water level range), L1max 30 cm 

Tank 2 height (i.e., water level range), L2max 30 cm 

Gravitational constant on earth,g 981 cm/s2

Similarly, open-loop transfer function of tank 2 is given by G2(s) = L2(s) 
L1(s) = Kdc2 

T2s+1 
where L2 is water height of tank 2. 

The transfer function of coupled tank system is G(s) = 0.01397 
s2+0.1313s+0.0043 . 

3 Fractional Order PID (FOPID) Controller 

The transfer function of FOPID controller [6] is given  by  

GFOPID(s) = Kp + 
Ki 

Sλ + KdS
μ , (γ  , μ  >  0) 

where Kp, Ki , Kd are proportional, integral, derivational controller gain, respectively, 
μ and λ are real number and order of differentiator and integrator. 

FOPID controllers are more flexible than PID controllers and less sensitive to 
parameter variations of the controlled system. The problem with the FOPID controller 
is that here five parameters have to be tuned whereas in case classical PID controller, 
three parameters are tuned. FOPID controller is used in different applications like 
temperature control, process control spacecraft control, etc. 

4 Particle Swarm Optimization (PSO) 

Particle swarm optimization (PSO) is simple, efficient and popular bio-inspired opti-
mization technique. The concept of PSO was given in 1995 by Kennedy and Eberhart 
[12]. Consider a swarm has n no. of particles and moving around n-dimensional search 
space. Initialization of each particle is done with a random position and a random 
velocity. Based on own and companions experience, each particle alters its flying in 
every iteration.
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Individual particles position is updated [12] as  

xi k+1 = xi k + vi 
k+1 (2) 

The velocity of the particle is given by 

vi 
k+1 = vi 

k + c1r1
(
pi k − xi k

) + c2r2
(
pg k − xi k

)
(3) 

where xi k & vi 
k are particle position and velocity, respectively; p

i 
k and p

g 
k are the 

best individual particle position and best swarm position, respectively; c1and c2 are 
acceleration of particles and r1, r2 are random numbers between 0 and 1. 

5 FOPID Using PSO 

Block diagram of coupled tank system with FOPID controller is shown in Fig. 2. 
GFOPID(s) is the controller transfer function and GPr(s) is the transfer function of 
coupled tank system. In this method, closed-loop dominant poles have been deter-
mined from the desired closed-loop performance specifications. The desired transient 
response specifications for the present problem are considered as. 

• Maximum overshoot Mp less than 10%. 
• Rise time tr is equal to 0.25 s. 

The dominant poles for the closed-loop system are (−4.56 ± j7.69). The  
characteristics equation of closed-loop system is given by following equation. 

1 + [
Kp + Ki S

−λ + KdS
μ
] 0.01397 

S2 + 0.1313S + 0.01828 
= 0 (4)  

The fitness function is taken [4] as  fFit = |Re| + |Im| + |P| where Re and 

Im are real part and imaginary part of Eq. (4) and P
(
tan−1 Im 

Re

)
is phase. For 

dominant pole (−4.56 + j7.69), the fitness function is determined and minimized 
using PSO algorithm. This algorithm gives the optimal value of the five parameters

Fig. 2 Coupled tank system with FOPID controller 
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Fig. 3 Convergence characteristic of the PSO-FOPID controller 

{
Kp, Ki , Kd, λ, μ

}
that minimized the fitness function. For PSO algorithm acceler-

ation are taken as c1 = c2 = 1.479, maximum iteration = 100, population size = 
50, maximum velocity = 4 and dimension = 5. Figure 3 shows the convergence plot 
of FOPID. 

The different parameters of the controller that are obtained using PSO algorithm 
are given in Table 2. Figures 4 and 5 shows the tank 2 water level and pump voltage 
respectively with FOPID controller when desired water level of tank 2 is taken as 
10 cm. From the response of water level of tank 2, it is clear that the settling time is 
within 25 s and there is no undershoot and overshoot. 

Table 2 Parameters of the different controllers 

Controller KP Ki Kd λ μ 
PI 0.5909 0.020472 – 1 – 

FOPI 500 80 – 0.1442 – 

PID 2 0.1 10 1 1 

FOPID 100.4486 51.3139 740.8807 0.01 0.9324 

Fig. 4 Water level of tank 2 with FOPID controller
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Fig. 5 Pump voltage with FOPID controller 

Table 3 Time response specifications of different controllers 

Controller Overshoot (%) Settling time (s) Steady state error Integral time absolute error 
(ITAE) 

PI 15 50 0.09848 0.9848 

FOPI 75 45 5.69 569 

PID 25 50 0.0043 0.4309 

FOPID 0 18 0.0207 2.099 

The performance of the FOPID controller has been compared with PI, PID and 
FOPI controllers designed using PSO algorithm. The time response specifications 
for different controllers are given in Table 3 and from the data, it is clear that FOPID 
controller gives better result than PI, FOPI and PID controllers in terms of steady 
state error, settling time and maximum overshoot. 

Figure 6 shows the performance of FOPID controller with variation in parameter. 
The value of the system parameters may not be perfect. The controller has been tested 
by varying equivalent DC gain ± 50% from its nominal value. From response, it can 
be observed that the controller also gives the robust performance.

6 Conclusion 

The FOPID controller has been designed for coupled tank system using PSO. The 
responses show that the controller tracks the liquid level and gives satisfactory tran-
sient response specifications. Robust performance is also obtained from the controller 
in presence of parameters variations. In future the designed FOPID controller may 
be applied to real time liquid level control system.
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Fig. 6 Tank 2 water level in presence of parameter variation
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Investigation of an Intelligent Control 
Technique Applied in NPK Model 
of the AHWR System 

Devbrat Gupta , Vishal Goyal , and Jitendra Kumar 

Abstract The advanced heavy water reactor (AHWR) is the advanced type of 
nuclear reactor which has nonlinear coupled multi-input multi-output (MIMO) 
dynamical characteristics, making it difficult for researchers to manage the world-
wide demand power. In order to control the demand power efficiently, an intelli-
gent controller, i.e. a fractional-order fuzzy proportional plus derivative (FOFPD) 
controller is suggested along with the control rod dynamics in this work. The 
suggested FOFPD controller is utilized in the normalized point kinetics (NPKs) 
model of the AHWR system. To make the FOFPD controller more stable and robust, 
the gains of the controller are tuned with the help of a meta-heuristic genetic algo-
rithm (GA)-based optimization approach that uses the integral of absolute error (IAE) 
as the performance criteria. To validate the simulation findings, the recommended 
controller’s performance is compared to that of fractional-order PD (FOPD) and 
conventional PD for the trajectory tracking of demand power. It can be stated that the 
FOFPD controller’s response outperforms among all the investigated controllers. 

Keywords AHWR · FOFPD · GA · IAE · NPK 

1 Introduction and Literature Studies 

The population is growing at a much faster rate resulting inadequate supply of energy 
for consumption. In order to meet the long-term energy needs of such a huge country 
as India, an indigenous resource-based approach is required [1]. As a result, nuclear 
energy has a significant role to play as a long-term solution [2]. India’s nuclear power 
strategy was devised about 60 years ago, taking into account the country’s relatively 
limited uranium and substantial thorium supplies. Geophysical surveys revealed that 
the country’s uranium supply was fairly restricted, while the country’s thorium stock
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was vast [3]. So, for commercial power generation, the use of an advanced heavy 
water reactor (AHWR) is the best bet among various nuclear reactors due to the 
vast reserve of thorium fuel. The AHWR is a vertical, pressure tube type, heavy 
water moderated, and boiling light water-cooled natural circulation reactor designed 
to produce 300 MWe of electricity. The reactor power which is highly nonlinear in 
nature is controlled by an autonomous reactor control system [4]. 

Researchers in the nuclear sector have long been preoccupied with load following 
and control challenges. A variety of techniques was offered to accomplish this goal 
[5–7]. Among these, the proportional plus integral plus derivative (PID) controller is 
best known which is also being extensively utilized in the nuclear power plant sector 
because of its simple construction and strong performance under a wide variety of 
operating situations. FOPID controllers with particular gain-phase margins have been 
built utilizing the Balanced Truncation approach to lower the order of PHWR models 
to a more manageable level. It was showcased that the FOPID controller performs 
better at 30 per cent control loss and varying beginning power levels when compared 
to a conventional controller [8, 9]. 

In reactor core modelling, power control, as well as trajectory tracking for load 
following control, decades of study, have been committed. This work has the poten-
tial to lead to real-world applications. In this study, the incorporation of a FOFPD 
controller is proposed into the NPK model of the AHWR system where the gains 
are tuned with GA based on the IAE performance index. The results are simu-
lated MATLAB environment and further compared as well as validated with various 
controllers. 

The rest of the research paper is arranged as follows. The problem formulation 
along with mathematical modelling of AHWR system is presented in Sect. 2. The  
controller design with GA tuning is shown in Sect. 3. Section 4 provides an investi-
gation of trajectory tracking for demand power control. At the end of Sects. 2–4, we  
offer a series of relative discussions. Section 5 includes the conclusion and references, 
respectively, for this work. 

2 Problem Formulation and Plant Modelling 

From the past analysis of nuclear reactors by researchers, it is observed that neutrons 
are generated at various energies, and they are absorbed and ejected at various ener-
gies as well [10]. Here, the reactor’s mathematical model will be based on a contin-
uous function of neutron energy, which will make analysis more difficult. All spatial 
and angle dependencies in equations are ignored, and only the time dependency is 
left behind when using point kinetics as a term for the method. So for this work, 
the normalized point kinetics (NPKs) model of the AHWR system is utilized as 
expressed in equations [11, 12].
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dnr 
dt 

= 
ρ − β 

l 
nr + 

6∑

i=1 

βi 

l 
cri (1) 

dcri 
dt 

=i nr −i cri (2) 

where nr and cri is neutron and precursor densities for i = 1, 2, 3, . . .  ,  6 groups. 
ρ is reactivity. βi is delayed-neutron fraction for i = 1, 2, 3, . . .  ,  6 group; β is an 
effective delayed-neutron fraction [11]. 

The preceding Eqs. (1) and (2) are expanded and conveniently structured as a 
standard state-space model Ẋ = AX + BU, y = CX as illustrated in Eq. (3), 

A = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

−β 
l 

β1 

l 
β2 

l 
β3 

l 
β4 

l 
β5 

l 
β6 

l 
λ1 −λ1 0 0 0 0 0  
λ2 0 −λ2 0 0 0 0  
λ3 0 0  −λ3 0 0 0  
λ4 0 0 0  −λ4 0 0  
λ5 0 0 0 0  −λ5 0 
λ6 0 0 0 0 0  −λ6 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

B =
[

nr 
l 0 0 0 0 0 0

]T ; U = [ρ] (3) 

The control rod’s (CR) position and reactivity are expressed in Eq. (4) as  

ρ̇rod = kρrr; ρrr = ρ (4) 

where ρ̇rod is defined as % out movement of CR position, k is the constant term 
taken from the paper [13]. ρ is reactivity. The neutron lifetime (l), effective delayed-
neutron fraction (β), delayed-neutron fractions (β1, β2, β3, β4, β5, β6), and decay 
constants (β1, β2, β3, β4, β5, β6) of 1st to 6th group precursors are considered from 
[10], respectively. 

3 Intelligent Controller Design and Tuning Using GA 

The use of conventional PID controllers in any kind of control system has been going 
on for decades. And it is extended further by applying fractional-order derivative and 
integral operators, or by using various fuzzy logic control (FLC) layers by using other 
intelligent techniques [14]. In this section, an intelligent controller, i.e. fractional-
order fuzzy proportional plus derivative (FOFPD) controller is suggested along with 
the GA tuning process [15]. The integral controller is omitted in this work because the 
AHWR is a highly nonlinear coupled complex system and integrates with itself [16].
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Fig. 1 Block diagram representation of a tuned FOFPD controller incorporated into the AHWR 
system 

The basic structure of the fuzzy controller has two inputs error and fractional-order 
derivative (FOD) of the error and one output as shown in Fig. 1. 

The mathematical expression of the FOFPD controller can be illustrated as, 

KPe(t) + KD 
dμ e(t) 
dtμ = KPDu(t); uFOFPD(t) = KPDu(t); uc = uFOFPD(t) (5) 

where the two inputs of the FOFPD controller are error KPe(t) and rate of change 
of error KD 

dμe(t) 
dtμ while the output of the FOFPD controller is KPDu(t) in absolute 

form. uc(t) is the controller output measured in volts within the range of [−1 1].  
For FOD gain (μ) implementation, the Oustaloup approximation (OSA) method 

is utilized in the FOFPD controller [17]. An FLC layer is showcased in Fig. 1 
that includes fuzzification block, fuzzy inference block, knowledge base block, and 
defuzzification block. To construct the basic FLC, Gaussian membership functions 
are employed. A two-dimensional rule base is formulated according to the problem. 
Centre of gravity defuzzification, a Mamdani-type inference process, and the minimal 
and maximum operator types are utilized in the FLC layer [14]. To get the desired 
system performance, the gains must be fine-tuned. This research work uses the GA 
optimization approach [18] to obtain the tuned gains for all three controllers. The 
GA [12], which is based on natural selection, the mechanism that propels biological 
evolution, is a technique for resolving both limited and unconstrained optimization 
issues. A population of unique solutions is repeatedly modified by the genetic algo-
rithm. The tuning problem’s objective function (JIAE) was considered to be the sum 
of the integral of an absolute error (IAE) index with GA. It was used to attain a 
global optimal solution to minimize this JIAE. The expression for the JIAE is shown 
in Eq. (6) as follows:
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Table 1 J IAE values of PD, FOPD, and FOFPD controllers based on IAE metric 

Controller Objective function values (J IAE) 

PD 0.9157 

FOPD 0.7967 

FOFPD 0.2139 

Table 2 Gains of PD, FOPD, and FOFP controllers based on IAE metric 

Controller Controller gains 

KP KD μ KPD 

PD −49 −9 – – 

FOPD −49 −9 0.1 – 

FOFPD −49 −9 0.1 143 

JIAE = 
350 ∫
0 

|e(t)|dt (6) 

4 Investigation of Trajectory Tracking for Demand Power 

The MATLAB/Simulink environment is used to simulate all of the outcomes. The 
Euler explicit technique is used to simulate the plant model. The JIAE and gain values 
for PD, FOPD, and FOFPD controllers are shown in Table 1 and Table 2, respectively, 
along with the convergence curve in Fig. 2. The trajectory tracking curve is shown 
in Fig. 3. It can be observed that the blue curve which is applied FOFPD controller 
into the system, offered a stable trajectory tracking for demand power along with 
less overshoot and fewer oscillations when compared to PD and FOPD controllers.

5 Conclusion 

For proper demand power control of the Advanced Heavy Water Reactor (AHWR), 
an intelligent control scheme was suggested in the normalized point kinetics (NPKs) 
model of the system along with control rod dynamics. In this research article, the 
utilized intelligent control scheme was a fractional-order fuzzy proportional plus 
derivative (FOFPD) controller. A meta-heuristic Genetic Algorithm (GA)-based opti-
mization approach using Integral of absolute error (IAE) as the performance criteria 
were used to tune the controller gains to make the suggested controller more robust 
and susceptible to disturbances. The simulation results were validated by comparing 
the performance of the FOFPD controller with the fractional-order proportional plus
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Fig. 2 J IAE values versus generation curve for various controllers 

Fig. 3 Trajectory tracking curve for various controllers

derivative (FOPD), and conventional PD controllers. It could be observed that the 
FOFPD controller provided satisfactory results over the other two controllers. 
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Brain Tumor Recognition 
and Classification of MRI Images Using 
a Convolutional Neural Network Model 

Anand Upadhyay , Niharika Tiwari, and Rishi Singh 

Abstract A brain tumor is one of the conditions in which a patient’s brain develops 
abnormal cells. They are called tumors and there are several varieties of them. In this 
paper, brain tumor segmentation and detection methods are being developed that use 
images from an MRI series as input images to identify the type of tumor. The use of 
a convolutional neural network (CNN) model to recognize brain tumors from X-ray 
images pictures is described in this paper. This investigation was carried out with the 
help of Google Collab. The MRI images of brain tumors are categorized into glioma, 
meningioma, and pituitary, and no tumor is one such difficult problem. In this work, 
the datasets comprise 388 images for testing purposes. With an accuracy of 70%, 
the projected arrangement achieves a commendable performance. The successful 
conclusion demonstrates the suggested algorithm’s ability to classify brain tumors. 

Keywords Brain tumor ·Multi-class classification · Convolutional neural 
network ·MRI images · Tumor identification 

1 Introduction 

The brain is a crucial organ that controls our body’s ideas, memory, feelings, touch, 
vision, inhaling, temperature, appetite, and several other functions. A brain tumor 
places tremendous pressure on the brain, resulting in brain damage. It pushes on 
the skull, covering much of your brain and destroying all of its nerves. A patient 
with a brain tumor may experience symptoms such as headaches, morning sickness, 
laziness, speech problems, visual loss, and ascending pressure, among others [5]. 
The type of tumor and where it is located in the brain determine the sort of treatment 
necessary. There are two levels of education: primary and secondary. Other forms of
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brain tumors include glioma, meningioma, and pituitary tumors. Glioma tumors, 
which are the most frequent type of primary brain tumor, are divided into four 
categories, with the higher the grade, the more malignant the tumor, and they begin in 
the brain’s glial cells. Meningiomas are benign tumors that arise from the meninges, a 
layer of tissue that surrounds the brain and spinal cord. The expansion of this species 
is slow and limited. The pituitary tumor continues to grow on the pituitary gland. 
These tumors are also benign and have a smaller distribution [4]. Researchers used 
brain magnetic resonance imaging (MRI) as the most effective imaging technique for 
detecting brain tumors and modeling tumor growth in both the detection and therapy 
stages [1]. Magnetic resonance imaging (MRI) paired with CNN gives a strong 
combination for accurately detecting the type of brain tumors. MRI is a preferable 
approach for emerging over CT scan for detecting these tumors in the early stages. 
The latter can expose the patient to excessive radiation and has a slow data collecting 
rate. The CNN model is trained with the images to reach a specific level of accuracy. 
Majorly the data generated by the MRI scan is large and it is considered okay for 
a small number of images. CNN is gauged for higher accuracy and uses a vast set 
of images for its training purposes which ensures that the tumor can be localized in 
identify due to detail-rich data from MRI scans, the CNN can identify the type of 
tumor and can specify the region at which it is present. 

2 Literature Review 

In image processing approaches, intelligent systems, and learning techniques are 
commonly used for segmenting, identifying, and classifying MRI images, as well 
as for classifying and detecting brain tumors. There have been numerous studies 
on the categorization of brain MRI images. Some of the worldwide articles we 
looked at for deep learning-based brain tumor detection and classification are Shaik 
Basheera et al. [2] suggested a method for diagnosing brain tumors in which the tumor 
is first segmented from an MRI image, and the segmented area is then retrieved 
using stochastic gradient descent by a pre-trained convolutional neural network. 
Hemantha Kumar et al. [6] Combination models that could accurately classify brain 
cancers were implemented. Resnet50, Vgg16, and InceptionV3 were the models 
used in their research. With Resnet50, they were able to obtain 95% accuracy in 
their research. Seetha et al. [8] suggested a model that uses Fuzzy C Means (FCM)-
based segmentation, texture and form feature extraction, and SVM and DNN-based 
classification to classify brain tumors. 

3 Algorithm 

The convolutional neural network architecture is highly useful for binary and multi-
class image classification. CNN naughty coins are artificial neural networks that use
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convolutional layers in at least one of their layers [7]. In a variety of fields, CNN has 
been recognized as a competitive technique for picture classification, segmentation, 
and identification. A multilayer perceptron is one in which all of the CNN layers 
networks are connected. In this CNN model control, we are using a sparse categorical 
method for the multi-class dataset. Data can be handled faster and more accurately 
utilizing the sparse categorical technique, resulting in superior results (see Fig. 1). 

The first layer uses 16 fairly large filters (3 × 3) due to the small size of the input 
images. The input shape is set to [200, 200, 3] because the images are 200 × 200 
pixels. Next, in the max layer, the pool size is (2, 2) which means the spatial dimension 
is segmented by (2, 2). In structure, the convolutional layer is repeated twice preceded 
by the max-pooling layer. We can repeat this structure many times for a large dataset 
of images. As we progress up the CNN toward the output layer, the number of layers 
increases (from 64 to 128, then 256). Next, the fully associated network nodes are 
made up of two hidden dense layers and a dense output layer. Because a dense layer 
requires a 1D array for each iteration, it must flatten its input. Finally, we apply 
the SoftMax activation algorithm to create a dense output layer with four neurons, 
because the classes are exclusive. This is called multi-class classification. The reason 
CNN is so popular is their architecture—the best thing is that there is no need for 
feature extraction. The next layer features is convoluted with different filters to create 
more abstract and invariant features, and the process continues until the final. Also, 
deep convolutional networks work well on image data since they’re flexible. With 
the use of CNNs the number of parameters can be reduced while maintaining the 
quality of the models.

Fig. 1 Classic convolutional neural network architecture 
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4 Methodology 

The purpose of this investigation is to enhance the exactness of brain MRI images 
identification by using deep learning algorithms and convolutional neural network 
approach. The Pseudo code for the proposed method for detecting and identifying 
the types of tumor are as follows: 

Step 1: Start the process. 
Step 2: Take the MRI Images as input and resize. 
Step 3: The image is classified into two, i.e., training dataset and testing dataset. 
Step 4: These two datasets undergo different convolutional layers such as Conv2D, 

MaxPool2D, and Flattens. 
Step 5: The model is compiled and fit and gives the accuracy and loss. 
Step 6: Finally, the model identifies the types of brain tumor. 
To understand the methodology in a better way, here is the conceptual diagram 

for identifying the tumors (see Fig. 2). 

Fig. 2 Semantic diagram of brain tumor classification
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Fig. 3 Model accuracy and loss 

4.1 Data Augmentation 

Data augmentation enhances the amount of training dataset, by creating multiple 
replicas of every training sample. As a result, oversampling is reduced, and it becomes 
a normalization approach. The examples that are constructed should be as real as 
practical. Ideally, a person should not be able to identify whether the image from the 
training dataset was enhanced or not. Adding background noise alone will not assist; 
the changes must be learnable [9]. 

Training and Testing set. In this paper a dataset of 3352 MRI pictures, of which 
2870 images were used for training, 388 images were used for testing, and 94 images 
were used to validate the program’s results. Kaggle has provided us with the following 
dataset. To improve accuracy and performance, we scaled the image from its original 
size to 200 × 200 pixels. 

Performance Evaluation. The evaluation of performance is an important part of 
the machine learning process. It is however a difficult task as a result here there are 
5 sets of epochs from 95 to 100 with different accuracy and loss (see Fig. 3). 

5 Result 

The dataset contains four classes glioma tumor, meningioma tumor, pituitary tumor, 
and no tumor MRI images. The collection of datasets contains 3352 real brain pictures 
from genuinely affected patients. The dataset used in this paper is accessible on 
Kaggle. The dataset is separated into three categories: training data, validation data, 
and testing data. The data consist of 2870 images to train, 94 images to validate, and 
388 to test and evaluate the model accuracy. Firstly, we use data augmentation to 
improve our dataset by making minor changes to our MRI pictures and extracting 
these images and using the suggested sparse categorical cross-entropy. The model is 
trained by 100 epochs with a batch size of 64. The model was 94% accurate in training 
data and 70% accurate in validation data. After fitting the model and evaluating the 
data the result (see Fig. 4).



380 A. Upadhyay et al.

Fig. 4 Final output of classified tumor 

6 Conclusion 

A new approach to classifying brain tumors was presented in this research. Initially, 
to expand the size of our training data, we used the data augmentation technique. 
Further, we propose a sparse categorical cross-entropy in this paper to fit the model for 
multi-class purposes. A vast quantity of data is required to train a neural network for 
sophisticated and accurate outputs however, our results indicate that even with a small 
dataset, our accuracy rate is 70%. Khan HA, Jue W research provides a method for 
classifying brain tumors into cancerous and non-cancerous using data augmentation 
techniques and convolutional neural network models, including VGG-16, ResNet-
50, and Inception-v3, with an overall accuracy of 96% on training data and 89% 
accuracy on validation data [10]. But in this paper, the different types of tumors are 
classified and identified. Due to the minimum number of datasets, the accuracy is 
overall fine. The proposed approach is designed for multi-class classification issues; 
however, further research can be done in the future to utilize different classifiers with 
optimization methodology to increase performance by combining more accurate 
identification and extraction algorithms with actual images. 
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Effect of Biohazard Waste on Human 
Health 

Shraddha Sharma, Geeta Singh, and Gauhar Mehmood 

Abstract Due to increasing population the solid waste is increasing day by day 
and it is posing a problem in management before Municipal Corporation of India. 
A number of methods are being used to collect and dispose of the solid municipal 
waste. Most of the solid waste is either reusable or can be converted to either energy 
or fertilizer but biohazard waste is indeed causing a major problem toward human 
health and environment. Hence, it is essential to develop effective methods to properly 
deal with biohazard waste. The ineffective disposal methods target primarily pre-
school children, workers at waste site, hospital staff, workers at chemical factory, 
etc. Biohazard waste can pose problems like: low birth weight, vomiting, neurological 
disease, cancer, etc. This article deals types of biohazard waste, its various methods 
of disposal and future prospects of biohazard treatment. 

Keywords Biohazard waste · Incineration · Radiation · Shredding 

1 Introduction 

Bio-hazardous waste contains biological materials which pose risk of transmission 
of infectious disease. Radioactive substances, antibiotics, corrosive chemicals, etc. 
contribute largely toward biomedical waste which are generated at hospitals, clinics 
and health care centers [1]. Out of total waste generated in India 1–1.5% is biomedical 
waste in which 10–15% is infectious. According to Radha et al. [2] in India out of 
total waste generated 85% waste is non-infectious while 5% is highly hazardous. 
Current situation in India is dangerous because most of the bio-waste from hospitals is 
disposed along with normal municipal solid waste. Sharp biological waste like needle, 
etc. is being collected non-specified plastic bags. Although a number of hospitals have 
developed their own system of separating biohazard from the normal municipal solid

S. Sharma (B) · G. Singh 
Department of Environmental Engineering, Delhi Technological Uni Versity, Delhi, India 
e-mail: shraddha.sharma@iilm.edu 

G. Mehmood 
Department of Civil Engineering, Jamia Millia Islamia, New Delhi, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. Rani et al. (eds.), Signals, Machines and Automation, Lecture Notes 
in Electrical Engineering 1023, https://doi.org/10.1007/978-981-99-0969-8_39 

383

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0969-8_39&domain=pdf
mailto:shraddha.sharma@iilm.edu
https://doi.org/10.1007/978-981-99-0969-8_39


384 S. Sharma et al.

waste but government needs to be highly focused on the effective technologies for 
proper disposal of biomedical waste apart from normal waste. Improper management 
causes grave environmental problems like water, land, and air pollution. Biomedical 
waste can be classified as biological, radioactive, and chemical waste [3]. All over the 
world the biomedical waste management is in its nascent stage and the policy makers 
and executors are puzzled over the handling of biomedical waste. Waste generates 
pathogens and they can remain in air for a long time which will cause in-door as 
well as outdoor air pollution. Biomedical waste in liquid form when put into sewer 
can cause water pollution and it may change the pH value of water and biomedical 
waste in the form of discarded medicines and chemical causes soil pollution which 
can affect the fertility of the soil. Heavy metals like cadmium and Mercury may 
be absorbed by the plants and can enter the food chain to pose health problems 
for humans and animals. Medical wastes are affecting urban areas in much larger 
intensity as compared to the rural areas, hence scientific management of medical 
waste is necessary to maintain cleanliness in hospitals and other health care centers 
[4]. 

The case study of Mysore health care center shows that medical waste consists of 
11% human anatomical waste, 12.1% laboratory waste, 4.4% medicine shop waste, 
1.8% corporation waste, 15.4% paper waste, 25.1% plastic waste, 23.3% metal waste, 
3.3% glass waste, and other waste is 3.6%. It is highly required to segregate the 
hospital waste at the source and color coded bins should be placed at a specified 
place in the hospital so that proper disposal can be done to avoid the spreading of 
various diseases due to infectious bio-hazardous waste. This paper is a review article 
in which studies performed by various authors have been incorporated. In Sect. 3 
types of biohazard solid waste has been discussed while Sect. 4 discusses about the 
collection and disposal methods of biohazard solid waste. A brief discussion on how 
developed nations treat biohazard waste has been presented in Sect. 5. Section 6 
discusses about the future possibilities of biohazard treatment and conclusion has 
been given in Sect. 7. 

2 Literature Review 

Depending upon the quantity biomedical waste is categorized as primary or secondary 
[5]. Major sources of biomedical waste are Hospitals, Labs, Research centers, Animal 
research, blood banks, and nursing homes while minor sources of biomedical waste 
include ambulance services, cosmetic piercing, funeral services, vaccination centers, 
and dental clinics. Biomedical waste consist of 10–15% of hazardous waste while 
non-hazardous waste is 75–90%. Hazardous infectious waste includes sharp, non-
sharp, plastic disposables, and liquid wastes while other hazardous waste consist 
of radioactive, chemical, and cytotoxic waste. In India biomedical waste rule 1998 
has divided biomedical waste into 10 categories namely: Human anatomical waste, 
microbiology waste, animal waste, discarded medicine, sharp waste, normal solid 
waste, infectious waste, chemical waste, liquid waste, and incineration waste.
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Before disposal proper disinfection is necessary for bio-hazardous and biomedical 
wastes [6]. Thermal disinfection is done for dry or wet waste by autoclaving, chemical 
disinfection is performed using Formaldehyde, Sodium Hypochlorite, Ethyl Oxide, 
and Bleaching powder. Irradiation process by exposure to ultraviolet rays is also 
used for disinfection and for small quantities of laboratory waste requires small 
microwaves while for large quantities large units are used along with grinding and 
steam spraying. In India the waste is normally collected in open containers in mixed 
form [7]. A number of communicable diseases such as Hepatitis-A and B, skin 
problems and respiratory infections are caused due to medical wastes sometimes 
directly or sometimes sharp waste injuries. Responsible microorganism hosts which 
cause infection include non-hemolytic streptococci, HIV, HBV, enterococci, and 
clostridium tetani. One of the major risk to health care workers is due to handling 
of sharps because 60% of them get injury knowingly or unknowingly by sharps. In 
some of the cases of improper waste management working at sub-optimal conditions 
add to the health hazard. 

3 Types of Biohazard Solid Waste 

Biohazard has been categorized as Physical, Biological, Chemical, Radiation, and 
Violence [8]. 

Physical Hazard 

Needle stick injuries amount to 40% of the total injuries. Various types of injuries 
caused at the health care centers and their percentage involvement is as follows (Table 
1 and Fig. 1). 

Injuries are also caused in the process of patient handling, ramps, and even due to 
slip on the wet floor. Health care personals (HCP) are at high risk of getting exposed 
to bio-hazards that can cause stress among HCP. A study carried out at Obafemi 
Aowlowo Hospital, Nigeria at the Department of Obstetrics and Gynecology [9] 
shows that health care personals 83.3% of getting risk of stress, 75.6% of needle-
stick injury, health problems may also be caused blood strain in the skin with a 
percentage of 73.1, drugs cause 47.4% health risk, sleep disturbance problem is

Table 1 Injury percentage by 
physical processes 

Process Injury percentage 

Manipulating a needle 26 

Sharp disposal 21 

Collision with a worker 10 

Clean up 9 

Recapping needles 5
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Fig. 1 Distribution of 
various types of injuries

42.3%, skin reaction is 37.2%, health hazard caused due to patient assault is 24.3% 
while hepatitis problem is 8.9%. 

Biological Hazard 

The basic ways of getting affected by the biological hazards is either by direct contact 
or droplets or it may be air-born. Infectious agents through droplets come into play 
via sneezing or cough or certain medical processes. According to Baussano et al. 
[10], Due to the effect of biohazard the latent tuberculosis among health are persons 
is 20% while in developing nations it varies from 40 to 70%. According to report of 
WHO the annual needle stick injuries in 2003 were 83,000 out of which 1000 were 
found to be infected with HIV, 16,000 by HCV and 66,000 by HBV. In china every 
year nearly one million HCP get needle stick injuries the rate at which one HCP gets 
infected is every 30 s. 

Chemical Hazards 

In hospitals a number of cleaning agents are used to clean floor, washrooms, windows, 
carpets, etc. These chemicals in the form of droplets in vapors or aerosols are 
exposed to skin or eyes causing irritation. Some of the important chemicals used 
at hospitals and places of health care are: Detergents, complexing agents like water 
softener, alkaline agents, and acids. Such chemicals cause irritation to skin, eyes, 
and mucous membrane. Certain solvents used to dissolve fatty acids are neurotoxic 
while some chemicals like ethanol amine and benzalkonium chloride produce sensi-
tization. Mucosal membrane irritation leads to a number of respiratory symptoms 
such as cough, shortness of breath and rhinitis. Some chemical are neuorotoxic or 
carcinogenic and may act as endocrine disruptors. 

Radiation Hazard 

Patients involved in diagnostic imaging have to confront low or moderate radiation 
doses. The intensity of radiation is measured in terms of micro- or millisieverts (µSv 
or mSv). Dental or chest radiographs have doses of only few µSv, however, doses 
for organ can be tens of mSv for CT scan and fluoroscopic examinations. National 
and international organizations time to time conduct study on low dose radiation
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effect. According to report of UNSCEAR 2000 about epidemiological studies in 
two designs, viz., cohort and case control. In cohort investigation a correlation study 
of disease level with different radiation level is done while in case control process 
individuals who have already developed the disease are studied. It has been explained 
that there is enhanced cancer risk for human who have been exposed to X-rays of 
doses 10–50 mSv. Some studies show that there is cancer risk to children who have 
fetal exposure to X-rays. 

Metal Hazard 

Earlier the focus was only on fetal exposure but later it was realized that exposure 
to biomedical can affect reproductive health like ovulation, menstruation, fertility. 
Fertility is affected not only in female but males also. Metals like mercury, lead, 
nickle, and manganese are toxic to the reproduction health. The risk involves repeated 
abortions, delay in conceiving, still birth, and toxicity development in offspring. In 
metal industries most of the employees are males, hence spermatogenesis studies 
were performed on males. Low doses of heavy metals are found in urban air which 
causes negative effect on the reproductive health. Initially, the exposure of PbB (blood 
lead concentration) of the range 40–60 µg/dl was considered to be safe but studies 
have related these concentrations with reduction in sperm quality. 

4 Collection and Disposal of Biohazard Solid Waste 

The process of collection and disposal must of high qualitative grade because one 
error and it can cause human health hazard. In India a methodological system has 
been developed to discard medical waste generate from various hospitals so as to 
maintain the hygiene. 

Segregation 

Segregation provides separation of non-hazardous waste from hazardous waste and 
it can help the waste transportation to the suitable sites. This method is also helpful in 
reducing the toxicity of the waste because most of the hazardous waste is already sepa-
rated from the hazardous waste and non-hazardous waste is either sent for recycling 
or it can be dumped safely as compared to the other wastes. 

Separation of waste according to the characteristics of waste 

Sharp, infectious, and pathological wastes are placed in separate containers. For wet 
waste the containers are water tight and for various categories of wastes are kept 
in different colors of bins. For example infectious waste which are disposed by the 
method of incineration or landfill burial are kept in plastic bags of yellow color. 
Wastes which are treated in microwave or autoclave are kept in plastic bags of red 
color. In autoclave the saturated stream decontaminates the waste at high temperature 
and pressure. Waste kept in white or blue plastic bags is treated by chemicals or 
shredding.
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Disinfection 

Disinfection is necessary to reduce the toxicity of some of the medical wastes. This 
is done by using disinfectants like chlorine-di-oxide, per acetic acid, or sodium 
hypochlorite. Low temperature disinfection is done by vapors between 100 and 
180 °C or by using infrared radiation. 

Incineration 

The process of disposing waste by burning is known as incineration. The process 
is accomplished at high temperature furnaces. This process reduces the mass of the 
waste and turns it into ash which is not hazardous. Incineration process reduces the 
mass from 50 to 400 times for disposal. 

Plasma Disinfection 

In this process medical waste is mixed with low temperature plasma produced in 
generators using air as working fluid. Thermal plasmas can be generated either by 
electric arc or with the help of radio frequency induction. There are many advantages 
of plasma treatment process. For example due to high energy densities and high 
temperatures helps in rapid heating and melting of materials with high melting points. 
Electricity is used as energy source which results in the treatment of processing 
environment. 

Technological developments 

With the help of new technology hazardous medical waste is converted to solid 
municipal waste with the help of shredding and grinding. The main steps included 
in the process are loading, shredding, heating, sterilization, draining, vacuum, and 
unloading. 

5 Treatment by Developed Nation 

In USA environmental issues and public health have been in great public atten-
tion. Basically four types of methods are used for medical waste disposal. These 
methods include incineration, steam sterilization, sanitary sewer disposal, and landfill 
disposal. 

In general three types of incinerators are used to incinerate medical waste, viz., 
controlled air, multiple chamber air and rotary kiln model. This process reduces 
volume of medical waste and very small processing is required before treatment 
but this process is quite expensive. Incineration is a dry oxidation process at high 
temperature. This process converts combustible organic waste into incombustible 
inorganic material. The process is used to treat wastes which are not recyclable. 

Steam sterilization is a process in which medical wastes are sterilized by auto-
claving before landfill disposal. In this process infectious waste bags are placed in 
a chamber at temperature 250–270 °F for approximately 30 min. After this process
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the waste can be disposed of in landfill. Steam sterilization process is not as complex 
as incineration. Autoclave is less expensive and takes less space and emits very less 
toxins. Most of the landfill sites don’t accept post sterilized waste because of incom-
plete sterilization, hence steam sterilization should be applied only when the medical 
waste does not contain materials like sharps, tissues, chemotherapy waste, etc. 

Disposal of liquid waste is done by sanitary sewer. At first it seems to be very 
careless but a number of reasons suggest that disposal of liquid waste into sanitary 
sewer is acceptable. This method is good to avoid any infection even because of 
wastes containing blood. This method reduces microbial content from 90 to 99% 
when conventional sewage treatment method is applied. Blood is heavily diluted by 
sewage liquid and reduced dangers of infection. 

6 Future Suggestions 

Hospitals are shelter of all kind of patients and hence it may also become generator 
and distributor of all kind of diseases, if the wastes are not treated properly. Conven-
tional treatment medical waste water needs a lot of cost, space, and time. Ozonization 
is an effective way of re-moving hazardous chemicals from water. Ozone produces 
hydroxyl radical (–OH) by dissolving in air and oxidizes organic compounds like 
pesticides, atrazine, phenol, etc. Ozonization combines small solid particle into larger 
one by chemical reaction through oxidation process. The objective of ozone-based 
technologies is to remove pollutants in water and improve the disinfection. 

7 Conclusion 

From above discussion it is obvious that a number of technologies are available to 
treat medical waste and stringent regulations have been passed in this regard. But 
the main reason is that the regulations are not being followed. New technologies are 
being developed in developed countries, hence India needs to invest in the research 
of treatment of medical waste. Ozone technology has emerged as one of the best 
technologies, but due to development in other fields new types of wastes are produced 
and hence continuous research is required to cope up with these problems.
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Game-Stress-Tracker: EEG-Based Smart 
Advisor Bot for Stress Detection During 
Playing BGMI Game 

Sima Das , Sayantan Malick , Sovan Sundar Dey , Amin Sarkar , 
Fardin Hossain , and Abdus Samad 

Abstract In today’s fast-moving world, different ages peoples are suffering from 
mental stress, among them video games are the most popular activity to reduce 
psychological stress; but some games reduce stress and some games induce stress. 
In this paper our proposed system will detect the stress level of a game during 
playing. Chronic stress consequences in cancer, cardiovascular disease, depression, 
and diabetes consequently are unfavorable to physiological fitness and mental health. 
Battle Ground Mobile India is a popular game and it is an edition of PUBG. Kraft 
released the BGMI game on July 2, 2021, which supports android devices. This game 
is based on the multiplayer battle royal game which is available online. This game is 
very popular among teenagers but the game has some limitations also. Limitations 
of BGMI games are as follows: not hearing anyone while playing the game, eyes 
being affected, stress on the brain, disbursing money, addiction to the game, and 
bad effects on education. So, in this paper, we are discussing how the BGMI game 
affects the human brain. We used electroencephalography to collect brain signals, 
and alpha (α) range brain signals filtered by the band pass filtering method. After that 
feature extraction is done by the principal component analysis method. Classification 
is done by a support vector machine and classified by the following categories: 
normal or stressed, stressed further divided into medium and high-level stress. The 
proposed system was validated using accuracy, f1 score, and precision with values 
of 89.53, 89.51, and 89.52%. The proposed system will be notifying the guardian 
using Telegram Bot about the current stress of their child, based on that result, the 
guardian can avoid or allow their child to play games. So, the system will help to 
reduce the stress of children as well as their guardians. 

Keywords Electroencephalography · Principal component analysis · Support 
vector machine · Physio care · Stress detection · Brain computer interaction · Bot
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1 Introduction 

In this era, video games are the most popular activity among more than 2 billion 
people [1]. Sometimes playing violent video games causes aggression and stress 
[2]. Chronic stress is potentially health-threatening [3, 4]. An EEG is one of the 
major diagnostic assessments for epilepsy. An EEG also can play an important role 
in diagnosing different brain disorders [5]. In the present world stress is a common 
factor for a child to old-aged people. Like all habituated game BGMI additionally 
have a few barriers: it’s addictive, so could probably waste a variety of a while just by 
using gambling it, the competitiveness of the sport would possibly have an impact on 
your highbrow fitness as you could lose someday, wastage of money, it is the mode 
of amusement and you need to no longer play an excessive amount of as it has a 
bad effect on thoughts and eyes. So, these are disadvantages of gambling BGMI but 
all of these are based upon your ways to play the game and the manner intensely, 
approximately triumphing in it. 

The current work focused on analyzing the stress by comparison of training and 
testing of EEG-based game datasets. The dataset is collected from electroencephalog-
raphy which is connected to the subject’s scalp while they are playing a BGMI game. 
The raw EEG dataset needs to be cleaned, for that purpose alpha (α) range filtering 
is used. Features are selected by principal component analysis; classification is done 
by using a Support vector machine and classified as stress or normal load. Telegram 
bot used to send messages to the user and their parent’s mobile about the mental 
condition of the user. The rest of the chapter is as follows, Sect. 2 for the literature 
survey, Sect. 3 for the proposed work, Sect. 4 for experimental results of the current 
system, and the last conclusion and future works are discussed. 

2 Literature Survey 

The article was designed by Lee et al. [6], to study intellectual and physical strong 
sports in virtual reality via brainwave detection. To mitigate strain, it’s critical to 
relax the mind by way of enough sleep. Professionals furthermore perceive that 
relaxation is vital to enhance the mind’s reminiscence, cheering the concentration to 
accomplish time to arrange the length over an intellectual composer. It is a digital 
authenticity content that may construct a sensible atmosphere, and it recommends 
satisfied material which could verify the method of resting over mild actions and 
elements that support relaxation as a technique of brain wellbeing. 

Shirke et al. [7] are introduced to the stress of varied depth while performing 
each day’s duties. Excessive strain may be injurious to humanoid fitness. Hence, 
stress analysis is crucial in avoiding harmful lengthy-period consequences. In this 
examination, they examine the probability of EEG intended for the size of severe 
intellectual pressure. As well as up-strain evaluation by 4 samples on strain-caused 
themes is performed. The tests have been performed with an EEG sensor, Thing
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Speak, and an application program on mobile. Challenge is needed to perform a cell 
sport that encourages strain for the game developments. As soon as the severe stage 
of pressure is perceived, the character becomes informed through the cell utility to 
produce a peaceful song and remaining eyes. Inclusive, the test was resolved by 
decreased strain ranges of the problem subsequently remaining eyes accompanied 
by track and unaccompanied by track. 

In our previous work, Das et al. [8] are designing this paper to measure cognitive 
load and the analytical burden is considered for young people whilst sporting a one 
android game involving easy complicated brain action. The recording of human brain 
action given analytical burden during the data achievement method; EEG is using. 
EEG is human brain signals acquired through this electric field generate invariants 
owing to neuronal firings also acquired through the sensor placed by the skull in one 
manner. Then acquired human brain signals are processed via different steps with 
the maximum target of assorting through analytical burden; one subject separated 
the three groups: lower, medium, and high. 

Dharmapuri et al. [9], are developed AI-based chatbot to detect mental stress for 
preventing suicidal tendencies and help to psychiatric treatment. 

3 Proposed Work 

In this era, most teenagers or young people are interested in playing mobile or 
computer games which affect their brain and affect stress. In this section, we will 
propose a method that will be helpful to detect stress during playing BGMI games. 
Figure 1 shows that EEG is used to collect data, an α-range filter is used for cleaning 
data, the principal component analysis is used to select features, and the support 
vector machine is used for classification as normal or stressed. As the result is stressed 
then it will be further categorized as medium or high-level stress using the color bar, 
brain map, and SVM, the collected result is sent to the user as well as parents’ mobile 
to alert them. 

Fig. 1 Proposed work for “game-stress-tracker”
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3.1 Dataset Collection 

The current work has been applied to 20 numbers of subjects with their consent 
whose age is above 18. For the EEG test, a small metal disc is used, which consists 
of electrodes with thin wire pasted onto the brain scalp. The electrodes perceive 
small electrical signals controlled by the movement of brain cells. O1, O2, T3, T4, 
FP1, FP2, A1, A2, FZ, CZ, and PZ electrodes are positioned on the scalp of the 
participant which measures voltage and sends a numeric value via the Brain Tech 
Traveler system. 

3.2 Filtering 

In this paper, we used an 8–12 Hz bandpass filter which means the lowest frequency 
of the filter is 8 and the highest is 12 Hz, which is the range of the alpha bandpass 
filter. In Eq. (1), F is the band pass filter, F(H) means the highest frequency, and 
F(L) is the lowest frequency band pass allowed for the proposed system. 

(F)2 = F(H ) × F(L) (1) 

3.3 Feature Extraction 

The data collected while testing is usually in a large data set. Reduce the large data 
sets into smaller ones that still contain large data, using this method feature extraction, 
and selection are done. Here features are O1, O2, T3, T4, FP1, FP2, A1, A2, FZ, CZ, 
and PZ. In Eq. (2–4), X is the after-filtering dataset, C is used for covariance matrix,
⌃ for eigenvalue, and an eigenvector is E. 

X = [After Filtering_EEG Dataset] (2) 

C = XT X (3)

⌃E = CE (4)
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Fig. 2 Classification using support vector machine 

3.4 Classification 

Classification is done by using a support vector machine and is primarily classified 
as normal or stressed. After primary classification, stress is further classified as 
medium stress or high stress by comparing a color map with a brain map. The red 
color indicates high stress and the blue color indicates medium stress. In Eqs. 5 and 
6, ⌃E is the after-feature extraction dataset, W is the weightage value, and P is 
the threshold value. If the ⌃E. W is greater than the threshold value than positive 
means normal, otherwise stressed, stressed datasets are further categorized as high 
and medium as shown in Fig. 2.

⌃E . W > P (5)

⌃E . W < P (6) 

3.5 Game Rating Calculation 

In this paper, the rating of the game is calculated by classifying stress levels during 
playing games. The total number of data collected during playing games of each 
level and each person within several days. After collecting data, stress is detected as 
medium and high stress by using color maps. In this paper, we assume that 1 is the 
lowest and 5 is the highest rating of the game. In this system, 2 were used for medium 
weightage value, and 5 were used for highest weightage value for stress detection 
which is shown in Eq. 7.
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Fig. 3 Dataset collection using EEG 

Game Stress Rating = 

⎛ 

⎜⎜⎝ 

2 × medium_ stress 

medium_ stress + high_ stress 
+ 5 × high_ stress 

medium_ stress + high_ stress 

⎞ 

⎟⎟⎠ (7) 

4 Result 

The current work has been applied to 20 numbers of subjects with their consent 
whose age is above 18. The proposed system was validated using accuracy, f1 score, 
and precision with values 89.53, 89.51, and 89.52% which are shown in Fig. 5, and 
was initiated and improved upon existing ones. The system analyses stress levels 
to be useful for psychologists and mental healthcare and sends the report using the 
Telegram bot. 

4.1 EEG Placement and Dataset Collection 

The standard 10–20 systems are used to collect data. In the current work, we used 
O1 and O2 in the Occipital lobe used to see the game, T3 and T4 in the temporal 
lobe used for try to temporal solution of the game, FP1, and FP2 in the prefrontal 
lobe used for trying to fetch the solution, and A1 and A2 for ground and reference, 
FZ, CZ, PZ are common reference electrodes as shown in Figs. 3 and 4.

4.2 Brain Map and Telegram Bot 

The brain activity is captured by EEG and generated brain map and also detect 
stress level by using a color map. In this proposed system we used the Occipital, 
Prefrontal, and Temporal lobe for stress detection. As shown in Table 1, the Brain 
map was generated with blue and red colors by using Loreta. Blue color indicates 
that they have low to medium stress and red indicates that high-level stress occurs



Game-Stress-Tracker: EEG-Based Smart Advisor Bot for Stress … 397

Fig. 4 10–20 system of electrode 

Fig. 5 Stress detection using a support vector machine placement using EEG

during playing the BGMI game. After calculating the stress level results are sent to 
the user’s mobile by using Telegram Bot.
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Table 1 Identification of Brain Activation while Playing BGMI Game 

Brain map Screen shot of telegram bot 

5 Conclusion and Future Work 

BGMI, is an imitation of the world’s most popular game, and is now ubiquitous. 
Some games are very aggressive, the human brain is under a lot of pressure while 
playing the game, addicted to the game has a bad impact on the human mind. Elec-
troencephalography is used to collect the brain signal, α range bandpass filtering is 
used to filter, and the principal control analysis method has been used to extract the 
features. Support vector machines have been used to classify brain signals as normal 
or stressed. If stresses are found then they will be further categorized as medium and 
high stress by comparing color bars with generated brain maps. In this paper, we used 
different classification techniques like back propagation neural network, k-nearest 
neighbor, linear discriminant analysis, and quadratic discriminant techniques, but the 
support vector machine gives 89% and above accuracy which indicates that it is the 
best technique for the proposed system. 

In the future, we will use this current method with different types of machine 
learning and deep learning techniques for better result. The future method will be 
used at different ages and applied to different kinds of games. 
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An Efficient EMG Denoising Technique 
Based on the W-NLM Method 

Rinku Bhobhriya , Ritu Boora , Manisha Jangra , 
and Priyanka Dalal 

Abstract Denoising of the electromyography (EMG) signal is critical in the diag-
nosis of muscle illnesses and several EMG-based mechatronics applications. This 
paper presents an improved EMG denoising method based on the discrete wavelet 
transform (DWT) and the nonlocal means (NLM) estimates. The DWT-based 
denoising method is quite effective in reducing the noise present in high-frequency 
regions. Unfortunately, this method demands large decomposition levels to mitigate 
the noise in low-frequency regions. The NLM method is efficient in mitigating noise 
from low-frequency regions, but its performance is limited by the rare-patch effect 
that results in signal distortion. Henceforth, these techniques are unable to meet 
the growing demand of the new generation applications. Subsequently, an improved 
denoising technique that effectively integrates the capabilities of both NLM and DWT 
is proposed in this paper. The performance of the proposed method is evaluated and 
compared to the proposed work on the signal taken from the EMGLAB database. 

Keywords Electromyography (EMG) · Discrete wavelet transform (DWT) ·
Denoising · Wavelet thresholding · NeighShrinkSURE (NSS) · Nonlocal means 
(NLM) 

1 Introduction 

Electromyography (EMG) is a myoelectric signal that specifies the information on 
the electrical activities of the human neuromuscular system. These signals have a 
vital role in several applications including psychomotor and neuromuscular research, 
neurological diagnostics, and robot limb control [1]. However, these signals often 
get contaminated with artifacts during their acquisition, recording, and transmission 
process. The noises that affect these biopotential signals generally come from elec-
trodes, cables, data collection equipment, and amplifiers. Moreover, even the body 
itself influences the signal acquisition from the body surface such as motion artifacts.
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Several mathematical frameworks for EMG denoising in the literature are based 
on empirical mode decomposition (EMD) [2], DWT [3], NLM [4], variational 
mode decomposition (VMD) [5], and generalized variational mode decomposition 
(GVMD) [6]. The EMD-based denoising [2] approaches tend to enhance the signal-
to-noise ratio (SNR) but are less efficient in preserving the morphological structure of 
EMG signals [7]. Furthermore, these methods are computationally expensive when 
it comes to extracting intrinsic mode functions (IMFs) [8]. The VMD is used to 
decompose the signal into a set of modes generated using a non-recursive process 
such that the spectrum of each mode is concentrated around center frequencies. 
However, its center frequencies cannot be flexibly adjusted [6]. The DWT-based 
denoising approach is effective in removing only the high-frequency noise which 
results in signal distortion and information loss. Moreover, accessing the very low-
frequency components requires substantial decomposition levels that lead to compu-
tational overhead [3]. Inversely, the NLM-based methods effectively remove the 
low-frequency noise but suffer from the rare-patch effect due to its incompetence in 
high-frequency regions [4]. This paper introduces a competitive method utilizing the 
efficacy of both DWT- and NLM-based techniques for EMG signal denoising. 

This paper is structured as: Sect. 2 explains the materials and methods, while 
Sect. 3 describes the proposed wavelet-nonlocal means (W-NLM) EMG denoising 
approach and performance metrics. Next, Sect. 4 discusses the qualitative analysis 
of the results. Finally, the conclusion and future scope are presented in Sect. 5. 

2 Materials and Methods 

The performance of the proposed work is evaluated on synthetic EMG signals avail-
able on the EMGLAB database [18]. Three signals S00101, S00111, and S00121 
were taken from the database, and each signal consists of 50,000 samples. The 
purpose of this research is to remove noise from a corrupted EMG signal, S(i ) without 
impacting the EMG’s morphological components. This section briefly explains the 
DWT- and NLM-based EMG denoising techniques. 

2.1 Discrete Wavelet Transform (DWT)-Based Denoising 

The wavelet-based denoising techniques are widely preferred for denoising the EMG 
signals due to their inherent time–frequency resolution [9]. It has become a powerful 
tool for nonstationary signal analysis due to the availability of multiple wavelet 
functions. The DWT-based denoising methods are implemented in three steps where 
the signal is decomposed into detail and approximation coefficients in stage 1. In 
stage 2, the signal is denoised by implementing thresholding on the obtained detailed 
coefficient. Finally, the signal is reconstructed from the modified coefficients.
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In stage 2, after decomposition, the detailed coefficients are exposed to the thresh-
olding techniques for denoising the signal. These techniques are broadly classified 
into two categories namely hard and soft thresholds. The hard threshold is a keep or 
kills rule, and it is more suited only when the detail coefficient is either a signal or a 
noise coefficient which is generally not the case. On the contrary, the soft threshold 
(cf. Eq. (1)) is preferred when the detail coefficient contains both signal and noise 
[10]. 

D̂ j,k =
{
sign

(
D j,k

)(||D j,k|| − λ
)
,
||D j,k|| ≥ λ 

0,
||D j,k|| < λ  

, (1) 

where λ is the threshold value, D j,k and D̂ j,k denote the detail and estimated coeffi-
cients, respectively. This method denoises the high-frequency noise well but demands 
large decomposition levels to diminish the noise from low-frequency regions. A 
higher decomposition level means more filter banks, which increases computing 
time and complexity. 

2.2 Nonlocal Means (NLM)-Based Denoising 

The NLM algorithms were originally developed for image denoising. However, the 
algorithms have evolved and have been applied to EMG signal denoising due to 
their repetitive characteristics similar to that of the image [11]. The NLM method 
calculates an estimate for each sample in the noisy EMG signal. The estimated 
mth sample value Ŝ(m) can be expressed as the weighted sum of n samples in the 
search neighborhood. The centers of the local patches that occur inside a search 
neighborhood of R(m) correspond to m and n for a given signal. Each patch will 
have Bδ samples ranging from –P: P. Subsequently, Bδ = (2P + 1) samples where 
δ represents the patch number. The following is a representation of the estimated 
signal: 

Ŝ(m) = 1 

s(m)

⌃
n∈R(m) 

w(m, n)S(n). (2) 

Here, s(m) = ⌃
n w(m, n) is the total of the weight values over a search 

neighborhood (n ∈ [−Q : Q]) and w(m, n) is the weight value specified as 

w(m, n) = exp
(

−
⌃

Δ∈δ(S(m + Δ) − S(n + Δ))2 

2Bδτ 2

)
, (3) 

where δ is the patch width (–P: P) in Eq.  (3) and Δ is a variable that ranges over 
Bδ . The bandwidth parameter, τ determines how much smoothing will be applied 
to the signal. The discrepancy between the data points of the patches centered at m
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and n, accordingly, is represented by d. The weight value is calculated by summing 
the difference value over δ and normalizing it. There have been other weighting 
approaches presented, but the most accepted is squared patches with a central refer-
ence point. A patch correction technique is used to achieve better results in the 
instance of image denoising as follows: 

w(m, m) = max 
n∈S(m),n /=m 

w(m, n). (4) 

The under averaging of high-frequency areas due to the infrequent patch effects 
[12] results in signal distortion. It a computationally demanding as each sample is 
estimated over the entire search neighborhood. 

3 Proposed W-NLM EMG Denoising Method 

The DWT and NLM algorithms are two powerful denoising approaches with a 
complementary set of advantages and limitations. Subsequently, combining these 
approaches can result in an effective EMG denoising technique. However, a direct 
cascading of these approaches will result in an ineffective and computationally expen-
sive denoising system. Henceforth, this research work presents an effective method 
of combining these approaches to get the desired results. 

The proposed W-NLM method is implemented in the following three steps: (i) 
signal decomposition using DWT, (ii) denoising using NLM and thresholding, and 
(iii) signal reconstruction. A block diagram representation of the proposed work is 
illustrated in Fig. 1. 

Wavelet Decomposition: Initially, the acquired signal (given in Eq. (1)) is decom-
posed using DWT to get detailed (D1)-and approximation (A1)-coefficients. The 
low-pass representation of the signal is used for the approximation coefficients, while 
the wavelet coefficients are used for the details. The signal is decomposed to a level 
such that it maintains the signal’s morphological structure and keeps computations 
low. A single-level decomposition is selected after several experimental analysis,

Fig. 1 Block diagram of the W-NLM EMG denoising approach 
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in this paper. Furthermore, a wide range of mother wavelet function’s performance 
was compared in terms of SNR output (SNRout), root mean square error (RMSE), 
and percent root distortion (PRD) as performance measures. On basis of preliminary 
experimental analysis, Symlet wavelet function of order 9 ('sym9') was chosen for 
decomposition of the signal [8]. 

Denoising the Signal: In this stage, the decomposed signal is denoised using 
NLM estimation and thresholding. The DWT’s detailed coefficients are exposed 
to soft thresholding techniques for denoising the signal. The various strategies for 
thresholding are available in the literature such as VisuShrink [10], SURE-Shrink 
[12, 13], NeighShrink [14], and NeighShrinkSURE [15]. The NeighShrinkSURE 
is an upgraded version of NeighShrink thresholding approach [16]. A performance 
comparison of various threshold selection techniques was conducted at different 
SNRin. On basis of preliminary results, NeighShrinkSURE is selected for soft 
thresholding of detail coefficients. 

The approximation coefficients (A1) being low-frequency coefficients are 
denoised by applying the NLM method. The selection of the following NLM param-
eters is crucial for the proposed work: patch half-width (P), the search neighborhood 
half-width (Q), and the bandwidth parameter (τ ). The patch half-width P chooses 
the scale to compare the patches. Moreover, raising the neighborhood half-width 
Q (which results in a “less local” search) should improve performance, in prin-
ciple. Although a wider search neighborhood (2Q + 1) provides better estimation, it 
increases the computational load. The smoothness degree provided to the given signal 
is determined by the parameter τ . Over-smoothing and patch similarity problems will 
occur if τ is too large or too small. The value of τ is chosen in the majority of the 
previous research [4] so that it is proportionate to noise standard deviation. SNRout 

for various combinations of P and Q values averaged across the developmental set 
at a given SNR level of 5 dB. The ideal P and Q values were determined to be 6 and 
900 samples, respectively. Similarly, on comparing the SNRout for various values of 
τ , its value is taken as 0.65σ . 

Wavelet Reconstruction: Following noise removal, the enhanced EMG signal 
is subjected to a reverse decomposition (inverse DWT). The signal is reconstructed 
using the modified detail (D

⌃

1) and approximation coefficients ( A
⌃

1). 
Performance Measures:We have used the  SNRout, RMSE, and PRD as the perfor-

mance measures [17]. SNRout measures the signal-to-noise ratio after denoising. In 
contrast, RMSE is a measure of error between the original and denoised signal, and 
the PRD identifies the distortion present in the denoised output. Equations (5–7) 
represents the performance measures used. 

SNRout(dB) = 10 log10

[ ⌃N 
i=1 Ŝ

2(i )⌃N 
i=1( ̂S(i ) − x2(i ))2

]
, (5) 

RMSE =
┌||| 1 

N 

N⌃
i=1 

( ̂S(i ) − S(i ))2, (6)
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PRD(%) = 100

┌|||⌃N 
i=1( ̂S(i ) − S(i ))2⌃N 

i=1 S
2(i) 

. (7) 

4 Experimental Results 

This section presents the performance validation of the proposed work while 
exploring a comparative study of reference methods [4, 18] in different scenarios. 
The AWGN is added to synthetic EMG signals to generate different SNR levels. 
The comparison of denoised signal with W-NLM, DWT, and NLM is presented in 
Fig. 2. Here, the noisy EMG signal (Fig. 2b) is created by adding AWGN to the 
clean EMG signal (Fig. 2a) to attain an input SNR of 0 dB for this experiment. As 
distinctly shown in Fig. 2(e), the W-NLM has most effectively denoised the signal 
when compared to the other two in Fig. 2 (c, d). The reference methods have also 
distorted the morphological structure of the signal. 

In Fig. 3, a quantitative study based on SNRout for a given range of SNR input is 
carried out for the three methods discussed above. Here, the performance is evaluated 
at SNRin of -5 dB, 0 dB, 5 dB, and 10 dB. The results show that as SNRin drops, the 
SNRout degrades gradually for the W-NLM, whereas the reference methods show a 
sharp decay in SNRout for the drop-in input SNR.
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Fig. 2 a-e. Denoising of the EMG signal with W-NLM and reference methods a clean EMG signal, 
b noisy signal at 0 dB input SNR, c DWT, d NLM, and e W-NLM 
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Fig. 3 Performance comparison in terms of SNRout of the proposed with existing work for various 
input SNR 

Table 1 shows the quantitative analysis in terms of SNRout, RMSE, and PRD values 
concerning three EMG signals at different SNRin. The PRD metric is employed to 
determine the amount of distortion present, which should be bare minimum. The 
results show that, for all input SNR levels, the W-NLM method has the highest 
SNRout, and least-RMSE and PRD values. The performance of the other two methods 
degrades in noisy condition as they observe high distortions with drop-in SNR. 

Table 1 Performance comparison of the proposed work with existing state-of-the-art of technolo-
gies at different SNRin 

EMG 
records

( S 
N

)
in DWT-based denoising NLM-based denoising Proposed W-NLM 

method( S 
N

)
out RMSE PRD

( S 
N

)
out RMSE PRD

( S 
N

)
out. RMSE PRD 

S00101 −5 1.92 0.073 27.6 5.32 0.063 20.5 9.12 0.053 14.4 

0 5.01 0.061 22.9 8.81 0.051 16.5 12.2 0.042 11.5 

5 10.6 0.045 14.8 13.8 0.036 10.7 16.7 0.028 7.53 

10 14.2 0.027 9.21 16.2 0.022 7.13 19.2 0.016 5.23 

S00111 −5 2.01 0.070 27.4 5.51 0.061 20.3 9.32 0.051 14.2 

0 5.23 0.058 22.6 9.01 0.049 16.3 12.4 0.039 11.3 

5 10.8 0.043 14.6 14.1 0.034 10.5 16.9 0.025 7.34 

10 14.4 0.025 8.99 17.2 0.021 6.88 19.4 0.015 4.98 

S00121 −5 1.73 0.075 27.7 5.12 0.065 20.7 8.89 0.055 14.6 

0 4.82 0.063 22.9 8.61 0.053 16.8 11.9 0.044 11.7 

5 10.4 0.048 14.9 13.6 0.038 10.9 16.5 0.030 7.72 

10 13.9 0.029 9.42 16.7 0.024 7.37 18.9 0.018 5.45
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5 Conclusion and Future Scope 

The efficiency of DWT- and NLM-based denoising techniques is exploited to propose 
an EMG denoising method in this paper. In other words, the proposed method retains 
the efficacy of NLM in low-frequency zone and DWT methodology in reducing 
high-frequency noises. The DWT decomposes into the detailed and approximation 
coefficients. Subsequently, the detail coefficient is soft thresholded to diminish the 
high-frequency noise. Further, the signal is exposed to the NLM technique to remove 
the low-frequency noise. The W-NLM significantly reduces the computing time to 
that of NLM and DWT methods. The performance of the proposed method has been 
validated on various EMG signals in different noisy conditions. In the future, this 
proposed work can be extended to denoise other noise sources such as baseline 
wander (BW), power-line–interference (PLI), electrocardiogram (ECG), and motion 
artifacts. 
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2DOF PID-Based Controller 
for Chemotherapeutic System 

Disha Mondal, Asha Rani, and Vijander Singh 

Abstract This paper aims to analyze the capability of 2DOF PID controller while 
dealing with multiple and conflicting objectives problem. A basic PID control system 
fails to track the reference input and reject the disturbance simultaneously. This 
problem may be better dealt with the use of a two-degree of freedom controller which 
combines the effect of two controllers in separate loops to meet the two criteria. The 
problem considered in this study is the drug dose control in chemotherapy. In this 
study, multi-objective GA and multi-objective swarm optimization algorithms are 
implemented to obtain the optimum amount of the drug delivery for chemotherapeutic 
treatment. The designed controller is compared with the conventional PID controller. 
Various analyses like step response analysis, bode analysis, parameter perturbation 
analysis and disturbance analysis are carried out to justify the performance of the 
designed controller. 

Keywords 2DOF · NSGA-II · Step response · Disturbance · Parameter 
perturbation 

1 Introduction 

Proportion integral and derivative (PID) controller is a common control algorithm 
used in almost every engineering process for the effectiveness and simplicity of 
the controllers. PID controller is the basic controller that has been in use since 
decades. With time many advancements are made in the PID control scheme for better 
performance. These controllers are tuned using several methods and algorithms. A
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conventional PID controller fails to effectively reject the system disturbance which 
causes sudden change in the system dynamics. Such changes affect the output of the 
system. Such disturbing effects may be countered by a two-degree of freedom PID 
controller (2DOF PID). 

A 2DOF PID controller uses two control loops which lead to a robust control 
system. Taguchi and Araki [1] provided several configurations of a 2DOF PID 
controller. Another study [2] shows the supremacy of a 2DOF PID over conven-
tional PID controller in the field of power electronics. In several other studies, 2DOF 
controllers are preferred over the conventional ones [3]. The controller performance 
for a particular application depends upon the tuning parameters. The most classical 
techniques used are the Zeigler-Nichols and Cohen-Coon method of tuning. With the 
advancement of intelligent techniques, the controllers may be efficiently tuned using 
the intelligent optimization algorithms [4, 5]. The problem considered in this study 
is the control of drug dose in chemotherapeutic treatment. This problem deals with 
two conflicting objective functions. The multi-objective evolutionary algorithms, 
i.e., multi-objective GA and multi-objective swarm optimization, are incorporated to 
control the drug delivery in the crucial chemotherapy problem [6–8]. The supremacy 
of the 2DOF PID controllers are established using several validation techniques. 

The study shows cancer model and its description in Sect. 2. The controller design 
is shown in Sect. 3 followed by the validations in Sect. 4. The conclusion is mentioned 
in Sect. 5. 

2 Cancer Model 

Chemotherapeutic drug control deals with two objectives which are in opposition 
to each other. The drug injection in the body increases the drug content of the body 
which successfully kills the cancer cells, however, with the cancer cells the normal 
cell are also killed due to the harmful effect of the drug. Thus, regulating the drug 
content to control the harmful effect of drug in the body is equally important. A master 
slave cascade control system is implemented to achieve both the targets where two 
individual controllers are used to control the two parameters [9]. 

The model reported by Martin is used quite often to understand the proliferation 
of cancer cells. The model is represented in terms of ODE [9] (Eq.  1–3). 

d 

dt  
Z (t) = −λZ (t) + k(D(t) − α)H(D(t) − α), (1) 

d 

dt  
D(t) = u(t) − γ D(t), (2) 

d 

dt  
T (t) = D(t) − ηT (t),
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λ, γ , α, η and k are tumor growth rate (1.5*104 cells/day), drug decay rate (0.27 
per day), drug threshold level (10 drug days), elimination rate constant (0.4 per day) 
and cells killed/time/drug concentration (9.9*10–3 per day per drug unit). D(t) and 
T (t) are drug concentration and toxicity level. Z is the transformed variable. Two 
conflicting objectives are achieved by introducing the following constraints in the 
modeling:

•  The drug concentration should be regulated between 10 and 50 drug unit.
•  The harmfulness or toxicity of the body should be below 100 drug unit. 

3 2DOF Proportional Integral Derivative Controller 

The degree of freedom of a controller gives the number of closed loops that can 
be adjusted independently. A two-degree of freedom controller attempts to produce 
the desired output and reject any disturbance in the system simultaneously. Thus, it 
is more robust as compared to a single degree of freedom PID controller. A 2DOF 
PID controller is implemented in the system that deals with multi-objective problem. 
Literature [1] reports the design of several configurations of 2DOF PID controller. 
The configuration considered in this study is a conventional PID controller and a 
feedback compensator. The conventional PID controller tracks the reference point, 
and the feedback compensator handles the disturbances. The feedback compensator 
consists of proportional and derivative control action along with the derivative filter. 
The derivative filter is used to avoid the derivative kick. The block diagram of the 
2DOF PID-based control system is given in Fig. 1. 

where Kpor = proportional control action, K int = integral control action, Kder = 
derivative control action and s1 and s2 are the set point weights. The control action of 
the controller is obtained by multi-objective algorithm tuned controller. The multi-
objective genetic algorithm, non-dominated sorting genetic algorithm-II and multi-
objective PSO are used to tune the controller. The output obtained is analyzed using 
various methods to study the effectiveness of the 2DOF PID controller and chooses 
the best tuned 2DOF PID controller for the desired drug control. The objective 
functions are

Fig. 1 2DOF PID controller 
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1. Sum of absolute error in toxicity level of the body,
∑ |E1(nT )|, 

2. Sum of absolute error between actual and desired drug concentration in the body,∑ |E2(nT )|. 

4 Validation 

Four types of validation analysis are done in this paper using MATLAB Simulink. 
The methods include step response analysis for the toxicity of the body, bode analysis 
to find the stability of the system, disturbance analysis and parameter perturbation 
to study the effect of parameter changes on the number of cancer cells killed. 

4.1 Step Response Analysis 

Initially, time response analysis is carried out by considering the constraint on 
maximum allowable toxic level of the body as a step function with a step size of 100. 
The quality of the step response is measured in terms of various parametric values 
listed in the Table 1. A step signal is treated as a sudden input and the response of 
the controller to this sudden change is recorded. Step response gives the informa-
tion about the stability of the controller and its ability to switch from one state to 
another state. The step response obtained using different 2DOF PID controllers and 
the conventional PID controller is shown in Fig. 2, and the quantitative analysis is 
given in Table 1. 

It is observed from the results that the 2DOF PID controller provides a significantly 
better response than PID in terms of rise time, settling time and peak value. Further, 
the output for 2DOF PID controller settles faster than the PID controller. Further, the 
toxicity level of the body is best limited by NSGA-II tuned 2DOF PID controller. 
As the increase in toxicity in the body above 100 can be lethal for cancer patients,

Table 1 Step response analysis of the controllers 

2DOF PID Rise time (days) Settling time 
(days) 

Peak time 
(days) 

Peak value Steady state 
value 

NSGA-II 4.723 18.420 13.954 99.96 99.96 

MOGA 5.594 20.068 14.102 100 100 

MOPSO 5.482 19.094 14.033 99.97 99.97 

PID 

NSGA-II 6.410 21.961 14.200 100 100 

MOGA 5.355 21.100 15.000 100 100 

MOPSO 5.918 20.365 15.979 100.6 100
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Fig. 2 Step response for 
toxicity level

hence the controller with minimum overshoot must be considered to control the drug 
injection. 

4.2 Bode Analysis 

Bode analysis is done to study the dynamics of the system. Bode plot measures the 
magnitude and phase of the output as a function of frequency. The gain and phase 
margin of the 2DOF PID controllers is evaluated. The values for gain margin are 
70.7 dB, 54.2 dB and 53.3 dB for controllers tuned by NSGA-II, MOGA and MOPSO, 
respectively. Similarly, the phase margin for the controllers are 179 degrees for 
NSGA-II and 180 degrees for the other designed controllers. It is observed from the 
analysis that all the designed controllers lead to a stable system. However, NSGA-II 
tuned controller is more stable as compared to other controllers (Fig. 3).

4.3 Parameter Perturbation 

While the treatment is carried out the model parameters are considered as fixed and 
constant. However, the parameter values can change owing to any physiological 
change or model approximation. Thus, a small change in the parameters can cause a 
prominent effect on the final output of the system. This issue is analyzed by observing 
the variation of maximum cancer cells reduced with the parametric change. The 
model parameters are perturbed from their nominal values (Table 2).
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Fig. 3 Bode plot of 2DOF PID using a. NSGA 2,  b. MOGA and c. MOPSO

Table 2 Variation of cancer cells with disturbance signal 

2DOF PID (109) 5% decrease 10% decrease 5% increase 10% increase 

NSGA -II 7.663 87.62 0.0518 0.0027 

MOGA 9.029 93.04 0.0577 0.0033 

MOPSO 8.914 89.64 0.0565 0.00731 

PID (109) 

NSGA -II 10.44 133.38 0.0941 0.0067 

MOGA 11.66 134.38 0.0986 0.00731 

MOPSO 11 135.55 0.0972 0.00692 

The toxicity obtained using different controllers is given in Table 3. It is revealed 
from the results that the change in body toxicity does not vary much with the changes 
in parameters for the 2DOF controller. Further, NSGA-II tuned 2DOF PID controller 
proves to be the most robust as compared to the other controllers.
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Table 3 Peak value of toxicity level with disturbance in drug dose 

2DOF PID controller Sin (3,3,1) Sin (3,15,1) Pulse of amplitude 0.5 Pulse of amplitude 1 

NSGA-II 100 99.98 99.98 100.01 

MOGA 100.35 100.01 100.01 100.01 

MOPSO 100.20 100.15 100.14 100 

PID controller 

NSGA-II 100.42 100.10 100.17 100.26 

MOGA 100.54 100.15 100.14 100.14 

MOPSO 101 100.75 100.23 100.80 

4.4 Disturbance Analysis 

Disturbance is a common phenomenon in a practical control system. A well-designed 
controller must be able to handle the disturbance without causing any deviation in 
the desired output. Thus, disturbance analysis provides information about controller 
response to an unknown disturbance. In a chemotherapeutic treatment, the distur-
bance can arise while the drug is injected in the body using dc motors. Four different 
cases of disturbance are considered in this study, and the final toxic level is noted. For 
a better control, the controller should be able to restrict the peak and final toxic level 
to 100 and lesser output depicts better disturbance rejection. The disturbance signals 
are introduced halfway in the treatment period, i.e., on 42nd day of the treatment. 
Sinusoidal and pulse waves are used as disturbance in the drug dose (Fig. 4).

The variation in the output because of these disturbance signals are shown in Table 
3. The waveforms of corresponding output responses are shown in Fig. 3. 

Results reveal that the toxic content of the body rises above the safe threshold 
level in the presence of different disturbance signals. However, the rise in toxicity for 
2DOF PID controller-based system is less as compared to the PID controller (Table 
4).

5 Conclusion 

This article presents the 2DOF PID control system for a multi-objective problem. 
The advantage of 2DOF PID controller is that it gives more robust performance 
by utilizing two feedback loops. During step change in PID controller, there is a 
rapid change caused due to proportional and derivative actions, which can be better 
handled by 2DOF PID controller. In this paper, the 2DOF PID controller is used in 
cascade configuration to control two objections which are conflicting with each other. 
The controller parameters are tuned using optimization algorithms. The stability and 
robustness of 2DOF PID controllers are validated using four validation techniques, 
i.e., step response analysis for body toxicity measurement, bode plot analysis for
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Fig. 4 Toxicity regulation by the controllers in response to a. pulse disturbance of 0.5 width, b. 
pulse disturbance of 1 width, c. 3Sin3t disturbance signal and d. 3Sin15t disturbance signal

Table 4 Controller parameters for the designed controllers 

Controller 
parameter 

NSGA 2 
2DOF PID 

NSGA 2 
PID 

MOPSO 
2DOF PID 

MOPSO 
PID 

MOGA 
2DOF PID 

MOGA 
PID 

Kpor 0.1381 0.3598 1.6122 1.8605 1.8612 1.9996 

Kint 1.2024 0.7228 0.8443 0.6287 1.0206 0.5402 

C1 Kder 0.1758 0.2294 0.6630 0.7021 0.6381 0.2294 

s1 0.9411 – 0.3223 – 0.2083 – 

s2 0.2084 – 0.4376 – 0.1127 – 

Kpor 0.5673 1.1279 1.6850 1.8736 1.9910 1.9766 

Kint 0.6234 0.2615 1.5467 0.4977 1.3271 0.6944 

C2 Kder 0.0172 0.0002 0.1051 0.2832 0.0393 0.0003 

s1 0.8354 – 0.3880 – 0.2017 – 

s2 0.0172 – 0.4139 – 0.3712 –
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stability, disturbance analysis to check the robustness of the controllers and param-
eter perturbation to study the count of tumor cells with parameter variation. It is 
revealed from the complete analysis that 2DOF PID controller performs better than 
the conventional PID controller. Further, the 2DOF PID controller is best tuned by 
NSGA-II algorithm. Hence, it is concluded that the introduction of fractional order to 
conventional PID controller provides the robust and efficient control of drug delivery 
for chemotherapeutic treatment. 
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A Comparative Analysis of CNN 
Architectures for Classifying Pneumonia 
Variants and COVID-19 Using CXR 
Images 

Aayush Garg, Aakash Kumar Singh, Aniket Patel, and Manjeet Kumar 

Abstract The first coronavirus disease (SARS-CoV-2 COVID-19) originated in 
Wuhan, China and spread globally, resulting in millions of deaths. The detection of 
COVID-19 is very important especially at an early stage in order to provide proper 
care to the infected person as well as to prevent further spread of this disease. This 
paper attempts to provide a comparative analysis of different convolutional neural 
networks (CNN)-based architectures to identify the COVID-19 and pneumonia using 
chest X-ray (CXR) images. Further work has been done in order to identify the 
chest X-ray images which are infected with two variants of pneumonia. A large 
dataset using “COVID-19 important dataset radiography” and “chest X-ray images 
(pneumonia)” has been compiled from Kaggle repository in order to provide adequate 
learning to the CNN-based network. The model has been trained using pretrained 
models (Resnet50V2, Inception V3 and Densenet201), and as a result, Densenet201 
model has achieved the highest accuracy (96.39%) among all the models. 

Keywords Chest X-ray (CXR) · Convolutional neural network (CNN) · Deep 
learning · COVID-19 · Pneumonia · DenseNet · Inception V3 · Resnet50V2 

1 Introduction 

The coronavirus disease originated in Wuhan, China and spread globally, resulting 
in millions of deaths, and some of the common indications of COVID-19 includes 
fatigue, difficulty in breathing, fever and cough. The extensive outburst of this virus 
has caused it to be declared as a pandemic by the world health organization (WHO). 
The symptoms are similar to that of influenza, and hence, medical practitioners 
deliberately reliant on other methods of detection like medical images. Computer 
aided diagnosis (CAD) has played a critical role in the detection and diagnosis of
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this disease. Chest X-ray images (CXR) are being used for the accurate recognition 
and diagnosis of the virus infection by healthcare practitioners all over the world. 

Apart from COVID-19, pneumonia is also very dangerous and deadly. It fills 
the lungs with a fluid known as pus and make it harder for a person to breathe 
(especially in case of older adults). It has two main variants known as bacterial and 
viral pneumonia in which bacterial pneumonia is treated with antibiotics, whereas 
viral gets better by itself. 

Although it is accepted that the work carried out earlier [1–4] is effective but none 
of them have assessed the classification of pneumonia variants from COVID-19. This 
paper majorly focusses on the comparison of pretrained models upon fine-tuning, 
after which they can be considered reliable in classification of COVID-19, bacterial 
and viral pneumonia. To explore in this project, we worked with 5269 CXR images 
of normal, COVID-19 and pneumonia diagnosed patients. 

2 Literature Review 

In Ref. [1], local binary patterns (LBP) were taken as input for extracting the features 
and classifying the disease. It uses these patterns to extract features and engages 
the model deeply on the texture features of an input image, and then, a histogram 
is constructed using the binary strings obtained from comparison of every pixel 
in the image, which in turn is used to generate a feature set. Different algorithms 
such as decision tree (DT), random forests (RFs), Naive Bayes (NB), support vector 
machine (SVM), K-nearest neighbors (KNNs) and their ensemble models have been 
compared on various parameters in order to choose the best. Ensemble methods found 
to perform better than the individual classifiers on various performance parameters. 

Ouyang et al. [2] suggested that computerized tomography imaging (also known 
as CT scan) procedure found out to be a more reliable method to test for COVID-
19, and in order to automate the process of detection and distinction of COVID-19 
from pneumonia, models based on deep learning have been developed to detect 
COVID-19. 

Ahmed et al. [3] mainly focused on the deep learning approaches using convolu-
tional neural networks (CNN). Here, generalization gap on COVID-19 X-rays-based 
classification was done using CNN. In the model training, the pretrained ResNet50 
was fine-tuned and the accuracy of ResNet50 after fine-tuning was 98.1%. 

Nahiduzzaman et al. [4] mainly focused on a new method for multivariate classifi-
cation using principal component analysis (PCA) based on hybrid CNN-PCA-based 
feature extraction using extreme learning machine (ELM) with the CXR images. 
Here, CXR images were used because of the swelling of the lungs due to the virus, 
bacteria or fungi attack. As a result, the classification model using extreme learning 
machine (ELM) model without contrast limited adaptive histogram equalization 
(CLAHE) and PCA technique gave 97.09% accuracy and after that the model gave 
99.83% accuracy when both CLAHE and PCA were used.
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This paper is organized into six sections such that Sect. 1 consists of basic intro-
duction about COVID-19 and pneumonia and followed by the literature survey in 
Sect. 2. In Sect. 3, the dataset description is provided with sample images of each 
class. Section 4 consists of the research methodology in which the data preprocessing 
techniques and implemented CNN architectures are described briefly. In Sect. 5, the  
results and analysis is presented regarding the model training and testing. Section 
VII concludes the paper. 

3 Experimentation Environment 

Several datasets are available online containing CXR images, and this section brief 
about the dataset used in this paper. A large dataset using “COVID-19 important 
dataset radiography” and “chest X-ray images (pneumonia)” databases has been 
compiled from Kaggle repository in order to provide adequate learning to the CNN-
based network. The dataset has been taken from [12, 13] and then combined together. 
This dataset contains four classes namely normal, COVID-19, bacterial pneumonia 
(BP) and viral pneumonia (VP) as shown in Fig. 1. A brief dataset information is 
given in Table 1. 

Fig. 1 Dataset information
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Table 1 Dataset Information 

Dataset Data analytics 

Normal COVID Bacterial pneumonia Viral pneumonia 

Training 1170 900 2055 1134 

Testing 344 145 742 421 

4 Research Methodology 

Several methodologies have been used in the past to classify either COVID-
19 or pneumonia but not both simultaneously as there is a very less difference 
between the COVID-19 and pneumonia-infected lungs. In this paper, we have 
fine-tuned the pretrained CNN architectures to classify between normal, COVID-
19 and pneumonia-infected lungs. The research methodology consists of following 
techniques. 

4.1 Data Preprocessing 

Originally, the images are of varying sizes in the dataset. As the images given as input 
to the model should be identical in size to avoid the irregularity, hence the CXR images 
are resized to a new and common size of 224 × 224 (standard size of input image 
used while training). Now, to avoid any overfitting of the model and to make the 
CNN architecture model more generic with the predictions, techniques such as data 
augmentation and data preprocessing are used. By using these types of techniques, 
we ensure that our CNN model gets new variations of data at every iteration during the 
training phase. The data augmentation and preprocessing techniques implemented 
in this paper are as follows in Table 2. 

Table 2 Data preparation 
techniques 

Rescaling 1.0/255 

ZCA whitening True 

Range of rotation 50 

Zooming range 0.1 

Width shifting range 0.2 

Height shifting range 0.2 

Shearing range 0.25 

Horizontal flipping True
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Fig. 2 Experimental design architecture (flow process) 

4.2 CNN Architectures 

In this section, we will briefly discuss about the CNN architectures which were 
used in the classification of CXR images to detect COVID-19, bacterial pneumonia, 
viral pneumonia and normal lungs. It is a multi-class classification problem. The 
experimental design architecture (i.e., flow process) of CNN is shown in Fig. 2. 
The CXR image is taken as input and being preprocessed and forwarded to model 
training using pretrained models. After creating the models, a dense layer is used for 
classification using softmax activation function and the accuracy is calculated finally. 
The brief information about the used pretrained models and their architectures are 
as follows: 

Resnet50V2—Resnet50V2 is a 50 layers deep CNN architecture. This network 
comprises a novel approach pathway called skip connection. This version is a modi-
fied form of ResNet50 that performs much better than ResNet50 and ResNet101 on 
the ImageNet dataset. In this version, the most effective modification was done with 
the promulgation formulation of the connections between blocks. This network is 
able to achieve good accuracy by using multiple features which were extracted by 
the two robust networks in [9]. 

Inception V3—This CNN architecture is a widely used model for image recognition 
and object detection [5]. The Inception V3 is an improvement on inception-V1 as 
it further decreases the number of parameters by factoring the convolution layers 
into asymmetric convolutions. All these changes resulted in a model which requires 
less computation power, is faster and is more accurate, while also allowing deeper 
networks. The model consists of different sizes of convolution filters, max pooling, 
concatenations and average pooling [6]. The basic inception module is shown in 
Fig. 3.

Densenet201—This network was proposed by Huang et al. [10]. It is a deep CNN 
architecture, known for its excellent performance in competitive image recognition. 
One of the important features of this model is its ability to reuse the features in order 
to provide better parameter and training efficiency. In this model, the input in each 
layer is the combination of input from all the previous layers as well as its own feature 
maps [7]. Due to this, the feature maps generated by previous layers can be easily
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Fig. 3 Inception module Filter 
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accessed by the deep network layers and thus the features are reused. This model has 
also found use in various healthcare applications [8]. 

5 Results and Discussion 

In this section, we present the final results of the classification. The publicly available 
CXR datasets [12, 13] are used. The final combined dataset consists of 6911 CXR 
images from a large unevenly distributed population among the classes “COVID”, 
“VP” (i.e., viral pneumonia), “BP” (i.e., bacterial pneumonia) and “normal”. The 
images are randomly distributed into training and testing datasets in which 80% is 
used for training and 20% is for testing from overall dataset. Further, 20% of the 
training dataset is used as validation dataset. A comparative performance evaluation 
is conducted to obtain the superior of the three models. Further, to evaluate and 
analyze the performance of all CNN architectures, the accuracy has been computed 
and confusion matrix plots are represented as heatmaps as shown in Figs. 4, 5, 6.

According to the confusion matrices obtained, the models performed very well in 
differentiating normal, COVID-infected and pneumonia-infected lungs but struggles 
a somewhat in distinguishing the viral pneumonia and bacterial pneumonia-infected 
lungs. We have achieved good accuracies with all the above architectures. Table 3 
shows the accuracy comparison between three different CNN models.

The following Table 4 shows the comparison between existing and proposed 
work. The work reported in the literature is only based on COVID-19 and pneumonia 
detection using data augmentation and pretrained CNN models, whereas the proposed 
work classifies the COVID-19 and pneumonia variants with higher accuracy using 
pretrained CNN models.
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Fig. 4 Confusion matrix for 
DenseNet 201 

Fig. 5 Confusion matrix for 
Inception V3

6 Conclusion 

In this paper, three CNN architectures are successfully compared by fine-tuning their 
pretrained base models that are designed in order to detect pneumonia from CXR 
images. Techniques such as data augmentation and preprocessing (rescaling, zca-
whitening, etc.) are used before training the model. As a result, the models are able 
to predict COVID-19 with very high precision. The experimental results shows that 
the CNN architecture namely DenseNet201 performs better than all the other models 
with 96.39% accuracy followed by ResNet50V2 (93.4%), Inception V3 (85.6%) and 
InceptionResNetV2 (82.03%). Limitation of the work is that the pretrained models 
are able to perform well with four or less classes only. In the future, ensemble of
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Fig. 6 Confusion matrix for ResNet50V2

Table 3 Accuracy comparison 

CNN models Proposed model accuracy (%) 

DenseNet201 96.39 

Inception V3 85.60 

Resnet50V2 93.40

Table 4 Existing versus proposed work comparison 

Property Ref. [11] Ref. [3] Proposed work 

Accuracy 90% 94% 96.39% 

Approach Using augmentation and 
dropout with CNN 

Fine-tuning ResNet50 Fine-tuning DenseNet201 

Type Binary classification 3-class classification 4-class classification

pretrained models can be used for classification of higher number of variants of 
COVID-19 (omicron) and pneumonia. 
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Multi-objective Control-Based Artificial 
Pancreas for Type-1 Diabetic Patients 

Sharmistha Mandal and Ashoke Sutradhar 

Abstract Artificial pancreas (AP) is an artificial organ which is used to regulate 
blood glucose (BG) in Type-1 diabetic mellitus (T1DM) patient. In this study, a multi-
objective controller has been suggested for AP system. The controller is designed 
based on Bergman’s intravenous minimal model using linear matrix inequality (LMI) 
technique. The simulation outcomes show that the controller regulates BG level 
very proficiently, avoids hypoglycemia and post-prandial hyperglycemia effects in 
presence of unannounced meal disturbance, glucose sensor noise and insulin pump 
error. The performance of the suggested controller has been compared with attractive 
ellipsoid method (AEM) observer-based controller designed earlier, but suggested 
controller gives better performance than the AEM-based controller. 

Keywords Artificial pancreas · Multi-objective control · Linear matrix inequality 

1 Introduction 

Diabetic patients suffer from COVID-19 may grow more severe complications. Type-
1 diabetes mellitus (T1DM) is also named as juvenile diabetes, is occurred due to the 
short of insulin production by the pancreas of the human body. Uninterrupted and 
regulated delivery of insulin is compulsory for the T1DM patient to sustain blood 
glucose (BG) level between 70 mg/dl to 130 mg/dl on fasting and not exceeding 
140 mg/dl after two hours of taking meal in presence of normal activities [1]. 

Researches have designed efficient and accurate controllers for artificial pancreas 
(AP) to provide calculated amount of insulin to T1DM patient body. Using intra-
venous (IV) or subcutaneous (SC) route, insulin can be infused into the patient body. 
Researchers developed different IV [2, 3] and SC mathematical models of phys-
iological process of T1DM patients [4]. To design the efficient controller for BG
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regulation in T1DM patient, different control algorithms like H-infinity (H∞) [5, 
10], multi-objective [6, 8, 11], model predictive [12], intelligent online feedback [7], 
adaptive [13] and robust observer-based controller [9, 14] have been used based on 
IV and SC model. 

The main aim of this study is to design an efficient, simple, multi-objective and 
robust controller for AP system for BG regulation in TIDM patient using linear matrix 
inequality (LMI) technique. Performance of the designed controller has been verified 
in presence of unannounced meal. The simulated outputs show that the designed 
controller regulates BG level tightly. The outputs in presence of glucose sensor noise, 
and insulin pump error show that the controller gives also robust performance. 

2 Dynamics of Type-1 Diabetics 

The artificial pancreas (AP) system with diabetic patient is shown in Fig. 1. A glucose 
sensor, a controller and an insulin pump are the three components of AP. Blood sugar 
level is continuously measured by glucose sensor and directs the data to a controller. 
The controller computes the optimum insulin delivery rate and sends the command 
to the insulin pump. Bergman’s third order nonlinear intravenous model [2] has two 
parts where the dynamics of glucose uptake is described by one part and the insulin 
kinetics is described by another part. The modified Bergman’s minimal model is 
given by the following state equations [8]. 

ẋG (t) = −p1[xG (t) − Gb] − xG (t)xRI  (t) + d(t), (1) 

ẋRI  (t) = −p2xRI  (t) + p3[xI (t) − Ib], (2) 

ẋ I (t) = −p4[xI (t) − Ib] + u(t), (3)

where xG (mg/dl) is plasma glucose concentration; xRI  (min-1) and xI (mU/l) repre-
sent remote insulin concentration and plasma insulin concentration, respectively. The 
basal levels of glucose and insulin are Gb and Ib, respectively. The external intra-
venous insulin infusion rate which is the control input, is denoted by u(t). Here, d(t) 
denotes the rate at which glucose is absorbed to the blood after food intake and is 
given by the dynamics ḋ(t) = −p5d(t). The rate of appearance of meal disturbance 
in the plasma glucose is p5

(
min−1

)
. For the design of controller of AP system for 

T1DM patient, the values of the parameters of the minimal model are taken from 
article [9] and are given in Table 1.
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Fig. 1 Artificial pancreas system with diabetic patient

Table 1 Description and values of the parameters for T1DM patient [11] 

Description of parameters Value 

The insulin-independent rate constant of glucose uptake in muscles 
and liver ( p1) 

0 

The rate for decrease in tissue glucose uptake ability ( p2) 0.015 (min−1) 

The insulin-dependent increase in glucose uptake ability in tissue per 
unit of insulin concentration above the basal level ( p3) 

2 × 10–6 (mU/l/min2) 

The insulin degradation rate ( p4) 0.2 (min−1) 

3 Multi-objective Control of AP System Using LMI 
Technique 

The dynamics of nonlinear intravenous Bergman’s model of T1DM patient (Eqs. (1)-
(3)) is implemented using MATLAB SIMULINK® toolboxes. The nonlinear model 
is linearized around the basal value of plasma glucose concentration (80 mg/dl). In 
this work, the multi-objective constraints H∞ performance, pole-placement and H2 

performance [16] have been taken for considering both robustness and performances 
objectives and have been solved using linear matrix inequality (LMI) technique. 
The control arrangement of open-loop plant G and the controller K is shown in 

Fig. 2. The output vectors are z∞ =
[
zP zT zu

]T 
and z2 =

[
zP zu

]T 
. The objective 

of H∞ control problem is to minimize the sensitivity function, the control effort 
and complementary sensitivity function. In this case, the performance weights are 
WP , WT , Wu and are selected as WP = 0.6667s+0.00001 

s+10−8 ; WT = s+53.33 
0.001s+80 ; Wu(s) = 

s+0.04667 
0.001s+0.07 . Here, objective is to design a multi-objective output-feedback controller 
gain K that.
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Fig. 2 T1DM patient under multi-objective output-feedback control 

• Guarantees the H∞ norm of Tz∞ω(s) less than the given γ � 0 where Tz∞ω(s) is 
closed-loop transfer function of the system from w to z∞. 

• Confines the closed-loop poles in some prescribed LMI region. 
• Minimizes the H2 performance J2 = Tz2w2 where Tz2w(s) is closed-loop transfer 

function of the system from w to z2. 

The LMI region in this case is selected as combination of half plane and conic 
sector a is shown in Fig. 3 (shaded region). The optimized values of H∞. And  H2. 
performances are 70.72 and 4.17, respectively. For simulation, reduced order (fifth 
order) controller is used. 

Fig. 3 Selected LMI region
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Table 2 Meal protocol 1 Meals Breakfast Lunch Dinner 

Time (Hrs.) 07:00 13:00 20:00 

d(0) (mg/dl/min) 5 7 5 

Fig. 4 BG level under meal protocol1 

4 Simulation 

The designed controller is tested on nonlinear Bergman model in presence of unan-
nounced meal, sensor noise and insulin pump error. The meal size and time are given 
in Table 2. The glucose sensor noise and insulin pump error are taken as band-limited 
white noise and both noise power are taken as 0.001. The resulting responses are 
shown in Figs. 4 and 5, respectively. From the responses, it is clear that designed 
controller avoids post-prandial hyperglycemia effect and hypoglycemia effect is also 
absent. The BG level remains mostly within 80 mg/dl to 180 mg/dl. From insulin 
infusion rate, it can be seen that maximum insulin infusion required during lunch 
time is 16.5 mU/l/min.

The performance of the controller is compared with attractive ellipsoid method 
observer-based controller [9]. Here, patient is subjected to high initial meal distur-

bance and initial condition of the state variables [9] are  taken as
[
xGo xRI  0 xI 0

]T =
[
200 0.001 7

]T 
. The BG level and plasma insulin are given in Figs. 6 and 7, 

respectively, and performances of both controllers are given in Table 3.

5 Conclusion 

In this study, LMI-based multi-objective controller regulates BG level very tightly. 
The BG responses show that there is no chance of hypoglycemia. The designed 
controller also gives robust performance in presence of glucose sensor noise and
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Fig. 5 Insulin infusion rate using IV route under meal protocol1

Fig. 6 BG level under high initial meal disturbance 

Fig. 7 Plasma insulin under high initial meal disturbance 

Table 3 Comparison with attractive ellipsoid method observer-based controller [9] 

Performance metrics Observer-based controller [9] Proposed controller 

Maximum BG (mg/dl) Greater than 300 Less than 300 

Time taken to become less 180 mg/dl (min) 110 90
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insulin pump error. The proposed controller gives better results than the attractive 
ellipsoid method observer-based controller. In future, the controller performance 
may be tested in presence of other physical activities like exercise. 
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A Hybrid Ensemble Deep Learning 
Model for COVID-19 Detection Using CT 
Scan 

Vrinda Aggarwal, Devendra Kumar Jat, Vaibhav Maheshwari, 
and Manjeet Kumar 

Abstract COVID-19 is a highly communicable disease with various variants after 
various mutations, having different effects from person-to-person. Hence, early 
detection and diagnosis of the infection can help in controlling the spreading rate. In 
the present paper, a weighted average ensemble deep learning using ResNet50 and 
InceptionV3 is proposed for a binary detection of COVID using CT scan images. The 
model is created with Google Colab using Keras module and trained using graphics 
processing unit (GPU). Here, SARS-CoV-2-CT-Scan-Dataset is accustomed to vali-
date the performance of the proposed algorithm. The proposed model achieved an 
accuracy of 94.23% compared to individual models. 

Keywords COVID-19 · Machine learning · CNN · ResNet50 · InceptionV3 ·
Image processing · Ensemble learning 

1 Introduction 

Coronavirus disease 2019 also known as COVID-19 has been announced high risk 
by the World Health Organization (WHO) and has started the decade with a new 
strain of a respiratory disease. People who are afflicted with this ailment might have 
cold, fever, and chest tightness as the symptoms [1]. The recent variant omicron 
and deltacron are expected to have mild effects with a great communicability factor 
among the population, resulting in a high spread rate. 

The mild symptoms or the asymptomatic patients are the easiest one to cure during 
the pandemic [2]. The most important test for finding out the infection is RT-PCR, 
but the problem is the shortage of the testing kits [3]. People who are at high risk due 
to the infection can be helped out by detecting COVID-19 early and so they can get 
their treatment start without waiting for the result of RT-PCR which will help them 
to recover soon and will help in decreasing the mortality rate. It can help identify 
patients with high levels of COVID and test them without RT-PCR [4]. Based on
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extensive clinical criteria, the CT technician should make the careful decision to 
operate on a CT to verify an aberrant diagnosis from a chest X-ray [5]. 

The authors of [6] have suggested a unique detailed-oriented capsule network 
architecture capable of recognizing fine-grained and discriminative picture charac-
teristics for classification of patients with COVID-19 by following data augmentation 
model. The accuracy they obtained by their model is 87.6% and F1-score is 0.871. 

In [7], authors have suggested a model named as EffiecintCovidNet which has a 
method based on voting and a cross-dataset exploration. By using their model for 
identification of COVID-19 using CT reports, they are getting the accuracy of 87.60% 
on their dataset. In [8], the authors build a CNN design model for distinguishing 
COVID-19 CT scans from others and detecting COVID-19. Their model CNN-2 
is much better then original SqueezeNet with accuracy of 85.03% having F1-score 
of 0.862. The authors of [9] performed ensemble learning on the combined dataset 
using ResNet50, Inception V4, and EfficientNetB0 and produced predictions based 
on majority vote, and by using their model they are getting the accuracy of 95.36%. 
The convolution neural network (CNN) technique in deep learning [10] has shown 
significant utility in image classification and thus is most widely used by researchers 
today. 

For CT-scan analysis [11] of the chest, deep learning techniques are popular 
because everyone may use them with low-cost imaging techniques and have a large 
amount of relevant data to train models with. Manual evaluation of the images of 
CT scans reports and X-rays reports requires their specialized knowledge, and the 
process is also time consuming and might be inaccurate sometimes, that is why 
there comes the algorithms of deep learning and machine learning which can help to 
extract the relevant information and perform the same task of evaluation of COVID-
19 in an easy way [12]. The goodness of the two most effective pre-trained deep 
CNN models, namely InceptionV3 and ResNet50, has been explored for ensemble 
learning before too in some research, and their performances have been analysed on 
the basis of accuracy and other parameters [13]. Their study’s goal is to provide a 
transfer-learning strategy based on CNN for identifying COVID-19 utilizing multiple 
models which can be more accurate [14]. Ultrasounds, dermoscopy, X-rays, magnetic 
resonance imaging (MRI), cognitive analytic therapy (CAT), and positron emission 
tomography (PET) are dynamic and developing domains for research, especially in 
image-processing techniques and algorithms [15]. The model which is been worked 
upon in this research is created with Google Colab using Keras module and trained 
using graphics processing unit (GPU). 

The following are the primary contributions of this planned research. In this 
research, there is a hybrid model which is using the weighted average ensemble 
method so that the models can be trained and there will be the qualities of both of 
the model, i.e. InceptionV3 and ResNet50, and this will increase the accuracy of 
the detection. In InceptionV3, the accuracy is 90.23% and in ResNet50 the accu-
racy is 89.65% and so the hybrid model accuracy is 94.23% and having F1-score 
of 91.56%.SARS-CoV-2-CT-Scan-Dataset has been used for training and testing 
purposes with 80:20 ratio.
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The paper is subdivided into the subsequent sections. Section 2 provides the infor-
mation about the methodology of the research and information about the models used. 
Section 3 discusses the result of the proposed model along with detailed discussion. 
Finally, Sect. 4 concludes the paper. 

2 Methodology 

In this section, the detailed methodology used for COVID detection is proposed using 
ensemble deep learning algorithms. 

2.1 ResNet50 

ResNet50 [16] uses the concept of skip connection that resolves the vanishing 
gradient problem. In skip connection connects the input of the model to the output of 
the convolution block by either training the layer or just skipping the layer. It mainly 
consist two types of block namely identity block as shown in Fig. 2 and convolution 
block as shown in Fig. 3. Identity block works when the output size of the layer is 
equal to the input size of the layer, whereas convolution block works when the size 
of input and output layer differs by the method of 1 × 1 convolution block in the skip 
connection part which provides the solution of making the size equal. ResNet50 as 
shown in Fig. 1 is more precise with a large dataset as compared to the small dataset 
[17]. The architecture of ResNet50 is shown in Fig. 1. 

Fig. 1 Architecture of ResNet50 with identity and convolutional block 

Fig. 2 Identity block
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Fig. 3 Convolution block 

In the following equation, f (x) is minimized which symbolizes the difference 
between the input and output variables for the provided layers. Hence, providing the 
minimum data loss for different layers used in the model. 

y = f (x) + x, (1) 

where in Eq. (1) x defines input for the convolution layer. 

2.2 InceptionV3 

InceptionV3 [18] model is represented in Fig. 4. Learns from different sized filters 
parallel at multiple stages. The model uses both small and big filters to assess all 
vital information from the images. This can happen due to variations in the location 
of the information. Inception covers a wider network by using parallel filters of 
different sizes rather than deeper networks. The number of parameters is reduced 
to increase the computational complexity by using factorization of convolution in 
smaller convolution and asymmetric convolution and makes the algorithm more 
memory efficient. A small CNN model is used in the middle of the layers, while 
training the model and the loss computed is added to the main network loss thus 
reducing the vanishing gradient problem [19]. Figure 2. describes the architecture of 
InceptionV3 and the different blocks which were used to build this model. 

Fig. 4 Architecture of InceptionV3
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2.3 Hybrid Ensemble Model 

Ensemble learning [20] provides better performance and reduces the diffusion, i.e. 
decrease in variance, of the predictions with respect to any single model. Ensemble 
learning has three types: bagging, boosting, and stacking. This paper used the bagging 
type ensemble learning approach in which different models trained on the same 
dataset and then by averaging, validating the results, the ensemble model will predict 
the final class. 

Deep learning procedure is used which bundle predictions from different models 
by taking individual model’s features in proportion to the model’s effectiveness or 
capabilities. This model is commonly known as weighted sum/average ensemble. To 
achieve greater accuracy, authors proposed this hybrid weighted average approach 
and predicted the result. The training set will be used to fit the hybrid model in 
Fig. 5, and the validation set will be used to evaluate it. The model weighting will 
be determined by the validation set’s accuracy. 

W1 = Accuracy1 
Accuracy1 + Accuracy2 

(2) 

W2 = Accuracy2 
Accuracy1 + Accuracy2 

(3) 

Y =
∑n=2 

i=1 Accuracyi ∗ Wi 

/
∑n=2 

i=1 Wi 

. (4) 

Here, Accuracy1 is the accuracy of ResNet50 and Accuracy2 is the accuracy of 
InceptionV3. W1 in Eq. (2) and W2 in Eq. (3) are calculated weight for the ResNet50 
and InceptionV3, respectively. Equation (4) describes the hybrid weighted approach 
to predict the results.

Fig. 5 Architecture of proposed hybrid model using weighted average ensemble learning 
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3 Results and Discussions 

3.1 Dataset 

In the present paper, the proposed model is used to improve the accuracy of COVID 
and non-COVID detection from CT scan image reports. SARS-CoV-2-CT-Scan-
Dataset [17] from Kaggle is utilized for model training, validation, and testing. The 
experiment has been performed on Google Colab by using Keras library. The dataset 
comprises 2481 CT scan images fetched from 120 patients including 1252 COVID 
images and 1229 non-COVID images. The training and testing dataset is divided into 
80:20 ratio, whereas the training dataset is further bisect into training and validation 
by the ratio of 80:20. 

3.2 Accuracy 

The model has been parameterized according to accuracy, specificity, sensitivity, 
precision, and F1-score, defined below. The proposed hybrid model is compared 
with individual model is summarized in Table 1. Following evaluation parameters 
are used to compare the proposed model with the individual model. 

Accuracy = TP + TN 
(TP + TN + FP + FN) 

, (5) 

Sensitivity = TP 

TP + FN 
, (6) 

Specificity = TN 

TN + FP 
, (7) 

Precision = TP 

TP + FP 
, (8) 

F1 Score = (2 ∗ TP) 
2 ∗ TP + FN + FP 

, (9)

where TP, TN, FP, and FN act as true positive, true negative, false positive, and false 
negative values, sequentially.
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Table 1 Comparison between InceptionV3, ResNet50, and the proposed hybrid model 

Model Accuracy (%) Specificity (%) Sensitivity (%) Precision (%) F1-score (%) 

InceptionV3 90.23 95.12 85.87 84.78 90.17 

ResNet50 89.65 91.54 83.21 80.45 89.65 

Proposed 
model 

94.23 90.10 84.97 89.95 91.56

Table 2 Comparison between the accuracy of models from different research works 

Research 
paper 

Accuracy (%) Specificity (%) Sensitivity (%) Precision (%) F1-score (%) 

Ref. [6] 87.6 85.2 NP 84.3 87.1 

Ref. [21] 93 93 93 93 93 

Proposed 
model 

94.23 90.10 84.97 89.95 91.56 

3.3 Discussion 

Table 2 shows the comparisons between previous work done in this field and the 
proposed model solution to resolve the problem with better and more accurate results. 
InceptionV3 and ResNET50 are deep learning algorithms which have great impact on 
the vanishing gradient problem of dataset and helps us to produce better accuracy than 
other CNN algorithms. Hybrid model uses the qualities of both the algorithms which 
are combined using the weighted average ensemble method that also helps to achieve 
a step ahead accuracy and prediction then the single model. Decaps and Peekaboo [6] 
model proposed an accuracy of 87.6% on the dataset prepared by Zhaoetal consisting 
of 746 CT scan images which is lesser by 7.035% that the proposed methodology. 
Another method namely DRE-Net [21] executed over a small database of only 88 
CT scan reports which have reached an accuracy of 93%. It showed an unexpected 
result with all the parameters having the same value. The proposed model uses the 
best techniques ResNet50, InceptionV3, and ensemble learning models. 

The confusion matrix represented in Fig. 6. helps us to get a visual idea of the 
accuracy represented by the proposed model.

4 Conclusion 

In this paper, a hybrid ensemble model is proposed using InceptionV3 and ResNet50 
to detect COVID and non-COVID patients CT scan images. The experiment has 
been executed on Google Colab by the help of Keras library implemented over 
the dataset extracted from Kaggle named as SARS-CoV-2-CT-Scan-Dataset. The 
proposed model uses bagging ensemble learning which predicts the final accuracy
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Fig. 6 Confusion matrix for 
the proposed model

by the weighted average of the individual model accuracy. It provides an accuracy of 
94.23% which is higher than the InceptionV3 and ResNet50 model which have an 
accuracy of 90.23% and 89.65%, respectively. This research can be further improved 
to segregate different lung diseases. 
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Integrated Frequency Reconfigurable 
Elliptical Slot Antenna and Inverted-L 
Slot MIMO Antenna for 4G and 5G 
Wireless Handheld Devices 

Ranjana Kumari, V. K. Tomar, and Ankit Sharma 

Abstract In this article, elliptical and inverted-L slot antennas are integrated at 
same substrate to achieve 4G and 5G applications. The proposed antenna consists 
of elliptical and inverted-L slot on ground plane. A varactor diode (SMV1233) is 
loaded on elliptical slot to achieve frequency tunability in dual band from 1.89 GHz 
to 2.65 GHz for lower band and 5.27–5.6 GHz for higher band (4G, WLAN) with 
maximum gain of 4.55dBi. A L-shape slot is excited by inverted-L-shape monopole 
antenna for 5G applications with bandwidth 3.26–3.75Ghz. To increase the function-
ality, an elliptical slot loaded with varactor diode is easily extended into four port and 
L-shape slot also easily extended in two port for multiple input and multiple output 
(MIMO) applications. The six elements are implemented on Rogers substrate with 
size  of  120 * 60 * 0.76 mm3. Due to integration of 4G and 5G operation on slots, 
the proposed antenna structure is compact, simple in structure. Proposed elliptical 
frequency reconfigurable MIMO antenna is designed for wireless handheld devices 
and mobile terminals in cognitive radio applications. 

Keywords MIMO antenna · Varactor diode · Frequency reconfigurable · 5G 

1 Introduction 

To increase data rate and channel capacity, multiple input and multiple output 
(MIMO) technology is utilized in wireless communication system. In recent trends, 
various handheld devices are operating on multi-frequency standards. Due to increase 
the number of users, frequency congestion spectrum might be increased. To reduce 
the congestion problem on particular frequency spectrum, researchers have focused to 
design a frequency reconfigurable MIMO antenna to efficiently utilize the frequency 
spectrum with high throughput at cognitive radio (CR) platforms [1]. Due to low cost,
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fabrication simplicity and simple integration, patch radiators have been employed 
to design frequency reconfigurable antenna in [2–7]. In [8–10], reconfigurability is 
achieved by PIN diode, varactor diode and microelectromechanical (MEMS) system. 
Xu et al. [11] proposed a frequency reconfigurable two port MIMO antenna with four 
resonant mode, and reconfigurability is achieved by three PIN diode. Soltani et al. 
[12] has been proposed a port reconfigurable MIMO antenna to cover three frequency 
spectrum (2.5, 5, 5.5 GHz) with substrate dimensions 40 * 20 * 1.6 mm3. However, 
size is compact but reconfigurability is not in continuous range. In [13], frequency 
reconfigurable MIMO antenna is designed for metal frame smart phone applications. 
Four pin diodes have been connected on feed slots to achieve the frequency reconfig-
urability. Abovementioned antennas are frequency reconfigurable but most of them 
are not in continuous range. Therefore, to achieve continuous range frequency recon-
figurability, varactor diode is good one choice. In [14], four port frequency reconfig-
urable slot antenna has been proposed and continuous range frequency agility is done 
by implanting varactor diodes on ground of slots. [15] has been proposed integrated 
frequency reconfigurable slot antenna with connected slot array for 4G and 5G mobile 
applications. In [16], stacked Yagi-like MIMO antenna has been presented with 
frequency reconfigurability. Frequency reconfigurability is continuous in frequency 
range (1.5–2.1 GHz) which is achieved by varactor diodes. 

This article integrated four port frequency reconfigurable elliptical slot MIMO 
antenna with two ports Inverted-L slot MIMO antenna for 4G and 5G wireless hand-
held devices and mobile terminals in cognitive radio applications. The six-element 
MIMO antenna has been proposed to increase channel capacity and data rate of 
MIMO system. The isolation among elements is achieved by spatial as well as pattern 
diversity. The four port of proposed structure covers the wide tuning range from 1.89 
to 2.65 GHz with other band 5.5 GHz is almost fixed and other two port are integrated 
for resonant frequency 3.5 GHz. The proposed MIMO antenna design procedure and 
results are discussed in next section. 

2 Proposed Antenna Design 

Initially, a single element is designed on 60 * 30 mm2 substrate and an elliptical slot 
is etched out from ground having dimensions Ex and Ey as major and minor axis 
as illustrated in Fig. 1. The fundamental frequency f0 is 3.6 GHz without reactive 
loading when optimized values of Ex and Ey are 20.2 mm and 8.5 mm. To acquire 
frequency reconfigurability in proposed antenna, a varactor diode (SMV1233) is 
loaded elliptical ring slot on ground of antenna. When reverse bias voltage is applied 
across the varactor diode then values of R, L are constant and Cj (junction capaci-
tance) will be varied. The simple RLC model of varactor diode (SMV1233) is shown 
in Fig. 1. After optimizing the single element with reconfigurability, single element 
is easily extended in to four elements on 120 * 60 mm2 substrate.

To miniaturization of proposed antenna, two more antennas (Ant5–Ant6) are 
placed on vertical edges to achieve good isolation among elements in frequency
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Fig. 1 Proposed single element and equivalent diagram of varactor diode (SMV1233)

spectrum ranging from 3.4 GHz to 3.6 GHz. Resonant lengths of Ant5 and Ant6 at 
3.5 GHz are 22.5 mm. The front and back view of proposed antenna with detailed 
parameters are shown in Fig. 2a, b, and physical dimensions of proposed antenna are 
also described in Table 1. 

Fig. 2 a, b Front view and back view of proposed antenna
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Table 1 Parameters and dimensions 

Parameters W L W1 W2 W3 W4 W5 W6 

Units (mm) 60 120 34.5 3 6 0.5 1.55 12 

Parameters L1 L2 L3 L4 L5 L6 W7 

Units (mm) 18 14 2 13 10.5 1.55 1 

3 Result and Discussion 

The schematic design of proposed MIMO antenna at 5.08 pf is illustrated in Fig. 3a, 
and simulation is done by CST2019 software. Simulated S-parameters are illus-
trated in Fig. 3b. At 5.08pf, proposed reconfigurable antenna is producing dual band 
response at 1.89 GHz and 5.27 GHz, respectively. When varactor diode reverse bias 
voltage is varied from 0 to 15 V, then voltages correspond to different capacitance 
values of varactor diode will be produced. At different values of capacitances, Simu-
lated S11 (dB) parameters are described in Fig. 4. The capacitance values largely 
impact in the lower band as compared to higher band. Moreover, two Ant5 and Ant6 
elements are also simulated, and according to simulated results, antenna elements 
are producing single band with resonant frequency 3.5 GHz as illustrated in Fig. 5. 

The different applications of proposed antenna can be utilized at different capac-
itance value of varactor diode SMV1233. Isolation among the radiating elements is 
desirable for good MIMO performance. The closely spaced antenna elements isola-
tion has been improved by DGS structure as described in Figs. 6 and 7. Without 
using decoupling structure, isolation was 12db in lower band but by introducing 
DGS technique (defected ground system) less surface current flow between adjacent 
elements. This improves isolation greater than 15 dB in lower band and 22 dB in 
higher band.

The simulated gain (dBi) of six-element MIMO antenna has been illustrated in 
Figs. 8 and 9. As can be seen from the illustration, positive gain value more than 3 dBi 
observed in lower band and more than 4 dBi in higher band. Maximum gain values 
have achieved 4.55dBi in lower band and 4.27 dBi in higher band. Antenna radiation

Fig. 3 a, b. Schematic design and simulated result (S11) of proposed antenna at 5.08 pF
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Fig. 4 Simulated results of S11 (dB) 

Fig. 5 Simulated result of S55/S66

efficiency is an important parameter for MIMO antenna system. Radiation efficiency 
of proposed antenna is more than 90% in entire frequency range. The simulated 2D 
gain patterns of antenna elements, Ant1 and Ant2 at 1.8 GHz, are shown in Figs. 10a, 
and antenna elements (3 and 4) at 1.88 GHz are shown in Fig. 10b. Due to effect 
of large ground, radiation pattern is tilted and this improves the correlation between 
antenna elements.
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Fig. 6 Simulated results of isolation S21 (dB) 

Fig. 7 Simulated isolation (dB)
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Fig. 8 Simulated gain (dBi) at S11 port 

Fig. 9 Simulated gain (dBi) at S55 port
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Fig. 10 2D pattern at 1.88 Ghz a Ant1 and Ant2 for phi = 00 b Ant3 and Ant4 for phi = 00 

3.1 Diversity Performance of Proposed Antenna 

The diversity performance analysis of proposed antenna has been discussed by enve-
lope correlation coefficient (ECC), diversity gain (DG) and mean effective gain 
(MEG). Envelope correlation coefficient (ECC) measures the correlation between 
antennas in a MIMO system. The overall antenna module ensures correlation values 
which should be less than 0.5 as illustrated in Fig. 11a. As per observation from 
Fig.11a, the value of ECC is less than 0.5 in intended spectrum. One more diver-
sity paramter is diversity gain which is directly depended on correlation among the 
radiating elements. The results of DG should be approximately 10 dB throughout 
the band, which ensures good diversity performance of the antenna. The proposed 
antenna simulated diversity gain (DG) is illustrated in Fig. 11b. As per observation 
from Fig.11b, the value of DG(dB) is similar to ideal value in intended spectrum 
which shows that proposed antenna is good contender for 4G and 5G application. 

Fig. 11 Simulated results of ECCs and DG (diversity gain)
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Table 2 Mean effective gain (MEG) for Ant1 to Ant6 

Frequency 
(GHz) 1.88 

MEG Ant1 
(dB) 

MEG Ant2 
(dB) 

MEG Ant3 
(dB) 

MEG Ant4 
(dB) 

MEG Ant5 
(dB) 

MEG Ant6 
(dB) 

Indoor XPR 
= 1 

−3.01 −3.03 −3.01 −3.13 −3.21 −3.24 

Indoor XPR 
= 5 

−4.02 −4.10 −4.20 −4.22 −4.02 −4.19 

Mean effective gain (MEG) is the ability of antenna to collect electromagnetic 
power in multipath environment. It is ratio of mean received power to incident power 
of antenna. The simulated values of (MEG i/MEG j) are less than 3 dB which 
exhibit the satisfactory diversity performance in indoor and outdoor environments. 
The simulated values of MEGs at 1.88 GHz are discussed in Table 2. As per simu-
lated values of MEGs in Table 2, MEGs values of proposed antenna exhibit the 
performance of MIMO antenna for 4G and 5G applications. Furthermore, proposed 
antenna is also compared with existing MIMO antennas in Table 3. The size of 
proposed antenna is compact as compared to existing antenna except one. Gain and 
efficiency of proposed antenna is higher than existing antennas. 

Table 3 Comparison of proposed antenna with existing antennas 

Year Ant. 
size 
(mm2) 

Number 
of 
elements 

Frequency 
bands (GHz) 
covered 

Switches 
per 
element 

Gain 
(dBi) 

Efficiency 
% 

Integration 
with 5G ant 

2017 120 × 
60 

4 1.8–2.5 
continuous 
range 

1 −2.6, 
0.5, 
2.1,2.36, 
2.43 

51, 67, 
71.5, 72, 
73 

No 

2018 160 × 
85 

4 824 to 960 MHz 
1710 to 2690 

1 – 55–73 No 

2020 100 × 
100 

4 1.5 to 2.1 GHz 1 4 dBi 76 No 

[P] 120 × 
60 

6 1.88–2.65 GHz 
and 
5.27–5.6 GHz 
(continuous 
range) 3.5 GHz 

1 3.12 to 
4.55 and 
4.03 to 
4.27 and 
4.41 at 
3.5 GHz 

79–96 and 
95–96 and 
96 

Yes 

[P] proposed antenna
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4 Conclusion 

The six-element MIMO antenna is proposed for LTE-7, LTE-23 and LTE-35 and 
UNII bands. Integration of frequency reconfigurable elliptical slot antenna and 
inverted-L slot antenna which is designed for 4G and 5G wireless handheld devices. 
The four varactor diodes (SMV1233) are loaded on elliptical slots to achieve 
frequency tunability in dual band from 1.89 GHz to 2.65 GHz for lower band and 
5.27–5.6 GHz for higher band (4G, WLAN) with maximum gain of 4.55 dBi and 
stable radiation patterns. The two elements inverted-L slots are etching out from 
ground to achieve 3.26–3.75Ghz spectrum. Due to integration of 4G and 5G operation 
on slots, the proposed antenna structure is compact, simple in structure. The simu-
lated results of ECCs and DGs exhibit the good diversity performance of proposed 
MIMO antenna which shows that proposed antenna is good contender for 4G and 
5G wireless applications. 
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Design and Investigation of an Improved  
FTTH Network for Superior Quality 
Triple-Play Services 

Deepak Garg and Abhimanyu Nain 

Abstract The rising high demand for multimedia services with ultra-high-definition 
videos which require large bandwidth and data rate over long distances with seam-
less transmission capacity can be realized using various optical communication 
techniques like radio over fiber (RoF), fiber to the home (FTTH), etc. FTTH is 
the most common and cost-effective communication network system with effort-
less service delivery but does suffer from the fiber impairments like signal noise, 
unwanted frequencies and increased latency. In this paper, a compensated broadband 
passive optical network (BPON) FTTH is designed including an in-line combina-
tion of fiber Bragg grating (FBG) and pair of dispersion compensation fiber (DCF) 
for 32 subscribers to overcome the limitation of conventional FTTH network. The 
proposed network is simulated successfully for 35 km transmission at a 7 Gbps data 
rate for voice, video and data, i.e., triple-play services. The improved performance 
is measured in terms of bit error rate (BER), Q-factor and scattering diagrams. 

Keywords FTTH · BPON · DCF · Fiber grating · Triple-play services 

1 Introduction 

FTTH access networks are rising to meet the growing demand and provide multi-
media services like voice and high-definition videos with high-speed connectivity at 
the user sites. FTTH replaces coaxial cable with fiber optic to connect subscribers 
through a more secure and very low attenuation network [1]. FTTH is a PON from 
the central station (CS) to the end-user, delivering video on demand and multi-Gbps 
video conferencing data formats with low battery and power usage. For an FTTH 
network to possess characteristics like security, flexibility and reliability, it requires 
minimal cost and power with large bandwidth compared to conventional ultra-long-
distance data transmission systems [2]. Since it utilizes bend-insensitive flexible 
fibers, thus may suffer from leaky propagation over long distances and can cause

D. Garg (B) · A. Nain 
Guru Jambheshwar University of Science and Technology, Hisar, Haryana, India 
e-mail: garg.deepu2018@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. Rani et al. (eds.), Signals, Machines and Automation, Lecture Notes 
in Electrical Engineering 1023, https://doi.org/10.1007/978-981-99-0969-8_47 

461

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0969-8_47&domain=pdf
mailto:garg.deepu2018@gmail.com
https://doi.org/10.1007/978-981-99-0969-8_47


462 D. Garg and A. Nain

multi-path interference (MPI) noise which may give rise to disruption in fiber-based 
optical networks [3]. 

Desired characteristics of greater bandwidth with limited latency and seamless 
service delivery can be achieved using RoF [4, 5] and free space optics (FSO) [2, 
6] on integration with wavelength division multiplexing (WDM) technology. While 
using FTTH, multiple services direct to the premises can be achieved in a single 
bundle. Thus, BPON meets the desired outputs with all the characteristics. 

Various PON FTTH scheme types based on network features such as data values, 
usage topologies and signal formats are available [2]. Major requirements like large 
transmission capacity with high bit rate and user scalability can be resolved using 
dense wavelength division multiplexing (DWDM) PON but integrating it with the 
system requires one-time costing infrastructure for the replacement of single-mode 
components with multimode components. 

The FTTH architecture used in FTTH networks is designed to meet the needs 
of multiple subscribers through flexible design and cost-effectiveness [7]. A good 
structure lies in the proper placement of the splitter when following two paths that 
can be centered or distributed. 

A review of the requirements for the FTTH network components and their contri-
bution to the network structure is discussed [2]. It also presented the design and 
implementation of a secure GPON FTTH Type B network for 1000 users and ensured 
design using optical power limits in an arbitrary area. 

A hybrid access network without RF fading is shown in [8]. An ultra-wide band 
(UWB) pulse generator is used to suppress the effects of frequency fluctuations due 
to induced dispersion [9], and low-pulse RF switch and baseband error-free trans-
mission using the multi-band flexibility method associated with the phase module 
[10] are proposed in the literature. 

For improving the performance of FTTH networks, several methodologies and 
techniques are used in the literature for the large bandwidth channels using WDM 
PON with spectral overlap [11], multi-pump Raman amplifier and advanced modi-
fication schemes [12] to satisfy the need for large bandwidth, good spectral perfor-
mance and reduce power consumption without affecting performance. The BER 
penalty measured can be reduced by the variance of the received strength as obtained 
by variable rates of various interference [3]. 

Various multiple access techniques are widely used in optical networks with 
various types of PON FTTH like Ethernet PON, GPON and vertical cavity surface 
emitting laser (VCSEL) to deploy PON FTTH [13]. The optical code division 
multiple access [14] technique generates a harmonic way to accommodate several 
multi-users over TDM PON and WDM PON FTTH architecture. 

In this paper, Sect. 2 describes the methodology and simulation setup of the 
proposed model where a compensated BPON FTTH network is implemented for 
overcoming the limitation of conventional FTTH networks by using FBG and a pair 
of DCF expandable up to 32 subscribers. Section 3 discusses the results obtained 
through the simulation, and finally, the article is concluded in Sect. 4.
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2 Methodology and System Design 

The design and deployment of FTTH networks involve active opto-electronics at 
both ends of the transmitting network. Optical line terminal (OLT) is deployed in 
CS and optical network terminal (ONT) around each home or commercial center 
at the other end. Fiber distribution is accomplished using a hierarchical structure in 
which data is sent from CS to a feeder network via OLT, where the feeder network 
distributes the channels with a two-level splitter in a ratio of 1:32 and finally, it drops 
through the drop cables to ONT’s home premises. 

The proposed model is a BPON FTTH design expandable up to 32 subscribers 
and a range of 35 km. Figure 1 depicts the block diagram for a downstream link 
with a single ONT device connected to simplify the proposed model simulated on 
OptSim. 

For 32 subscribers, CS is connected to ONT with a 1:4 splitter using single-mode 
fiber over a transmission length of 30 km. Each of the four outputs received is fed 
to another fiber of length 4.5 km before entering the ONT with a 1:8 splitter. Thus, 
final outputs received are connected via 300 m drop cables to 8 end users at ONTs. 

2.1 Simulation Setup 

Desired simulation framework for the proposed model shown in Fig. 1 is developed 
using OptSim. FTTH BPON network is deployed as an integrated voice, video and 
data signal service. For optimizing BPON bandwidth, transmission through fiber-
optic paths uses a coarse wavelength division multiplexing (CWDM) with data and

Fig. 1 Block diagram of proposed BPON FTTH network 
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Table 1 Simulation 
parameters 

Parameter Value 

Internet and VOIP wavelength 200 THz/1499 nm 

CATV wavelength 193.4 THz/1550 nm 

MZM Vpi 5 V  

MZM Voffset for video signal 2.5 V 

Fiber 1 length 5–30 km 

Fiber 2 length 4.5 km 

Fiber 3 length 0.3 km 

DCF 1 length 1 km  

DCF 2 length 0.1 km 

APD dark current 0.1 nA 

voice components transmitted at 1499 nm and video at 1550 nm wavelength. The 
high-speed network is illustrated via a data link with various bit rates from 2 to 
14 Gbps downlink bandwidth. Voice components can be expressed as VOIP service 
instead of the conventional public switched telephone network (PSTN) on the receiver 
end. The video component is represented through 16-QAM sub-carrier multiplexed 
(SCM) system. In general, 64-QAM is used to transmit digital video/data streams 
on RF channels, but 16-QAM is used in this paper for simplicity. 

Broadcast cable television (CATV) transmitter generates a quality 16-QAM 
encoded sub-carrier signal at 2 Gbps. The electrical signal is sent to an external 
optical modulator and combined with the VOIP signal and fed to the optical fiber 
using FBG and DCF with a dispersion of −72 ps/nm/km and −48 ps/nm/km for a 
fiber length of 1 km and 0.1 km, respectively. The FBG used here is considered ideal 
in nature which is centered around 1550 nm. Two corresponding wavelengths are 
separated by respective filters, used before the APD. The sub-carrier filtered signal 
is subsequently directly detected by APD at each receiver end. For broadcast CATV, 
it is further demodulated by 16-QAM demodulation and analyzed through various 
parameters as discussed in the next section. 

Various parameters used for the simulation of the proposed model are given in 
Table 1. 

3 Results and Discussion 

The simulation model shown in Fig. 1 has been run and explored with the OptSim 
simulation tool to measure the outputs. 

Figure 2 shows Q-factor versus fiber trunk length of conventional and compen-
sated link for Internet and VOIP data transmission at 1.25 Gbps. Q-value decreases 
from 14.5 dB to 14.1 dB and 22.9 dB to 20.7 dB for the conventional link and 
compensated link, respectively, for a varying trunk length from 5 to 30 km.
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Fig. 2 Q-factor versus fiber 
trunk length of conventional 
and compensated link for 
Internet and VOIP data 
transmission 

Figure 3 shows BER versus fiber trunk length of conventional and compensated 
link for Internet and VOIP data transmission at 1.25 Gbps. BER increases from 
10−4 to 10−2 and 10−40 to 10−27 for the conventional link and compensated link, 
respectively, for a varying trunk length from 5 to 30 km. 

Figure 4 shows Q-factor versus bit rate of conventional and compensated link 
for Internet and VOIP data transmission at 30 km distance. Q-value degrades from 
26 dB to 7 dB and 40 dB to 7 dB for the conventional link and compensated link, 
respectively, when the bit rate is increased from 2 to 14 Gbps.

Figure 5 shows BER versus bit rate of conventional and compensated link for 
Internet and VOIP data transmission at 30 km distance. BER increases from 10−40 

to 10−2 for the conventional link and compensated link for a varying bit rate of 2 to 
14 Gbps. It can be observed from the figure that compensated links produce good 
quality transmission till 7 Gbps as compared to 4 Gbps of conventional links.

Fig. 3 BER versus fiber 
trunk length of conventional 
and compensated link for 
Internet and VOIP data 
transmission 
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Fig. 4 Q-factor versus bit 
rate of conventional and 
compensated link for Internet 
and VOIP data transmission

Fig. 5 BER versus bit rate 
of conventional and 
compensated link for Internet 
and VOIP data transmission 

To evaluate the quality of the detected signal, an eye diagram is obtained against 
time for Internet and VOIP data transmission as shown in Fig. 6. In the conventional 
model, eye-openings of 0.008 units were observed, whereas in the compensated 
model with FBG, eye-openings of 0.021 units were observed over varying fiber 
transmission from 5 to 30 km with the data rate of 1.25 Gbps.

Figure 7 shows a scattering diagram of conventional and compensated links for 
16-QAM-based CATV video broadcast at 2 Gbps with a 30 km distance. The constel-
lation for the conventional link is rotated in the plane which shows that phase of 
the signal is distorted. While the constellation of proposed compensated link is 
almost linear in the plane which implies distortion-less transmission. Further, the less 
dispersed constellation of a compensated link implies a better transmission compared 
to conventional links.
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Fig. 6 Eye-opening comparison of conventional and compensated link for Internet and VOIP data 
transmission

Fig. 7 Scattering diagram of conventional and compensated link for 16-QAM-based CATV video 
broadcast 

Figure 8 shows the comparison of eye-openings for conventional and compensated 
links for 16-QAM-based CATV video broadcast at 2 Gbps with 30 km distance which 
marked an improvement in link performance due to compensation of dispersion by 
FBG and DCFs deployed.

The proposed compensated system design yields significant improvement 
compared to conventional design in terms of increased Q-values and decreased BER 
values which is also observed from the above graphs. This improved performance 
of the FTTH network can be credited to the prominent combination of FBG and a 
pair of DCF. The utilization of FBG and DCF has compensated fiber dispersion and 
suppressed fiber nonlinearities which makes the proposed system faster and reliable.
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Fig. 8 Eye-opening of conventional and compensated link for 16-QAM-based CATV video 
broadcast

4 Conclusion 

This paper demonstrated a detailed design and simulation of an improved BPON 
FTTH network serving 32 users for triple-play services from service providers to the 
home and business within 35 km reach. Q-factor measured from analysis reported 
an improvement of 6.6 dB and 13 dB, BER obtained improved by 10−25 and 10−35 

at 30 km distance with the data rate of 1.25 Gbps and 4 Gbps, respectively, for 
Internet and VOIP data transmission. A significant eye-opening improvement was 
also obtained for Internet and VOIP data transmission, and a clear eye can be seen for 
16-QAM-based CATV broadcast at 2 Gbps data rate with 30 km transmission length 
against conventional broadcast at 0.8 Gbps only. It is concluded that the proposed 
compensated FTTH network by incorporating FBG and multiple DCFs significantly 
improved the quality of the triple-play service experience. 
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An Electronically Tunable Digitally 
Controlled Current Mode Quadrature 
Oscillator Using DC-VDTA 

Ruchin Sharma, Dinesh Prasad, and Ravendra Singh 

Abstract An electronically tunable digitally controlled current mode quadrature 
oscillator is designed employing one new digitally controlled voltage differencing 
transconductance amplifier (DC-VDTA), two grounded capacitors, and one grounded 
resistor. The condition of oscillation and frequency of oscillation can be adjusted 
independently and electronically. Also, the FO can also be controlled through an n-
bit digital input. By introducing the digital control technique, the proposed oscillator 
can produce 2n different oscillating frequencies without altering the circuit topology. 
The functioning of the proposed design is validated through Pspice simulation using 
180 nm technologies. 

Keywords Quadrature oscillator · VDTA · Digital control unit (DCU) 

1 Introduction 

The oscillator is a closed loop system with positive feedback which follows the 
Barkhausen criteria to get a sustained oscillation. If the oscillator circuit can generate 
two outputs with 90º phase difference, then it is known as a quadrature oscillator 
(QO). Oscillators are very important and integral part of the various communica-
tions and control systems [1, 2]. An enormous variety of quadrature oscillators using 
different active building blocks (ABB) were already reported in [3–29]. Oscilla-
tors reported in [3–10] are able to generate current-mode outputs while voltage 
mode outputs are obtained in [11–23]. Also, among these oscillators, none is able 
to generate both voltage mode (VM) and current mode (CM) signals at the same 
time. This issue is compensated in the circuits reported in [24–27]. In [28], a digi-
tally programmable VMQO was firstly introduced. But, these oscillators have one 
or more than one of the following drawbacks
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(i) Require two or more ABBs [25–27]; 
(ii) Require four or more passive components [24, 26, 27]; 
(iii) Require floating passive components for realization [26]; 
(iv) Lack of electronic tuning [24, 26] 
(v) Except [28] no other circuits can provide digital control feature. 

So in this manuscript, an electronically tunable, digitally controlled CM QO 
is designed to overcome all the drawbacks mentioned above. The proposed QO 
topology requires one DC-VDTA with three grounded passive elements. As this 
circuit utilizes only passive elements, so the presented design is acceptable for IC 
realization. The functioning of DC-VDTA is explained in the next section. 

2 DC-VDTA 

The DC-VDTA is a modified version of VDTA [29] as shown in Fig. 1. The aspect 
ratio of all the transistors utilized in realization of DC-VDTA is defined in Table 1. 
In VDTA, the digital controllability is achieved by adding an n-bit DCU between 
first and second stage 

Ix = Kgm2VZ where K = 
β N 
2n 

(1) 

where K is the n-bit digital control input, n is number of control lines in DCU, and 
N is the digital control word. 

The other port characteristics of DC-VDTA is given as 

IN = IP = 0, IZ = gm1
(
VN − Vp

)
(2) 

where gm1 and gm2 are the transconductances of DC-VDTA.

Fig. 1. CMOS structure of DC-VDTA
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Table 1 Aspect ratio Transistor Width (µm) Length (µm) 

M2,M3 3.6 0.36 

M1,M4 16.64 0.36 

M5,M6 3.6 0.36 

M7,M8 16.64 0.36

Fig.2. 4-bit DCU 

3 Digital Control Unit (DCU) 

In this manuscript, a 4-bit DCU is utilized. The CMOS structure of DCU is illustrated 
in Fig. 2. The output of DCU is determined as 

Vout = 
Vin 

24
(
A1 + 2A2 + 22 A3 + 23 A4

) = KVin (3) 

where A1, A2, A3 and A4 are the bit values of digital control word. 

4 Proposed QO 

The proposed structure of QO using DC-VDTA is illustrated in Fig. 3. Subsequent 
by applying KCL at different node, we get the characteristic equation, 

s2 + 
s 

C1

(
1 

R1 
− gm1

)
+ 

β Ngm1gm2 

2nC1C2 
= 0 (4)

The CO and FO are determined from Eq. (4)
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Fig. 3 Proposed QO

CO : 1 

R1 
− gm1 ≤ 0 and FO : ω = 

/
β Ngm1gm2 

2nC1C2 
(5) 

The proposed circuit is able to provide the quadrature current signal, and their 
amplitude ratio is mentioned in Eq. (6) 

IC2( j ω) 
IC1( j ω) 

= K 
gm2 

ωC2 
∠ − 90◦ 

,

||
||
IC2( jω) 
IC1( j ω)

||
|| =

/
2ngm2 

β Ngm1 
(6) 

5 Non-ideal and Sensitivity Analysis 

A non-ideal analysis of the proposed DC-VDTA is also investigated with considering 
the parasitic port element. A DCVDTA with parasitic element is shown in the Fig. 4. 
By considering the parasitic elements, the characteristic equation will be given as 

s2
(
C1 + Cp1

)
(C2 + Cp2) + s

{(
C1 + Cp1

) 1 

Rp2 

+ (C2 + Cp2)

(
1 

R1 
+ 

1 

R2 
− gm1

)}
+ 1 

R1 Rp2 
+ 1 

Rp1 Rp2 

− 
gm1 

Rp2 
+ Kgm1gm2 = 0 (8)

As C1  ≫ Cp1 and C2  ≫ Cp2 then the capacitance C1 and C2 will eliminate the 
effect of Cp1 and Cp2 respectively. So, the parasitic capacitance does not affect the 
functioning of QO, but the parasitic resistance will affect its functioning. 

The active and passive sensitivities of proposed oscillator are given as
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Fig. 4 Non-ideal model of 
DC-VDTA

Sω 
C1,C2 

= −0.5, Sω 
gm1,gm2 

= 0.5 (9)  

So, the sensitivity values are low and lie within the specified range. 

6 Simulation Results 

To observe the functionality of proposed QO, the Pspice simulation is carried out 
using 180nm technology. To design the QO 4-bit DCU is used with the components 
values are C1 = C2 = 50pF, R1 = 1.7K  Ω, VDD = 0.9V, VSS = -0.9V, and for IB1 
= IB2 = IB3 = IB4 = 150µA the  value of  gm1 = gm2 = 611µA/V. The 4-bit DCU 
will help to generate sixteen different frequency signals. The transient response of 
designed QO for control words N =1 and 6 are demonstrated in Fig. 5. The steady 
state characteristic is also been shown in Fig. 6. The quadrature outputs IC1 and IC2 
are having a phase shift of 89.3°. The variation in calculated and measured frequency 
is also shown in Fig. 7 that indicates that the both values are closely related.

7 Conclusion 

A digitally controlled VDTA (DC-VDTA) and its application as digitally control-
lable QO have been reported for the first time. The proposed QO requires only one 
DC-VDTA and three grounded passive elements that make the circuit suitable for 
fabrication. The 4-bit DCU can generate sixteen different frequencies of quadrature 
output for different combinations of control word. The FO and CO can be controlled 
electronically and independently. The FO can also be modulated through the both 
grounded capacitors. The functioning of the circuit is validated through the Pspice 
simulations.



476 R. Sharma et al.

                   (a)N=0001                                              (b)N=0110                  

Fig. 5 Steady state response of the QO for a N = 1 b N = 6 

Fig. 6 Steady state response 

Fig. 7 Frequency Deviation
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Investigation of 4 × 4 Spatial Multiplexed 
Transceiver FSO Link Under Strong 
Turbulence Condition 

Shivaji Sinha and Chakresh Kumar 

Abstract One of the major issues faced by free space optical link is the signal 
strength variation at the receiver end due to atmospheric conditions. The performance 
of the communication link is degraded with the increase in optical link in terms of 
bit error rate (BER). In this paper, the performance of 4 × 4 spatial multiplexed 
10 Gbps outdoor optical link is investigated for the propagation range up to 45 km 
under strong atmospheric turbulence which is characterized by gamma-gamma distri-
bution. The proposed spatial multiplexed FSO link along with erbium-doped fiber 
amplifier (EDFA) at the receiver side is found to be useful to mitigate the turbulence 
induced signal fading. Performance has been reported on the basis of quality factor 
(Q), total received power and the BER of the received optical signal for different 
propagation distance. The results for the proposed multiplexed FSO system with 
QAM modulation scheme can significantly lower the BER nearly 10−6 for 45 km 
link range. 

Keywords Free space optics (FSO) · Spatial multiplexing · Atmospheric 
turbulence · Quality factor (Q) · Bit error rate (BER) 

1 Introduction 

Free space optical (FSO) communication has been proved as a cutting edge promising 
solution to meet growing demand of huge bandwidth, high speed data transmission 
and channel capacity for various applications especially in multimedia services [1]. 
Although it offers many advantages such as license free spectrum, minimum power 
consumption and excellent security, the atmospheric turbulence induce scintillation 
effect during beam propagation [2, 3]. This result in attenuation which varies from
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30 dB/Km to 300 dB/Km depending on the weather conditions. Air pockets forma-
tion due to temperature difference and the wind velocity results in refractive index 
variations and induce atmospheric turbulence known as scintillation. The received 
signal intensity changes randomly at the receiver and increases with change in link 
distance. This will ultimately affects the BER performance of the overall system [4]. 
The best suitable wavelength candidate which found to minimize the losses in this 
scenario is 1550 nm. The amount of scintillation is measured in terms of normalized 
intensity variance given by Eq. 1 

σ 2 I = ⟨   I 2⟩  − ⟨   I ⟩  2
⟨   I ⟩  2 (1) 

where I is the received optical signal intensity. Strong scintillation characterized by 
σ 2 I > 1 is considered in our FSO model [7]. The received optical power PR for the 
transmitted power PT is given by Eq. 2 

PR = 10 −
(

Aa 

π
[

θ 
2 × L

]2
)

× η × 10−( αL 10 ) PT + Pback. (2) 

Equation 2 can be rearrange by 

Pr = 10 − (αgeo + αatt)PT + Pback, (3) 

where αatt = 4.34(ln⟨   I ⟩  −  2.17σ 3 I ). 
In above equation, the receiver aperture area is Aa, the beam divergence angle is 

θ and the effective efficiency is η. The total channel attenuation for the propagation 
distance L is α dB/Km. Here, Pback is considered as the background radiation noise 
at the receiver. 

Previous research has proposed various techniques to mitigate the effect of atmo-
spheric turbulence, but the space multiplexing is reported to lead higher Q factor and 
lower BER in wireless optical link. MIMO optical wireless link using OOK and PPM 
modulations over K distributed Rayleigh and log normal fading channels has been 
reported to offer high diversity gain and power efficiency compared to single-input 
single-output (SISO) optical link. Although the PPM found to offers low bandwidth 
and the OOK is power inefficient scheme [5]. 

The proposed model described in next section is analyzed using spatial multi-
plexing. The QAM modulation offers high optical data rate and excellent spectral 
efficiency compared to OOK and PPM schemes [6]. At the detector side, we opt to 
choose the avalanche photo detector (APD) in place of PIN detector because of its 
better average BER performance under the gamma-gamma distribution [7]. 

Rest of this article is organized as follows. In Sect. 2, the proposed spatial multi-
plexed system is explained in detail while the Sect. 3 presents the simulation param-
eter taken in our system. The simulation results are compared and also reported in 
this section. Section 4 concludes the presented work in brief.
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2 Proposed System Model Description 

Figure 1 presents a 4 × 4 spatial multiplexed transceiver FSO system consist of 
an optical transmitter, FSO channel and an optical receiver. The pseudo random 
bit sequence block (PRBS) generates the input binary information which further 
converted into electrical format by the non-return to zero (NRZ) section [8]. This gray 
coded binary electrical stream is mapped into QAM-4 signal x(t)which composed 
of two independent in-phase xI (t) and quadrature phase xQ(t) components [6] and 
expressed by 

x(t) = xI (t) cos(2π fct) − xQ(t) sin(2π fct). (4) 

In the above Eq. 4, xI (t) = ∑∞ 
−∞ ai (t)p(t − iTs) and xQ(t) = ∑∞ 

−∞ bi (t) p(t − 
iTs) are in-phase and Q-phase components of x(t). Where p(t) is the unit strength 
gate pulse of symbol duration Ts and ai(t), bi(t) are the ith symbol amplitude of I and 
Q components, respectively. The subcarrier frequency of QAM is f c. The intensity 
modulation (IM), the QAM signal is represented by Eq. 5 

s(t) = Ps[1 + μx(t)], (5) 

where μ = 1 is the modulation index and the average transmitted optical power 
for each symbol is Ps. The narrow beam of independent modulated components is 
transmitted through the turbulent channel to minimize the link losses and is modeled 
by intensity fluctuated gamma-gamma distribution. 

f I (I ) = 
2(ab) ( 

a+b 
2 ) 

(I )
(

(a+b) 
2

)
−1 

Ka−b(2 
√
abI )

┌(a)┌(b) 
. (6) 

In Eq. 6, Km(.) indicates the second kind modified Bessel function of order m 
and ┌(.) shows the gamma function. The size of turbulence cells is decided by the

Fig. 1 Spatial multiplexed 4 × 4 optical link in strong atmospherics turbulence 
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shaping parameter ‘a’ and ‘b’. At the receiver side, these distorted components are 
amplified by the EDFA before detection and then converted into electrical signal by 
the APD array. The output of APD current components is summed up by combiner 
and given by 

id (t) = Rα Psμx(t) 
N∑

n=1 

IN 
N 

+ n(t), (7) 

where α and R are the channel attenuation coefficient and APD detector responsivity, 
respectively. IN is the optical intensity in individual branch, and the white Gaussian 
noise (AWGN) with variance σ n 2 is the n(t) [9]. 

The next section of this paper discusses about the design parameters, and the 
numerical results obtained from the simulation results in terms of Q factor and 
average BER parameters. 

3 Simulation Parameters and Result Discussion 

This section investigates the simulation results obtain for the simplex, duplex and 
the 4 × 4 spatial multiplexed transceivers FSO system on the basis of Q factor, 
received optical power and BER. The proposed system parameters are shown in 
Table 1. A 10 Gbps FSO link operating at 1550 nm wavelength with refractive index 
structure parameter 10–13 m−2/3 and variable link length up to 45 km is simulated 
using Optisystem environment. 

Table 1 System simulation parameters 

Parameters Symbol Values 

Transmission rate (Gbps) BT 10 

Link distance (Km) L 0- 45 

Operative wavelength (nm) λ 1550 

Responsivity (A/W) R 1 

Aperture diameter (m) D 0.04 

Extinction coefficient (dB/Km) βv 10–1 

Divergence angle (rad) ϕ 10–3 

Transmitted average power (dBm) Ps 0 

EDFA amplifier gain a 3 

Attenuation level (dB/Km) α 85.5 

Antenna aperture area (cm2) A 400 

Refractive index structure parameter (m−2/3) Cn 
2 10–13
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Fig. 2 Q factor versus optical link range for NxN FSO transceivers system 

As shown in Fig. 2, the  Q factor decreases continuously from [16.3–0.5]dB, 
[19.2–0.3]dB and [2.2–4]dB for 1 × 1 Tx/Rx, 2  × 2 Tx/Rx and 4 × 4 Tx/Rx pairs, 
respectively, with increase in link range from [5–45]Km. The results shows that the 
4 × 4 spatial multiplexed system offer an improved performance of 8.8 dB compare 
to 2 × 2 system and 12.3 dB better than simplex system at 35 km link range. At 
45 km 1 × 1 and 2 × 2, system performance becomes almost same but 4 × 4 still 
offers improved Q factor. 

The received optical power decreases from [−15 to −40] dBm for 1 × 1 FSO 
system, from [−5.3 to 30] dBm for 2 × 2 and [−0.7 to −35] dBm for 4 × 4 
transceivers FSO system, respectively, as shown in Fig. 3. The  4  × 4 FSO system 
performs outstanding compare to other transceivers system. Between [20 and 35] Km 
distances, the 4 × 4 FSO optical receiver is showing almost 3 dBm improvement 
in received power level compare to 2 × 2 system and 21 dBm improvement with 
respect to 1 × 1 system.

Figure 4 illustrates that with increase in propagation distance, the performance 
of all the three system degraded exponentially. Under strong turbulence conditions, 
4 × 4 transceivers system offers better performance around 105 compare to 1 × 1 
system while the 2 × 2 system offers approximately 10 times better performance 
than simplex FSO system between [25–35] Km ranges. The results also show that 
for short link range 4 × 4 system offers even better performance compare to large 
distance.
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Fig. 3 Received power versus optical link range for NxN FSO transceivers system

Fig. 4 BER versus optical link range for NxN FSO transceivers 

4 Conclusion 

The improved performance of a 10 Gbps multi-transceivers FSO system for MZM 
and QAM modulation schemes with EDFA as a preamplifier at the detector end is 
compared in this paper. The results explained in above section indicate that the link 
range can be extended up to 45 km using spatial multiplexed transceiver system. 
Therefore, increasing the number of transceivers system from 1 to 4, the Q factor 
increases from 0.4 to 4 dB, the received optical power increased by 5 dB and BER 
improved 106 times for 45 km.
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Current-Mode Full-Wave Rectifier Based 
on Transconductance-Boosted 
Bulk-Driven CDTA and Two Diodes 

Shailendra Bisariya and Neelofer Afzal 

Abstract A full-wave rectifier employing a transconductance-boosted bulk-driven 
current differencing transconductance amplifier (BDCDTA) is proposed. The 
BDCDTA is a widely acceptable design for low-voltage and low-power applications. 
This BDCDTA is first designed to achieve high transconductance by using a split 
transistor network for sufficient gain as per the requirement. The full-wave rectifier 
circuit which contains only one such transconductance-boosted BDCDTA and two 
diodes is proposed which can be easily tuned for its gain by properly selecting the 
number of transistors in the split network. The full-wave rectifier circuit performance 
is depicted through PSPICE simulations with 0.18 um CMOS process. 

Keywords Current mode · Full-wave rectifier · Bulk driven · Current differencing 
transconductance amplifier 

1 Introduction 

Bulk-driven current differencing transconductance amplifier (BDCDTA) [1] is a  
circuit that operates with very low voltage and consumes much less power which is 
highly required particularly in the case of using portable devices. A number of such 
active elements have been reported in the technical literature as in [2–6]. Generally, 
for analog signal processing circuits, the techniques that are used for this purpose are 
the subthreshold technique [2], floating gate technique [3], quasi-floating gate tech-
nique [4], and bulk-driven technique [5, 6]. In terms of IC fabrication, the bulk-driven 
technique consumes a smaller area of chip in comparison to other mentioned tech-
niques as it contains a comparatively less number of transistors and has less associated 
capacitance value. However, it also has a drawback of 3–4 times smaller transcon-
ductance and suffered from a higher amount of input referred noise in comparison 
to the basic gate driven approach.
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The transconductance improvements are essentially required for a number of 
applications so as to provide more gain to properly strengthen the weak signals for 
further processing. A full-wave rectifier circuit is required in a number of electronic 
devices for converting low-voltage alternating source into high-voltage direct current 
source with sufficiently high amplitude of the output signal. A BDCDTA is suitable 
for such cases, but it suffers from the drawback of having much less transconductance. 
By improving the transconductance of basic BDCDTA, it can be widely accepted 
for such application areas. 

Full-wave rectifier design proposed to date [8–14] does not include the transcon-
ductance improvement in parallel to rectification. CDTA-based full-wave rectifier 
circuit proposed in [8] and [9] which uses two transistors and in [10] which utilizes 
bipolar technology instead of MOS, all consume comparatively higher power from 
the supply and no current gain is provided. Winner takes all circuit using bulk-driven 
concept proposed in [11] which shows good results, especially for half-wave rectifica-
tion but again lacks in providing any transconductance improvement. A CCII-based 
full-wave rectifier as proposed in [12] includes a total of six more transistors and 
two resistors to provide the rectified output while the circuit proposed in [14] also  
includes a higher number of components for implementation. OTRA-based full-wave 
rectifier as proposed in [13] utilizes four diodes and works on a 2.5 V power supply. 

Our design first proposes an improvement in the transconductance of basic 
BDCDTA [1] by employing a split transistor network approach in the OTA circuit, 
and then, we proposed a full-wave rectifier circuit for analog signal processing appli-
cations based on this modified design of BDCDTA. This full-wave rectifier circuit 
is thus able to rectify very small alternating currents and can provide higher output 
current in comparison to basic BDCDTA. 

This paper is organized as follows: in Sect. 2, first of all, BDCDTA’s brief descrip-
tion is provided. In Sect. 3, the transconductance-boosted BDCDTA implementa-
tion approach is illustrated. In Sect. 4, a full-wave rectifier circuit based on this 
transconductance-boosted BDCDTA is proposed, and in Sect. 5, simulated results 
of the proposed transconductance-boosted full-wave rectifier circuit are described. 
Finally, a conclusion is drawn for the same at the end. 

2 Bulk-Driven Current Differencing Transconductance 
Amplifier (BDCDTA) 

The BDCDTA was introduced in 2011 [1]. The schematic symbol of the BDCDTA 
is shown in Fig. 1. It can be built up from current followers and mirrors or by 
using three OTAs such that the first two OTAs form the current conveyor section 
to produce the difference of current followed by the third OTA to provide sufficient 
transconductance gain.

The transistor level implementation of the BDCDTA is shown in Fig. 2. It consists 
of two bulk-driven CCIIs and a bulk-driven OTA with dual output. The current
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Fig. 1 a CDTA built from bulk-driven OTAs, b its schematic symbol [1]

differencing unit consists of the two current conveyors. For the first CCII, the applied 
current In moves toward its z + terminal, and for the lower CCII, the current Ip moves 
toward its z-terminal, but both are in the opposite direction. Hence, the current, 
obtained at the Z terminal of this CDTA, comes out to be simply the difference 
between these two currents Ip and In. 

Fig. 2 Bulk-driven CDTA [1]
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The transconductance of the output OTA stage for this basic BDCDTA was set 
via an external resistor Rset. Such that, gmset = 1/Rset. This topology improves the 
linearity range but limits the value of transconductance. This BDCDTA works with 
a power supply of ± 0.6 V, and very low-power dissipation in the range of 143 µW 
is achieved in this case. 

3 Transconductance-Boosted BDCDTA Approach 

In order to achieve a higher transconductance value, the very first step is to obtain 
independency from Rset. This will reduce the linearity range, which can again be 
obtained by a suitable selection of bias currents. The elimination of Rset can abruptly 
increase the transconductance up to the gm value of the OTA. This will however 
reduce the frequency range of the device. 

To further increase the value of transconductance, this circuit can be modified 
again by connecting the ‘N’ number of symmetrical MOS transistors in parallel as 
shown in Fig. 3 as ‘Network 1’ and ‘Network 2’ in place of M26 and M28 transistors 
of CDTA of Fig. 2 [7]. The use of ‘Network 1’ and ‘Network 2’ is useful because 
all the MOSFETs which are in parallel draw the same amount of current since their 
gates are connected, so VGS is the same and all are kept working in the saturation 
region. Thus, the total current coming out of either ‘Network1’ or ‘Network 2’ will 
be the addition of individual current drawn by each MOSFET. Thus, even if the input 
is not changed, the output currents are boosted. Hence, we can achieve a very high 
value of transconductance (gm) without having much power dissipation. 

This approach improves the transconductance value of bulk-driven CDTA which 
can be easily set as per the design requirement by suitably selecting the value of ‘N’, 
i.e., the total number of transistors in the split network. It is observed that the value 
of ‘n’ can give a good result for a range between 2 and 4. 

The basic BDCDTA was designed using this transconductance-boosted scheme 
as shown in Fig. 4. Initially, the circuit was designed with N = 1 only to check the 
improvement in transconductance by eliminating Rset only. This circuit was further 
redesigned with a split transistor network in the OTA section.

The simulation result of this BDCDTA is shown in Fig. 5. The simulation was 
done to obtain the frequency response of the same first by eliminating the Rset only. 
The result shows a significant improvement in the value of the transconductance as 
expected. As shown in Fig. 5, the transconductance obtained in this case is 3.33 mS

Fig. 3 Bulk-driven N 
PMOS transistors in parallel 
with select switches [7] 
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Fig. 5 Frequency response plot for transconductance-boosted basic BDCDTA without split 
network 

which is much higher in comparison to the basic version with a transconductance 
value of 99 uA only with  Rset as 10 kΩ. 

4 Proposed Full-Wave Rectifier Design Based 
on Transconductance-Boosted BDCDTA 

A full-wave rectifier circuit requires the use of two diodes such that only one diode 
conducts in the half cycle of an applied alternating input signal and the second diode 
should conduct for the remaining half cycle. So, two diodes should be connected in 
opposite manner such that the swing for both half cycles can be obtained in the same 
direction. This concept is explained in Fig. 6 for the designed transconductance-
boosted BDCDTA circuit. 

The equations for describing Fig. 6 are presented as follows: 

Ix+ =
{

K Iin if Iin > 0 
−K Iin otherwise 

,

Fig. 6 Full-wave rectifier based on transconductance-boosted BDCDTA and two diodes 
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Ix− =
{−K Iin if Iin > 0 

K Iin otherwise 
, 

where I in is the applied value of input current and K is the factor by which its 
amplitude gets increasing because of TBBDCDTA which further depends upon the 
number of transistors used in the split network. This number can be set as per the 
requirement of the application, and hence, suitable improvement in the value with 
tunability in hands can be obtained easily just by reconfiguring the structure. 

The complete schematic of the full-wave rectifier based on this transconductance-
boosted BDCDTA is presented in Fig. 7. It has two diodes at the input section which 
is followed by bulk driven current differential transconductance amplifier which 
includes a transistor split network in its output OTA section, which can provide suffi-
ciently large transconductance value, and hence, the much higher value of output 
current in comparison to the basic bulk driven transconductance amplifier. We have 
chosen from one to four transistors in the split network, and the corresponding 
improvement is mentioned in the result section for all cases.

Figure 8 shows the simulation results obtained from the designed full-wave recti-
fier circuit. Results clearly indicate that output current is much large in comparison 
to the case of basic full-wave rectifier design which utilizes BDCDTA design without 
transconductance improvement scheme. The results were further verified by varying 
the transistor count in the split network which proved further enhancement in the 
output current by increasing the number of transistors in parallel. This approach 
can be utilized in practical application requirements conveniently just by suitably 
selecting the number of transistors as per the field requirement.

5 Simulation Results 

The PSPICE simulations were done using 180 nm CMOS technology parameters. 
First, the basic BDCDTA of [1] was simulated with known parameter values. In the 
second step, the Rset was eliminated and biasing conditions were checked for linearity. 
Then, the achievement in transconductance was measured as plotted in Fig. 5. In the  
next step, the split network was introduced with variation in the transistor count, and 
the corresponding increase in transconductance was measured and verified. This step 
showed a clear picture of transconductance improvement by increasing the transistor 
count. The measured values of improved transconductance are 3.33 mS for a single 
OTA without a split network, while it increases from 3.33 mS to 3.96 mS for two 
transistors in a split network and up to 4.46 mS for four transistors in the network 
which is much higher in comparison to the transconductance value of basic BDCDTA. 

After verifying the design of transconductance-boosted BDCDTA, the schematic 
of full-wave rectifier was designed and the simulation was done with a supply voltage 
of 0.6 V only, and two diodes were supplied with an alternating sinusoidal current 
input of 7 uA only with a frequency of 500 Hz. Results show rectified output with
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Fig. 8 Simulation results for full-wave rectifier based on transconductance-boosted BDCDTA and 
two diodes

Table 1 Comparison of proposed TBBDCDTA-based full-wave rectifier with other’s work 

Proposed work R[9] R[10] R[12] R[13] R[14] 

Analog building block 
(ABB) 

TBBDCDTA CDTA CDTA CCII OTRA CCII 

Number of ABB 1 1 1 2 1 1 

Number of diodes 2 – 2 – 4 – 

Number of transistors – 2 – 6 – 4 

Number of resistors 1 – 1 2 1 1 

DC power supply (V) 0.6 1.8 5 12 2.5 1.5 

Technology (µm) 0.18 0.35 Bipolar Bipolar 0.25 0.35 

Power consumption (mW) 0.144 14 – – 2.31 1.18 

Output transconductance 
improvement 

Yes No No No No No 

an amplified current of value approximately 62 uA which is much larger in compar-
ison to the results obtained from basic BDCDTA design. Table 1 further shows 
the comparison of this proposed TBBDCDTA-based full-wave rectifier design with 
other’s already designed circuits. 

6 Conclusion 

The simulation results for full-wave rectifier design clearly indicate a huge improve-
ment in the value of output current and hence justify its viability. This circuit can 
easily be used for rectification as well as amplification of such alternating sources 
which have much less amplitude with a lower frequency range and need a larger 
improvement in its current value in parallel to the rectified output.
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Effective Coverage Analysis for Wireless 
Multihop Sensor Network Incorporate 
Overlapping 

Bhawna Kankane, Rajesh Mishra, and Sandeep Sharma 

Abstract Wireless multihop sensor network (WMSN) has a wide range of appli-
cations in various fields, especially with Internet of Things (IoT) and other smart 
devices that may include weather forecasting, health monitoring, military surveil-
lance, etc. This paper proposes an analytical model for effective coverage estimation 
that incorporate a redundant area for a defined region of interest with uniform random 
distribution for sensor node. Proper coverage is one of the major concerns for WMSN. 
The model is proposed in two steps. First, the effective coverage area is evaluated with 
redundant possibility using Euclidean distance between two neighboring nodes and 
excluding the overlap area to reduce redundancy. Finally, the coverage is estimated 
with detection probability for a known effective coverage area. The simulation result 
shows that the proposed model gives better coverage than previous work. It extends 
the detection probability significantly for a wireless multihop sensor network. 

Keywords Effective coverage · Overlap area · Wireless multihop sensor network ·
Euclidean distance · Detection probability · Boolean sensing model · Sensor nodes 

1 Introduction 

With emerging technology, miniaturization of the devices has developed an interest 
in the design of tiny sensors that have a wide range of applications in various field 
such as military surveillance, industrial application and health monitoring system 
[1]. Sensors are the basic building block for any wireless network and primarily 
comprised a sensing unit, transceiver, memory and power unit. In most applications, 
coverage efficiency reflects the system’s performance, especially in IoT-based appli-
cations or in other smart devices; thus, it becomes necessary to enhance coverage 
of such wireless networks. In literature, different approaches with different sensing
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models have been used to analyze coverage. Sensor nodes’ deployment is the key step 
for a network design, and various deployment strategies have been used to achieve 
maximum coverage. The wireless sensor network is highly applicable for the hostile 
region, so random deployment is widely used. Nowadays, coverage has become a 
major concern of research for researchers. The area of coverage sensed by a sensor 
is determined by the fraction of sensed area to the total area of the region. In 2016, 
Katti and Lobiyal [2] studied and discussed different ways to enhance the coverage 
efficiency using a deterministic model. Jin et al. [3] developed a model for coverage 
and connectivity analysis under border effect in a circular region. The assumption 
has taken that the sensor is equipped with an omni-directional antenna with uniform 
sensing range. Cai et al. [4] have proposed an approach for energy conservation 
for wireless sensor networks where the sensor nodes are defined in three different 
modes, i.e., low power, sleep and active modes for a disk sensing model. Sensors in 
different modes prolong the network lifetime. Similarly, in 2020, Suparna et al. [5] 
have presented a Monte Carlo simulation approach for area coverage with sensors 
in three different states, viz, sleep, active and relay. The proposed model establishes 
connectivity for mobile sink based on the state of the sensors and defined coverage for 
every established connection. In this article, the node position is predetermined and 
is not applicable for random distribution. Sensor nodes collect and process sensed 
data which are further forwarded to the sink node. In literature, various coverage 
and connectivity-based reliability models have been proposed. In 2013, Liu et al. 
[6] have done coverage analysis using percolation theory. In 2020, S. Chakraborty 
et al. [7] proposed an area coverage-based model for multi-state sensor nodes where 
Voronoi cells are used for sensor nodes’ representation. The connectivity between 
the sensor nodes is shown using Euclidean distance and energy matrix. Author has 
also applied a sum of disjoint approach to determine area coverage. In 2019, Amutha 
et al. [8] reviewed different strategies of wireless sensor network to improve coverage 
and energy efficiency. In 2017, Al-Karaki and Gawanmeh [9] have done a perfor-
mance evaluation and maximize network endurance with the mentioned parameters 
like nodes’ availability, connectivity and coverage. In 2021 [10], Nagar et al. have 
formulated an approach to define connectivity in a multihop scenario using node 
degree distribution and node isolation probability. The author has also considered 
the border effect. Most of the work has been done for coverage analysis for wire-
less sensor networks considering different sensing models and different performance 
parameters. However, none of the researchers has considered a redundant area for 
coverage. In the proposed model, the effective coverage is estimated by considering 
the overlap area. The formulating result shows the redundancy is reduced to the 
greater extent and required coverage estimation is highly improved. 

2 System Model 

This paper presents a mathematical model for the analysis of effective coverage 
area without redundancy. The proposed model considers a random square region
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of area
(
A = a2

)
with dimension 100 x 100 m2. We first assume that two random 

nodes ‘A’ and ‘B’ as shown in Fig. 1 with equal and uniform sensing range ‘RS’ 
are randomly deployed. Due to random distribution of sensor nodes, some of the 
regions of ROI are covered by both sensors and considered as redundant area. The 
redundancy for coverage area depends on the distance between the neighboring nodes 
which is given by Euclidean distance between the nodes. The redundancy occurs if 
the distance between the nodes is less than or equal to twice the sensing range. The 
distance ‘D’ in Eq.  (1) between the two neighboring sensor nodes with coordinates(
Ai, Aj

)
and

(
Bi, Bj

)
is determined by the Euclidean distance [11]. The expression 

for ‘D’ is given by: 

D =
/

(Bi − Ai)
2+(

Bj − Aj
)2 

. (1) 

The coverage area by the sensor nodes is estimated by the ratio of the effective 
area sensed by the sensor to the total area of RoI. In the presence of overlap area, the 
effective coverage area Aeff is evaluated as in Eq. (2). 

Aeff = A2S − AO, (2) 

where A2S is sensing area covered by two sensor nodes for uniform sensing range as 
sensors are representing with a disk sensing model. If the sensing range of a sensor is 
RS , then the area covered by each sensor is πRs2; similarly, for n number of sensors, 
it will be

(
n × πR2

)
. The sensing area for two sensor nodes will be

(
2 × πR2

)
, and 

AO is defining the overlapping area or common area between the sensors.

Fig. 1 Sensor node coverage with overlapping area 
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2.1 The Mathematical Expression for Overlap Area 

The overlapping area is decided by the Euclidean distance ‘D’ and can be 
mathematically expressed by considering three conditions as discussed below: 

AO = 

⎧ 
⎨ 

⎩ 

πR2 
S for D = 0 

0 for  D ≥ 2RS 

AO for D ≤ 2RS 

(3) 

Overlapping area can be evaluated if the value of D lies between 0 < D < 2Rs and 
is given by the equation. 

AO = {Area of sector − Area of triangle}, (4) 

AO =
{
APQ
∧

− Δ(APQ)
}

(5) 

The area of sector is given by 1 2 θ R2 
S , where the value of θ is evaluated by using 

cosine rule. Similarly, the area of triangle in the overlap region is evaluated by Heron’s 
formula [12].

ΔAPQ =
/
s(s − RS )

2 (s − C), (6) 

where ‘C’ is the chord length which is estimated as C =
/
2R2 

S (1 − cos θ ) and ‘s’ 
is given by 2RS+C 

2 . By using  Eq. (2), the effective coverage area is estimated as 

Aeff = 2 × π R2 

− 
1 

2

{

cos−1

(
2R2 

S − C2 

2R2 
S

)
R2 
S −

/

s(s − RS )
2

(
s − 

/
2R2 

S (1 − cos θ )
)}

. (7) 

2.2 Coverage Estimation Using Boolean Sensing Model 

In this model, the sensing area for each sensor is defined by AS = πR2 
S . A sensor in the 

given area can sensed the target if the target exists under the sensing range of a sensor 
node. The detection probability of a sensor node for a particular target is given as 
pd = AS 

A , where ‘A’ is the total area of square region of interest [13]. If incorporating 
the overlap area between two sensor nodes [14], the detection probability for the 
system model will be expressed as pd = Aeff 

A , and hence, the equation will become
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Pd = 

2 × πR2 − 
1 

2

{

cos−1

(
2R2 

S − C2 

2R2 
S

)

R2 
S 

− 

⎧ 
⎨ 

⎩

/{
2RS + C 

2

}{
2RS + C 

2
− RS

}2{ 2RS + C 
2

−
/
2R2 

S (1 − COSθ)

}
⎫ 
⎬ 

⎭ 

⎫ 
⎬ 

⎭ 

A 
. (8) 

The coverage probability pc by at least one sensor node among the ‘k’ set of sensor 
nodes can be expressed as 

PC = 1 − (1 − Pd )
K . (9) 

As the value of ‘N’ is very large, so taking approximation of Eq. (9) and the 
equation is approximated as shown below in (10): 

PC = 1 − exp

[
−K

(
2πR2 

S − AO
)

A

]

. (10) 

The coverage probability is estimated using the above Eq. (10), where it shows 
that as the overlap area increases, the redundancy increases and reduces the effective 
coverage area. Thus, the detection probability is reduced significantly. 

3 Simulation Result and Discussion 

This section describes performance evaluation for coverage analysis of a wireless 
multihop sensor network in a square region with 100 × 100 m2 dimensions as shown 
in Fig. 2. Here, we have randomly deployed 20, 30 and 40 active sensor nodes with 
a maximum sensing range of 10 m in a square region. The performance is estimated 
in an effective coverage area over several sensor nodes and sensing ranges. It has 
been observed that the effective coverage area is being reduced with an increase 
in the number of nodes as shown in Fig. 3. Another important parameter is the 
detection probability. The detection probability increases with the increase in number 
of nodes and sensing range. The analytical result is formulated using Eqs. (2), (3) and 
(10). Finally, the performance analysis for coverage is done in MATLAB R2015a 
simulation environment.

4 Conclusion 

In this paper, we have estimated the effective coverage area under different perfor-
mance parameters. The proposed model eliminates the overlap area and thus reduces 
the redundancy in the coverage analysis. The analytical formulation is done using a
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Fig. 2 Random node deployment in 100 × 100 m2 with K = 20, 30, 40 

Fig. 3 Detection probability and effective coverage area incorporating redundancy with respect to 
number of sensor node for different sensing ranges

mathematical model and simulated under MATLAB environment. In future, the work 
can be extended using different sensing models together with considering boundary 
effects. 
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Performance Investigation of Photonic 
Radar for Autonomous Vehicles’ 
Application Under Various Degrading 
Conditions 

Abhishek Sharma and Jyoteesh Malhota 

Abstract Autonomous vehicles are projected to be the future of the automotive 
industry. Photonic radars have emerged as one of the most reliable sensors in the 
development of self-driving automobiles. The effect of different degrading conditions 
such as atmospheric turbulence and impact material surface in the target recognition 
by photonic radar is analyzed in this work. For simplicity, we have considered four 
scenarios in which the target has turbulence in terms of atmospheric attenuation and 
reflectivity of the surface, while two scenarios of the scintillation effect are studied. 
With an operating range of 250 m and attenuation up to 75 dB/km, the reported 
results show successful detection of the target. 

Keywords Autonomous vehicle · Photonic radar · Reflectivity · Atmospheric 
turbulences · Scintillations 

1 Introduction 

Sensor based upon the optical signals has proved to be diverse and found their appli-
cations in various sectors be it autonomous vehicles or geography sensing, land 
mass observation, aerial navigation and subaquatic fluxes [1, 2]. It is expected in the 
automotive sector which will grow with 31% of CAGR in 2021–2028 period, particu-
larly in autonomous vehicle’s (AV’s) sector [3]. Key demand of autonomous sector is 
higher resolution-based system to detect and range stationary or moving objects with 
high degree of accuracy in all weather conditions [4, 5]. Furthermore, the AVs need 
high-security provisions for redundant and shared measurements. However, under 
varying weather conditions, exact measurements of road conditions become tedious
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job. Primary requirement for AVs is dependent upon a sensory system that is proficient 
of providing accurate measurement particularly up to 500 m with high resolution. 
Likewise, power requirement should also be minimized particularly below 20W as 
limited power is available from car batteries. Many sensors have been deployed in 
auto motives to gather surrounding conditions such as RADARs, Ultrasonic sensors, 
LiDAR, Cameras and Photonic radars. Out of these currently used sensors, photonic 
radar stands to be more reliable and efficient as it offers higher bandwidth that 
enables better range resolution, low beam divergence, smaller size, low input power 
requirement and immunity from electromagnetic interference (EMI) [6, 7]. 

Photonic radar typically utilizes low input power continuous wave (CW) laser 
source with comparatively extended surveillance duration. The information signal 
is encoded in triangular format to decrease the sweep duration which is further 
frequency modulated using RF signal. This FM-modulated signal is exploited to 
figure the object distance and speed. The FM-modulated RF signal is combined 
with continuous wave light source using Mach Zander interferometer, and output 
signal is obtained in form of light. There are two types of configuration used in 
photonic radars, viz non-coherent or direct detection and coherent detection. Along 
with transceiver design issues, operating frequency selection is also important as 
RF poses transmission limit as well as inability in penetrating through dense targets. 
Also, higher bandwidth enables to attain better angular resolution. To solve this issue, 
use of millimeter wave band (mm-band) is recommended. On the contrary, higher 
bandwidth of mm band tends to be affected with higher attenuation with various 
influences of atmosphere [8–24]. 

Though AVs are still a growing field of study, many researchers have published 
considerable reports in this area. Reference [25] reported the impact of suspended 
particles in air such as smoke and dust on the working of AVs. Another study [26] 
discussed target simulation discussing irregular reflectivity inconsistencies in atmo-
sphere. Thus, reported work presents impact of atmospheric influences. The photonic 
radar operates in free space, and hence, various attenuation factors such as rain haze 
snow and fog must be considered thoroughly while designing the channel modeling. 
Authors have studied in detail impact of atmospheric effects of free-space optics [11, 
16, 17, 27] and proposed various mitigation schemes to lower their impact [28]. Thus, 
researchers need to consider the atmospheric conditions while designing the system. 
Frequency band is another important parameter as resolution improves with higher 
bandwidth [29]. Various configurations of photonic radar using LFMCW techniques 
are discussed with their advantages [30]. 

Along with different atmospheric factors such as turbulences and scintillations, 
effectiveness of photonic radar also depends upon the material reflectivity of different 
targets. There is limited work reported in finding impacts of attenuation, scintilla-
tion and material reflectivity. In this work, we have considered linear FMCW-based 
photonic radar to analyze the influence of attenuation, scintillation and material 
reflection altogether on detection of target. Present work is organized as: Sect. 1 
designates the introduction of photonic radars and previous work; Sect. 2 explains
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the system description of the recognized photonic radar; Sect. 3 presents the mate-
rial impact upon the developed system, and concluding part of this study is given in 
Sect. 4. 

2 System Description 

As presented in Fig. 1, basic photonic radar scheme comprises a transmitter where 
linear frequency modulated (LFM) saw tooth signal and continuous wave source 
are modulated together using dual-port Mach Zander modulator into the free space 
toward the target via optical lens. 

The operating frequency of LFM generator is 77 GHz and bandwidth for this 
system is 2 GHz. The range frequency that is frequency of replicated echo from the 
object is calculated as per Eq. (1): 

fR = 
2 × R × B 
Tm × C 

, (1) 

where distance between object and radar equipped vehicles is given by R, the oper-
ational bandwidth of the system is given by B and time taken by the signal to travel 
from transmitter to object and back to the receiver is given as Tm known as sweep 
time. Numerous aspects, precisely scattering, propagation under climatic conditions 
and object material have deteriorating impact on the echo signal. The intensity of the 
echo signal Pr is calculated as [31]: 

Pr =
{
Pt 

ρtD2τopt τ 2 atm 
4R2 for extended target 

Pt 
ρtAtD2τopt τ 2 atm 

4R2Aill 
for any target 

, (2) 

where D is the width of the transmitter lens, reflectivity of target is given by ρ t , 
effective area of the target is given by At , Aill is the lit part at target, and τ opt and τ atm 
designate transmission and atmospheric loss factors. At the receiver, photodiode

Fig. 1 Block diagram of proposed photonic radar 
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has been used to capture the echo signal, and based upon echo signal intensity, 
corresponding electrical current is generated. Photodiode current with responsivity
k is [32]: 

iph(t) = k.Pr

(
1 + 

β 
2 
cos(2π fc(t − τ ) + 

πB 

Tm 
(t − τ )2

)2 

. (3) 

Equation (3) is also presented in filtered form as [33]: 

iph(t) = Idc + isig(t) ≈ k.Pr

(
1 + 

β 
2 
cos(2π fc(t − τ ) + 

πB 

Tm 
(t − τ )2

)2 

, (4) 

where Idc is direct current generated from the photodiode, while isig is alternating 
current. We have utilized PIN-type photodiode to detect the echo signal having 
responsitivity of 1 AW−1. The output of PIN diode is analyzer using electrical analyze 
for evaluation SNRvalues. The SNR is measured as detector as [31]: 

SNRdir = β2k2P2 
r /2 

2qkPrBrx + 4kbTrBrx/RL 
, (5) 

where Brx is the receiver bandwidth, q is the electrical charge ≈ 1.6 × 10–19 c, and 
kb is the Boltzmann constant ≈ 1.38 × 10–23 J/K. 

The signal is further subjected to electrical amplifier. We have used amplifier with 
40 dB gain, and this amplified signal is mixed with FM-modulated input signal using 
a mixer. The output of mixer is subjected to the low-pass filter where beat signal is 
obtained as shown in Eq. (6) [31]: 

Sb(t) = AckPrβ cos
(
2π fcτ − 

πB 

Tm 
τ 2 + 2π frt

)
(6) 

3 Results and Discussion 

The photonic radar system is designed using OptiSystem™ software. Firstly, the 
system range frequency is calculated mathematically using Eq. (1). Then, the 
proposed system is tested firstly for various atmospheric attenuations caused by rain 
fog snow and haze. For simplicity of the operation, we have considered four values 
of the attenuation that is 0.2, 25, 50 and 75 dB/km [34, 35]. The reported results as 
shown in Fig. 2 depicts successful detection of target under varying attenuation with 
decreasing received power.

It can be observed that range frequency is at 333.33 MHz which is same as calcu-
lated using Eq. (1). This testifies that the system detection is theoretically correct. 
Further, it is clear from Fig. 2 that system withstands the varying attenuation and
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Fig. 2 Max received power 
vs. frequency under varying 
attenuation

successfully detected the target. Further, the proposed system is tested for material 
surface effects in detection of the target. For this, we have considered four scenarios 
in which material reflectivity is predefined as 15%, 50%, 80% and 99%. The results 
are shown in Fig. 3. 

As  shown in Fig.  3, with increasing reflectivity of target surface, the maximum 
received power also increases. Again range frequency is 333.33 MHz which matches 
theoretical value. Lastly, the system is detected for impact of scintillation effects. Two 
scenarios are considered with high scintillation of 10–6 and low scintillation of 10–22. 

As shown in Fig. 4, the scintillation has minimal impact of the signal intensity 
and results obtained in low as well as high scintillations are comparable. Thus, it is 
reported that from the simulation results, attenuation and material reflectivity have 
high impact on the performance of photonic radar as compared to the scintillation 
impact.

Fig. 3 Max received power 
versus frequency under 
varying reflectivity of target 
material. Ref: Reflectivity of 
the surface material of target 
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Fig. 4 Max received power 
versus frequency under 
varying scintillation 

4 Conclusion 

In this work, linear frequency-modulated photonic radar has been modeled in direct 
detection configuration for range detection of stationary target by analyzing the echo 
signal. Proposed system has successfully detected the stationary target placed at 
250 m. Further impact of attenuation is observed with attenuation of 0.2–75 dB/km, 
and surface material impact is observed by modeling target having reflectivity of 
15%, 50%, 80% and 99%. The reported results show that material reflectivity and 
attenuation have degrading impact of performance of the photonic radars, while scin-
tillation effects are not severe in autonomous vehicle applications. The performance 
of the system under varying degrading conditions is tested and verified that system 
withstands all these conditions with successful detection of the target. 
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An Enhanced IoT and LoRa-Based 
Communication System 
for Underground Mines 

Sandi Kumar Reddy and Anil S. Naik 

Abstract The mining industry is well known for valuable minerals all over the world 
and the way to get minerals is by mining below the surface. Real-time monitoring of 
environmental parameters from underground mines is a very complex task to ensure 
safety. Accidents in the underground area are due to hazardous toxic gas spread 
beyond the threshold limit value at excavations. These mine gases are a threat to 
both mine workers’ health and the mine environment and are also very hard for 
miners to detect. Automation in the mining industry reduces hazardous accidents 
while improving efficiency and productivity. Adopting the Internet of Things (IoT) 
with Long Range (LoRa) wireless communication technology to build a robust long-
range wireless communication system to monitor environmental parameters and 
hazardous events. To ensure a safe mine environment for mineworkers at the mine 
site, Artificial Intelligence techniques are an add-on to automation systems to build 
predictive modeling for an intelligent early warning alert system. However, current 
solutions are limited to monitoring, low computing power and processing capability, 
battery lifetime, suitable at the laboratory level, or reports events in a few cases. 
The proposed system is comprised of the IoT-based sensor modules, communication 
protocols, Long-Range (LoRa), and machine learning technologies to establish safe, 
reliable communication from the underground mine to the surface area. A reliable, 
robust, and cost-effective communication system should be required that monitors 
environmental parameters and predicts reports of unusual events by adopting new 
technology. 
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1 Introduction 

The primary goal of any mining industry is to ensure the safety of mineworkers at the 
mine site. The safety issue comes first in the underground mining industry because of 
the complex process to extract minerals from underground mine areas. Excavation 
areas are exposed to toxic gases such as Carbon Monoxide, Methane, Hydrogen 
Sulfide, Nitrogen Dioxide, Carbon Dioxide, Sulfur Dioxide, and Hydrogen; also, 
other factors such as temperature, humidity, and fire accidents make mine areas 
unsafe for mine workers, so continuous monitoring of environmental parameters is 
required. 

Most of the mining industry in India has adopted wired or hybrid-based commu-
nication systems at underground mines. It operates perfectly in normal conditions, 
but due to its inappropriate mine structure, any uncertainty, wires get damaged due 
to mining operations and can cause accidents. A reliable communication system 
inside the mines is required to exchange information on environmental conditions, 
track/detect the position of mineworkers, to alert for the safe and unsafe areas in 
mines. Implementation of automation in mining industry gives confidence of safe 
environment to mine worker. It is a challenging task to implement a reliable and robust 
communication system due to the adverse dynamic nature of the mining environment 
[1]. 

To alleviate this problem, Internet-based real-time monitoring systems are used in 
advanced countries to keep a track of the environmental condition of the underground 
mines. Wireless radio communication technologies Wireless Fidelity (Wi-Fi) and 
ZigBee cause radio frequency signal path loss in the underground mine area. Unli-
censed frequency band characteristics of ZigBee or LoRa technology for long-range 
and reliable data transmission are appropriate to use with IoT for data transmission 
from underground to the surface area. 

The comparative analysis of communication technologies such as Bluetooth, Wi-
Fi, ZigBee, and Low Power Wide Area Network (LP-WAN) technology LoRa is 
widely used for monitoring underground mining as shown in Table 1 [2, 3]. 

A reliable, low-cost, portable online monitoring system for the analysis of under-
ground mining environmental parameters is required. This paper includes related 
work section which describes current solutions of IoT-based methodology to send

Table 1 Comparative 
analysis of communication 
technologies 

Parameter ZigBee LoRa 

Frequency band 2.4 GHz Unlicensed 

Max_data 
transmission rate 

250 kb/s 50 kbps 

Transmission 
distance 

10–100 m 5 km (urban) 
20 km (rural) 

Power (−25) ~ 0 dBm 14 dBm 

Network extension Tree/mesh topology Chirp spread 
spectrum (CSS) 
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early warnings in underground mines and also described the architecture of the 
proposed system by integrating IoT and LoRa-based systems for monitoring the 
environmental parameters and other aspects of underground mining. The detailed 
review and analysis, challenges, and further research and limitations are discussed. 
Finally, the paper is summarized with conclusions and some useful remarks. 

2 Related Work 

The Conventional Smart Digital underground mine system is not fully automated 
due to its limited communication and involves the contribution of mine supervisors. 
Underground mine automation is broadly classified as a wireless communication 
system, database system, mine workers’ location and equipment tracking, and intel-
ligent system for early warning and rescue at the mine site. This section describes the 
current solutions of IoT in underground mining with their methodology, advantages, 
and limitations proposed by researchers. 

IoT-based safety system using a microcontroller ESP8266 and the ThingS-
peak platform to monitor environmental data is implemented. Wireless systems 
are economically feasible and efficient to use but lack validation and data anal-
ysis of the proposed system [4]. ZigBee-based energy-efficient system for safety 
monitoring of the environment is implemented, and simulation results are discussed 
[5]. ZigBee-based wireless and cost-effective mine monitoring system with an early 
warning system is proposed [6]. IoT-based system to monitor environmental parame-
ters safety system is proposed and the system is integrated with PLX-DAQ (Parallax 
microcontroller data acquisition add-on tool for Microsoft Excel) to acquire and read 
environmental data in real time with high security [7]. ZigBee-based smart helmet 
system is designed to monitor hazardous gases and Head Injury Criteria (HIC) value 
is calculated by accelerometer software and Contiki operating system to control 
sensors [8]. An Integration of Sensors, IoT and Cloud computing system to monitor 
real-time mining environmental parameters, ventilation control, early warning, and 
communication effectively. Data analysis is performed to predict measured data by 
adopting a theory of probability [9]. A ZigBee-based continuous monitoring and alert 
system to measure environmental parameters at mine site such as heartbeat, temper-
ature, humidity, toxic gas detection is used in the safety jacket of mine workers [10]. 
A cost-effective intelligent IoT-based helmet to detect hazards in the mines and an 
early warning system for the safety of the mine environment is implemented at labo-
ratory level [11]. WSN and ZigBee system to monitor environmental parameters 
in the mining area to reduce potential safety problems in coal production is imple-
mented at the laboratory level [12]. A smart helmet-based proximity warning system 
(PWS) to provide visual proximity warning alerts to both the equipment operator 
and the pedestrian. Authors performed various kinds of experiments to compare the 
signal strength in the underground mine site visual proximity alerts to mineworkers 
and machine operators [13]. IoT with an IP-enabled gateway for real-time environ-
mental monitoring of the underground environment is implemented by establishing
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maximum of 800 m distance to transfer to surface level [14]. WSN and LORA-based 
systems are used to monitor toxic gases, and measurements can be communicated 
from underground to the surface Area [15]. A LoRa-based cyber-physical system for 
monitoring the concentration of gases and controlling the ventilation system for the 
safety of mine workers to establish maximum distance of 100 m depending on curve 
and bend in mine site is implemented [16]. IoT and machine learning-based hybrid 
CNN-LSTM models are used for real-time monitoring and forecasting of flammable 
nontoxic gas methane CH4 gas concentration mine hazards for the safety and produc-
tion efficiency at underground mine sites [17]. IoT-based environmental conditions 
are using different sensors and GIS tools to display information at the laboratory setup 
level [18]. Multilayer Perception- Artificial Neural Network(MLP-ANN) Modelling 
based mine air quality monitoring and forecasting system to predict air quality in 
underground mine safety through early warnings [19]. Portable gas detectors and IoT-
based low-cost gas sensors and microcontrollers are used to measure environmental 
parameters in underground mines. Microcontroller-based system with sensors is used 
to acquire the data and send data to the smartphone using Bluetooth. Smartphone 
plays the role of visualization to monitor the data. Acquired data from smartphone to 
cloud are transferred once the Wi-Fi or Internet is connected [20]. A novel conceptual 
model is proposed to monitor underground mine parameters from the surface area. 
Single-wire energy transfer and wireless energy transfer along the monorail track 
are used to monitor the energy transmission network and access points for envi-
ronmental parameters in underground mines along with an innovative power supply 
system [21]. 

Improvement in communication technologies at the mine site is increasing by 
adopting IoT with ZigBee modules, LoRa technology, and Artificial Intelligence to 
support industry 4.0 smart digital mine. Observations from the current solutions that 
researchers focused on the design and development of full-fledged, accurate, reliable 
real-time monitoring systems are required. Enhancement in sensor technology in 
terms of efficiency, computing power, and lifetime is needed for sensing and effec-
tive communication at the mine site because of the harsh environment, curving, and 
bend structure of the underground mine cause signal path attenuation. A real-time 
monitoring system generates a huge amount of data leading to the use of data analysis 
techniques to predict uncertainty from historic data and also to send notifications or 
alerts of early warning to the concerned authority. The adoption of multiple gate-
ways can reduce the number of sensor nodes to build wireless communication at the 
mine site, and loss is reduced in case of damage to sensor nodes due to accidents. 
The existing real-time monitoring system is designed for detection of toxic gases, 
temperature, and humidity. The system can be extended to monitor the excavator’s 
health conditions in real time and also data analysis by comparing with historic data 
to generate a notification if there are any unusual changes in physiological data of 
mine workers. Validation of real-time monitoring data with portable devices will be 
an add-on to enhance the safety system.
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3 Proposed Model System Architecture 

The architecture of the proposed system is described as shown in Fig. 1. The system 
is composed of a transmitter unit and a monitor unit. Data processing is carried out 
at the transmitter unit and the microcontroller is integrated with sensors MQ7— 
Carbon Monoxide (CO) Gas Sensor, MQ4—Methane Natural Gas Sensor Module, 
DHT22, AM2302—Digital Temperature and Humidity Sensor, MQ136—Hydrogen 
Sulfide Gas Sensor, 110–508—NO2 Nitrogen Dioxide Sensor 5 ppm, 110–602— 
Sulfur Dioxide (SO2) Sensor 20 ppm, MQ8—Hydrogen H2 Gas Sensor Module, 
MG811—Carbon Dioxide CO2 Sensor Module. The data are visualized at the PC 
monitor unit with the necessary details. To establish a safe, comfortable, and effi-
cient environment for mine workers in underground mining, IoT-based Smart Safety 
Jackets can be designed for the safety of mineworkers and the system module can 
fix on their safety jackets as shown in Fig. 2. The safety jacket is integrated with the 
main processing device and sensor modules to acquire environment parameters in 
real time to process. Once the sensed parameters exceed the threshold value, then 
alert mine workers through a buzzer sound when a hazard occurs at the mine site, 
and mine workers can take immediate action to shift to a safer place at the mine site. 

Arduino UNO/Nano microcontroller board with integration of LoRa module and 
DHT-22 temperature and humidity sensor to measure temperature up to 50° C and 
humidity up to 90% is shown in Fig. 3. Air quality index ranges of MQ135 sensor 
are Good: 0–50 ppm, Moderate: 51–100 ppm, Unhealthy to sensitive group: 100– 
150 ppm, Unhealthy: 151–200 ppm, Very unhealthy: 201–300 ppm, Hazardous: 
301–500 ppm.

Fig. 1 Block diagram of the transmission and monitor systems
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Fig. 2 Case 1: IoT-based smart safety jacket for underground mine workers (AQI: 90 PPM in the 
indoor environment) and rise of AQI to 383 PPM in the indoor environment when a liquid spray 
hand sanitizer is placed near the sensor

Fig. 3 IoT-based LoRa module with DHT11/22 temperature and humidity sensors 

4 Results and Discussion 

The circuit is assembled on a breadboard and code should be uploaded using Arduino 
IDE and open the serial monitor tool and monitor the sensed data displayed on the 
16X2 LCD crystal display. Figure 2 shows the AQI value as 90 PPM in an indoor 
environment and the rise of sensed value to 383 PPM when a liquid spray of hand 
sanitizer contents is spread on hands. The result analysis is shown in Fig. 4. The  
value is raised to 620 PPM at the highest level, and the value represented in a graph
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Fig. 4 Result analysis of sensed data of MQ135 sensor represented in a graph and IoT with LoRa 
module-based DHT22 temperature and humidity data display 

is considered from the serial monitor tool. The value of temperature and humidity 
sensed by DHT22 embedded with LoRa module is also shown. 

The datasets used in this study were obtained from MQ135 Air Quality Index 
Sensor, LoRa module with DHT22 temperature sensors. The dataset consists of 1735 
observations, and data are partitioned to 70% and 30% for training data and testing 
data, respectively. Machine learning algorithms Support Vector Machine (SVM) 
and K-Nearest Neighbor (KNN) models are developed using R-language (R-Studio) 
to predict the Air Quality Index and accuracy of algorithms and described below. 
SVM and KNN algorithms’ rate of correct predictions is accurate compared to other 
algorithms. Validation of the trained model based on test data by SVM and KNN 
algorithms: (i) SVM-Type: eps-regression and SVM-Kernel type: radial and linear, 
Accuracy of model = 99.80%. (ii) SVM-Type: eps-regression and SVM-Kernel: 
sigmoid, Accuracy of model = 98.21%. (iii) KNN: Accuracy rate is 99.62% for K 
= 5. 

5 Conclusion 

In the underground mining industry, the main focus is on the safety of mine workers 
with the prevention of accidents. Enhancement of automation and efficient commu-
nication in the mining industry by adopting IoT technology will benefit mine workers 
and organizations. The system model mainly contributes to the design and develop-
ment of low-power and reliable solutions to ensure a safe environment at the mine 
site. As a part of the implementation, a system model is designed with the integra-
tion of the MQ135 sensor to Arduino UNO/Nano board to monitor the result in a 
serial monitor tool and 16X2 LCD. LoRa (433 MHz)-based wireless module with 
DHT22 temperature sensor is implemented to monitor the value in a real time in 
mining environment. The system can also configure as an integration of ESP8266 
Wi-Fi node microcontroller unit with air quality sensor MQ135, and ThingSpeak 
IoT analytics platform to monitor air quality of the mine environment. The sensor 
nodes acquire the environmental parameters and send the acquired data to the cloud
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to store and process. Machine learning-based prediction models are developed using 
R-Studio platform and KNN algorithms give a best accuracy rate. Both SVM and 
KNN models provide good rate accuracy in prediction compared to other machine 
learning models. In future, the system can configure to send an alert or notification 
to the concerned authority for requesting emergency assistance and enhancement of 
automation to provide reliable communication in the mining industry by adopting 
IoT with LoRa technology to address safety issues that occur in the mining environ-
ment. The adoption of artificial intelligence is a benefit to IoT to automate the various 
processes in the mining industry. However, it takes time to make all mines smart, but 
the future needs a robust infrastructure to overcome the difficulties associated with 
the integration of technologies in mining. 
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Performance Comparison of Various 
Optical Amplifiers for DP-QPSK-Based 
Ultra-Dense WDM System at a Narrow 
Channel Spacing of 25 GHz 

Rajeev and Chakresh Kumar 

Abstract In this research paper, we have compared the performance of various 
conventional amplifiers such as erbium-doped fiber amplifier (EDFA), semicon-
ductor optical amplifier (SOA) and RAMAN amplifier used in an ultra-dense wave-
length division multiplexing (UD-WDM) system, for 400 channels at a narrow 
channel spacing of 25 GHz and a bit rate of 100 Gb/s per channel, based on the high 
spectral efficient dual-polarized quadrature-phase-shift keying (DP-QPSK) modula-
tion technique. The performance is compared in terms of quality factor (Q-factor), bit 
error rate (BER) and received output power with respect to varying fiber lengths from 
50 to 400 km and applied input powers. From the simulation results, it is reported 
that the RAMAN amplifier gives better performance in all the above-mentioned 
parameters. The maximum Q-factor of 13.5 dB, minimum BER of around 10–10 and 
received output power of -34 dBm is reported for a fiber length from 50 to 400 km 
for RAMAN amplifier which is better than all the other amplifiers. Furthermore, the 
maximum Q-factor of 11 dB and minimum BER of around 10–13 are reported when 
measured with the applied input power. 

Keywords DP-QPSK · Ultra-dense WDM · BER · Quality factor · SOA · EDFA ·
RAMAN 

1 Introduction 

In today’s world, optical fibers are playing a very important role for high data 
rate transmission. The demand for high-capacity bandwidth-efficient transmission 
systems is increasing day by day due to various data-hungry services [1]. The growing 
demand for high bandwidth can be fulfilled by using optical fiber-based ultra-dense 
wavelength division multiplexing (UD-DWDM) system along with some high spec-
tral efficient modulation techniques [2]. The deployment of an ultra-dense DWDM 
system to expand the capacity of optical communication systems is an appealing
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option. The channels of the UD-WDM system are densely packed by a few GHz 
and transmitted over many kilometers with the help of optical fiber [3]. Although 
optical fiber is the best choice for high data rate transmission but it has a drawback 
in terms of attenuation. Attenuation means the signal strength is decreased while 
transmitted through a long distance [4]. To minimize the attenuation, some kind 
of amplifier is required between transmitter and receiver to amplify the attenuated 
signal. Some famous conventional amplifiers such as erbium-doped fiber amplifier 
(EDFA), RAMAN amplifier and semiconductor optical amplifier (SOA) are available 
for signal amplification in optical domain [5]. Kheraliya et al. [6] analyzed the perfor-
mance of SOA, EDFA and RAMAN amplifiers for a WDM system of 32-channels 
at bit rate of 10 Gb/s for a distance of 40–280 km. Pradhan et al. [7] analyzed a 
16 channel DP-QPSK-based DWDM system using EDFA amplifier with bit rate of 
400 Gb/s per channel. Furthermore, Kassegne et al. [8] proposed a DP-QPSK-based 
32-channel DWDM system with 50 GHz channel spacing. Kumar et al. [9] analyzed 
the performance of RAMAN, EDFA and SOA amplifiers for a WDM system of 96-
channels at a bit rate of 10 Gb/s for a distance of 300 km. Mahesh et al. [10] analyzed 
the performance of SOA, EDFA and RAMAN amplifiers for a WDM system of 80-
channels at a bit rate of 10 Gb/s for a distance of 280 km. Furthermore, Kheraliya 
et al. [11] analyzed the performance of EDFA, RAMAN and SOA amplifiers for a 
WDM system of 64-channels at a bit rate of 10 Gb/s for a distance of 40–280 km. In 
this paper, we have designed a 400 channel UD-WDM system based on DP-QPSK 
modulation technique with bit rate of 100 Gb/s per channel and a narrow channel 
spacing of 25 GHz. The performance is compared for EDFA, SOA and RAMAN 
amplifier in terms of Q-factor, BER and received output power with varying fiber 
lengths from 50–400 km and applied input powers. This paper is organized in four 
sections. Section 1 covered the introduction part. Section 2 detailed the simulation 
model and set up. Results and discussions are explained in Sect. 3 and finally the 
conclusion in Sect. 4. 

2 Simulation Model and Set up 

Figure 1 shows the block diagram for 400 channels DQPSK modulated UD-WDM 
system. It consists of mainly three parts as the transmitter side, the transmission 
medium and the receiver side. At the transmitter side, 400 channels having 400 
optical DP-DQPSK signals are multiplexed using a dense multiplexer to form a single 
multiplexed signal which propagates through the transmission medium consisting 
of an arrangement of different amplifiers such as EDFA, SOA and RAMAN and 
optical fiber cables such as single-mode fiber (SMF) and dispersion compensated 
fiber (DCF). After passing through the transmission medium, the signals are demul-
tiplexed at the receiver side with the help of a dense demultiplexer as shown in Fig. 1. 
The transmission link also includes a single-mode fiber (SMF) of length 40 km and 
a dispersion compensating fiber (DCF) of length 10 km, for a total of 50 km in a
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Fig. 1 Block diagram for DP-QPSK modulated UD-WDM system for 400 channels 

single span. Total 8 spans are used for simulation in this paper to cover a distance of 
400 km. 

The block diagram for DP-QPSK transmitter is shown in Fig. 2. A laser signal is 
applied to the input of a polarization beam splitter which split the laser signal into 
two signals which are transverse magnetic (TM) and transverse electric (TE) signals 
as shown in Fig. 2. These two signals are further modulated in in-phase (I) and 
quadrature-phase (Q) components to provide X-polarized and Y-polarized signals 
[12]. Finally, these X-polarized and Y-polarized signals are combined to generate 
the optical DP-QPSK signal. 

Figure 3 represents the DP-QPSK receiver. Here, the optical DP-QPSK signal is 
passed through a polarization splitter to extract the TM and TE signals. Further, in-
phase and quadrature-phase signals in electrical form are detected using the arrange-
ment of four PIN photodetectors as shown in Fig. 3. Low pass Bessel filters are used 
to minimize the noise. Further, the analog signals are converted into digital signals 
by using the arrangement of analog to digital converters (ADCs). Finally, a parallel 
to serial converter is used to extract the original data [12]. Simulation parameters of 
400 channel UD-WDM system are shown in Table 1.

Fig. 2 DP-QPSK transmitter 



526 Rajeev and C. Kumar

Fig. 3 DP-QPSK receiver 

Table 1 Simulation 
parameters for the proposed 
UD-WDM system 

Parameters Values 

Wavelength 1550 nm 

Bit rates 100 Gb/s 

Modulation technique DP-QPSK 

Number of channels 400 

Channel spacing 25 GHz 

Amplifiers used EDFA, SOA, RAMAN 

Distance 50–400 km 

Sine generator frequency Bit rate/2 

CW laser noise threshold −100 dB 

CW laser noise dynamics 3 dB  

3 Results and Discussions 

In this paper, Optisystem software is used to simulate the proposed DP-QPSK modu-
lated UD-WDM system with 400 channels at a narrow channel spacing of 25 GHz 
with bit rate of 100 Gb/s per channel. The performance is compared for EDFA, SOA 
and RAMAN amplifiers in terms of BER, Q-factor and received output power with 
varying fiber lengths from 50 to 400 km and applied input powers. Figure 4 repre-
sents the variation in bit error rate with fiber length. It is clearly observed from the 
Fig. 4 that for a fiber length of 50 to 400 km, the performance of RAMAN amplifier 
is better than EDFA and SOA amplifier. The reported value of minimum BER for 
RAMAN amplifier is around 10–10 which is quite better than the minimum BER 
values of SOA and EDFA amplifier which are 10–3 and 10–1, respectively.

Figure 5 represents the variation in quality factor with fiber length. Here also, 
the performance of RAMAN amplifier is better than EDFA and SOA amplifier. The 
reported value of maximum Q-factor for RAMAN amplifier is 13.8 dB which is
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Fig. 4 Bit error rate (BER) vs fiber length

better than the maximum Q-factor values of SOA and EDFA amplifier which are 
4.8 dB and 2.9 dB, respectively, for the same fiber length of 50–400 km. 

Figure 6 represents the variation in received output power with fiber length. As 
we can see from Fig. 6, the RAMAN amplifier outperformed the EDFA and SOA

Fig. 5 Quality factor (Q-factor) vs fiber length 
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Fig. 6 Output power vs fiber length 

amplifiers. The reported value of received output power for RAMAN amplifier is
-34 dBm which is better than the received output power of SOA and EDFA amplifier 
which is -36 dBm and -41 dBm, respectively, for the same fiber length of 50–400 km. 

Figures 7 and 8 represent the variation in BER and Q-factor with applied input 
powers. Here also, the performance of RAMAN amplifier is better than EDFA and 
SOA amplifier. The reported value of minimum BER is around 10–13 and that of 
the maximum Q-factor is 11 dB for RAMAN amplifier which is quite better than 
the minimum BER and maximum Q-factor values of SOA and EDFA amplifier. The 
minimum value of BER and maximum value of Q-factor for SOA amplifier are 10–7 

and 3.3 dB. The minimum value of BER and maximum value of Q-factor for EDFA 
amplifier are 10–9 and 1.6 dB. Table 2 shows the comparison of the present research 
work with the existing one.

4 Conclusion 

In this paper, a simulation set up of a DP-QPSK modulated UD-WDM system of 
400 channels with channel spacing of 25 GHz at bit rates of 100 Gb/s per channel 
using EDFA, RAMAN and SOA amplifiers is presented. The performance of all 
the three amplifiers is compared in terms of Q-factor, BER and received output 
power with varying fiber lengths from 50 to 400 km and applied input powers. The 
simulation results reported that the RAMAN amplifier outperformed the EDFA and 
SOA amplifiers in all the performance parameters mentioned above. On the basis of
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Fig. 7 Bit error rate (BER) versus input power 

Fig. 8 Quality factor (Q-factor) versus input power
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Table 2 Comparison of present research work with existing research works 

Parameters Kheraliya 
et al. [6] 

Pradhan et al. 
[7] 

Kassegne 
et al. [8] 

Kumar et al. 
[9] 

Present work 

Modulation 
technique 

QPSK DP-QPSK DP-QPSK DPSK DP-QPSK 

Number of 
transmitters 

32 16 32 96 400 

Fiber length 280 km 900 km 110 km 300 km 400 km 

Channel 
spacing 

100 GHz 1 THz 50 GHz 100 GHz 25 GHz 

Bit 
rate/channel 

10 Gb/s 400 Gb/s 200 Gb/s 10 Gb/s 100 Gb/s 

Amplifier EDFA, SOA, 
RAMAN 

EDFA EDFA EDFA, SOA, 
RAMAN 

EDFA, SOA, 
RAMAN

the reported results, we can recommend the RAMAN amplifier as a good approach 
for minimizing the attenuation problem in optical communication. 
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Attaining Real-Time for Microscopic 
Images Using GAN 

Vibhu Bhatia and Yatender Kumar 

Abstract In the last years, several deep learning models, especially generative 
adversarial networks (GAN) have received a lot of attention to perform the task of 
single image super-resolution (SISR). These methods build up an end-to-end frame-
work, which shows super resolution (SR) for a given low resolution (LR) image in a 
single step and achieves state-of-the-art performance. This paper develops an applica-
tion which can perform super-resolution microscopy in real-time in a standard GPU. 
In this work, we propose a speed up in training process of the network. Furthermore, 
we suggest changes to an existing super resolution network to improve the results. 
We then explore the possibility of the trained network to produce high-resolution HR 
outputs for different domains. Finally, we evaluate our model on various images and 
videos to show that it performs better than the baseline network and other approaches 
and can perform inference in real time, thus opening its applications in different areas 
like low-end benchtop and even mobile microscopy. 

Keywords Confocal microscopy · Deep learning · Generative adversarial 
networks · Super resolution 

1 Introduction 

Single image super-resolution (SISR), a widely studied problem in computer vision 
aims to generate a high-resolution (HR) image given a low-resolution (LR) counter-
part [1, 2]. It is a highly challenging task, but it has been receiving increasing attention 
from the community over the past few years [3–6]. More recent works employ the 
use of generative adversarial networks (GAN), which have outperformed all other 
methods. Imaging on conventional benchtop microscopes produces images, which 
are typically limited in the resolution captured by the imaging software used. Recent 
advances in super-resolution microscopy [7] allow us to achieve better magnifica-
tion. However, these methods rely on sophisticated setups. In this paper, we propose
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a method which generates a machine learning model for super resolution on micro-
scopic images. Furthermore, we demonstrate that model can achieve results in real 
time. 

2 Related Work 

Prediction-based methods were among the first methods to tackle the single image 
super-resolution (SISR). While filtering approaches like Linear, Bicubic, or Lanczos 
[8, 9] filtering can be very fast, they oversimplify the SISR problem and usually 
yield solutions with overly smooth textures. A lot of statistical methods have been 
developed which focus on edge preservation [10] and gradient profiles [11]. Early 
work on the lines of using training data to establish a correlation between differing 
resolution images was carried out by Freeman et al. [12]. In Glasner et al. [2], the 
authors exploit the property of multiple patch occurrences within the image to drive 
the SR. Some methods also focus on building an internal database of patches to 
construct images [13]. 

Deep learning (DL)-based approaches are also being used to tackle the problem 
of SISR. Dong et al. [14] used bicubic interpolation to upscale an input image and 
trained a three-layer deep fully convolutional network end-to-end to achieve SR. 
Similar works by Johnson et al. [15] and Bruna et al. [16], rely on a loss function 
using perceptual similarities. Ledig et al. [17] propose the use of residual blocks 
and content loss to train a GAN based network to perform resolution known as 
SRGAN. Following this, Lim et al. [9] propose the use of deeper networks without 
the use of batch normalization (BN) layers. Wang et al. [18] propose a new network 
ESRGAN, which works on residual in residual dense blocks (RRDB), in addition 
to removing the BN layers and propose a relativistic discriminator. Oquab et al. 
[19] have shown using global max pooling layer to obtain a point on the boundary 
of the object. This concept is further taken by Zhou et al. [20] which use Global 
Average Pooling Layer to find out regions in an image containing the object. Wang 
et al. [20] present a deep learning-enabled super-resolution network which uses 
a U-net [21]-like architecture as the generator as opposed to the SRGAN-based 
generator and can convert 10X resolution images to 20X. Zhou et al. [22] proposed 
a convolutional neural net (CNN)-based approach for super-resolution localization 
microscopy. Zhang et al. [23] propose a registration-free GAN-based model for 
providing resolution enhancement in conventional microscopy.
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3 Method  

3.1 Data Generation and Tiling Strategy 

The Human Protein Atlas Image Classification Challenge [24] is a competition hosted 
in Kaggle, which encourages people to develop models which can classify proteins 
in microscopic images. For our purpose, this dataset provided the most suitable 
images that we could obtain. These images were gathered using immunofluorescence 
confocal microscopy. The training dataset used contains a total of 124, 288 illustra-
tions. The images are given in four channels: red, blue, green, and yellow which 
represent antibody-based staining of microtubules DAPI staining of the nucleus, 
protein localizations and endoplasmic reticulum. The images were generated with 
differing number of channels in an image to increase the diversity of samples avail-
able for the dataset. A total of 2,000 images of (512 × 512) were finally used which 
were down sampled 4X using bicubic sampling. The images were divided into tiles 
of size 256 and 64 pixels, respectively, exploit the tradeoff between an optimal field 
of view, localization of cells, and faster running time for our generator. 

3.2 GAN Architecture and Improvements 

Ledig et al. [17] proposed the architecture for SRGAN, which we used as the base 
model and over which we build up our improvements. The SRGAN training process 
starts producing results with checkerboard-like patterns (see Fig. 1 left). This is 
due to the fact that while deconvolution layers are used for upscaling the image, 
uneven overlaps may exist if kernel size is not divisible by stride [25]. When this 
operation is performed over two dimensions like in an image channel, these overlaps 
get multiplied along the length and width of the image (see Fig. 1 Right). To overcome 
this problem, a subpixel convolution layer [3] is proposed, which works on using a 
kernel size divisible by the strides. This method is used in SRGAN, but even then, 
artifacts can occur. To address these issues, we use an interpolation layer followed 
with a regular convolution layer as shown by Dong et al. [26].

Another change that we implemented was the removal of batch normalization 
(BN) layers from the residual blocks. As demonstrated by Lim et al. [4], removing 
the batch normalization layer seems to reduce the computational time, and increase 
the flexibility available to a generator. For the discriminator, we propose the addition 
of a global average pooling (GAP) layer to the output of the last convolutional block. 
GAP layers have been shown to have excellent localization abilities [20]. It has also 
been shown to act as an excellent regularizer and helps to prevent overfitting while 
reducing the total number of parameters [1]. These reasons made using a GAP layer 
as an option worth exploring in place of the flatten layer proposed in the original 
architecture.
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Fig. 1 (Left) Checkerboard pattern produced on training SRGAN model after the 200th vs. the 
ground truth image. (Right) Overlaps produced in standard deconvolution algorithm

3.3 Loss Function and Label Smoothing 

The loss function for the discriminator is the perceptual loss function, which consists 
of the adversarial loss and content loss. The adversarial loss trains the GAN to 
produce more solutions which resemble that of the dataset. The content loss, on 
the other hand, compares high-level feature representations of the images using a 
separate pre-trained VGG network and enables the network to produce results which 
are perceptually similar [16]. 

For the discriminator, we propose using label smoothing proposed by Salimans 
et al. [27]. Target labels were a random number between 0.8 and 1.2 for real and 0 
and 0.2 for fake labels. This helps in reducing confidence in real and fake classes for 
discriminator and improves the stability of discriminator during training process. 

3.4 Training Schedule and Inference Process 

The modified SRGAN network which consists of a discriminator and a generator is 
used for training on the dataset of confocal microscopy images from Sect. 3.1. The  
images are first divided into tiles, down sampled using bicubic filter to obtain HR 
and LR images, and then fed into the generator. The generated SR images and the 
HR images are then fed to the discriminator, which outputs the probability of the 
generated image as an actual HR image. 

All the experiments were performed by downsampling the HR images 4 × times 
via bicubic interpolation to obtain the noisy low-resolution images. Each HR image 
which is of 512 × 512 pixels, is divided into tiles of 256 pixels. A mini batch of 12 was 
used to train models. In our experiments, we tried different patch sizes, such as that 
of 64, 128, 256, and 512 pixels per image. We found that an enormous patch size does 
not improve the finer details but increases the overall quality of the image, whereas 
a smaller patch size improves the finer details but increases the computational time 
per image. We settled on a patch size of 256. We trained our network on a Nvidia 
Tesla K80 GPU on a sample of 10,000 images obtained from the Human Protein
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Atlas Image Classification Challenge [24]. All models were trained for a total of 200 
epochs of 1000 iterations. We used learning rate scheduler which used value of 1e-4 
for the first half of the optimization process and then reduced to 1e-5 for the next half, 
while using Adam optimizer with beta1 = 0.9 and beta2 = 0.99. The trained model 
was thereafter integrated into a web-based portal was developed for the inference 
process.1 

3.5 Image Similarity Measures 

Different metrics for testing the quality of the image obtained have been used. For 
our experiments, we have used three of them: PSNR, SSIM, and MOS. PSNR is used 
as a quality ratio for measuring the reconstruction quality from a loss compression. 
SSIM also is known as the structural similarity measure, is also a metric of measuring 
the perceived quality of digital images and videos. In this method, the measurement 
of prediction of image quality is based upon the original image as the reference. It is 
an improvement over the PSNR discussed above. MOS is known as Mean Opinion 
Score, is a metric which is used to measure the quality of experience of an Image. 
The quantity to be measured, rated on a scale of 1–5 with one being poor and five 
being excellent. It is a subjective quality evaluation metric; i.e., the ratings calculated 
from different unbiased sources. 

4 Experimental Results 

4.1 Qualitative Results 

Figure 2 compares the results obtained on images from the validation set with 
different modifications we applied to the SRGAN network and used to train our 
model. The changes to the baseline were stacked on top of one another. The final 
architecture, which is SRGAN with nearest neighbor Interpolation in the up-sampling 
block and no batch normalization, produces perceptually better results than the other 
methods used.

4.2 Quantitative Results 

For calculating the MOS, we conducted a survey of around 98 anonymous people 
who were provided with a set of 36 images, which were generated from the outputs

1 Source Code for training can be found at: https://github.com/vibss2397/Real-Time-Super-Resolu 
tion-For-Microscopic-Images-Using-GAN. 
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Fig. 2 (Top–Bottom): image created by upscaling LR image using nearest neighbor interpolation, 
bicubic interpolation, SRGAN, and different modifications proposed for the generator

of the generator, original SRGAN, bicubic approach, nearest neighbor approach, and 
ground truth image. The images were created and presented in random order, and the 
raters were asked to rate the images on a scale of 1–5. These results are aggregated 
in Table 1. Furthermore, PSNR and SSIM were also calculated on the test set and 
their results collected. As we can see that for the test set, SRGAN performed better 
than all the other methods in tests such as PSNR, SSIM, and MOS, and was very 
close to even the ground truth image in the MOS. 

Table 1 Benchmarking and 
comparison of image 
similarity measures for 
upscaling methods 

Method PSNR (dB) SSIM MOS 

Ground truth ∞ 1 4.8 

Nearest neighbor 27.556 0.771 2.7 

Bicubic interpolation 28.498 0.810 2.9 

SRGAN 32.585 0.809 3.9 

Our method 33.873 0.832 4.2
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Table 2 Evaluation of runtime for obtaining SR images with different modifications to the network 
for single patch, whole image, and for a single 64 × 64 patch in the video 
Generated Data Single Patch Whole Image Video Patch 

SRGAN 0.067 0.30 19.9 

SRGAN w/upconv 0.069 0.33 20.1 

SRGAN w/interpolation 0.089 0.34 19.1 

SRGAN w/o BN 0.041 0.124 25.7 

Our method 0.051 0.14 24.2 

Nearest neighbor 0.0009 0.00042 99.9 

Bicubic interpolation 0.00016 0.0035 134.5 

4.3 Evaluation of Running Time for Modified SRGAN 

We evaluated the running time of our model for different images in the test set. The 
running time recorded for two tasks—upscaling a single patch and upscaling an entire 
image (4 patches). All the experiments were performed on a Nvidia Tesla K80 GPU. 
We further test the capabilities of our network to perform the inference in real-time 
for a given image. We tested the ability of our network to perform super-resolution 
for a given ROI in the frame of the video. The video that we used is publicly available 
as Light Sheet Fluorescence Microscope of a Zebrafish Heart [28]. Our model took 
0.05 s to convert a single frame. The results are presented in Table 2, as we can see that 
our model can produce results in a frame rate of 24.2 fps. One thing to notice is that 
removal of the batch normalization layer increases the fps of the video generated. 
These results are consistent with our initial assumptions that batch normalization 
results in the addition of extra parameters to our model and with its removal, our 
model produces effect faster. 

5 Conclusion 

This paper demonstrates some of the problems that modern deep learning-based 
architectures for SISR, specifically SRGAN face. We propose changes in the upsam-
pling and the residual blocks of the generator and the addition of GAP layer to the 
discriminator, which showed improved results for super resolution. We then train this 
modified SRGAN architecture on the dataset provided by Atlas Human Protein Iden-
tification Challenge for its use in enhancing microscopic images. Further, we test the 
viability of the trained generator in other cases for images in different domains, such 
as natural images, biomedical histology, and pathology images. We also validated 
our results by performing MOS tests that the network does produce outputs which 
lie closer to the ground truth image in terms of the overall structure and perceptual 
quality.
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Grey Wolf Optimization-Based PV Array 
Reconfiguration to Enhance Global 
Maximum Power Point Under PSCs 

Rupendra Kumar Pachauri, Raktangi Swain, and Piyush Kuchhal 

Abstract In this paper, conventional photovoltaic (PV) array configurations, e.g., 
series–parallel (SP) and total-cross-tied (TCT), are considered and compared with 
the Grey Wolf optimization (GWO) algorithm during shading scenarios. Various 
performance measures are used to assess the efficiency of the suggested algorithms, 
including fill factor (FF), mismatch losses (ML), and percentage of power enhance-
ment (PE). Following successful shade dispersion, the overall energy produced by 
the GWO algorithm is computed and compared to the TCT reconfigured method. Per 
day energy generation from conventional and GWO-based PV array configurations 
is analyzed using a shady scenario for day (sunny hours).The energy estimations 
and income outcomes described here confirm that the GWO generated higher power 
by 13% compared to conventional configurations. Furthermore, the power-voltage 
(P–V) graph presented demonstrates a reduction in the quantity of numerous peaks 
in the scheme. As a result, the suggested GWO method can be approved as better 
than other current approaches. 

Keywords Fill factor · Power loss · Power gain · Renewable energy · Solar 
photovoltaic system 

1 Introduction 

In today’s world, renewable energies have received much interest for a variety of 
purposes, such as the usage of non-renewable power sources, environmental issues, 
and the desire to live in a green and pleasant environment [1]. Photovoltaic (PV) 
systems are a substitute method of generating power that does not require external 
storage of fuel. Because of this, photovoltaic systems are a viable option not only for 
mobile applications but also for stand-alone energy production in remote areas [2].
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Photovoltaic systems experience low power generation during shading environmental 
conditions. PV module interconnection methods are beneficial to reduce power loss 
due to shadow conditions [3]. As solar panels become a substitute for non-renewable 
power sources, the tremendous intrusion of solar PV into electric supply systems 
poses multiple challenges in the current era. Partial shading, on the other hand, is a 
crucial concern that impacts the performance and life of PV plants. PV restructuring 
is well-known as a proven method for dealing with this effect. It is accomplished by 
reconfiguring the PV arrays based on their temperature and shade stages [4, 5]. 

1.1 Literature Review 

A modern physical skyscraper puzzle is appropriate for every photovoltaic module 
structure in [6], and this technique is attributed to improved shade distribution across 
the whole photovoltaic system. The authors of [7] compared their Su-Do-Ku puzzle-
based photovoltaic module configurations with hybrid BL-TCT, bridge link-total 
cross-tied (BL-TCT), and honeycomb (HC) and acquired the output throughout 
shading instances. The 4 × 4 size Su-Do-Ku arrangement is compared with total 
cross-tied and hybrid SP-TCT setups in [8] during gradual shadowing situations of 
350 W/m2 and 1000 W/m2. When compared to conventional approaches, our Su-Do-
Ku configuration obtained the finest GMPP indices of 2279 W, 2139 W, 1806 W, and 
1680 W, 2279 W, 2139 W, 1806 W, 1680 W, 2139 W, and 1680 W throughout all ten 
shading conditions (three patterns). In [9, 10], a hardware arrangement for a 7 × 5-size 
Futoshiki puzzle-dependent realigned photovoltaic structure was designed to confirm 
the MATLAB/Simulink outcomes for the six shading conditions. The comparison of 
the efficiency of the total cross-tied arrangement is done, and the percentage progress 
of the GMPP position is observed for experimenting in percentage (30.89, 10.98, and 
38.19) respectively. 

2 PV Technology and Modeling 

Development of 6 × 6 size PV array is shown with equivalent circuit in Fig. 1 [11] 
as follows, 

VC = AkTC 
e 

ln

(
Iph + Id − Ic 

Id

)
− Ic

(
Rse Rsh 

Rse + Rsh

)
(1)

For the development of MATLAB/Simulink models, PV module specifications 
are considered as: Pm = 5W, Im = 0.52A, VOC = 11.25 V and ISC = 0.55A.
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Fig. 1 Development of 6 × 
6 size PV array

2.1 Conventional SP and TCT Configurations 

The SP array is depicted in Fig. 2a using a straightforward procedure. The cross-
tied methodology between the parallel strings is adapted to change SP connection 
into TCT (6 × 6 size) configuration. TCT configuration and PV module placement 
are shown in Fig. 2b. The generated voltage and current by the PV array system is 
expressed in Eq. (2) as,  

Varray = 
6∑

k=1 

Vmk, m = 1, 2 . . .  9&  Iarray = 
6∑

k=1 

Ik = 0 (2)  

The sun irradiance (Sx ) is mainly responsible to generate PV module current. The 
shading factor

(
S f

)
and module current (Im) are given in Eq. (3) as,  

S f = Sx 
SSTC 

& Im = S f Imax (3)
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Fig. 3 Methodology of GWO 

2.2 Grey Wolf Optimization-Based PV Array 

In this perspective, these tasks might be treated as a complex optimization problem 
with two opposing objectives [12]. There are two primary goals: (i) total generated 
energy and (ii) absolute difference between highest and lowest current ruling values. 
These two goals can be shown in Eq. (4) as follows: 

Max(obj) = sum(Px ) = 
6∑

x=1 

Ix Vx & min(obj) = |Imax − Imin| (4) 

where PV array current and voltage for the xth  row are represented by Ix and Vx 

respectively. Moreover, highest and lowest current values as Imax and Imin are shown 
above [12, 13]. The methodology of GWO is given in Fig. 3 as. 

2.3 Shading Scenarios 

Distinguishing between varying levels of solar irradiance is made easier in the first 
shading pattern. In Fig. 4a, b the shading patterns are depicted, and in Fig. 4a, the 
GWO technique for current normalization is shown in this way.

3 Performance Assessment: Power Loss and Fill Factor 

The differentiation between the maximum powers generated at standard test condi-
tions (STC) and under shading scenarios. The power loss and FF can be expressed 
through Eq. (5) as,
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Fig. 4 Shading cases

PL = Pm at STC − GMPP at PSCs & FF = Vm Im 
VOC ISC 

. (5) 

4 Results and Discussion 

Under ideal conditions, the maximum power and voltage are obtained from a 6 × 
6-sized PV array at 180W and 57.65 V, respectively. In addition, the amount of 
maximum current is generated at 3.12A during a similar ideal environment. 

4.1 I–V and P–V Curves During Shading Cases: I 

Figure 5 shows the non-linear behavior of P–V and I–V curves to reflect the MPPs. 
Moreover, GWO-based configuration has smooth nature also.

Quantitative observations are made under both shading scenarios, and depicted 
in Table 1. All of the key performance indicators are as follows:

The GWO-based PV arrangement has a PL as low as 28.7 W and 39.2 W, respec-
tively, when compared to existing SP and TCT array systems. During both shading 
cases I–II, the FF is evaluated and found to be higher for GWO-based PV systems at
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(a) I-V (case-I) (b) P-V (case-I) 

(c) I-V (case-II) (d) P-V (Case-II) 

Fig. 5 Performance characteristics for shading cases (I–II)

Table 1 Quantitative analysis of PV array systems during shading cases I-II 

Shading case-I Shading case-II 

SP TCT GWO SP TCT GWO 

PGMPP(W ) 87.87 88.47 151.5 128.4 134.9 141 

VGMPP(V ) 39.09 39.09 57.65 59.22 60.25 57.29 

Im (A) 2.247 2.263 2.62 2.16 2.239 2.461 

VOC(V ) 66.80 66.80 66.93 66.48 66.45 66.31 

ISC( A) 3.29 3.29 2.801 2.96 2.96 2.61 

FF 0.399 0.402 0.80 0.652 0.685 0.814 

PL (W) 92.33 91.73 28.7 51.8 45.3 39.2 

PG(%) w.r.t. SP – 0.68 72.4 – 5.06 9.81

0.80 and 0.814 compared to SP (0.399 and 0.65) and TCT (0.402 and 0.685) config-
urations. The power and voltage at GMPP, PL, FF, and PG comparisons are depicted 
in Fig. 6a–e using a bar chart representation.
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5 Conclusion 

Conventional SP, TCT, and GWO based PV configurations were examined in depth 
during two distinct shadowing conditions. Important performance key points of study 
are as follows:

• Higher GMPP locations, such as 151.5 W and 141 W, were observed for GWO 
under both shading scenarios when compared to SP (87.87 W, 128) and TCT 
(88.47 W, 134.9 W) configurations, respectively.

• GWO-based configurations show reduced PL of 28.7 W and 39.2 W when 
compared to SP (92.33 W, 51.8 W) and TCT (91.73 W, 45.3 W) configurations 
shading conditions I–II.

• During the study, the FF values for the GWO configuration are also 0.80 and 0.814 
when compared to the standard SP and TCT arrangements. 

All array systems were shown to be more capable of dispersing shade using GWO 
optimization.
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A Modified Ion-Motion Optimization 
Algorithm for Optimal Generation 
Scheduling in Multi-area Power System 

Mohit Kumar, Rupendra Kumar Pachauri, Piyush Kuchhal, 
Ahmad Faiz Minai, and Shashikant 

Abstract In this paper, a novel modified ion-motion optimization technique has 
been proposed to cope with the real-world multi-area economic load dispatch issue. 
The original ion-motion optimization techniques work on the principle of attrac-
tion–repulsion between the ions. However, in the liquid phase, the effect of repul-
sion has been ignored in its mathematical model. To overcome this deficiency of 
ion-motion optimization, a more accurate liquid phase has been developed in the 
proposed method. The derived numerical outcomes show the dominancy of the 
proposed algorithm. 

Keywords Power system · Optimization techniques · Load dispatch ·
Performance analysis 

1 Introduction 

A multi-area (MA) economic load dispatch (ELD) issue divides the thermal gener-
ating units of the power system into various areas interconnected by tie-lines. The
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graphical representation of a MA power system (PS) is shown in Fig. 1. In this  
problem, the PS network is divided into several interconnected areas. The inter-
connection of areas is done with the help of unique transmission lines. Each part 
has self-thermal generating units and predefined power demand. However, genera-
tors may generate greater or lesser power than the power demand in that area. The 
surplus or deficiency of power from the power demand in interconnected areas is met 
with tie-lines [1]. When there is a surplus of generated power in any area, tie-lines 
transfer surplus power to those areas with a deficiency of power. Each tie-line is also 
bounded by its minimum and maximum power transfer limits. The presence of the tie-
lines dramatically improves the reliability of the power system operation. However, 
finding an optimal generation schedule for the MA-ELD issue with transmission 
lines becomes a challenging optimization task [2]. 

In [1], a covariance matrix-adapted evolution strategy (CMAES) was proposed for 
the MA-ELD issue, and the optimality was verified by Karush–Kuhn–Tucker (KKT) 
conditions. Sharma et al. introduced a differential evolution (DE) with time-varying 
mutation (DE-TVM) for three types of MA-ELD issues [2]. In [3], the authors have 
applied an artificial bee colony (ABC) with the variable elimination method to handle 
each area’s equality constraint. A teaching-learning-based optimization (TLBO) [4] 
was applied on multi-area ELD problems. A dynamically controlled particle swarm 
optimization (DCPSO) [5] was also suggested for MA-ELD issues. The DCPSO 
algorithm varies the inertia weight using a decaying exponential function. In [6], 
the authors have suggested a chaotic global best ABC (CGBABC) with an iterative 
equality constraint handling scheme for the multi-area ELD problem. The CGBABC 
algorithm analyzed different chaotic maps. A hybrid of DE and PSO (DE-PSO) for 
the MA-ELD problem was proposed in [7]. The equality constraint of each area 
was handled by a quadratic penalty function method in DE-PSO. In [8], a new 
symbiotic organisms search algorithm (NSOS) was proposed to solve the multi-area 
ELD problem. This scheme solves the MA-ELD problem in dual step. In the first

Fig. 1 Graphical 
representation of a 
Multi-area Power system 
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step, the MA-ELD problem is considered a single area (SA) and MA in the later stage. 
In [9], implemented an evolutionary particle swarm optimization (E-PSO) algorithm 
for the MA-ELD issue. The E-PSO algorithm introduces crossover and mutation 
operators in the basic PSO algorithm. The controlling factors of PSO were tuned 
dynamically. In the tuning process, the authors introduced additional parameters 
known as shape-shift coefficients of inertia weight. 

Lin and Wang proposed an improved stochastic fractal search (ISFS) algorithm 
for the  MA-ELD  issue in [10]. The authors have presented a hybrid optimization 
algorithm, thereby hybridizing the JAYA algorithm with the TLBO algorithm and 
named JAYA-TLBO [11]. In the JAYA-TLBO scheme, firstly, JAYA was improved 
and then hybridized with TLBO. 

2 MA-ELD Issue 

The MA-ELD issue is composed of taking a power system having total N areas. 
Each area in the MA-ELD issue consists of a total, Mn; (n = 1, 2, . . .  N ) generating 
units. So, total production units in the MA-ELD issue is the summation of all the 
production units in each area, i.e.,

∑N 
n Mn. A vector presents the design variables of 

the multi-area ELD problem to be optimized, [PT ] consisting of two sub vectors [P] 
and [T ] such that [PT ] = [[P], [T ]], having the following in Eq. (1)–(2) as,  

[P] = [[P1], [P2], . . . ,  [Pn], . . . ,  [PN ]] (1) 

[T ] = [
[T1], [T2], . . . ,  [Tn], . . . ,

[
TN −1

]]
(2) 

where [Pn] =
[
Pn1, Pn2, . . . ,  Pni, . . . ,  PnMn

]
is the power response vector of produc-

tion units belonging to the area, n; [Tn] =
[
Tn(n+1), Tn(n+2), . . . ,  Tnp, . . . ,  TnN

]
is 

the powers interchange or tie-line vector between n (system’s area) and p (the other 
areas). 

2.1 Cost Function (CF) 

The CF, (Cost([P], [T ])), which is the objective function in this case of the 
MA-ELD issue consists of two parts: the fuel cost (FC) for all the system’s 
areas (FuelCost([P])) and the tie-line power transfer cost (LineCost([T ])). The  
mathematical expression is given in Eq. (3)–(6) as follows [12]: 

Cost([P], [T ]) = FuelCost([P]) + LineCost([T ]) (3)
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FuelCost([P]) = 
N∑

n=1 

Mn∑

i=1 

Fn(Pni) (4) 

Fn(Pni) = aniP2 
ni + bniPni + cni +

∣
∣dni sin

{
eni

(
Pmin 
ni − Pni

)}∣
∣ (5) 

where ani, bni, cni, dni and eni are the fuel cost coefficients of ith generating unit from 
the area, n. 

LineCost([T ]) = 
N −1∑

n=1 

N∑

p=n+1 

CnpTnp (6) 

Further, in all previous studies, the LineCost([T ]) is not considered. Hence, for 
the sake of comparison, the LineCost([T ]) is also neglected in the present research 
work. 

2.2 Constraints 

For a given area, n the MA-ELD issue has various inequality constraints and one 
equality constraint. A detailed discussion of the constraints of the multi-area ELD 
problem is given as follows [11, 12]. 

The limits of the power output of the generators: The mathematical expression of 
the limits for power generation in the MA-ELD issue is given in Eq. (7) as,  

Pmin 
ni ≤ Pni ≤ Pmax 

ni (i = 1, 2, . . . ,  Mn; n = 1, 2, . . . ,  N ) (7) 

where Pmin 
ni and Pmax 

ni are the lower and higher power generation limits of ith generator 
of nth area, respectively. 

The limits of the capacity of the Tie-lines: The power flow of tie-line,Tnp from n 
to p must lie between the lower and higher transfer limits as shown in Eq. (8) as,  

T min 
np ≤ Tnp ≤ T max 

np (n = 1, 2, . . . ,  N ; p = 1, 2, . . . ,  N∀n �= p) (8) 

where T min 
np and T max 

np are the lower and higher power transfer capacities of the tie-line 
for the power flow from n to p. 

Active power balance equation: In the MA-ELD issue, the active power balance 
equation for nth area can be written in Eq. (9) as,  

Mn∑

i=1 

Pni = PDn + 
N∑

p=1;p �=n 

Tnp (n = 1, 2, . . . ,  N ) (9)
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Equation (9) is alternatively represented by Eq. (10). The term, Toln is the accept-
able tolerance between power generated and power demand in the nth area. Ideally, 
Toln = 0. 

Toln = PDn + 
N∑

p=1;p �=n 

Tnp − 
Mn∑

i=1 

Pni (n = 1, 2, . . . ,  N ) (10) 

The FC function,Fn of the nth area is expanded with the equality constraint of the 
nth area using the following expression in Eq. (11) as,  

Fn =
{
Fn, IF Pni ∈ FR 
Fn + rTol2 n , otherwise 

(11) 

where FR is the feasible power production region, Fn is calculated by using Eq. (11), 
and r is a positive integer. In this research, = 500. 

3 Ion-Motion Optimization (IMO) 

Ion-Motion optimization (IMO) [13] was suggested by Javidy et al. The mathematical 
model of IMO comprises two states: liquid and solid. The initial ions, Pji randomly 
produced as given below in Eq. (12)–(14) as,  

Pji = Pmin 
i + (

Pmax 
i − Pmin 

i

) ∗ rand (12) 

The population of ions is sub-divided into anions, PAji and cations, PCji equally 
as: 

PAji = Pji (i = 1, 2, ..., NG; j = 1, 2, ..., NP) (13) 

PCji = Pji (i = 1, 2, ..., NG; j = NP + 1, NP + 2, ..., 2NP) (14) 

where NP is the number of population of ions anions and cations, NG is the no. of 
decision variables. 

The liquid state of IMO is given in Eq. (15)–(16) as follows: 

AF 
ji =

1 

1 + exp

(

− 0.1 |PAji −Cbesti|
) (15) 

CF 
ji =

1 

1 + exp

(

− 0.1 |PCji −Abesti|
) (16)
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where AF 
ji and, C

F 
ji are the overall attraction force of anions and cations. 

New locations of anions, PAnew 
ji and cations, PCnew 

ji are obtained via the expression 
as in Eq. (17)–(18) as,  [13]. 

PAnew 
ji = PAji + AF 

ji

[
Cbesti − PAji

]
(17) 

PCnew 
ji = PCji + CF 

ji

[
Abesti − PCji

]
(18) 

where Abestiiesti is the best anions and Cbestiiesti represents the best cations. 
In the crystal phase, the updating of Anew 

ji and Cnew 
ji is done conditionally. The 

position is only updated if the best anion fitness of both of them is greater than the 
half of worst finesses in Eq. (19)–(20) as,  

PAnew 
ji = 

⎧ 
⎨ 

⎩ 

PAji + φ2(Cbesti − 1); zji > 0.5 
PAji + φ2Cbesti; zji

〈
0.5 and zji

〉
0.05 

Pmin 
i + zji

(
Pmax 
i − Pmin 

i

); zji < 0.05 
(19) 

PCnew 
ji = 

⎧ 
⎨ 

⎩ 

PCji + φ1(Abesti − 1); zji > 0.5 
PCji + φ1Abesti; zji

〈
0.5 and zji

〉
0.05 

Pmin 
i + zji

(
Pmax 
i − Pmin 

i

); zji < 0.05 
(20) 

where φ1 and φ2 are random no. in the range [−1, 1], and zji is a function that returns 
a random number in [0, 1] and (i = 1, 2, ..., NG; j = 1, 2, ..., NP). 

4 Modified IMO (MIMO) 

The IMO completely ignores repulsion forces among the identical charges in its 
modeling, which is a crucial issue related to the liquid phase. Hence, this problem 
needs to be solved to procure more approximate mathematical model of IMO in 
nature. The mathematical model of the liquid phase of the proposed modified IMO 
optimizer is given by Eqs. (21) and (22). In these equations, repulsion force factor, 
RFF among like ions is represented as mathematically as: (RRF = α × rand ), where 
α is a constant which can have a value between 1.5 and 2 and rand lies between 0 
and 1. 

The developed mathematical model of the liquid state of MIMO is represented in 
Eq. (21)–(22) as,  

PAnew 
ji = PAji + RFFA

F 
ji

[(
Cbesti − PAji

) + (
PAji − PCji

)
zji

]
(21) 

PCnew 
ji = PCji + RFFC

F 
ji

[(
Abesti − PCji

) + (
PCji − PAji

)
zji

]
(22)
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The proposed MIMO technique only modifies the liquid state of the IMO. All all 
other steps remain the same as in IMO. 

5 Results and Discussions 

In the MIMO, a solution or ion population Pj; (j = 1, 2, . . . ,  2NP) is represented as 
the possible generation schedule of the multi-area ELD problem. The mathematical 
expression of jth ion population is given as follows: 

Pj = [[Pn], [Tn]] =
[[
Pn1, Pn2, . . . ,  Pni . . . ,  PnMn

]
,
[
Tn1, Tn2, . . . ,  Tnp . . . ,  TnN

]]

The number of ions or dimensions,NG of jth ion population, Pj in MA-ELD 
problem is given as, NG = ∑N 

n=1 Mn + N (N − 1)/2. The multi-area test system 
has four areas, i.e., N = 4. Hence, the total number of tie lines becomes six. This 
leads to the dimension, NG equals to 46 as NG = ∑N 

n=1 Mn + N (N − 1)/2. The best 
power generation schedules, along with tie-line power transferred between the areas 
obtained by IMO and MIMO are given in Table 1. It is shown in Table 1 that the 
suggested MIMO algorithm provides a smaller FC value as compared to the IMO 
algorithm for the multi-area test system.

It is also noticed from Table 1 that the obtained best generation schedules obtained 
by IMO and MIMO give a satisfactory performance while handling the active power 
balance condition in all the areas. 

The convergence curves of IMO and MIMO for the multi-area test system are 
depicted in Fig. 2. This figure confirms that the proposed MIMO converges earlier 
than the IMO algorithm and becomes almost stable after 50,000 function evaluations. 
Boxplots visualize the distribution of the cost of IMO and MIMO over 30 independent 
runs for the multi-area test system in Fig. 2. The better fuel cost distribution is 
represented by the proposed MIMO algorithm throughout 30 runs compared to the 
IMO algorithm. The boxplot of this algorithm is more compressed than the IMO 
algorithm (Fig. 3).

Table 2 is about the comparison for the multi-area test system. In Table 2, the output 
are matched with algorithms like; ABC [3], TLBO [4], DCPSO [5], CGBABC [6], 
E-PSO [9], and JAYA-TLBO [11]. It can be observed from Table 2 that the different 
FC was reported by E-PSO as finalized by the researchers on the given production 
schedule.

Thus, considering the feasible solution’s acceptable feasibility, the proposed 
MIMO generates the best average and maximum fuel among all the methods, shown 
in Table 2. The CGBABC is the best algorithm with respect to minimum FC. Further, 
the MIMO gives the value of SD (standard deviation) less than ten, proving the robust-
ness of the suggested algorithm over other algorithms in solving the multi-area test 
system.
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Table 1 Best production schedules achieved by IMO and MIMO on the multi-area test system 

[PT ] MW IMO MIMO [PT ] MW IMO MIMO [PT ] MW IMO MIMO 

P1,1 102.78 110.80 P3,3 518.57 523.27 T2,4 −91.43 −97.62 

P1,2 106.46 110.80 P3,4 522.49 523.27 T3,4 −3.89 −42.75 

P1,3 92.34 97.40 P3,5 510.84 523.30
∑M1 

i=1 P1,i 1724.40 1690.80 

P1,4 176.87 179.73 P3,6 436.76 523.27
∑M2 

i=1 P2,i 3952.05 3736.31 

P1,5 94.13 93.27 P3,7 25.79 10.00
∑M3 

i=1 P3,i 3164.00 3257.52 

P1,6 137.96 140.00 P3,8 35.81 10.00
∑M4 

i=1 P4,i 1659.54 1815.37 

P1,7 277.44 259.59 P3,9 18.43 10.00
∑N 

n=1
∑Mn 

i=1 Pni 10,499.99 10,500.02 

P1,8 284.64 284.59 P3,10 83.78 87.82 PD1 1575 1575 

P1,9 230.23 284.60 P4,1 166.68 162.32 PD2 4200 4200 

P1,10 221.50 130.00 P4,2 158.70 190.00 PD3 3150 3150 

P2,1 245.60 168.79 P4,3 148.86 190 PD4 1575 1575 

P2,2 318.69 168.79 P4,4 158.96 164.79
∑N 

p=1;p �=1 T1,p 149.40 115.81 

P2,3 219.28 214.75 P4,5 161.94 164.80
∑N 

p=1;p �=2 T2,p −247.94 −463.69 

P2,4 390.15 394.27 P4,6 152.30 164.80
∑N 

p=1;p �=3 T3,p 14.00 107.50 

P2,5 306.17 394.27 P4,7 91.52 89.11
∑N 

p=1;p �=4 T4,p 84.54 240.37 

P2,6 484.08 394.27 P4,8 83.43 89.12 Tol1 0.00 0.0032 

P2,7 481.37 489.28 P4,9 92.98 89.12 Tol2 −2E-05 −0.0087 

P2,8 490.03 489.28 P4,10 444.12 511.27 Tol3 0.00 −0.016 

P2,9 513.89 511.27 T1,2 99.04 198.63 Tol4 −0.00 0.00089 

P2,10 502.75 511.28 T1,3 39.57 17.18 Cost ($/h) 126,445.5 121,596.6 

P3,1 522.65 523.27 T1,4 10.78 −99.99 

P3,2 488.81 523.27 T2,3 −57.46 −167.44

Fig. 2 Convergence curves 
of proposed MIMO and IMO
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Fig. 3 Boxplots of MIMO 
and IMO

 

Table 2 Cost comparison with other methods suggested by researchers 

Name of algorithm Cost ($/h) 

Minimum Average Maximum SD 

ABC [3] 124,009.4 NA NA NA 

DCPSO [5] 121,948.8 123,450.8 125,772.4 NA 

CGBABC [6] 121,595.83 121,814.7 122,169.1 116.21 

E-PSO [9] 117,080.62 
(123,274.5)a 

119,568.73 122,655.1 1464.788 

TLBO [4] 121,760.5 NA NA NA 

JAYA-TLBO [11] 121,694.4 NA NA NA 

IMO 126,445.5 127,643.4 129,182.1 797.558 

MIMO 121,596.6 121,604.7 121,623.1 9.49063 

NA stands for Not Available

6 Conclusions 

The proposed algorithms IMO and MIMO have been successfully implemented to 
solve multi-area test systems with tie lines. It has been observed that the IMO fails 
to obtain an optimal solution for a considered multi-area test system. When this 
optimization technique is modified then it gives robust results. A detailed compar-
ison of results produced by proposed algorithms with other recently published and 
established algorithms proves that MIMO provides better or comparable results. 
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Using GPU and TPU Hardware 
Accelerators to Develop a Cloud-Based 
Genetic Algorithm System 

Qabas Abdal Zahraa Jabbar, Narjis Mezaal Shati, Nada Thanoon Ahmed, 
and Yasmin Makki Mohialden 

Abstract Genetic algorithms (GAs) are widely used in the scientific and indus-
trial sectors due to their speed and flexibility in solving real problems. This article 
discusses the creation of a cloud-based genetic algorithm system. Utilizing Google 
Colab to discover optimum solutions and test the system’s overall performance across 
a variety of fundamental cloud run-time types that contain Tensor Processing Unit 
(TPU) and Graphics Processing Unit (GPU) resources. The suggested technique 
demonstrated that when implementing mathematical equations, TPU outperforms 
GPU by achieving a (460.35) average of generation with a (13.95) average of run 
time in TPU versus a (484) average of generation with a (14.32) average of run time 
in GPU. 

Keywords Genetic algorithms · Google Colab · Google Colaboratory · Run-time 
evaluation · GPU · TPU · PyGAD · Fully-connected neural networks (FCNNs) 

1 Introduction 

An evaluation technique for computer models that is based on genetic principles is 
known as the genetic algorithm. To take advantage of this technique, one must first 
create “genes” that include possible examples of actions. In each generation, current 
models are assessed and based on their fitness level, are given permission to mate 
and reproduce in the following generation. Crossings and mutations may arise as 
a result of the genes’ being transmitted during mating. The current population has 
been destroyed, and its descendants have been chosen to form the next generation. 
Additionally, the term “genetic algorithm” refers to a collection of modeling or 
optimization methods that, in their quest for the optimal solution, attempt to imitate 
certain aspects of biological modeling in their search for the optimal answer. The 
modeled object is generally represented in such a way that it is simple to update it on 
an ongoing basis by computer software. Following that, a huge number of possible
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models are created and evaluated in light of the available information. Only the “best” 
models are preserved for use in the following generation of models once each model is 
tested. Preservation can be either deterministic (select the best k models) or a random 
process (choose the best k models with a probability proportional to the score). The 
procedure is repeated endlessly until convergence is attained when these models are 
randomly disrupted (as in asexual reproduction). If the model is built in such a way 
that the winners have “genes,” it is possible that they will “mate,” resulting in the 
creation of the next generation. In scientific and commercial fields, genetic algorithms 
(GAs) are very popular search techniques for tackling tough optimization issues. This 
is due to the efficiency and flexibility with which GAs can find advantageous solutions 
to challenging optimization problems [1–5]. Colab is a cloud-based notepad. Google 
Docs allows you to collaborate on documents. Colab gives you access to popular 
research libraries. Google’s Colaboratory promotes machine learning and research. 
Jupyter notebooks work well in the cloud or without any further setup. This project 
aims to integrate Google Colab for cloud-based machine learning and deep learning 
applications [6]. 

Google Colaboratory (colab) simplifies data analysis by not requiring installation 
or a web browser. The Oogle Colaboratory web application allows you to write code 
in the browser, keep results and share them, and use advanced computing resources 
for free. Free GPU support for machine learning models in Google Colab is quite 
useful. 

Python libraries can develop genetic algorithms. Among these are the Python 
libraries. This section summarizes these libraries’ goals and limitations [7]. PyGAD, 
an open-source Python library for genetic algorithm optimization, was used to create 
the genetic algorithm system. PyGAD premiered in April 2020. This essay is divided 
into sections. Section 2 reviews the available literature. Section 3 gives a technique; 
Sect. 4 explains it. In Sect. 5 Conclusion and future research ideas. 

2 Literature Review 

Mehanović et al.  [2] data preparation is becoming increasingly important as data 
production, storage, and processing rise. Preprocessing functions like feature selec-
tion take time. In this study, a wide range of commodity hardware components are 
combined to eliminate this issue. The research largely used G-algorithms. Hadoop 
was used as an open-source library for genetic algorithms. Hadoop The machine 
learning characteristics support the vector machine, ANN, RT, regression logistic, 
and nave bays. Using feature selection methods on four NSL-KDD data sets reduced 
feature usage by 90.45%. It has broad ramifications. However, using MapReduce 
to parallel the evolutionary technique is tricky. A random selection of characteris-
tics is also possible using evolutionary algorithms, and parallelization reduces data 
preparation time. The choice of functions goes beyond current methods [2].
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Quiza [8] this chapter addresses the use of cloud-based optimization tools to 
address digital manufacturing concerns. The first section summarizes key numer-
ical optimization techniques. The second portion explores swarm intelligence evolu-
tionary algorithms. It also covers contemporary manufacturing digital sectors like 
cloud computing and Industry 4.0. A case study on cloud-based turning optimization 
concludes the final section [8]. 

Kamel et al. [9] the article develops a framework for assessing and improving 
time-based transit prices in large networks, as these charges affect mode, departure 
time, and route, as well as vehicle-to-vehicle and vehicle-to-traffic interactions. The 
Greater Toronto Area, more precisely the city of Toronto, is used as a case study. 
According to the research, Time-based fares are effective for spreading out trans-
portation demand during peak periods. However, when compared to the huge increase 
in peak-hour fares, the decreases in weighted average multimodal door-to-door travel 
lengths are modest [9]. 

Sharma et al. [10] this article compares CNN’s performance on GPU and TPU 
(TPU). You can use Google Colab’s GPU and TPU. On MNIST, TPUs need fewer 
epochs than GPUs for various batch sizes. This work may be studied by HPC experts 
(HPC) [10]. 

Li et al. [11] the authors propose to speed up genetic algorithm evolution by 
improving parallel genetic algorithms. With a rising population, the evolutionary 
technique uses more computer resources. It uses the GPU’s numerous cores to provide 
a parallel genetic technique. Using GPUs for parallel genetics allows for rapid popu-
lation growth. The huge volume of the next generation’s chromosomal population 
can be partitioned into blocks for faster selection and crossover. TSP computes GPU 
and CPU without using algebraic optimization [11]. 

3 The Proposed Methodology 

We present a way of creating a genetic algorithm system for solving arithmetic prob-
lems using Google Colab. Intuitive setup of a deep learning or machine learning envi-
ronment. Google calls it “collab.” Colaboratory is a no-setup cloud-based notebook 
environment. The browser-based Colaboratory allows you to achieve this. 

PyGAD is the fastest-growing library. 
PyGAD is made up of three parts: 

1. Py denotes a Python library. A standard Python library name convention. 
2. The genetic algorithm stands for “GA”. 
3. Since the library initially only supported decimal genetics, D., this includes binary 

genetic algorithms. PyGAD stands for PyGAD. The software was intended for 
two purposes: simplicity and novice-friendliness. User-centric design the library 
provides single-objective optimization with flexible parameters. It follows a life-
cycle from population generation to the optimal solution. Any operator can be 
added to the lifetime, and the order can be altered. Both decimal and binary
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formats are supported by PyGAD. PyGAD is a user-friendly toolkit for applying 
the genetic algorithm for optimization. It was created with two key goals in mind: 

(1) Attempting to make it all as simple as possible for inexperienced users. 
(2) Giving the user full control this simplifies the naming of classes, methods, 

properties, and parameters. The evolutionary algorithm may be developed 
quickly and easily, with clear and understandable configuration options. 
Compared to other libraries, it has fewer classes, methods, and functions to 
call. 

PyGAD has an elastic lifecycle that allows users to change the evolution loop in 
any situation. This involves enabling or disabling crossover and mutation operators, 
while also overriding them to create new research operators. 

PyGAD contains the following seven modules: 

1. (Pygad.pygad): The core module for the GA. It is also imported when the library 
is imported. 

2. (Pygad.nn): creates FCNNs entirely in NumPy. 
3. (Train.gann): The NN module is used to design trains. 
4. (Pygad.cnn): similar to nn, but with the exception of CNNs. 
5. (Pygad.gacnn): In the same way as the GAN module, but designed specifically 

for CNN training. 
6. (Pygad) is used to train Keras models. 
7. PyTorch models are trained using the pygad module. 

Figure 1 the proposed system, life cycle. Each problem requires the specification 
of five mandatory parameters:

(1) Iterations and generations are both considered. 
(2) Sol per population: the size of the population (number of solu-

tion/chromosomes/individuals). 
(3) No. of parents mating: The number of solutions selected as parents for mating 

and offspring generation in the population. 
(4) No. of genes: A solution’s total number of genes. 
(5) Fitness function: the ability to exercise. 

These are the PyGAD minimal parameters. The parameter names are self-
explanatory. All PyGAD modules’ classes, parameters, attributes, methods, and 
functions are described in the documentation. 

After the run() method, other approaches that may be used to learn more about 
solution of PyGAD’s. Two of them are:

(1) best_solution (): It gives you the finest option. PyGAD discovered the informa-
tion regarding the ideal solution: 

(a) The parameters of the best solution (as an example, the three weights for 
the problem solved in Listing) 

(b) The best values of fitness
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On_start() 

On_generation() 

On_mutation() 
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On_fitness() 
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Validation & Initialization 
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Select Parents 
(Mating Pool) 

Do Crossover 

Do Mutation 

Next Generation’s 
Population 

On_Stop() 

Stop 

Fig. 1 Proposed system flowchart

(c) The index of solution’s in its. 

(2) plot_result(): creates a graph that shows how the fitness value changes with each 
generation If the user wants to save the image, this method returns it. We can 
use PyGAD, see the following equation with five inputs, to determine the values 
of w1, w2, w3, w4 and w5 that fulfill this equation.
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Y = w1x1 + w2x2 + w3x3 + w4x4 + w5x5 (1) 

4 Results and Discussions 

Many variables affect the performance of the proposed evolutionary algorithm 
system. One of the most critical variables is the availability of Google Colab GPU and 
TPU. Your application can use the GPU or TPU at runtime. Change Cloab Runtime 
type. Table 1 shows when to use CPU, GPU, and TPU. Lifecycle of PyGAD. 

There are seven callback functions available: 

(1) on_start(): after the run () function has been executed once. 
(2) on_fitness (): the population fitness has been calculated, this function is executed 

after each generation’s. 
(3) on_parents(): In each generation, the parents are chosen. 
(4) on_crossover (): After each generation’s crossover procedure, this function is 

called. 
(5) on_mutation(): This function is executed after each generation has passed the 

mutation procedure. 
(6) on_generation (): At the end of each generation, this function is executed. 
(7) on_stop(): After the run () method has completed its execution, it is executed 

once more. 

After extensive preliminary experiments to solve the above mathematical equation 
(Eq. 1) by using the GPU and the TPU cloud base methods. These methods were 
implemented for four different outputs with five times repetition for each output’s 
execution using a random input function, as shown in Tables 2 and 3, where it shows 
the details of the implementation of the two methods.

Table 1 Utilization of CPU, GPU, and TPU 

Processor type Utilization 

CPU • Rapid prototyping that is flexible 
• Simple models that need little training 
• Tiny models, short lifetimes 
• More advanced TensorFlow models 
• Restricted input and output and network bandwidth 

GPU • TensorFlow models that need advanced processing require an external tool 
• Models that are resource-free or unmanageable 
• TensorFlow models that need the execution of a significant number of specific 
TensorFlow operations must be run partially on CPUs (where possible) 

TPU • Matrix-intensive models 
• Models with TensorFlow operations are not part of the main training cycle 
• Training for weeks or months 
• Models with very large effective cluster sizes 
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Table 2 Result of Google Colab TPU 

Required output Run’s Generation Fitness Output Error Time/Sec 

23.33 Min 48 6353.62 23.3298 0.00004 10 

Max 681 36,662.35 23.3301 0.0002 25 

Average 368.2 16,849.586 23.32996 0.00004 13 

−55 Min 245 8638.93 −55.00 0 9 

Max 773 132,895.01 −55.00 0 22 

Average 518 57,000.2054 −55.00 0 13 

55 Min 219 9150.55 54.9999 0 9 

Max 822 49,089.87 55.0001 0.0001 37 

Average 528.2 32,270.66 55 0 14.8 

−23.33 Min 33 4811.8 −23.33 −0.01 9 

Max 798 30,120.02 −23.32 0 35 

Average 427 12,418.066 −23.33 0 15 

Table 3 Result of Google Colab GPU 

Required output Run’s Generation Fitness Output Error Time/Sec 

23.33 Min 124 4560.5 23.329 −0.0001 11 

Max 975 83,185.5 23.3301 0.001 12 

Average 450 30,474.6254 23.32942 0.00058 11.8 

−55 Min 42 2872.75 −55 0 12 

Max 972 47,143.22 −55 0.0003 30 

Average 473.8 19,609.554 −55 0.000074 15.8 

55 Min 543 9973.52 54.9998 0.0001 12 

Max 710 44,843.29 54.9998 0.0002 30 

Average 615.6 25,656.498 54.99988 0.00012 16.2 

−23.33 Min 212 4338.37 −23.33 −0.00003 12 

Max 612 425,170.62 425,170.6 0.0002 12 

Average 396.6 109,987.802 −23.33 0.000054 13.5 

According to the result listed in Tables 2 and 3 the Google Colab TPU method is 
slightly better than the Google Colab GPU method in terms of generation number, 
error, and run time, as illustrated and summarized in Table 4.

From the previously listed results in Table 4, it could be noticed that the two 
methods are good in implementing mathematical equations because the difference 
in the results is very small that shows average of generation in TPU equivalent to 
(460.35) as for the GPU equal to (484), and in average of run time, the result obtained 
in TPU = (13.95), GPU = (14.32) also notes from the obtained result that the TPU 
method is always superior to the GPU method, as shown in Figs. 2 and 3 that illustrate
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Fig. 3 Comparison in terms of run time 

the comparison in terms of the number of generations, and the comparison in terms 
of run time for the two methods, respectively. 

5 Conclusion 

This work proposes utilizing PyGAD, which is an open-source Python library for 
single-objective genetic optimization. A formalized Create a fitness function, instan-
tiate the pygad.GA class, and use PyGAD to run the “run” method. A wide range of 
parameters and characteristics can be used to tailor the genetic algorithm. PyGAD 
has a lifetime that allows you to follow the evolution from beginning to end. This 
helps solve problems faster and with fewer lines of code than with other libraries. 
As a programming environment, we are using Google Colab, which is cloud-based. 
A free-of-charge Python programming environment contains two types of hardware
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accelerators, which are called GPU and TPU, that are used in the running of the 
genetic programming optimizer program for mathematical equations. The experi-
mental work in many cases proved that the success of the genetic algorithm program 
depends primary on the type of the processor. From the obtained result, infer that 
using TPU gives superior result rather than GPU indicating that in TPU the average 
of generation with average of run time equivalent to (460.35), (13.95), respectively, 
and in GPU obtained (484) as average of generation with average of run time equal 
to (14.32). 
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Pattern Recognition of Human 
Fingerprint Utilizing an Efficient 
Artificial Intelligence Algorithm 

Nisreen Abd Alhadi Jabr 

Abstract The fingerprint identification has great effectiveness in forensic science 
and helps in the criminal investigations. Fingerprints are distinctive and remain 
enduring throughout a person’s life. The automatic fingerprint recognition systems 
are dependent upon hills and its characteristics known as minutiae. Hence, it is highly 
essential to score these minutiae accurately then refuse the improper parts. In this 
work a ridge ending and ridge ramify have been utilized as minutiae for fingerprint 
recognition system. At the time of analysis of algorithms, the approaches of attributes 
impart better results. The recognition rate is increased and the error rate is dimin-
ishing with the aid of this technique. The ultimate crucial stride here in matching 
of automatic fingerprint is to securely extractor specifics from the binary images of 
captured fingerprints. There are already a variety of techniques available to extract 
fingerprint details. The rate of recognition for such intended approach of finger-
print recognition system using artificial neural networks is 93%. From the extricate 
outcome, we may infer about a very affirmative impact of artificial neural networks 
on the comprehensive recognition rate, specifically in low excellence images. 

Keywords Fingerprint recognition · Human fingerprint · Artificial neural 
networks · Back propagation 

1 Introduction 

This study providing specifics against the achievement of a pattern matching proce-
dure to coordinate and validate fingerprints. Neural Network insight algorithm has 
been utilized to perform compelling pattern matching to recognize fingerprints. 
The word biometric come up to from the Greek words profiles-life also measure-
ments examine [1]. People utilize somebody uniqueness, for example, iris, face, 
finger, eyes, hand, or voice to distinguish one another. Biometric can’t be acquired, 
taken, or neglected. Iris recognition, fingerprint identification, speaker recognition,
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and face recognition are different biometric frameworks that exist. With modern 
advances, various biometric frameworks are developed. Fingerprint ID is part of the 
normal biometric frameworks. Biometric is the method of recognizing a singular 
in light of their particular qualities. The manual fingerprint check is exception-
ally muddled (drawn-out), tedious, and costly which is unequipped for meeting the 
present expanding execution prerequisites. In biometrics, there are two unmistakable 
fingerprint matching techniques those are fingerprint recognizable proof as well as 
fingerprint check [2–5]. 

We will illustrate the methodology in Sect. 2, the proposed model’s general struc-
ture in Sect. 3, simulation results, and discussion in Sect. 4. Lastly, the conclusions 
are given in Sect. 5. 

2 Methodology 

The architectural layout of suggested framework, for example, earlier fingerprint 
recognition framework involving neural network upon dual distinct information bases 
as FVC 2002 also for investigation of the fingerprint recognition framework displayed 
in Fig. 1 that incorporates picture dataset to the concentrate include set, and finally 
highlight characterization to fingerprint recognition framework picture as match or 
nonmatch [6–10]. 

Information base Specification for Fingerprint as under [11–13] Datasets for 
fingerprint recognition framework as FVC 2002 fingerprint. FVC 2002: Four partic-
ular datasets are utilized as DB1, DB2, DB3, and DB4. Every information base is of 
150 fingers and 12 examples each (1800 fingerprint pictures). Some example pictures 
from the FVC2002 Fingerprint information base are displayed in the accompanying 
Table 1.

2.1 Fingerprint Recognition System Utilizing Neural Network 

The investigated work of fingerprint recognition in light of minutiae-based. The 
interaction comprises of the accompanying advances.

Fig. 1 Block diagram showing the procedure steps for fingerprint recognition system utilizing 
neural network 
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Table 1 Element pictures of FVC2002 DB1, DB2, DB3, DB4 database of fingerprint

To catch an advanced image of the fingerprint patterns, a fingerprint sensor is an 
electronic gadget is utilized. The standard data sets are utilized, for example, FVC 
2002. 

Pre-processing images are useful for improving the image quality by separating 
and eliminating undesirable commotions. The underlying advance in the proposed 
work is by to apply limit an incentive for the calculation of the parallel image from 
the information grayscale fingerprint image. 

The fingerprint binarization algorithm creates the 1-bit class of image with 1 as 
valleys and 0 as edges. In any case, the versatile binarization strategy is support on 
a limit with gray-level pixels, lower than relegated to one and zero. In MATLAB, a 
worth 1 represents as white pixel, and worth 0 represents a dark pixel. By utilizing 
the edge interaction, we can get a grayscale image to double image, as shown in 
Fig. 2. By applying a limit cycle to n picture, every pixel esteems are breaking down 
to the information edge. Those pixel esteems are more modest over the limit esteem 
is set to 0 and those pixel esteem which is more prominent than the edge esteem is 
put to 1 [14].

The categorization of every perspective is done by tracked down the worth of 
every pixel, and every one edge is diminished to its midpoint pixels. The reason at 
the back thinning is to diminish the fingerprint dependent upon one pixel wide, and 
thinning is a morphological activity accomplished upon double pictures. Such thing 
is accomplished by progressive pixels’ deletions along various edges of every picture 
[15, 16]. 

Fingerprint Image upgrade is utilized to cause picture more clear for additional 
utilization. Here, we can apply Histogram balance to upgrade the difference of the 
image by changing the power upsides of the image. Histogram leveling utilizes all the 
reach from 0 to 255, and the representation impact is improved [17–20]. This segment 
investigation the aftereffects of the examination. For fingerprint improvement, we 
might analyzed different channel procedures as displayed in underneath Table 2.

The better fingerprint image is binarized for thinning up to 1 pixel broad. The 
parallel image is used to remove minutiae focuses, and that are the marks of edge 
finish and bifurcations. The areas of minutiae are focuses next to with the variation is
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Fig. 2 Binarization implementing

Table 2 Various histogram 
filter approaches utilized for 
fingerprint recognition [21] 

Methods Mean square error 
(MSE) 

Peak signal-to-noise 
ratio (PSNR) 

Gabor filter 7.3 12.11 

Median 356.48 18.22 

Gaussian 124.92 22.79

extricated and gather to frame highlight sets. For extraction of minutiae point’s eight 
associated pixels are utilized. The Crossing Number (CN) technique is utilized for 
performing minutiae extraction, which extricates the edge endings and bifurcations 
from the paired image by analyzing the nearby neighborhood edge pixel utilizing 
a 3  × 3 window. The (CN) Crossing Number for an edge P pixel is determined 
by minutiae relying upon the sensor goal and finger situation on the sensor. The 
fingerprint image captured through helpless scanners might contain a less number of 
minutiae focuses [22]. 

CN  = 0.5 
8∑

i=1 

|Pi − Pi+1| (1) 

The accompanying data is recorded in shown Fig. 3 for every minutia extricated.

1. The direction X with Y 
2. Direction of the related edge section, as well as 
3. Gathering of minutiae (edge finishing or complication).



Pattern Recognition of Human Fingerprint Utilizing an Efficient … 573

Fig. 3 Fingerprint sample minutiae extraction from [23]

3 The Proposed Model 

In this section, it is explained the proposed model of research using artificial neural 
networks (ANN) including research design and research procedure. Equations should 
be placed at the center of the line and provided consecutively with equation numbers 
in parentheses flushed to the right margin, as in (1). The use of Microsoft Equation 
Editor or Math Type is preferred. There are many fingerprint matching methods are 
accessible. Here, we accomplish artificial neural networks (ANN) to confirm whether 
or not they have a place with the indistinguishable anybody. Utilizing neural network, 
minutiae platform fingerprint matching gives real matching result. There are various 
different sorts of the neural organizations, for example, perceptron, back spread 
organization, counter engendering network, Hopfield organizations, and so on. In 
this work, feed-forward back proliferation network technique is utilized. Ensuing 
plots delineate the result of fingerprint recognition framework at include extrac-
tion level at unmistakable fingerprint information bases utilizing artificial neural 
networks [24, 25]. The construction of the multilayer perceptron (MLP) comprises 
three layers, for example, input layer, stowed away layer, and result layer as shown 
in Fig. 4. The highlights extricated by fingerprint quality are melded and given as 
information (preparing). The information layer disperses inputted information to the 
processing components in the following layer. The following layer is covered up 
layer, which maps the nonlinearity conduct and change the loads and predisposition. 
The result layer involves the initiation work for testing the presentation of test include 
vectors. The back propagation algorithm is utilized to limit the mean absolute error 
(MAE). The exhibition accomplished with MLP it shows the huge improvement in 
the presentation.
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Fig. 4 Structure of the ANN architecture utilized in fingerprint pattern recognition process 

4 Results and Discussion 

In this section, we have implemented the finger print pattern recognition process 
utilizing feed-forward artificial neural network (ANN). The testing data sets have 
been applied for 1000 different finger prints shapes samples. Each one of the 1000 
entered finger data shapes has been analyzed and binarized into 1000*2 input matrix 
and passed through the procedure steps for fingerprint recognition system shown 
previously in Fig. 2, starting from the fingerprint acquisition and finished with the 
matching step to produce resulting set of 1000*4 output matrix. The input data set 
vector will include information of contrast and mean values for each one of the 
1000 fingerprint image sample. Similarly, the output data set vector will contain 
information of the tested fingerprint image sample such as variance, mean square 
error (MSE), peak signal to noise ratio (PSNR) and CN for each one of the 1000 
fingerprint image sample. In this research, we have examined the scaled conjugate 
gradient (SCD) algorithm in applying the ANN technique. Figure 4 illustrates a 
block diagram of ANN train network with two input layers, ten hidden layers, and 
four output layers. Also, the implementation of the testing program utilizing the 
suggested ANN approach. The resulting performance of the ANN train network for 
the fingerprint model has been shown in Fig. 5.

It is obvious from the results illustrated in Figs. 5 and 6 that the ANN training 
network produce a very accurate matching to the fingerprint pattern recognition. The 
performance error and gradient of the training process are very small which indicate 
the high accuracy and perfect matching of the tested fingerprint data with the required 
constraints. It is obvious from the results illustrated in Fig. 5 that the ANN training 
network produce a very accurate matching to the fingerprint pattern recognition. The 
performance error and gradient of the training process are very small which indicate 
the high accuracy and perfect matching of the tested fingerprint data with the required 
constraints. By observing the ROC graph that might be considered as a subset of a 
true positive rate (sensitivity) against the false positive rate (specificity) as the limit 
is changed. The receiver operating characteristic (ROC) graph illustrates FAR vs. 
FRR for a gathering of edge esteems T. For ideal ROC graph, just have amounts 
which are located either upon the x-axis (FAR) or the y-axis (FRR). For FRRs other 
than 0, the FAR is 1, as well as the other way around. After the presentation of the
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Fig. 5 Performance results of the ANN train network program

ideal test, at the upper-left corner, it will show 100 percent responsiveness and 100 
percent explicitness in Fig. 6. The execution of the proposed strategy is contrasted and 
another method; the coordinating and non-matching depend on Euclidean distance 
which establishes limit esteem (i.e., on the off chance that Euclidean distance is not 
exactly the edge esteem, it is matched else not coordinated). 

Some of the time, the biometric security framework might permit unapproved 
admittance to the unauthentic client, and to gage this kind of episode, FAR is utilized. 
FAR is determined like: 

FAR = (FA/N ) ∗ 100 (2) 

FA Number of occasions of bogus acknowledgment. 
N Total number of tests.

Fig. 6 ROC curves of the ANN train network program 
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In some cases, biometric security framework may reject the unapproved access 
of approved people and to quantify these kinds of episodes FRR is utilized. FRR is 
determined as: 

FRR = (FR/N ) ∗ 100 (3) 

FR Number of occasions of bogus dismissals, 
N Number of tests. 

Three various types of tests are applied to the organization to perform various 
exercises: 

• Preparing: Here the organization is changed by its blunder. 
• Validation: It is utilized to gage network speculation and to end preparing when 

speculation quits moving along. 
• Testing: It is utilized uniquely for testing the last answer for affirm the real 

prescient force of the organization. In our work, we have led a few instructional 
meetings. The measurements training the performance in view of Mean Squared 
Error. It is the mean squared contrast among result and aim as showed in Table 3. 
Lower rates of mean square errors are considered as better 1 while 0 indicates no 
blunder [26]. 

The proposed system accomplishes the recital for fingerprint recognition system 
rate using artificial neural networks is 93%, FAR 1.154%, and FRR 8.154% as shown 
in below Table 4.

Table 3 Result of the proposed system fingerprint recognition system for match and non-match 
persons 

Name of 
classifier 

Train 
samples 

Test 
samples 

Features 
moment 
invariant 
eccentricity, 
perimeter 

Accuracy 
for match 

Accuracy for 
non-match 

Specificity 

N. N 640 640 Ridge ramify, 
kurtosis 

0.8625 0.8469 0.912727273 

219 219 Ridge 
ending, 
kurtosis, 
skewness 

0.7431 0.6789 0.833333333 

640 640 Ridge ending 0.85313 0.871875 0.996363636 
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Table 4 Performance evaluation for fingerprint recognition system 

Trait Train samples Test samples Algorithm Accuracy FAR (%) FRR (%) 

Fingerprint 650 650 Minutiae 
extraction and 
artificial neural 
network 

93 1.154 8.154 

5 Conclusions 

In this paper, a precise details identification for unique fingerprint matching has been 
applied for image pre-handling is the most evaluative pattern recognition issues. The 
execution of a unique mark includes extraction as well as matching algorithms relies 
on the nature of the information images fingerprint. Using the crossing number (CN) 
for the images framework after the decreasing phase minutiae extraction algorithm 
might recognize all the particulars, containing each valid and bogus details. The 
main advance in programmed fingerprint matching is to dependably separate the 
details from the caught parallel fingerprint pictures. There is a wide assortment of 
procedures accessible for extricating unique mark particulars. The proposed method 
accomplished fingerprint recognition system rate definitively by utilizing artificial 
neural networks was 93% from the achieved results, we deduce with respect to an 
extremely sure effect of artificial neural networks upon the global recognition rate 
clear in images inferior quality. 
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A Systematic Review of Human Fall 
Detection Algorithms Using Machine 
Learning 

Divya Singh, Meenu Gupta, Rakesh Kumar, and Ahmed J. Obaid 

Abstract In the past century, due to healthy lifestyle of people, they suffered from 
very less disease. As era changes, the life style of people also changes. People are 
taking unhealthy food in today’s era owing to a busy schedule, and they are suffering 
from various diseases such as human falls. The most common causes of human 
falls among the elderly include high (low) blood pressure, arthritis, osteoarthritis, 
coronary heart disease, dementia, depression, and stroke. As a result, intervening 
early in the event of a fall could cut morbidity and death dramatically. In recent 
years, the machine learning-based human fall model has made significant progress. A 
human fall detection model assists the elderly by recognizing the fall and saving their 
lives. Machine learning (ML)-based models have now become an important research 
subject because of its capacity to proactively assist the elderly. In this proposed study, 
the most recent research trends in fall detection system using the machine learning 
techniques have been analyzed. Moreover, the analysis focuses on the shortcomings 
associated with ML-based tactics in order to conduct deeper research. The goal of 
the study is to find out how various type of machine learning algorithms are detecting 
fall effectively. It is a comprehensive review of existing fall detection models and 
trends. 
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1 Introduction 

The term “sudden collapse” or “fall” refers to an unintentional or unnatural alteration 
in the body’s posture as it descends to the ground. Falls occur in the process of 3–5 per 
1000 bed/days, according to epidemiological reports, as well as the Organization for 
Healthcare Research and Quality (HR&Q) appraise that 7 Lakh to 1 M hospitalized 
people collapse or fall per year [1]. 

Every year, approximately 6,84,000 people die due to falls around the globe. Out 
of this, more than 80% of these deaths were reported in middle and low-income 
nations. The rate of death falls among those over the age of 60 is the highest. Every 
year, 37.3 million people have catastrophic falls that necessitate medical assistance 
[2]. Falls are costly, and they add to rising healthcare expenditures. The Centre for 
Disease Control and Prevention (CDC) estimates that fall injury to persons 65 years 
or older will cost $19 billion, including fatal falls contributing to $0.2 billion. The 
falls frequently result in catastrophic injuries, including traumatic brain injuries that 
can result in death [3] (Fig. 1). 

This article provides an overview of investigations that have utilized machine 
learning to detect falls. The rest of the study consists of the following outlined. 
Section 2 introduces the HFDM and its methodologies, while Sect. 3 presents a 
review of limitations and hurdles in non-ML-based systems. In Sect. 4, elaborate 
findings of existing research along with current and significant trends in the area of 
fall detection. Finally, conclude the research paper in Sect. 5.

Fig. 1 Basic flow of human fall detection model [4] 
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2 Classification of Approaches and Method in Human Fall 
Detection 

The development of HFDM has become a popular research area in recent years. 
Hausnotruf designed the first fall model (FM) in early 1970, which was formerly 
designated as the Personal Emergency Response System (PERS) [5] (Fig. 2). 

2.1 Threshold-Based Human Fall Detection Approaches 

A typical strategy frequently employed by the fall detection method is threshold-
based categorization. The threshold-based technique is extremely effective, uses less 
energy, and is simple to incorporate into an embedded system (Table 1).

2.2 Machine Learning-Based Human Fall Detection 
Approaches 

Machine learning (ML)-based HFDM is more accurate than the threshold model. 
Numerous investigations on fall detection approaches included technologies such 
as artificial neural networks (ANN), k-nearest neighbor (k-NN), and support vector 
machine (SVM) to characterize falls from ADL due to several advantages of ML. 
The preceding are the sub-divisions of the Machine Learning Based Model. 

2.2.1 Wearable-Based Model 

The wearable-based fall detection approach uses cutoff point classification, and this 
method has also encountered several issues, including sensor sensitivity to unwanted

FALL DETECTION APPROCHES 

Threshold Based Human Fall 
Detection Model 

Wearable 
Based 
System 

Ambient  
Based 
System 

Based 
System 

Vision Based 
System 

Machine Learning Based Human 
Fall Detection Model 

Wearable Video Based 
System 

Radar Based 
System 

Fig. 2 Fall detection system classification using methodologies [4] 
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Table 1 Summary of threshold-based human fall detection model 

Author Methodology ALG. Performances 

Kumar et al. [6] Silhouette segmentation 
using histogram of 
oriented gradients 
(HOG)/global 
characterization and edge 
detection 

Long short term 
memory (LSTM) 

System has achieved a 
tracker precision of 
94.67% and a fall 
accuracy rate of 98.01% 

Kecskes et al. [7] Using spatial–temporal 
graph convolutional 
network (ST-GCN), offer 
a comprehensive 
vision-based system that 
may be used immediately 
to new data 

GCN The nephelometric 
turbidity unit (NTU) red 
green blue-depth 
(RGB-D), the TST fall 
detection v2, and the fall 
free. We got 100% 
accuracy 

Lo et al. [8] Its creation of a field 
programmable gate array 
(FPGA-based) fall 
detection program 
employing a 
threshold-based analytical 
model is presented 
throughout this study 

Verilog The sensitivity of 97.45% 
and a specificity of 
97.38%. The program’s 
performance can be 
increased even more by 
adding a second 
gyroscope 

Iguchi et al. [9] Convolutional 
autoencoder, an 
unsupervised learning 
approach, and an Inertial 
Measurement Unit (IMU) 

CA As a result, we get 
sensitivity and specificity 
results of 100% and 
99.1%

signals and many others. Machine learning algorithms extract the required charac-
teristic from undesirable information and classify whether or not a fall has occurred 
(Table 2).

The authors would address a few of the wearable-based fall detection model limi-
tations. In [9], multi ML-based model outperformed in all three models in this tech-
nique, and with the caveat that the odds of ambiguity are major causes to conflicting 
objects in the service area. The absence of real-time information. In [14], Data of 
experiments involve people of various ages was used to develop the method. Fall 
prevention should be more empirical evidence and warn about the risks of falling. 

2.2.2 Video-Based Model 

In the last several two decades, vision-based fall detection systems developed 
advanced quickly. Researchers are convinced that now the emergence of the Smarter 
Communities and IoT trends, combined with the growing amount of video equipment 
in everyday lives, creates a perfect environment for vision-based solutions (Table 3).
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Table 2 Summary of wearable based model 

Author Sensor Method Performance 

Whaeed et al. [10] Accelerometer RNN With BiLSTM Accuracy = 97.21% and 
97.41%, sensitivity = 
96.97% and 99.77%, and 
specificity = 93.18% and 
91.45% on SisFall and 
UP-fall dataset 

Rodrigues et al. [11] Accelerometer, 
gyroscope, 

CNN Only with 15 false 
positives, our data 
confirmed the efficacy of 
applying our detector in 
healthcare 

Torti et al. [12] Accelerometer Recurrent neural 
network (RNN) 

The highest reported fall 
detection accuracy was 
83.68% before manual 
labeling) and 98.33% 
(after manual labeling) 

Ramachandran et al. 
[13] 

Accelerometer, 
gyroscope, 
magnetometer 

KNN, Naïve-Bayes, 
SVM, ANN, decision 
tree 

Without risk 
categorization, the 
decision tree scored 
81%. About 85% for 
decision tree with risk 
classification

Table 3 Summary of vision-based model 

Author Methodology ALG. Performance 

Chen et al. 
[15] 

CNN and Bi-LSTM 
ANN/local characterization 
for foreground extraction 

RNN-Bi-LSTM The proposed model is 
with precision = 0.897, 
recall = 0.813, F1 = 0.852 

Cai et al.  [16] ANN/local characterization 
feature maps were created 
using the (HCAE) 

Softmax and 
HCAE 

With a shallow-layer 
system with sensitivity = 
100%, specificity = 93%, 
and accuracy = 96.2% 

Ali et al. [17] GMM/global 
characterization/foreground 
extraction through 
background subtraction 

Boosted J48 Accuracies multi-camera 
99% of the time 
multi-camera 99% of the 
time 99% 

Ma et al. [18] For safeguard confidentiality, 
face masking was utilized, and 
local features were generated 
produced utilizing CNN 

Autoencoder 
SVM 

Sensitivity = 93.3%, 
specificity = 92.8%, SVM 
sensitivity = 90.8%, 
specificity = 89.6% 

Hasan et al. 
[19] 

Open pose and RNN-LSTM 
ANN/local characterization 
found human connected 
components 

Softmax and 
RNN-LSTM 

URFD (Sensitivity-99%, 
specificity-96%), FDD 
(sensitivity-99%, 
specificity-97%), multicam 
(sensitivity 98%, 
specificity-96%)
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The designing of vision-based fall detectors models encounters many significant 
issues and challenges, which are going to be discussed in this study. In [16], the 
mechanism for extracting features used in the approach is inadequate. A single indi-
vidual is in charge of the training. In [20], the strategy focuses on numerous goals, 
the computation complexity is larger. 

2.2.3 Radar-Based Model 

Radar is cogitated as important procreation for fitness monitoring and fall detec-
tion in older people because a variety of characteristics are not more held by other 
sensing modalities. Radar’s enticing characteristics, such as unanimous illumina-
tion, discreet sensing, lack of sensitivity to lighting circumstances, and confiden-
tiality, have propelled electromagnetic radiation to the frontline of indoor positioning 
methodologies, displacing cameras and wearable gadgets. Hamid et al. [21] proposed 
a time-frequency and convolution neural radar-based fall detection system. Despite 
its inadequate classification performance, it differs between falls and non-falls with 
98.37% accuracy. Saeed et al. [22], this system showed initial findings for a technique 
that uses the FMCW RADAR to distinguish a variety of human behaviors, such as 
falling, sitting, and standing, walking, and drinking. Using ResNet, ResNet decreased 
activity with 100% accuracy both in studies, acc to the results. Other accuracy rates 
% in experiments 1 and 2 were 96% and 85%. Hanif et al. [23], This paper, researchers 
employed a 24 GHz continuous-wave Doppler radar to build a minimal cost, greater 
accuracy Fall Detection Model (FDM) intended at tracking indoor human behavior 
and detecting fall. The presented program gives a 90% recall rate for fall detection 
and 97.7% and 95.3% correctness rate for heart rate and breathing monitoring. 

The designing of radar-based fall detectors models encounters many significant 
issues and challenges, which are going to be discussed in this study. In [24], the radar 
must be placed with care, taking into account the environment and the patient’s daily 
activities. In [25], the use of raw spectrograms is not recommended because it adds 
to the complexity. Rather than, the model is trained using a few carefully chosen 
features. 

This review study explored both the threshold and ML-based classifications strate-
gies to create an efficient HFDM and find that ML outperforms the threshold-based 
detection system. 

3 Obstacles Approaching in Non-machine Learning 
System’s 

Inside this section, we’ve emphasized the various challenges that non-ML-based 
approaches face.
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• In fall detection systems, camcorders such as RGB cameras, 3D-based equipment, 
and depth cameras that could operate throughout all light levels have replaced 
older camera systems. Conventional threshold techniques fail to identify detailed 
information from RGB cameras, resulting in a higher frequency of error rates 
[26].

• Due to several factors, such as appearance distortions, warped, and minimal 
picture information collected from CCTV, the existing system that depends 
on threshold-based categorization struggled to increase accuracy. Because of 
the sensitivity of sensors, ambient devices have significant false alarms due to 
undesired signals being recorded.

• Accelerometer sensor nodes in smartphone devices have a high false-positive 
percentage because of an assortment of constrictions. It increases efficacy only 
when the detectors are located at the midsection and heads. Threshold-based 
approaches struggled to identify the characteristics by resolving limitations such 
as accurate sensor placement in the body to improve accuracy, sensor sensitivity 
to undesired signals, and so on. The downside of gyroscopic sensors is that they 
have a time-varying zero shift, which causes mistakes. Conventional algorithms 
ended in failure to eliminate the dimensionality of data, resulting in a reduction 
in its ability to distinguish between fall and non-fall. 

4 New Emerging Trends and the Research Findings of Fall 
Detection System’s 

Trends and research findings in fall detection systems were identified through a 
literature search. The most relevant points are described in this section. 

4.1 Trends 

The existing and future trends in fall detection systems are described first. As 
discussed in an earlier segment, amalgamating different kinds of algorithms and 
sensor devices can significantly increase fall detection performance because these 
sensors and systems complement one another. Sensor fusion, which is a mix of 
numerous sensors, systems, and algorithms, is one of the most prevalent develop-
ments in the evolution of the fall models. Fortunately, an authentic fall repository is 
in the works [27], and enough actual fall data will soon be available to train and test 
all or most of the algorithms.
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4.2 Research Findings 

Throughout the paper, we discussed the benefits of ML-based fall detection versus 
threshold-based sensing technologies were explored, and also the disadvantages and 
shortcomings of the ML-based methodology. In earlier fall detection model improve-
ment efforts primarily focused upon the improved technology that failed to reduce 
the false alarm rate. Due to the system’s inability to discriminate between fall and 
non-fall, the traditional system has failed to be effective. Although when cameras 
create low-resolution images, ML-based categorization has been shown to extract 
the feature. Along with the assistance of an ML-based fall detection model, the 
challenge of sensor sensitivity to undesired signals has been resolved. In ML-based 
HFDM, it has been observed that time, expense, and complexities are all high. And 
another significant issue is the unavailability of real-time datasets. The majority of the 
datasets are created in a controlled setting. And in a real-life setting, self-adaptive-
based HFDM has proven to be an effective technique. It has a memory-efficient 
characteristic that makes it ideal for wearable devices. 

5 Conclusions and Future Work 

In the end, this review paper concluded that robust fall detection should accurately 
extract the characteristics and limit the probability of false alarms. Previous tech-
niques had various drawbacks when it came to enhancing the accuracy of a clas-
sification and lowering the false alert rate. As previously said, prior methods have 
improved accuracy despite taking into account the limitations of real-time applica-
tions. False alarms were drastically decreased when ML was used in fall detection, 
according to the study. The difficulty and cost of adopting ML-based solutions, on 
the other hand, are significant. Using data pre-processing, wavelet transforms tech-
niques, or a thorough analysis of fall models that can modify themselves based on 
verifiable situations, the research will focus on lowering the complicated character 
of ML-based HFDM in the future. 
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Convolutional Neural Network to Predict 
Soil Texture Classes 

Pallavi Srivastava , Aasheesh Shukla , and Atul Bansal 

Abstract In the field of agriculture, image processing has been proved to generate 
significant results which is prediction and classification of various properties. Predic-
tion of soil texture classes is one such application. This paper proposes a convolutional 
neural network to predict soil texture. It takes into account soil images collected from 
multiple fields of different crops. Hydrometer test and USDA triangle method are 
used to determine the texture classes of the samples. These samples were classi-
fied into nine textural classes. The network uses Leaky ReLU activation function to 
acknowledge the nonlinear property of the problem statement and Softmax function 
to as this a multiclass problem. 

Keywords Soil texture · CNN · USDA triangle · Dropout layer 

1 Introduction 

Nowadays, there are many applications of image processing in agricultural field 
like soil texture classification [1], pH level prediction [2], fruit quality grading [3– 
5]. Agriculture and smart farming require fidelity in the acquisition of information 
on soil and crops’ properties. In particular, soil properties significantly affect soil 
crop selection and growth management. Soil properties play important role in the 
agricultural sphere, for example, in land consolidation, soil erosion, soil irrigation, 
drainage management and soil improvement, and therefore influence agriculture 
engineering. Education about the various alterations in the properties of the soil 
could lead to significant information needed to formulate and deploy a reasonable 
execution plan, particularly in cultivated areas.
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The chemical and physical properties of soil are affected by various factors like 
biota, climate and geological history at larger scales. But, topography and human 
activities remain the major controlling factors of soil at smaller scales. It has been 
observed that there is a hike in the research domain of soil texture classification. In the 
past few years, there is escalation in research interest for soil-related properties like 
texture classification [1, 6] organic matter prediction, moisture content prediction [7] 
and pH level prediction [2, 8, 9]. 

Soil texture can be predicted on various parameters like void ratio liquid limit 
moisture content [10], etc. One of the methods to predict soil texture is collecting 
soil images to acquire soil images and apply different image processing and computer 
vision techniques. Azizi et al. [11] proposed a research to aggregates of soil samples. 
In this work, VggNet16, ResNet50 and InceptionV4 architectures were trained, out of 
which ResNet50 performed best with 98.72% accuracy. Swetha et al. [12] presented 
a novel setup made up of a smartphone camera, a dark chamber and a smartphone 
application for soil texture prediction. Image local, color, texture features are used 
along with random forest and CNN to predict the final soil texture. Srivastava et al. 
[13] presented a vast review of soil texture classification which included methods 
with conventional image processing techniques as well as deep learning algorithms. 
de Oliveira Morais et al. [14] proposed a method to predict and classify soil texture 
using soil images acquired from soil samples. Here, 63 soil samples are collected. 
The ground truth which is texture of the soil samples is determined by pipette method. 
This method attained 100% accuracy. 

Since these techniques have been over explored with time, there is need to explore 
other beneficial methods like deep neural networks [7, 13–15]. These nets were 
employed to classify volunteer potato and sugar beet images taken under ambient 
varying light settings in agricultural environments. Next section discusses about the 
materials required for the proposed work. This paper discusses soil texture classi-
fication method which considers soil samples of five different crops collected from 
multiple fields [16, 17]. 

2 Experimental Setup and Image Acquisition 

The suggested work considers five different crops, namely mustard, potato, sugar-
cane, wheat and rice. For each crop, ten fields of size 350 × 300 m are considered 
to collect soil samples. From each of the ten fields, five soil samples are collected. 
So, there is a collection of total 50 soil samples of each crop taken from ten different 
fields of a crop. Samples are collected from district Mau, Uttar Pradesh, India. The 
sample collecting site is located at 25°56'30'' N latitude and 83°33'40'' E longitude. 
Each field yields five samples with a 150-m separation. Samples are taken from a 
depth of 2 inches below the field’s surface level. 

After collecting soil images, soil image dataset is created. Motorola One Power 
smartphone with Android 10 version is used to capture soil images. Figure 1 shows 
some of the examples from the soil image dataset. This smartphone camera has a
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Fig. 1 Some examples from soil image dataset 

16-megapixel CMOS device. At the time of capturing an image, camera settings are 
kept in default condition such as exposure time = 1/30 s, F-stop = f/1.8, focal length 
= 1.12 µm. The soil images were clicked from 20 inches above. 

Soil samples were taken out on white paper and arranged in the middle of it to 
capture the images. Soil samples are taken from fields of five different crops. Here, 
for every crop, ten fields are considered, and from every field, five soil samples are 
taken with a separation of 150 m. So, there are 50 samples per crop. At the time of 
creating soil image, dataset eight pictures are captured per soil sample. Dataset is 
created using an Android smartphone because farmers and other beneficiaries may 
not have good-quality cameras. 

The objective of this proposed work is to classify soil texture for soil images of 
multiple crops. To fulfill this purpose, collected soil samples should be first tested out 
in the laboratory for their respective texture [18]. Along with the soil images, their 
respective soil texture is also needed as input to CNN architecture. Soil is composed 
of fraction of clay, sand and silt. This fraction or percentage of sand, silt and clay 
decides the soil texture like silty clay, loam, clay loam, etc. To do so, first hydrometer 
test is carried out, and then, USDA triangle is used to generate the final result. Radial 
graph in Fig. 2 shows the texture classes of the soil samples.

3 CNN for Soil Texture Classification and Result Discussion 

A specific kind of deep neural network is the convolutional network, which is 
commonly referred to as CNN or ConvNet. It is a deep, feedforward artificial 
neural network. Feedforward neural networks are also called multi-layer percep-
trons (MLPs). The models are called feedforward because information flows right 
through the model. There are no feedback connections in which outputs of the model
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Fig. 2 Radial graph showing soil texture classes of samples from different crops

are fed back into itself. Figure 3 shows that an image is fed as an input to the network, 
which goes through multiple convolutions, subsampling, a fully connected layer and 
finally outputs something. 

In this work, a CNN architecture is proposed which classifies the soil samples 
according to their textural classes. This CNN architecture takes in soil images and 
outputs the texture of the samples. As the dataset suggests, there are 2000 soil images 
acquired from five different crops. After performing the laboratory experiments, all 
the samples can be classified into nine textural classes. The entire dataset is divided 
in 80:20 ratio for training and validation purposes. For this work, first the image 
matrix is converted into an array and rescale is between 0 and 1, reshape it, and feed 
this as an input to the network. CNN uses three convolution layers: first layer has 
32–3 × 3 filters, second layer has 64–3 × 3 filters and third layer has 128–3 × 3 
filters. In addition to this, there are three max pooling layers of size 2 × 2. 

The model is trained for 20 epochs. Leaky ReLU activation function is added 
which will help the network in learning nonlinear decision boundaries. Since there

Fig. 3 Architecture of a convolutional neural network 
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are nine soil textural classes, Leaky ReLU activation function can separate these nine 
classes which are not linearly separable. 

At last, a dense layer with a Softmax activation function with nine units is needed 
for this multiclass classification problem. It can be observed from Fig. 4 that the 
training accuracy is 99% and training loss is quite low. But, it seems like the model 
which is overfitting, as validation loss is 43.96% and validation accuracy is 92%. 
This overfitting problem can be handled by using dropout layer into the network 
and keeping all other layers unchanged. Figure 5 shows the results after adding 
dropout layer. The validation accuracy is 92.30% and the validation loss is 21.46%. 
Even though the validation accuracy did not improve significantly, validation loss 
decreased in comparison to the previous results. 

The model is underperforming for class sandy loam regarding both precision 
and recall as can be seen in Table 1. For class loam and silt loam, model lacks in 
precision. In addition, for class silty clay loam, model lacks both precision and recall. 
This work proposes a CNN model which classifies the soil textural classes using soil 
sample images. For further research, this work can be extended with more number of 
samples. Number of layers can also be increased to obtain better validation accuracy.

Fig. 4 Accuracy and loss generated from the model without dropout layer for 20 epochs 

Fig. 5 Accuracy and loss generated from the model with dropout layer for 20 epochs 
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Table 1 Classification report 
class-wise 

Class name Precision Recall F1-Score 

Loam 0.77 0.90 0.83 

Loam sand 0.99 0.98 0.99 

Silt loam 0.89 0.89 0.89 

Silty clay 0.94 0.92 0.93 

Silty clay loam 0.88 0.87 0.88 

Sandy clay loam 0.99 0.98 0.98 

Sandy loam 0.82 0.72 0.77 

Clay 0.94 0.99 0.97 

Clay loam 0.99 0.98 0.99 

Average 0.92 0.92 0.92 
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Customer Churn Analysis of a Financial 
Firm 

Debani Prasad Mishra, Bibhuprasad Nanda, and Surender Reddy Salkuti 

Abstract In the middle of a pandemic where most of the world has come to a halt, 
acquiring new customers is not an easy task. So, retaining the current customers 
has become the utmost priority for many organizations. Many methods have been 
applied in the past to predict the customer loyalty rate. However, no method has been 
discovered till now, which can predict 100% accurate results. The term churn is iden-
tified with predictions on which a client deserts his relationship with an organization; 
in this manner, churn analysis has gotten compulsory for most associations looking 
for manageable development and benefit. It has been discovered that obtaining new 
clients costs more than keeping the current ones. This paper is focused on a European 
Bank where churn analysis will be performed using geodemographic segmentation 
and further visualization will help to prevent possible customer churn. 

Keywords Churn analysis · Geodemographic segmentation · Logistic regression ·
Supervised learning 

1 Introduction 

Customer churn refers to the situation when a customer stops using the products 
or services of an organization. Many authors have tried to tackle customer churn 
analysis in various sectors such as telecommunication, banking, subscription, Fin-
tech, Ed-tech, gambling, and many also in retail. But, none of them were able to 
achieve 100% accuracy. The present paper will introduce a client churn analysis 
in a European Bank which has seen abnormal churn rates. Churn is when clients 
relinquish the organization and the bank has seen clients leaving at curiously high 
rates. Presently the bank needs to comprehend what the issue is and they need to
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evaluate and address that issue. This bank works in Europe, in three nations, i.e., 
France, Spain, and Germany. They have just taken out a sample of 10,000 customers 
on which churn analysis will be performed. They have also taken out a sample of 1000 
customers for testing purposes. The dataset contains various data of the customers 
such as their Customer ID, name, geography, gender, age, tenure, balance, estimated 
salary, and many more. The customers are randomly selected to avoid any influence 
of biasedness. First, the model will be built based on training datasets and then, 
the efficiency of the model will be tested based on testing datasets [1]. One more 
advantage of the churn analysis is that the organization will also get to know the 
loyalty rate of each customer. Through this, they can realize which individuals are 
bound to be reliable. What’s more, this could administer the bank’s choice on whether 
to give advances. Churn analysis can likewise be utilized to discover which exchanges 
are bound to be deceitful and which are more trustworthy. 

Customer churn analysis, also known as customer attrition, has been developed 
under the pressure of retaining the most profitable customers. In the past, many 
studies have been conducted to predict the likelihood of customer churn. This paper 
aims to propose a model using geodemographic segmentation, which focuses on 
dynamic attributes and behavioral preferences [2]. Segmentation is one of the most 
widely used terms in the field of data analytics. It generally refers to the grouping 
of customers based on certain attributes. Also, segmentation leads the company to 
understand the customer requirements and to allocate their marketing campaigns. 
This paper intends to propose a model for customer churn analysis using geode-
mographic segmentation [3]. This paper aims to accomplish 100% accuracy for the 
model, yet most importantly, the focus will be on reducing the time complexity of the 
model. Thus, we can wind up getting an exceptionally effective model in moderately 
less time, hence making the model proficient, efficient, practical, and energy-saving. 

2 Data Preprocessing 

The data are gathered from the Kaggle site. Data preprocessing is an integral part of 
data mining. It occupies 70% of the whole data analysis process. Here, the extracted 
data need to be cleaned, and then, the data can be transformed into some other forms to 
get better results. Finally, the data are loaded into the database [4]. Then, SQL queries 
are usually used to extract the desired records from the database. Here, two datasets 
have been collected—one for training the model and the other for assessing our 
model. The training dataset contains 10,000 records, and the testing dataset contains 
only 1000 records. Both the datasets contain 14 columns [5]. The datasets have 
been collected from Kaggle. The data preprocessing was done using SQL Server 
Integration Services (SSIS). SQL stands for Structured Query Language. It is a 
powerful tool used for data extraction and data preprocessing. A few problems are 
occurred during data preprocessing. Some of the rows were shifted toward the right 
which resulted in the addition of an extra column. Some of the rows were shifted 
toward the left. Here, all the numeric columns were present in string format. In the
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age column, some of the rows had values of more than 200 which was a mistake. 
Some of these errors are human errors that can be avoided if one is alert during 
data input. Error handling is an integral part of data preprocessing. Having good 
domain knowledge has proved to be beneficial for data preprocessing. For example, 
if an organization is responsible for handling students’ data, then they would not 
be usually dealing with records having an age of more than 30 [6, 7]. Sometimes, 
rare cases also occur and one needs to be alert at all times to prevent errors. Data 
preprocessing consists of three processes—Extract, Transform, and Load. Data need 
to be assessed carefully before and after the ETL process to remove any possible 
errors. 

3 Data Modeling 

The next section after data preprocessing is data modeling. This section is again 
divided into two sections—Modeling Building and Assessing the model where the 
accuracy of our model is found. 

3.1 Model Building 

The model is built using geodemographic segmentation. The term “Geode-
mographic” is formed from two words—”Geo” which stands for Geographic 
and “Demographics” which relates to statistical attributes. So, geodemographic 
segmentation means grouping the customers based on geographical and statistical 
attributes [8]. Some of the tools like Gretl and Microsoft Excel were used to build 
this model. First, a dummy is created for categorical variables such as Geography 
and Gender. Then, a logistic regression model is created, where the “Exited” column 
is passed as a dependent variable and other columns that could affect the depen-
dent variables (such as “CreditScore”, “Gender”, “Tenure”, “Balance”, “NumOf-
Products”, “HasCrCard”, “IsActiveMember”, and “EstimatedSalary”) are passed as 
Regressors [9, 10]. Then, the backward elimination method is performed by removing 
those regressors whose p-value is more than that of the level of significance. And, 
some of the independent variables are transformed to get a better result. The multi-
collinearity effect is also taken care of. A confusion matrix is a proportion of the 
precision of models in machine learning. The confusion matrix has four boundaries. 
True Positive implies that the forecast is positive and it is true. True Negative implies 
that the forecast is negative and it is true. False Positive implies that the expectation is 
positive; however, it is false [11]. This is otherwise called Type-1 Error. False Nega-
tive implies that the expectation is negative; however, it is false. This is otherwise 
called Type-2 Error (Table 1).



600 D. P. Mishra et al.

Table 1 Geodemographic segmentation model 

Logit model considering records 1–10,000; responding variable: Exited 

Coefficient Standard error z p-value 

Const. − 3.9125798 0.2371647 − 16.598 < 0.0001 *** 

Credit score − 0.000674866 0.000280272 − 2.408 0.0160 ** 

Age 0.0726550 0.00257451 28.22 < 0.0001 *** 

Tenure − 0.0158791 0.00934627 − 1.699 0.0893 * 

Number of products − 0.0950198 0.0475374 − 1.999 0.0456 ** 

Is active member − 1.07578 0.0576458 − 18.66 < 0.0001 *** 

Germany 0.74739531 0.0651498 11.501 < 0.0001 *** 

Female 0.526721 0.0544591 9.672 < 0.0001 *** 

Log_Balance 0.0690263 0.0139592 4.945 < 0.0001 *** 

Mean-dependent var. 0.203700 S.D. dependent var. 0.402769 

McFadden R-squared 0.152787 Adjusted R-squared 0.151006 

Log-likelihood − 4282.57 Akaike criterion 8583.141 

Predicted 

Actual 0 1 

0 7687 276 

1 1597 440 

Asterisk represents the significance level 

3.2 Assessing the Model 

The accuracy and precision of our model can be calculated with the help of a confu-
sion matrix. The cumulative accuracy profile (CAP) curve is also taken into consid-
eration to assess the model. CAP curve is more reliable and provides more accurate 
results. The CAP curve of a model addresses the aggregate number of positive results 
along the y-axis vs. relating combined number of a characterizing parameter along 
the x-axis [12]. The yield is known as the CAP curve. A model is built for training 
datasets. Now, the same model is run for test datasets. After running this model for 
the training and testing datasets, the CAP curves are obtained and they are depicted 
in Fig. 1.

4 Data Visualization 

The presentation of numerical or categorical data into a pictorial or graphical format 
to make it easier for the human brain to process the data and come up with valu-
able insights is called data visualization. There are many tools available for data 
visualization such as Tableau, Power BI, Google Charts [13]. Tableau is used for
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Fig. 1 CAP curve for training and test datasets

visualizing the data from the above dataset. Figure 2 presents the churn based on 
balance distribution. From Fig. 2, it can be noted that people having higher or lower 
balances tend to exit the bank. People having extreme balances in their accounts are 
highly inclined toward better investment plans. 

Figure 3 presents the churn based on active members and the number of products. 
From Fig. 3, it can be seen that inactive customers tend to exit the bank frequently. 
Customers who have not been active for a few months might not be aware of the 
recent developments in the bank. From Fig. 3, it can also be safely assumed that 
customers having fewer products are more inclined to leave the bank. If a customer 
has bought multiple products, then it can be safely assumed that the customer has 
faith in the bank. They tend to be more loyal than regular customers [14]. To reduce 
the churning rate of regular customers, the bank needs to restore faith in them. The 
bank needs to make its customers feel that they are reliable and can be trusted.

Fig. 2 Churn based on balance distribution 



602 D. P. Mishra et al.

Fig. 3 Churn based on active and inactive members and the number of products 

Therefore, it can be concluded that logistic regression has been performed using 
geodemographic segmentation. This work aimed to achieve 100% accuracy for the 
model. However, the accuracy of the above model is about 80%, which is not bad. It 
had been mentioned earlier in the introductory section that no authors have achieved 
100% accuracy till now. Some of the authors managed to get 80% accuracy, but none 
of them exceeded 80. So, now, what differentiates our model from other models is that 
our model is relatively less expensive, less time taking, and relatively more accurate 
than other models [15]. So, it can be concluded that a model has been designed 
successfully that is highly accurate, cost-effective, and time and energy-saving. 

5 Conclusion 

Customer churn analysis has become a significant worry in pretty much every 
industry. Here, a model is built using geodemographic segmentation. An accuracy test 
was also performed to check the effectiveness of the model using the CAP curve. And, 
this model predicts almost 80% correct results by covering only 50% of the dataset. 
Customers having a very high balance or very low balance in their bank accounts 
are attracted to good investment plans which have a high return on investment. To 
prevent them from churning, the bank needs to come up with good advertisement 
campaigns ensuring maximum reach. The bank has also seen an increase in the churn 
rate of customers having only one account. Customers with multiple accounts tend 
to be more loyal. To prevent the churning of these customers, the bank needs to make 
them feel that they are reliable and can be trusted. Apart from all these, the bank also 
needs to think from the customer’s perspective on how they can be benefitted from 
the bank. 
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Consistency Assessment 
of OpenStreetMap Road Dataset 
of Haryana and Punjab Using K-means 
and Elbow Method 

Saravjeet Singh, Jatin Arora, and Rishu Chhabra 

Abstract Quality and reliability are the major concern of crowd-scoured based 
projects. OpenStreetMap being crowd-sourced project is likely to be prone to quality 
error and missing information. Many real-time applications use OpenStreetMap data 
as a source of spatial information. Incorrect information and missing data highly 
impact the performance of OpenStreetMap-based applications. In this study, an effort 
is made to assess the quality of OpenStreetMap data of the Indian region. This 
research paper presents an approach to identify the error in the OpenStreetMap road 
network using the K-means algorithm and Elbow method. Intrinsic parameters of 
the road network are identified using the tag/value combination, and further, these 
parameters were used to categorize the roads. For this experiment, 34,555 roads of 
length 51,671,905.83 km has been considered to identify the errors in road network 
using different quality indicators. 

Keywords Intrinsic parameters · Topological error · Nodes · Links · Crowd 
sourcing 

1 Introduction 

With the advancement of technology, spatial information on real-world character-
istics on the Earth’s surface is easily available in the form of digital spatial data 
or digital maps. These digital spatial datasets are available for general-purpose 
mapping/development purposes and are been created, captured and maintained 
by the governmental officials and private firms. Crowd sourcing and Volunteered 
Geographic Information (VGI) are frequently used technology for geographical 
information creation and processing [1]. Among the different VGI-based projects, 
OpenStreetMap (OSM) is also crowd-sourced, and VGI-based extensive project
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provides digital copy of the earth map. Completeness, logical consistency, posi-
tional and thematic accuracy, temporal quality are normally done by those who are 
not part of data collection and creation [2]. Quality of OSM dataset was evaluated 
by using both intrinsic and extrinsic parameters [3, 4]. Initially, extrinsic parameters 
were frequently used to assess the OSM with respect to other available datasets [5, 6]. 
But, with the advancement of technology and popularity of OSM, many researchers 
proposed different OSM quality assessment techniques using the intrinsic parame-
ters [7]. Much work using intrinsic parameters was done for the quality assessment 
of different OSM objects in the US and European countries [8, 9]. Recently, many 
researchers provided different methods to assess the quality of OSM datasets. These 
assessments cover building dataset, basic tags, roads, linear features, contributors 
and their behaviors, incomplete data, etc., and all these studies were based on Indian 
dataset [10–12]. Based on the recent state of art, remaining sections of this research 
paper are as follows: objective and contribution are provided in Sect. 2, Sect. 3 
provides complete methodology, Sects. 4 and 5 provide result analysis, conclusion 
and future scope. 

2 Objective and Contribution 

OSM is a crowd-sourced based project, and due to this feature, a cartographer with 
knowledge of OSM schema can contribute to OSM project. This collaborative and 
open-access feature causes many quality issues to OSM dataset. OSM is very popular 
in developed countries, but in developing countries like India, OSM has not got 
much popularity and very less research conducted related to OSM quality assess-
ment. These quality issues mainly contain topological errors that include positional 
and characteristics’ mismatch [4, 13–16]. Considering above-mentioned issues, this 
research provides a case study to assess the quality of OSM dataset. The main object 
of this research was to investigate and use unsupervised learning method to analyze 
the quality of OSM road dataset using intrinsic features only. To achieve this objec-
tive dataset of Haryana and Punjab, two states of India were considered. For this 
research study, road dataset was extracted using the overpass application interface of 
OSM. GeoJSON and GPX file of road dataset was first exacted, then parsed as per 
the requirement. These parsed files were further used to identify the quality issues 
related to road network. This work provides the quality of OSM road dataset, which 
would further help to correct the errors. In this work, K-means algorithm with Elbow 
method was used to identify the error in OSM road network. 

3 Methodology 

To conduct this case study, the considered methodology consists of two basic steps. 
The first step is data extraction and parsing, second step is data quality assessment,
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Table 1 Specification of considered road network 

Haryana Punjab 

Type Count Length (m) Count Length (m) 

Path 275 93,710.855 400 101,069.121 

Road 67 24,098.492 39 11,138.494 

Motorway 1151 411,640.565 1229 531,258.67 

Trunk 2727 4,151,086.836 2543 4,709,042.578 

Primary 1229 2,141,366.489 1018 1,609,639.578 

Secondary 1565 2,376,119.302 1262 2,537,928.228 

Tertiary 9480 14,448,590.28 10,624 18,151,408.87 

Motorway link 159 57,823.99 99 9835.9 

Trunk link 309 122,755.871 379 183,391.712 

after this result were analysis. Detailed description of these steps is provided in below 
subsections. 

3.1 Data Selection and Collection 

To perform the experiment, OSM road network of Haryana and Punjab (state of India) 
was selected. OSM road dataset was collected using overpass application interface 
of OSM, which provides current state of OSM road network. During this process, 
data were extracted using GeoJSON and GPX file format. These files include road 
information like road type, road id, nodes and tags. Road tags consist of different 
parameters like road alternate name, bridge, type of highway, number of lanes, layers, 
maximum speed, one-way or not, name, internal reference, etc. For this experiment, 
34,555 roads of cumulative length 51,671,905.83 km were considered. Detailed 
descriptions of type of road and length of roads are provided in Table 1. This collected 
road information was parse to CSV files for the data analysis and processing. No 
addition reference dataset was considered for the quality assessment, and only the 
intrinsic parameters were used for the analysis. Intrinsic parameters/indicators are 
the characteristics of each element of the dataset. 

3.2 Quality Assessment 

For quality assessment, the K-means algorithm with Elbow method was used to 
identify the errors in the dataset. To analyze the quality, features were extracted from 
the dataset and converted to 0 and 1 format. For example, if a road has a bridge tag, 
then it must have a value, so corresponding each string value feature will contain 1,
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and for missing value, feature will contain 0. Similarly, for the roads, intersecting a 
building has type = “road” and contains building tag with value yes. One considered 
scenario of correct road dataset is as below: 

“tags”: 

{“highway”: “primary”, “lanes”: “2”, “ref”: “SH17”, “surface”: “asphalt”}. 

Another scenario of dataset of road intersecting building will be as below: 

“tags”: 

{“highway”: “primary”, “lanes”: “2”, “ref”: “SH17”, “surface”: “asphalt”, “build-
ing”: “yes”}. 

So, the feature value of road with intersecting building will be <value, 1,1,1,1> , 
whereas road with no intersecting building has feature like <value, 1,1,1,0> . Simi-
larly, features were extracted for other parameters. K-means algorithm with Elbow 
method is used to group the dataset based on the feature similarity. To implement the 
K-means algorithm, normalized data (features were provided in the form 0 and 1) 
was provided to K-means algorithm. Some variables like node id, location and name 
were not converted to binary value. This method will provide the clusters based on 
the road characteristic, tags and basic parameters. Steps of this approach are provided 
in Algorithm 1. 

C =
/∑ f 

j=1 X j 

f 
, (1) 

d(p, q) = 
[|||

n∑
i=1 

(qi − pi )2 . (2) 

Algorithm 1: (D, T, A) 

Input: |D| where D is complete data set having T number of classes and A is number of attributes 
in D. This data set contains feature element of OSM road network. 
Result: Identified groups based on data set and features. 

1. Identify count of clusters (C) using Elbow method and iterations (N). 
2. Set initial centroid value using mean value of available data using Eq. (1) and  (2). 
3. While (I! = N) 

a. For each data entry, find similarly between data and each cluster centroid using Eq. 1. 
b. Assignment data points to clusters based on maximum similarity and minimum distance. 

To optimize and stable the value of number of groups/clusters, Elbow method was 
used. This method can be expressed using Eq. 3, dj and Ci are the jth data item and 
centroid of ith cluster, respectively.



Consistency Assessment of OpenStreetMap Road Dataset of Haryana … 609

Sum of square error = 
K∑
i=1 

n∑
j=1 

d j − C2 
i (3) 

4 Result and Discussion 

Based on the performed experiment, Table 2 shows the error identified in the consid-
ered road network. In this experiment, we observed road intersecting with building, 
missing roads, disconnect roads, dead ends, overshoot, undershoot and unclosed areas 
in the OSM data (also shown in Fig. 1). Apart from the above-mentioned error, the 
considered road networks do not include the updated information about the flyover 
and rural milestones and road data correctly as shown in Table 2. 

Table 2 Errors identified in 
considered road network 

Error type Count Error type Count 

Missing roads 144 Wrong flyovers 89 

Overshoot 197 Old street name 203 

Undershoot 211 Misspelled road 
name 

129 

Dead ends 322 Missing turnabout 23 

Missing details 987 Missing link roads 24 

Road with intersecting 
buildings 

65 Incorrect milestone 
information 

29 

a) Identified scenario of road 
with intersecting building 

b) Identified disconnect road c) Error present in the form of 
overshoot 

Fig. 1 Identified scenario of quality error in OSM road dataset



610 S. Singh et al.

5 Conclusion and Future Scope 

In this study, K-means algorithm with Elbow method was used to identify the error in 
OSM road network. These errors primarily come under the category of topological 
inconsistencies of OSM data. 34,555 roads having highway, sub-highway and local 
street of Haryana and Punjab OSM datasets were considered in this experiment. As 
OSM is crowd-sourced project, so data contain many errors. In this experiment, we 
identified building intersecting with roads, missing tags with road nodes, missing 
roads, overshoot, undershoot and dead ends present in the considered road network. 
Apart from these topological features, considered road network contains many errors 
in attributes and miscellaneous information. Any development and research project 
use these data without making the correction, which will suffer from many inaccu-
racies, so before using this dataset, error correct must be done. In future, we will try 
to incorporate automated mechanism to rectify the identified errors. 
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Performance Evaluation of Time Series 
Analysis on the Dataset of Airline 
Passengers: An Exploratory Data 
Analysis 

Madhu Sree Sankaran, Alka Manvayalar Suresh, 
and Surender Reddy Salkuti 

Abstract A surge in the amount of data makes it requisite to clean, interpret, and 
obtain useful results from large amount of datasets built over the years. Alongside, 
time series analysis plays the opportune role to record the points of data and concise 
its relevant trends periodically. This paper presents time series analysis involving 
statistical procedures applied to datasets to execute models based on prediction and 
also to produce expected results. It plays a propitious role to record the points of 
data and concise its relevant trends periodically. It also highlights the work of time 
series analysis, comprising the collation and analyzation of the series of data points. 
With learnings and understanding from different projects, we have presented the 
ideas on concepts of time series analysis along with exploratory data analysis (data 
visualization). 

Keywords Time series analysis · Exploratory data analysis · Data visualization 

1 Introduction 

Exploratory data analysis (EDA) plays a primary role for ensuring what data can 
execute exempting the conventional modeling and provide a bigger picture for under-
standing the underlying pattern of data set variables and the existing relationship and 
to determine statistical analysis. Once the task of EDA is completed and insights 
are determined, its features are implemented for data analysis or even data modeling 
including machine learning and time series analysis. Eghtesady et al. [1] interprets 
and compares the patterns of syndromes occurring in the heart at birth with defects 
of the heart in the US. A detailed description of the innovation of temporary small 
water bodies (TSWB) maps depending on the time series of subjective well-being
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(SWB) for various periods of time in Haas et al. [2]. A random sampling approach 
has been employed along with one-stage cluster analysis to detect water resources. 
The rate of preciseness is increased, and error is reduced. In time series analysis, 
the analyst records the data points in a frequent time interval rather than observing 
the data points intermittently [3]. In economics, it tracks the gross domestic product 
(GDP), consumer price index, unemployment rates, and so on. In the field of social 
sciences, it can keep a track of the birth rates and population. Other fields include 
epidemiology, medicine, and physical sciences. The two divisions of time series 
analysis are univariate time series models, which are employed when a single depen-
dent variable is characterized, whereas multivariate time series models are employed 
when multiple dependent variables are characterized [4]. 

2 Execution Requirements 

Certain libraries are required to be imported in order to apply time series analysis 
alongside executing data analysis and visualization. datetime—provides access to 
classes to work with date and time, statsmodels.tsa.stattools—set of statistical tools to 
work with time series analysis [5, 6]. From the imported libraries, few functions are to 
be accessed, to_datetime to convert its data type from object to date and time, adfuller 
is a statistical test to analyze the impact of time-series defined by trend, rolling( ) is 
used in signal processing and time-series data and presents rolling window calculation 
feature, ewm( ) presents exponentially weighted functions, shift( ) produce shifting 
in indices with required periods with an optional time–frequency, trend displays the 
overall rise and fall value in mean, seasonality displays a reoccurrence in the cycle 
[7], residual displays remaining random residuals, and forecast allows to predict 
future values using values of past and a lot of other factors. 

3 Application of Time Series Analysis 

‘adfuller’ stands for the augmented dickey-fuller test which is a statistical test and 
it is also known as the unit root test [8, 9]; parameter ‘autolag’ is used to determine 
the lag length among the values present shown in Fig. 1. It is employed in order to 
identify if the provided time series is stationary or non-stationary. ‘def’ is a keyword 
to define a function. SYNTAX: def function_name(parameters): In ‘Series’ function 
‘index’ parameter is used to allot indices.

‘rolling( )’, works by taking a ‘k’ size of the window at a time and executing the 
desired mathematical operation described in Fig. 2. The first 15 rows are displayed 
for which the mean is calculated using ‘mean( )’. A single row is executed for which 
standard deviation is performed using ‘std( )’. In the same graph, three values such as 
‘rollingmean’, ‘rollingstd’, and ‘actualdata’ are plotted using ‘plot( )’ with different



Performance Evaluation of Time Series Analysis on the Dataset … 615

Fig. 1 Augmented dickey fuller test

colors and labels, enabling the parameters of the plot [10, 11], i.e., ‘colors’ and 
‘label’. ‘show( )’ is employed to display all figures. 

In ‘ewm( )’ the parameter ‘halflife’ specifies decay in means of half-life 
‘min_number’ specifies the least number of observations in the window essential 
to possess a value; otherwise, the outcome is null. ‘adjust = True’, the exponentially 
weighted function is calculated using weights in Fig. 3. ‘Mavg’ stands for moving 
averages, which analyzes the time-series data by calculating averages of different 
subsets of the completed dataset provided. It is usually calculated by the product of

Fig. 2 rolling( ) plot 
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data weighted and points of data. The moving average is determined in a fashion 
where lower weights are provided to older observations. As the given data points get 
older, the weights are fallen exponentially. 

Time series decomposition includes the practice of splitting time series data into 
components of the core. These include modules like potential in trend, seasonality, 
and residual. Almost every time series data are not stationary, referring that mean, 
variance, or covariance value is time-dependent. Hence, it is essential to separate the 
above-mentioned functions before applying them to a model. For time series decom-
position, ‘statsmodel’ library has a method ‘seasonal_decompose( )’. ‘tight_layout’ 
is used to adjust padding between and around subplots in Fig. 4. 

Autocorrelation (ACF) plot determines the correlation of time series with its own 
lags. Each vertical line in the plot illustrates the correlation between lags and series

Fig. 3 ewm() plot 

Fig. 4 Trend, seasonality, and residual plot 
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Fig. 5 Auto and partial correlation plot 

Fig. 6 Arima model 

starting from lag 0. The green (could be any color mentioned in the parameter) 
shaded line is the ‘significance level’ and the lags that lie above and below are 
‘significant lags’. Partial Autocorrelation (‘PACF’), represents the autocorrelation 
of any provided lag against the same/current series, but with the removal of lags-in 
between in Fig. 5 [4]. 

‘Arima model’ analyzes and forecasts time series data. Auto-Regressive Integrated 
Moving Average is the acronym of ARIMA. It also provides a prediction of future 
values based on past values. It also utilizes lagged moving averages to smooth time 
series data in Fig. 6 [5]. 

‘forecast’ allows predicting future values using values of past and other factors; 
here it is done in step 120. It involves model building through analysis and conducting 
observations, and supports future decision-making strategies. One forecasting model 
shown here is the time series model in Fig. 7 [6].

4 Discussion 

In time series analysis, adfuller test is performed, and using time series decomposi-
tion, seasonality trend and residual data are determined along with moving averages. 
Arima model is executed for time series plot, and calculations are performed on
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Fig. 7 forecast() plot

selected windows using rolling functions. Finally, correlation is performed to empha-
size time series, and various plots are plotted using NumPy for a better understanding 
of insights into data. In this way, the pattern of the number of passengers is well 
studied for proper maintenance of airway transport, and the fashion followed in sales 
is determined by obtaining the central values using clustering for easy management. 

5 Conclusion 

To conclude, the time series prediction model using machine learning was useful to 
obtain the curve of the airline passenger. This way, the required context is served to 
build a suitable model to find solutions for the problems and to accurately interpret 
the results, and also forecast or predict values in order to save time and also for 
reference purposes. 
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Vehicle Classification for Autonomous 
Vehicles Using Transfer Deep Learning 

Rishu Chhabra , Vikas Khullar, and Saravjeet Singh 

Abstract Intelligent Transportation System (ITS) aims at improving the safety on 
roads, and with the advancement in vehicular technology, autonomous vehicles will 
soon be equally present on roads along with manual vehicles. Vehicle classification 
is used by autonomous vehicles to decide driving behavior. In this paper, we use 
transfer learning in deep learning for vehicle classification. Different algorithms are 
implemented and compared using Kaggle dataset. It is evident from the experimental 
results that the hybrid InceptionResNet algorithm exhibits the highest training accu-
racy of 92 percent and validation accuracy of 62 percent. Similarly, the validation 
of the InceptionResNet model results in 85 percent AUC. The classification results 
can be used by autonomous vehicles to improve driving behavior like lane changing, 
overtaking, etc., and improve the safety of the commute. 

Keywords Autonomous vehicle · Deep learning · ITS · Transfer learning ·
Vehicle classification 

1 Introduction 

Autonomous vehicle technology has the prospective to enhance efficiency, safety, and 
cost of the current transportation system. They aim to provide greater safety benefits 
as compared to driver assistance systems that are capable to generate warnings in case 
of inappropriate driving behavior [1]. As shown in Fig. 1, the presence of autonomous 
vehicles is increasing on roads and the global market is growing rapidly. In developed 
nations, the highways are predicted to be driver-free by 2025 [2, 3]. Autonomous 
vehicle technology works on the ecosystem of sensors and is very helpful for people 
with disabilities and improves their mobility. It helps in reducing traffic congestion, 
the number of road crashes and increases the productivity of the drivers by allowing 
them to multi-task [4, 5]. Vehicle classification is the process of categorizing the 
identified vehicles into specific classes [6]. It is used in autonomous vehicles to
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Fig. 1 Growth of 
autonomous vehicles and 
global market 

decide and improve driving behavior like overtaking behavior, lane change behavior, 
acceleration, deceleration, etc. 

Deep learning has been a major driving force behind the advancements in 
computer vision and has a major impact on autonomous vehicle technology [7]. 
Deep learning approaches have been instrumental in solving various real-time prob-
lems associated with autonomous driving [8]. Transfer learning is a technique to 
improve the prediction process by reusing a previously trained model on a new 
problem. In this paper, we propose to classify the vehicles using transfer learning for 
deep learning. The deep learning algorithms implemented are VGG16, DenseNet, 
and InceptionResNet. The model is trained using Kaggle dataset and classifies the 
vehicles into nine categories (car, bus, truck, taxi, ambulance, bicycle, bike, van) [9]. 

The remainder of the paper is organized as follows: Sect. 2 presents the related 
work. The methodology and experimental results are given in Sect. 3, and Sect. 4 
concludes the work with future research directions. 

2 Related Work 

Autonomous driving technology is advancing from level-0 of no automation toward 
level-5 of full automation. Deep learning techniques have been instrumental in imple-
menting several tasks related to autonomous driving like road detection, vehicle 
detection, lane detection, traffic signal detection, pedestrian detection, and driver’s 
drowsiness detection [8].
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Table 1 presents a holistic view of the state-of-the-art deep learning techniques 
implemented for autonomous driving tasks mentioned above. A detailed survey of 
different deep learning techniques applied in autonomous vehicle technology has 
been presented in [10]. Vehicle detection and classification information can be used 
by autonomous vehicles to improve driving behavior. The vehicle classification tech-
niques implemented and compared in the paper can be applied to all five levels of 
automation (level-0 to level-4) [5].

3 Methodology and Experimental Results 

The methodology in this paper includes the implementation of diverse transfer 
learning algorithms to classify the vehicles. The work is conducted using Kaggle 
dataset highlighting diverse categories of vehicles. As per the studied literature, 
transfer learning yields efficient results as compared to basic deep learning algo-
rithms. In this paper, VGG16, DenseNet, and InceptionResNet models are imple-
mented and analyzed for the vehicle category classification. As presented in Fig. 2, 
the InceptionResNet implementation results in the highest training accuracy of 92 
percent and the validation accuracy of 62 percent. However, the AUC of the proposed 
implementation seems acceptable from 84 to 86 percent. The supporting detailed 
numeric results have been also presented Table 2.

4 Conclusions and Future Research Direction 

Autonomous vehicle technology has been going on for a decade but is not widely 
implemented due to the cost involved in production. The research is going on to 
improve the development efforts and make autonomous vehicle technology benefit 
the majority of commute. In this paper, we implemented and compared several 
deep learning algorithms for vehicle classification that can be used by autonomous 
vehicles for improving driving behavior. It is concluded that the hybrid transfer 
learning approach InceptionResNet exhibits the highest training and validation accu-
racy between 92 and 62 percent, respectively. The classification results can be 
used by autonomous vehicles to make certain decisions related to lane changing, 
overtaking, etc., and improve safety on roads. One of the key challenges in the 
autonomous vehicle environment is the vehicle-to-vehicle connectivity between the 
vehicles from different manufacturers. Upcoming research studies should focus on 
inter-vehicle communication between manual vehicles with ADAS and automated 
vehicles (irrespective of the manufacturer).
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Table 1 Review of deep learning approaches for autonomous driving 

Ref. No. (Year) Deep Learning 
Technique 

System Input Remarks 

Limmer et al. [11] 
(2016) 

CNN Map database, camera 
images, and sensor data 

The road detection 
system works efficiently 
during the nighttime 

Cheng et al. [12] 
(2017) 

CasNet Remote sensing images The system detects the 
road in complex 
background and 
presence of cars and 
trees 

Chen and Chen [13] 
(2017) 

RBNet Road images Road detection and road 
boundary detection 

Wang et al. [14] 
(2018) 

CNN RGB images The road boundaries are 
detected 

Song et al. [15] 
(2018) 

CNN KITTI dataset The system performs 
classification, lane 
detection and generated 
collision warning 

Chu et al. [16] 
(2018) 

CNN, RoI voting KITTI and PASCAL2007 Vehicle detection is 
performed 

Vijayan and Sherly 
[17] 
(2019) 

InceptionV3, 
ResNet50, and 
VGG16 

Video of driver Driver drowsiness 
detection 

Wang and Zhou [18] 
(2019) 

CNN HDR traffic light images The system detects 
traffic lights from the 
image database 
irrespective of 
illumination constraints 

Cai et al.  [19] 
(2020) 

CNN with object 
proposal 
technique 

KITTI, Caltech datasets Pedestrian detection 

Ouyang et al. [20] 
(2020) 

CNN On-road tests The system detects 
traffic lights and has 
been tested in real time 

Li et al. [21] 
(2021) 

CNN Captured images The system enhances 
the low-light images for 
connected autonomous 
vehicles 

Lee and Liu [22] 
(2023) 

CNN-PP TORCS, LLAMAS, 
TuSimple 

Lane and Path 
prediction using 
DSUNet



Vehicle Classification for Autonomous Vehicles Using Transfer Deep … 625

Fig. 2 Transfer learning-based result analysis for vehicle classification
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Self-attention-based Human Activity 
Detection Using Wearable Sensors 

Shivin Diwakar, Dhirendra Dwivedi, Satya P. Singh, and Madan Sharma 

Abstract Analyzing human activity through wearable sensors can assist appli-
cations connected to context—vigilance and health care. The proposed approach 
utilizes convolutional and recurrent modeling to express the space–time-dependent 
constraints from information provided by numerous sensors. We construct a neural 
network layout, a combination of convolutional neural network and recurrent neural 
network, which focuses on spatiotemporal characteristics provided by sensor time 
series data with short listing and learning crucial points by executing a self-attentive 
procedure. We exhibit validation of our designed strategy on the WISDM dataset and 
indicate that the self-attention technique achieves a remarkable amendment in presen-
tation over deep neural networks through the union consisting of convolutional and 
recurrent network architectures. We also present that our designed algorithm offers a 
statistic performance improvement over other designed approaches for the informa-
tion (dataset) under consideration. The presented technique allows precise interpre-
tation of activity from numerous body part sensors through various time intervals. 
We evaluated our technique through various classification methods namely: MLP 
Classifier, gradient boosting, Random Forest Classifier, Conv2D–LSTM, and self-
attention mechanism (proposed). The simulation results show that our proposed 
method achieved the highest accuracy of 89.58% out of all other methods. We 
compared the effects of the designed architecture scheme with a baseline constructed 
through ConvNN and RecNN models, and with earlier designed approaches. We 
figured out that our self-attention model outperformed the baseline model with high 
difference among all the considered metrics. 

Keywords Self-attention · ConvNN · LSTM · Human activity detection
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1 Introduction 

Analyzing human physical behavior has diverse ascending implementations for 
human well-being. The list includes health monitoring, lifestyle, and various other 
daily chores [1]. The most impressive techniques utilized for recording physical 
human activity are mainly based on artificial intelligence mechanisms, wearable 
sensors, deep learning (computer vision) techniques, and IoT-based strategies. As 
far as deep learning-related methods are concerned, usually, a camera is utilized 
to trace and monitor human activities [2]. These techniques demand regulating the 
lens at various angles executing deep learning algorithms on image data tracked 
through the camera, making it more complex to interpret the performed activity. 
However, wearable sensors consist of typically minute electronics or devices build 
on biochemistry which can be set on numerous parts as required or placed in pockets 
of the concerned [3]. Moreover, with recent upgrades in wireless technology, it is 
fetching possibilities of manufacturing energy efficient, mobile, and high precision 
wearable sensors. Typically, a wearable sensor comprises three aspects, namely (i) 
input data sensors like an accelerometer to fetch physical activity data, (ii) transfer 
signal medium (wireless or wired) to transfer the extracted information to immobile 
unit, and (iii) interpreting and analyzing information units for formulating appro-
priate constraints and information. Occasionally, the input signals fetched from the 
initial unit are erroneous and low in power, needing amplification filtering before 
performing fetching features and classifying techniques. For instance, the collection 
of information through accelerometers and magnetometers can drastically influence 
the required results through traces of electronic noises, causing varied abnormalities 
or erroneous values in the dataset [4].Thus, improvement can be performed through 
filtering processes. 

Furthermore, the inclusion of extravagant GPUs authorizes the construction of 
deeper models for gaining insights into descriptive constraints from multiplexed data. 
Concerning this fact, convolution neural networks (ConvNN) acquired awareness 
over time. ConvNNs exhibit characteristics that result in performance improvement. 
They exhibit significant improvement in results but are computationally expensive 
and need a large amount of training data. 

On the other hand, they cannot record complex exercises that needed to undergo 
time-dependent characteristics analysis of the time series wave. Time dependent char-
acteristics are said to be constraints that are dynamic or switch through time. This 
reflects that the time series information is erroneous and that every sensor may not 
be taking part at a specific time. To overcome this limitation, we know that recurrent 
neural network (RecNN) considers temporal characteristics from the sensor data. 
Thus, recurrent neural networks (RecNNs) are executed in recognition activities 
from sensor data. RecNN is a unique subject of neural network that was specifically 
invented to overcome temporal sequences like machine translation, speech recog-
nition, and sequential learning. RecNN struggled through the vanishing gradient 
problem. This got resolved through the arrival of LSTM networks. Considering the 
dominance of convolutional neural networks for tracking spatial domain data and
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the LSTM Network’s advantage in capturing time-dependent information, many 
researchers suggest a combination of ConvNN and LSTMs to be used to improve in 
this field. 

2 Related Work 

In [5], the scheme focused on distributing 3D postures using both gyroscopic and 
accelerometric signals together from a portable device. The authors designed a 
specific convolutional neural network (CNN) structure having a mixture of max-
pooling, averaging, and 1D convolutional mechanisms. It classified defined-length 
matrices head-on, which consisted of normalized sensor time series data, as one of 
the various postures to be recognized. There proposed mechanism examined different 
datasets and test/train combinations having 14 unique gestures and figured out the 
influence of diverse hyper-parameters like kernels and network size on the general 
performance. Their mechanism showed superiority in rates of recognition over other 
defined methods. 

In [6], Yang discussed a structured feature learning technique for human activity 
detection. The scheme involved a deep convolutional neural-net (ConvNN) to autom-
atize feature learning from input data in a structured manner. This architecture 
considers the learned features as high-level abstract presentations of unlabeled time 
series data. By grasping the labeled information through supervised learning tech-
niques, these features are enhanced with more contrasting powers. It highly enhances 
the feature learning and classification techniques in a single model. Many models for 
human activity detection use various deep learning techniques to improve the perfor-
mance of their proposed scheme. In [7], the author constructed a deep neural net 
model and executed transfer learning to distinguish between several human exercises 
from one or more lenses. The concept of using LSTM Network architecture to impro-
vise the strategy for effective human activity recognition was also taken into account. 
While ConvNN and LSTMs drives focus on space–time-dependent data, we need to 
capture precise information from the implants gathered by the combined architec-
ture of ConvNNs and LSTMs. This concept has not undergone consideration in this 
research field. In this paper, we pivot on the self-attention methodology. The self-
attention assigns some weights to the implants of the input using a two-dimensional 
matrix in a manner in which each row of the 2D matrix serves a distinguished part 
of the information. Through the combination of ConvNNs and LSTM networks, 
we exhibit that the self-attention methodology results in a significant amendment in 
precision for Wireless Sensor Data Mining (WISDM) dataset [8]. 

Deep learning has drastically pushed the limits of human activity recognition 
through flexible wearable sensors. Comprehensive classification and encapsulation 
of present works that introduces deep learning techniques for wearable sensor-based 
human activity recognition, offering rigorous analysis of present amendments, devel-
opment trends and major drawbacks, has been the discussed in major details in various 
researches [9]. Analyzing personalized deep and machine learning strategies, and
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comparison of performances through conventional deep learning techniques, has also 
been performed in the past [10]. 3D skeletal human activity recognition has also been 
practiced utilizing encoded space–time-dependent metrics and feature-engineering 
based on evolutionary algorithmic techniques [11] and BiLSTMs [12]. Alongside, 
radar-based human activity recognition has been performed in latest research works 
[13]. 

3 Proposed Scheme 

The layout for the designed scheme is presented in Fig. 1. The input for the presented 
model is series time data in a time aperture of proportion S from M sensors. Let time 
series be in form of f = ( f (t))T where f (t) ∈ RM is the initial input at a certain 
time stamp t. 

3.1 Embedding Layer 

The concept behind attaching a hidden layer is to know about the presentation of the 
sensors through B 1D space convolutional functioning. Let the weights assigned to 
filters for the bth filter be wb and gc(t) =

(
gc,b(t)

)B 
be outcome of the convolutional 

layout where gc,b(t) is  

gc,b(t) = f (t) ∗ wb (1) 

The symbol ∗ represents convolution in the space domain, wb ∈ R1∗B .

Fig. 1 Structure of presented technique exhibiting various steps based on the algorithm with a well-
defined focus on outcomes linked to self-attention which is being explained by two sub-divided 
processes encapsulated in the LSTMs-based unit 
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3.2 Encoder (LSTM) 

For a single LSTM network layer, the encoder outcome ul (t)∈R1×l , where L repre-
sents hidden layer units of the LSTM network encoder, and given through the 
equation: 

ul (t) = LSTM(uc(t), ul (t − 1)) (2) 

3.3 Attention Layer 

After grasping the local context constraints and time-dependent dynamic information 
with combining ConvNN layout and LSTM network units from initial time data. We 
input the combined outcome of the encoder, ul∈R1×L , for various timestamps to the 
attentive layout: 

ul = [ul (t)]T t=1 (3) 

The ul matrix records the exhibition of the initial input sensor data over various 
times tamps T. The score, S ∈ RT ×L , for example x is then transforms the equation 
to 

β = Softmax
(
Zatttanh

(
Yatth

′
l

))
(4) 

where u
′
l = transpose(ul ), Yatt ∈ RI ×L and Zatt ∈ RJ ×I are matrices comprises 

weights, for the attentive set, I denotes the attentive length, J denotes the outcome 
length and (.) = dotproduct taken in the space domain. β ∈ RJ ×T denotes range of 
values between (0,1) and is utilized to distinguish weight constraints to each ul(t) 
from ul, that is insight hl(t) discovered for every time stamp is evaluated in the 
attentive score S(S = α · ul ). 

3.4 Softmax (SM) 

The leveling attentive-score vector s ∈ R(J∗L)∗1 is employed as initial input to the 
outcoming SM layout. The SM layer outcome ν∗ is given as follows: 

v∗ = SM(Qs + a) (5) 

Here, Q ∈ RB∗(I ∗J )a ∈ RB denoting the weighing matrix and partial vector of the 
SM layer, and B represents the numerous possibilities of outcome states.
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3.5 Learning Mechanism 

The cross-entropy value, K, is reduced to train through the designed strategy, such 
that K represents an equation as 

K = −Or
[
dlog

(
ν
(
γ ∗

))]
(6) 

where Or represents the expected value over feeding inputs ν and γ, which denotes 
the state marker. 

4 Simulation Results 

See Tables 1 and 2. 
All the experiments in this paper were executed in python using Keras [14] with 

TensorFlow. For coherence, we have bolded the max accuracy and second best 
with italics and underlines in both tables listed. Table 1 exhibits the performance 
of different classifiers that underwent the handcrafted feature extraction process 
on the WISDM dataset. We executed a tenfold cross-validation method for this 
experiment. The accuracy of MLP and gradient boosting classifier came out 76 and 
63%, respectively. We calculated the mean accuracy for both the classifiers, which 
settled at 76.84% for MLP and 63.70% for gradient boosting classifier. Additionally, 
we performed our classification process with Random Forest Classification, which 
offered an improved mean accuracy of 85.10% with mean recall and F1-score of 
80.37 and 71.83%, respectively. Instead of utilizing the handcrafted feature extraction

Table 1 Comparative 
analysis of different 
classification method on 
WISDM dataset 

Classification methods Mean accuracy (%) 

MLP classifier 76.84 

Gradient boosting 63.70 

Random forest classifier 85.10 

Conv2D–LSTM (baseline) 85.44 

Self-attention model (proposed) 89.58 

Significance of italics and underline are the result from the baseline 
network 

Table 2 Comparative 
analysis of baseline approach 
versus proposed approach 

Baseline 
Conv2D–LSTM 

Proposed 
self-attention model 

Mean accuracy (%) 85.44 89.58 

Mean recall (%) 85.40 88.56 

Mean F-1 score (%) 81.80 87.02 
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process, we proposed a baseline model using Conv2D and LSTM networks for the 
feature extraction process. We recapitulate our results in terms of accuracy, recall and 
F1-score is tabulated in Table 2. According to Table 2 given, our scheme (proposed 
self-attention model) outperforms the baseline Conv2D–LSTM in all metrics, i.e., 
mean accuracy, mean recall, and mean F1-score. The amendments acquired by our 
presented scheme are analytically remarkable for the WISDM dataset. Ultimately, 
the proposed self-attentive mechanism along with the baseline model drastically 
improved the performance of our human activity detection model. 

5 Conclusion and Future Work 

In this paper, we designed a deep learning-based architecture that focuses on the 
space–time-dependent features of information extracted from numerous wearable 
sensors that utilize a self-attentive mechanism to discover hidden combinations for 
analyzing human activity. The ConvNN and RecNN architecture encodes the space 
and time aspects, respectively, along with the self-attentive layer that forms feature 
exhibition from the hidden information of sensor time data caused by the ConvNNs 
and RecNNs. We exhibit that the designed architecture gives a remarkable perfor-
mance for the WIDSM dataset. After the comparative analysis of different classifi-
cation method on the WISDM dataset, we conclude that our proposed self-attention 
model obtained the highest mean accuracy of 89.58%, second best was the baseline 
model Conv2D–LSTM with mean accuracy of 85.44%. We compared the effects 
of the designed architecture scheme with a baseline constructed through ConvNN 
and RecNN models, and with earlier designed approaches. We figured out that our 
self-attention model outperformed the baseline model with high difference among 
all the metrics (mean accuracy, mean recall, mean F1-score). Therefore, the designed 
layout has multiple scopes in human activity detection and can go over to a much 
larger number of times tamps and sensors. The future work for this scheme would be 
to include and analyze various attention methodologies along with the comparison 
of these self-attentive methods’ performances with each other. 
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Solar Irradiation Prediction Using 
Neural Networks 

Vaibhav Baranwal, Smriti Srivastava, and Monika Gupta 

Abstract The solar energy on the earth is abundant in nature; however, its full 
utilization is still a concern. Due to the high infrastructural cost of setting up a solar 
plant and uneven distribution of solar energy, it is difficult to switch to solar energy. 
But, the clean and abundant nature of solar energy is the most appropriate alternative 
for the conventional energy sources. The presented model predicts the Direct Normal 
Irradiance (DNI) and Diffused Horizontal Irradiance (DHI). The models which are 
employed are (i) forward backpropagation neural network, (ii) time series model, 
(iii) autoregression. The second and third models are time series model. The model 
validation has been done using correlation score and R-squared score. 

Keywords Artificial neural network · Solar irradiance · Time series · Recurrent 
neural network · Regression 

1 Introduction 

In past few years, the improvement of renewable energy sources has emerged as 
a pressing difficulty because of the depletion of conventional fossil reserves, huge 
costs, and consequences of fossil gas intake at the environment. Solar radiation is 
the major and prime source of the Earth’s energy, supplying more than 95% of the 
heat energy required for different processes and survival in different eco-systems. 
It plays an essential part as a renewable energy source. The output of photovoltaic
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cells highly depends on solar irradiance, temperature, and different weather param-
eters. Prediction of solar irradiance means that the output of PV cells is predicted 
one or more time steps ahead. Prediction helps us improve various applications of 
power systems [1]. An artificial neural network (ANN) is a sophisticated machine 
learning model which imitates the human nervous system. An ANN can be used 
for various applications such as predication, curve fitting, and regression. An ANN 
uses activation function or a transfer function to produce an output. The inputs are 
multiplied with weights, and their summation is given to the activation function to 
give the results [2]. 

Gupta et al. [3] listed various statistical and mathematical algorithms for predicting 
the solar irradiances along with different data preprocessing methods. Their study 
provides consolidated evaluation of different methods. 

Reddy and Ranjan [4] built an ANN model for forecasting global radiation and 
compared it with different models by collecting various environmental parame-
ters across the stations. The results obtained justified the application of ANN for 
predicting the solar irradiances. The ANN model consists of two hidden layers with 
eight and seven neurons, respectively. 

Al-Alawi and Al-Hinai [5] created an ANN model to understand the relationship 
among various climatic factors and environmental factors. The model resulted in 
MAPE of 7.3% for training and 5.6% for testing datasets. 

The various neural networks that are used are Feedforward ANN, recurrent neural 
network, and autoregression based on time series data. 

2 Location and Parameter of Study 

The location used to predict the irradiance is the capital city of India, Delhi. The 
exact coordinates are Latitude: 28.68 and Longitude: 77.22 with tilt angle of 26.27 
degrees. The time stamp for time series model is 10 min. The data have been obtained 
from SolCast API for six days. 

The parameters of concern for forward neural network are: 

• Air temp: The temperature of air (2 m above ground level). Units in Celsius. 
• Azimuth: The angle between the lines directing due north to sun’s present position 

in the sky, for east is less than 0, for west is greater than 0, and 0 for due north. 
Units in degrees. 

• Cloud opacity: It is the amount of how opaque the clouds are to the solar radiation 
in the specified location (0% = no clouds, 100% = full attenuation of incoming 
lights). 

• Precipitable water: The total column precipitable water content. Units in kg/m2. 
• Relative humidity: Percentage of moisture content relative to the amount that can 

held by atmosphere. Units in percentage.
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• Surface pressure: The pressure at ground level. Units in hPa. 
• Wind speed: The wind speed (10 m above ground level). Units in m/s. 
• Zenith: The angle between lines perpendicular to the earth’s surface and the sun 

(90 degrees for sunrise and sunset, 0 degree for overhead). Units in degrees. 

Output Variables 

DHI Diffused horizontal irradiance in watts/meter2. 
DNI Direct normal irradiance in watts/meter2. 

3 Methods 

3.1 Feedforward Artificial Neural Network 

The feedforward ANN consists of an input layer whose density depends on the input 
(features) features and an output layer whose density depends on the number of 
outputs (variables). Inside these two layers, there can be more than one layer that 
performs all the computation. The key component of a neural network layer is the 
activation function that takes the weighted summation of input. The initial weights 
are assigned randomly and converge to the solution with backpropagation [5]. In a 
model artificial neural network, the value of an output can be assessed with a given 
set of input and output data. The conjugate gradient (SCG) is used for training in 
a multi-layer forward network. The widely used activation functions are Rectified 
Linear Input (ReLU), Sigmoid, Tanh. 

ReLu = max(x, 0), 

Sigmoid = 1 
1+e−x 

, 

where x is the weighted summation of inputs. The weights are converged with the 
help of backpropagation that uses a loss function. A loss function measures how 
far the predicted value is from true value. A loss function projects decisions to 
their associated costs. Loss functions are not constant, and they vary depending on 
the task in hand and the goal to be met [6]. Most commonly used loss function is 
Mean-Squared Error (MSE), and it is given by: 

MSE = 
1 

n 

n∑

i=1

(
Y i − Ypredicted

)2 
.



640 V. Baranwal et al.

Fig. 1 Correlation of DHI with parameters 

Fig. 2 Correlation of DNI with parameters 

The parameters along the horizontal axis are zenith angle, cloud opacity, wind 
speed, relative humidity, precipitable water, azimuth angle, dew point temperature, 
albedo, surface pressure, and air temperature. 

From the Figs. 1 and 2, DHI and DNI highly correlate with zenith angle and cloud 
opacity negatively and correlate positively with surface pressure and air temperature. 
During the day time, the azimuth angle is least because the sun is just above, having 
the least azimuth angle. For cloud opacity, lesser is the cloud density, the rays will 
get clear path for it to fall on the panel, and it will receive the maximum irradiance. 

However, in case of precipitable water, the DHI correlates positively, whereas it 
correlates negatively for DNI. 

3.1.1 Recurrent Neural Network (RNN) 

The typical recurrent neural network language model generates a sequence of hidden 
states. Each hidden state (h(t)) depends on the previous state (h(t − 1)) and the
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input/token at that state (x(t)), and this way it generates a sequential nature in the 
model [7]. This kind of structure is useful in language modeling because each token 
is dependent on its previous tokens for context. Example: “My dog is Labrador. He 
likes to play”; here, the token “he” is referring to the “dog”, and the RNN model 
would be able to understand this information because the token “he” is dependent 
on the previous tokens for context. 

This sequencing of input sometimes becomes an issue for the memory, especially 
for long sequences, because no parallelization can be done within a sequence training 
examples. 

3.2 Autoregressive 

An autoregressive (AR) model is employed when to describe certain time-varying 
process. It specifies that output variable depends linearly on its own previous value. 
The mathematical representation of AR model of order p can be written as: 

y(t) = c + ∅1 ∗ y(t − 1) + ∅2 ∗ y(t − 2) + . . .  + ∅k ∗ y(t − p). 

The AR model uses autocorrelation of previous time stamps to make prediction. 
It calculates the autocorrelation of present time with past time stamp (Figs. 3 and 4). 

Fig. 3 Autocorrelation factor for DHI
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Fig. 4 Autocorrelation factor for DNI 

4 Results 

4.1 Using Feedforward ANN 

See Fig. 5.

4.2 Using RNN 

See Fig. 6.

4.3 Using Autoregressive 

See Fig. 7.

4.4 Model Comparison 

See Table no. 1.
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Fig. 5 Correlation score using ANN

5 Conclusion 

Based on the result, graphically it is clear that the recurrent neural networks produce 
straight line for the correlation score compared to forward neural network and autore-
gressive model. The atmospheric parameters used for feedforward neural network 
are zenith angle, air temperature, wind speed, relative humidity, precipitable water,
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Fig. 6 Correlation score using RNN

cloud opacity, surface pressure, azimuth angle however zenith angle, cloud opacity, 
surface pressure; air temperature is more prominent in determining the irradiances. 

However, the correlation scores for the three models are very close to each other. 
Therefore, employing the feedforward neural network is economical in terms of 
computing resource as compared to recurrent neural network given, and we have the 
environmental factors. If we have the historical record of the radiation, we can go 
with recurrent neural networks at the cost of computing resources.
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Fig. 7 Correlation score using AR

The complexity of ANN model can be reduced by employing dimensional reduc-
tion techniques such as principal component analysis and clustering. This will reduce 
the number of independent features while preserving the relevant information. 

An RNN shares the parameters across different time steps popularly known as 
parameter sharing. This results in fewer parameters to train and decreases the compu-
tational costs. The states in RNN allow the model to capture the historical trend better 
than autoregressive model. Long Short-Term Memory (LSTM) class of RNN can be 
used if we are using large number of previous time stamps. Conventional RNN will
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Table 1 Scores for different 
models 

DNI DHI 

Feed forward back 
propagation ANN 

R-squared score: 
0.9858905108 

R-squared score: 
0.989458810146 

Correlation score: 
0.992 

Correlation score: 
0.995 

Recurrent neural 
network 

Correlation score: 
0.9964 

Correlation score: 
0.9969 

Auto-regressive 
model 

Correlation score: 
0.993 

Correlation score: 
0.997

have vanishing or exploding gradient problems. LSTM has input and forget gates 
which provides better gradient flow and preserve and long-range dependencies. 
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Experimenting Transfer Learning 
and Machine Learning on Endoscopy 
Database with Augmentation 

Mohit Angurala, Vikas Khullar, and Prabhdeep Singh 

Abstract Endoscopy is being the most extensively used diagnostic tool for treatment 
of organs inside humans. However, many challenges exist that are faced by doctors 
(endoscopists) including: visual interpretation difficulty because of objects, problems 
in the identification of cancer abnormalities, and pre-cancerous precursors. In this 
research paper, an analysis has been performed for classification of diseases such as: 
non-dysplastic Barrett’s esophagus (BE), subtle pre-cancerous lesion (suspicious), 
suspected dysplasia (HGD), adenocarcinoma (cancer), and polyp approach using 
ML and DL. Firstly, machine learning using AI is implemented on the dataset to 
train the model, but the model is not trained properly because the lesser number 
of images are used for training the model. Therefore, to ensure higher accuracy, 
image augmentation is applied on the given dataset of images so that number of 
images used to train the model can be increased. Here, a tremendous improvement 
can be vividly seen, but to further improve the accuracy, the augmentation and DL are 
amalgamated together and the comparison is then made with the existing ML-based 
augmentation approach. The outcome of DL with augmentation seems to dominate 
ML-based augmentation. As the epoch’s value keeps on incrementing, the accuracy 
percentage also increases. Various transfer learning methods show higher accuracy 
in DL-based augmentation approach. 

Keywords Deep learning · Endoscopy ·Machine learning · Disease detection
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1 Introduction 

One of the promising and reliable techniques to detect cancers or other diseases in 
organs of humankind is endoscopy which nowadays is an extensive clinical proce-
dure. For detecting the cancers at an early stage, this technique provides higher accu-
racy imaging. During the past few years, deep learning (DL) techniques are being used 
in various tasks of endoscopic imaging which are in most cases inspired by artificial 
neural network-based solutions. These ANN-based solutions offer consistent local-
ization, accuracy, and diseased segmentation of region of interests. These techniques 
can further be used to monitor and do surgical planning. Further, for a particular 
organ, endoscopic procedures are performed to look for into the rectum, esophagus, 
colon, small intestine, and stomach. Remarkably, few pre-cancerous abnormalities 
including dysplasia or inflammations and even cancer lesions could be detected with 
the endoscopic investigations. However, multiple types of abnormalities may exist, 
but automated systems are trained for few particular abnormalities, organ and imaging 
modalities only. Also, many image protocols are used in endoscopic procedures. In 
all endoscopic surveillances, artifacts are dominant which are generally confused 
with lesions leading to unreliable results. Further, by using high-definition endo-
scopic images (50 cancer, 50 Barrett), an automatic approach for detecting cinoma 
in esophagus for esophageal cancer was implemented [1]. The authors used convolu-
tional neural networks (CNNs) using transfer learning technique. Further, [2] and [3] 
gave a complete review on few new literatures’ survey for detecting and segmenting 
diseases using endoscopy method. 

The most common and public datasets belong to class of polyp detections and 
segmentations’ challenges which are specific to a single abnormality class [4]. The 
organ-specific challenges only assist in identifying one specific type of disease type. 
They are not similar to the clinical workflows in which the doctors (endoscopists) 
perform biopsies and treatment abnormalities incase threat. However, it is needed 
to recognize various stages of polyp for polyp class including dysplastic, benign 
or cancers. One problem with artifacts is that they are inevitable issue during endo-
scopic procedures as they often lead to confusion in detection of tissue abnormalities. 
Therefore, it is imperative to research in on these classes and restore frames where 
possible [5]. 

In this paper, a novel proposed analysis or comparison is made between ML-based 
augmentation and DL-based augmentation approaches. The remaining sections are 
organized in the following manner. Literature review is presented in Sect. 2 of this 
research work. Section 3 presents the problem formulation along with the proposed 
methodology. Finally, in Sect. 4, results are discussed, followed by the conclusion at 
the last Sect. 5.
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2 Related Studies 

In this section, the recent work as a state-of-the-art detection as well as segmentation 
or other relevant methods are discussed. However, out of all the available methods, we 
have evaluated two methods (ML-based augmentation and DL-based augmentation) 
and checked the efficacy of both these methods to detect and segment multiple 
classes. Also, additionally, a holistic analysis is performed to check their clinical 
applicability. But, before moving into this, a brief literature survey is presented in 
this section to see the work that has been done in this field. 

The authors in [6] proposed some new features to classify the images of wireless 
capsule endoscopy in an automatic way. In this, the outcomes show 88.61% of overall 
accuracy of the proposed method. In [7], the author proposed a new colored feature 
extraction technique for discriminating the bleeding frames from the normal one. It 
is based on a two-fold system. They achieved the classification accuracy of 95.75%. 
Next, in [8], the authors achieved overall recognition accuracy of 90.7%, in which 
they proposed a joint-feature probabilistic latent semantic analysis (PLSA) model. 
In the proposed dual constraints: local image manifold and visual words importance 
are fixed into joint-featured PLSA model. The proposed idea guaranteed that each 
image is categorized by latent semantic topics instead of low-level characteristics. 
Thus, the proposed model showed 90.78% recognition accuracy. Alizadeh et al. [9] 
proposed a system that mainly consists of feature extraction and classification in 
which 32 features incorporating four statistical measures are calculated, and then, 
the mutual information is used to choose features with maximal dependence on 
the target class, but with reduced feature redundancy. Lastly, they used an adaptive 
neuro-fuzzy interface system (trained classifier system) which is implemented for 
classifying the endoscopic images as tumor, healthy and unhealthy classes. Further, 
for polyps’ segmentation in wireless capsule endoscopy, the application of simple 
linear iterative clustering also known as “SLIC” super-pixel frame is assessed by the 
authors [10] in which various SLIC super-pixel numbers are evaluated for finding the 
highest sensitivity to detect polyps. Here, the classification outcomes showed 91% 
sensitivity. 

Besides this, [11] exploited three vital understudied reasons to employ deep CNN 
to computer-aided recognition issues. They further explored and evaluated various 
architectures of CNN. Finally, they examined the reason as to why and when transfer 
learning can be useful. Moving ahead, in [12], the authors proposed an improved 
technique to train the proposed network by transferring knowledge from the analo-
gous area of general texture classifications. They finally concluded that the proposed 
method caused 2% increase in the performance in comparison to its existing proposal. 
Zhang et al. [13] proposed deep CNNs to segment the isointense stage brain tissues 
using multi-modality MR images. They specifically used multi-modality informa-
tion as inputs to generate segmentation maps as outputs. The outcomes finally illus-
trate significant improvement over prior methods. On the other hand, the authors 
in [14] tried to look for the answers of medical image analysis. The question of 
whether the use of pre-trained deep convolution neural network with enough fine
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tuning eradicates the requirement to train a deep CNN from scratch. For this, they 
took four separate medical image applications in radiology, cardiology, and gastroen-
terology that involves classification, detection, and segmentation from three different 
imaging modalities. Finally, in [15], the authors implemented a disease detection and 
semantic segmentation pipeline using a modified mask region-based convolution 
neural networks, and further, they used a selective and balanced augmentation stage 
for their architecture to extract more accuracy in detection and segmentation [16]. 

Therefore, the literature survey reveals that there is still requirement of robust 
and efficient mechanism to classify the disease class. For achieving this, we try to 
analyze ML-based augmentation approach and DL-based augmentation approach. 

3 Problem Formulation and Methodology 

From the literature survey, it is concluded that it is very difficult to accurately monitor 
the disease by just looking at the images. Sometimes, the doctors are unable to 
diagnose the issues of cancerous or pre-cancerous stages leading. Therefore, in order 
to overcome such issues, a robust automated methodology must be implemented to 
the datasets of images to diagnose the deadly problems. The endoscopy disease 
detection dataset with five classes (including BE, suspicious, HGD, cancer, and 
polyp) was collected from an open access online resource [15]. Therefore, we have 
proposed the mechanism as shown in Fig. 1.

In Fig. 1, it can be clearly seen that we are doing classification and detection 
of diseases using different approaches. At the very first step, we first take a dataset 
containing few images, but the model cannot be trained well using small set of 
images contained in the dataset if we apply ML using AI. Therefore, to increase 
the images of dataset, we apply augmentation approach and found that the results 
significantly improved. Finally, ML algorithms have several limitations, due to which 
we then applied DL-based transfer learning technique that automatically learns and 
trains. Further, again to improve the accuracy, the augmentation is again applied on 
DL method to further improve the efficiency of the proposed method. The outcome 
suggests further improvement over the previous method which is explained further 
in Sect. 4. 

4 Results 

Initially, machine learning algorithms were implemented on collected five classes’ 
dataset and analyzed on basis of parameters, viz. Accuracy, Precision, Recall, F1-
score, Zero One line, Matthew’s Coefficient, and Kappa Statistics. The different 
machine learning algorithms (such as Decision Tree, Support Vector Machine, 
Quadratic Discriminant, Analysis, K-Nearest Neighbors, AdaBoost, Gaussian NB, 
Logistic Regression, Random Forest, Extra Trees, Bagging, Voting, and Histogram
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Fig. 1 Flowchart of the 
proposed methodology

Gradient Boosting) were implemented and analyzed. As shown in Table 1, the iden-
tified results revealed that the ensemble learning algorithms, i.e., Extra Tree and 
Random Forest classifier resulted highest accuracy and other parameters on both 
augmented and normal dataset.
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Fig. 2 Transfer learning results for non-augmented data classification

However, as earlier also seen the potential of deep transfer learning algorithms, 
similarly higher parameters were identified in comparison to machine learning algo-
rithms. In transfer learning implementations, training and validation parameters 
resulted higher with augmented in comparison to non-augmented data. Figures 2 
and 3 are representing transfer learning results with non-augmented and augmented 
data. 

5 Conclusion 

Correct identification of cancer kind of diseases is highly required. Manual human 
interventions may have chance for human error, whereas a trained deep learning 
or AI model has less chances of such unknown mistake. In this paper, machine 
learning and transfer learning-based models were utilized for identification of cancer 
images from endoscopy database. The collected database is an open-source data 
and readily available to use. Our implementations revealed that augmented data 
are resulting higher results on machine leaning as well as transfer learning algo-
rithms. However, transfer learning implementations are resulting higher results in
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Fig. 3 Transfer learning results for augmented data classification

comparison to machine learning implementations. In future, such models could be 
implemented with real-time detection system. 
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Optimal Planning of EV Charging 
Infrastructure in Distribution System 

Rudraksh S. Gupta, Arjun Tyagi, and Sanjeev Anand 

Abstract The ever-growing population and to limit CO2 emissions have necessitated 
the development of alternate ways of transport, with electric cars being the most 
popular choice. The main stumbling block is the exacerbating influence on the power 
distribution network caused by indecorous charging station placement. This aims to 
discover the optimum planning of charging station infrastructure location. Because 
of limited battery capacity and extended charging times, it is critical to find the 
appropriate deployments of EV charging infrastructure in the distribution system. In 
this paper, IEEE 33 bus distribution system is used to demonstrate the methodology. 
The methodology uses Grey Wolf Optimization (GWO) technique for finding the 
optimal solution. 

Keywords Charging infrastructure · Distribution system · Electric vehicles 
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Nomenclature 

PG Active power generated 
PLoss System active power loss 
PD Active Power demand 
QG Reactive power generated 
QD Reactive power demand 
QLoss System active power loss 
V min 
i Minimum voltage 

V max 
i Maximum voltage 

I Imin Minimum inconvenience value 
I Imax Maximum inconvenience value 
Nb∑

j=1 
Ploss, j,WSPV Power loss with SPV 

Nb∑

j=1 
Ploss, j,WOSPV Power loss without SPV 

PSPV Solar plant PV output 
SAi Surface area at desired location 
GR Standard radiation (1000 watts/m2) 

1 Introduction 

The burning of conventional fuel for transportation and electricity produces undesir-
able greenhouse gas emissions (GHGs). Due to GHG emissions, climate change has 
grasped hazardous levels causing severe global warming and ocean rise due to the 
melting of icebergs. In order to limit the effect of climate change, immediate preven-
tive measures need to be taken supported by climate change policy. In order to keep 
the expected average rise in temperature below 2 °C by 2050, International Energy 
Agency (IEA) proposed a future energy system setup for faster and better adoption 
of clean energy system [1]. In order to ensure trifling emissions from the trans-
portation sector, manifold alternatives are being researched such as use of alternate 
fuels or incorporating clean technology such as electric vehicles keeping emphasis 
on maintaining or enhancing the vehicle performance. Electrifying transportation 
is a feasible stratagem with numerous advantages. Incorporation of electric vehicle 
can open a huge potential in terms of energy security, economic growth, and new 
research divisions for components and critically helps in reducing tailpipe emissions 
to conserve the environment. One of the major advantages known regarding EV is 
that it outperforms internal combustion engine (ICE) vehicles due to more efficient 
power trains and electric motors [2].
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In many developed and developing countries, the demand and sales for battery 
electric vehicles (BEVs) and plug-in hybrid electric vehicles (PHEVs) have prolif-
erated in recent years. Sustainable development against rising greenhouse gas emis-
sions, financial savings in terms of fuel use, and enticements offered by the various 
government are all key factors in the public’s changing perspective. In 2013, Govern-
ment of India introduced National Electric Mobility Mission Plan (NEMMP) 2020 
which included strategies, targets, and incentives to increase the sales of hybrid and 
battery electric vehicles with a target of 7 million on road vehicle by 2020. Even 
though battery charger technology is critical to the EV industry’s progress, the inte-
gration of appropriately sized and situated charging stations is the first hurdle to 
overcome [3]. 

Many nations are encouraging electric vehicle adoption, despite the fact that the 
number of charging stations does not accommodate the rising number of EVs. More-
over, the incorrect positioning of charging facilities is one of the key impediments 
that contributes to EV inactivity. As a result, the best arrangement of EV charging 
stations/infrastructure must be given prominent consideration. There are three levels 
of charging for electric vehicle. Level-1 is slowest and mostly used in the home envi-
ronment. Level-2 charging is frequently used at workplace or dedicated charging 
station, and Level-3 charging is used at dedicated fast-charging stations only. Level-
1 is most cost friendly but takes time to charge as maximum output is 3.3 kW whereas 
Level-3 charges are most expensive but time of charging is very minimal in it as power 
output can reach up to 50–100 kW depending on the country it is installed in [4, 5]. 

In the literature, various algorithms are used to optimize the charging station place-
ment such as genetic algorithm and particle swarm optimization. The authors in [6] 
focused on enhancing PV power generation by anticipating output and regulating 
power flow between the electric grid, photovoltaic, and electric vehicle. PV power 
production is predicted using an autoregressive integrated moving average (ARIMA), 
and electricity is allocated using MILP for cost reduction and grid stability. The 
authors in [7] utilized MATLAB to peak-shave and valley-fill the power consump-
tion of a given building in order to achieve grid stability and steady building power 
consumption. During peak hours, it leverages the building’s idle EV to assist the 
power input. Researchers and industry experts have been concerned about EV pene-
tration levels. Higher penetration levels provide a multitude of challenges at both the 
local distribution and grid levels [8]. Integration of renewable energy system could be 
a standard to look out for grid stabilization. A stochastic method was designed in [9] 
to guarantee that optimum power supply was provided to existing loads while simul-
taneously charging EVs. This article recommends the best placement for a future 
public charging station based on renewable integration, current charging stations, 
distance between following charging stations, and the number of chargers placed at 
each charging station. 

This paper has been bifurcated in 6 sections. Section 1 provides brief outline on 
the topic whereas Sect. 2 is based on the problem formulation. Sections 3 and 4 
represent methodology and charging station designing data, respectively. Section 5 
provides the results and outputs gathered from the optimization technique. Finally, 
in Sect. 6 conclusion has been provided with respect to this research work.
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2 Problem Formulation 

This section outlines the problem associated to charging station allocation. In this 
case, the EVs are added to the distribution network as a new source of load. The 
network’s active power loss will rise as a result of the EV’s increased power demand 
and penetration. The primary objective of the study is to reduce the overall increase 
in total active power loss as a result of the placement of an EV charging station in an 
acceptable location. This can be represented mathematically by Eq. (1). 

F1 = minimization
∑

∀N 
PLoss (1) 

where PLoss and N represent the active power loss and total number of buses in 
the system, respectively. The system design needs to follow some constraints as 
expressed below by Eqs. (2), (3), (4), and (5). 

• Voltage limits 

V min 
i ≤ Vi ≤ V max 

i i ∈ n (2)  

• Power balance 

PG + PSPV = PD + PLoss (3) 

QG = QD + QLoss (4) 

• Active power loss: System active power loss with SPV should be less than system 
loss without SPV 

Nb∑

j=1 

Ploss, j,WSPV < 
Nb∑

j=1 

Ploss, j,WOSPV (5) 

• Power factor 

p fmin ≤ p f  ≤ p fmax i ∈ n (6)  

• Inconvenience Index (II): This constraint restricts placement of charging station 
nearby. If a customer has to travel across 5 buses (locations), then it includes in 
inconvenience value. 

I Imin ≤ I I  ≤ I Imax (7) 

A few calculations are necessary to compute the power output of a solar power 
plant, which are stated in Eqs. (8) and (9).
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• Surface area for installation 

SAi =
(
area 

port

)

∗ number of ports (8) 

• Solar PV plant output 

PVo = η ∗ SAi ∗ GR (9) 

3 Methodology 

The Grey Wolf Optimization (GWO) approach is utilized to solve the objective func-
tion as mentioned in Eq. (1), subject under the provided restrictions. Because of its 
speedier convergence and variable algorithmic parameters, the Grey Wolf Optimiza-
tion (GWO) method is selected in this work. The Grey Wolf Optimizer (GWO) uses 
our types of grey wolfs: alpha, beta, delta, and omega to replicate its natural leader-
ship structure and hunting mechanism. In addition, three critical hunting strategies are 
implemented to optimize performance: seek for prey, encircling prey, and engaging 
prey. The best fitness value is the best optimized result found from the optimization 
[10]. A flow chart explaining the process and working of GWO is epitomized in 
Fig. 1.

4 Charging Infrastructure Designing 

Currently, multiple AC/DC EV chargers are being established by various forerunner 
EV firms. This research looked at newly built and regularly used EV chargers by 
owners of electric vehicles. Table 1 shows the EV battery size and accompanying 
charger ratings. The total load is computed on the basis of their alternating current 
charging. Table 1 represents the data compiled from different sources regarding the 
charger specification of cars [11–14].

For this research purpose, it is considered that each charging station can accom-
modate 9 vehicles at a time. The charging station comprises 1-T Model S, 1-Nissan 
LEAF, 1-Hyundai KONA Electrics, 3-Tata NEXON EV, and 3-Tata TIGOR EV. This 
approximation is done based on the vehicle price and buying behaviors of people. 
The aggregate maximum possible load comes out to be 300 kW for a single charging 
station.
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Fig. 1 Grey wolf optimization algorithm

Table 1 Electric vehicle battery and charging specification 

S. No Vehicle model Battery 
rating 
(kWh) 

Charger 
rating (kW) 
(Slow 
charging) 

Charger 
rating (kW) 
(Fast 
charging) 

Time for full 
charge from 0 
to 100% 
(Slow 
charging) 
(Hrs.) 

Time for full 
charge from 0 
to 100% 
(Fast 
charging) 
(Hrs.) 

1 Tata TIGOR 
EV 

21.5 3 25 7.17 0.86 

2 Tata NEXON 
EV 

30.2 3.3 25 9.15 1.21 

3 Hyundai-Kona 
Electrics 

39.2 7.2 50 5.44 0.78 

4 Nissan LEAF 40 6.6 50 6.06 0.8 

5 Tesla Model S 100 22 50* 4.55 2
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5 Results and Discussions 

IEEE 33 bus distribution network is used to carry out the study using GWO algorithm. 
The system entails 33 buses and 32 lines as shown in Fig. 2. Bus-1 is classified 
as a slack bus, and no charging stations are permitted to be installed on that bus. 
The system voltage and base load is 12.66 kV and 3715 kW, respectively. All the 
optimization is done using MATLAB 2019b. 

In this work, four 300 kW substations are considered to be installed at various 
locations across the distribution system to allow for the charging of nine EVs at a time 
at each charging station. As a result of the installation of these four charging stations, 
the instantaneous load will subsequently rise to 1200 kW. As the load expands, so 
will the system loss and the voltage in the load bus. The purpose of this research is to 
locate the optimal site for installation of four charging station in attempt to minimize 
the rising losses. The Grey Wolf Optimization (GWO) technique is employed in this 
work to address this minimization goal while addressing the constraints. The GWO 
algorithm is one of the most basic, with little algorithmic parameter adjustment. The 
following cases are explored in this study: 

• Case 1: No charging infrastructure is installed. This is considered as base case. 
• Case 2: Four charging stations are installed without taking into consideration the 

constraint of inconvenience index value. 
• Case 3: Four charging stations are installed without taking into consideration 

the constraint of inconvenience index value and with solar photovoltaic system 
installed. 

• Case 4: Four charging stations are installed taking into consideration all the 
constraints. 

• Case 5: Four charging stations are installed taking into consideration all the 
constraints with solar photovoltaic plant installed on the charging station.

Fig. 2 IEEE 33 bus system 
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Table 2 Results for different case study 

S. No Case study Optimal location Power loss (kW) Inconvenience 
index (%) 

Processing time 
(sec) 

1 Case 1 – 202.7 Not applicable 1.2 

2 Case 2 2,19,20,21 218.04 59.37 35.79 

3 Case 3 2,19,20,21 217.31 59.37 33.348 

4 Case 4 2,5,12,19 266.5 18.75 40.44 

5 Case 5 2,5,12,19 263.9 18.75 41.83

On solving the base case, i.e., without extra load from charging station, the total 
real power loss is 202.7 kW. In this study as discussed, four changing stations with 
total load of 300 kW each are considered. In order to reach the objective as explained 
in Eq. 8 taking into account all the constraints, optimal location in Case 2 was found 
out to be at bus numbers 2, 19, 20, and 21 and total power loss of the system was 
determined as 218.04 kW. In Case 3 when the solar photovoltaic plant in the charging 
station is accounted for energy generation in the system, the optimal location was 
found out to be at bus numbers 2, 19, 20, and 21 and total power loss of the system 
was determined as 217.31 kW. The total capacity of solar plant accounts to 252 kW. 
In Case 4, constraint on inconvenience index is included as the system is modeled for 
whole locality, therefore charging station cannot be installed at single section. Thus, 
inconvenience index is incorporated which ranges from IImin, i.e., 0% to IImax, i.e., 
20%. Any customer who needs to travel more than 5 buses for charging of EV is taken 
as unhappy customer. A system where more than 20% of population in a locality have 
to face inconvenience for charging is discarded. Results gathered after calculations 
in Case 4 represented optimal locations to be at bus numbers 2, 5, 12, and 19, and 
total loss of the system was determined to be 266.5 kW. Moreover, inconvenience 
index was 18.75% (zero the better). And finally in Case 5, it was seen that optimal 
locations were projected to be at bus numbers 2, 5, 12, and 19 with total loss of the 
system is 263.9 kW, and inconvenience index was 18.75%. In each case, it was found 
that power factor ranged between pf min, i.e., 0.9 and pf max, i.e., 1.1, thus satisfying 
the constraint value. The details of results are resented in Table 2. Figure 3 represents 
the voltage profile of each case study, and Fig. 4 provides graphical representation 
of results obtained in terms of power loss and inconvenience index value. Figures 5 
and 6 represent the iteration count to reach minimum value for each case from 2 to 
5. 

6 Conclusion 

A loss-based optimization problem is used to predict the optimal placement of elec-
tric vehicle charging stations in the distribution network. This work examines five 
scenarios: no charging station, charging stations location without any constraint,
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charging stations location without the constraint but with the solar photovoltaic 
system installed, charging stations location based on all the constraints, and charging 
stations location consideration all the constraints with a solar photovoltaic plant 
installed. With the aid of the Grey Wolf Optimization algorithm, the total system 
loss is reduced by arranging the four EV charging stations in the best feasible places 
while staying within the power system limits. Because the indicated sites are in four 
distinct feeders, it increased the charging station’s usage accessibility. The findings 
suggest that there is roughly 30% increase in losses, with increase in accessibility for 
user convenience. Therefore, the final outcome keeping all of the constraints intact 
came out to be in case 5 with total loss of 263.9 kW.
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Fig. 5 Iteration count to reach final value for Case 2 and Case 3 

Fig. 6 Iteration count to reach final value for Case 4 and Case 5
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Perception-preserving Color 
Ocular-image Enhancement Through 
Multi-scale and Multiresolution Features 

Gunjan Gautam and Susanta Mukhopadhyay 

Abstract This paper presents a color ocular image enhancement method based on 
multi-scale and multiresolution features obtained using Mathematical Morphology 
(MM) and Wavelet Transform (WT), respectively. In addition to enhancing the 
image quality and highlighting the minute features, the proposed algorithm also 
preserves the perceptual appearance of the image. The algorithm first decomposes 
the luminance component of the input image into different sub-bands. All the coeffi-
cients (excluding approximation) of these sub-bands are remapped using local–global 
image statistics followed by performing morphological filtering on only coarsest-
level coefficients. These modified coefficients are used to reconstruct the lumi-
nance component of the image using WT sub-band coding. Enhanced images are 
generated post reconstructing the luminance component. Experimental results on the 
UBIRIS and Berkeley datasets demonstrate that the proposed method outperforms 
various state-of-the-art techniques. Also, results of mobile-iris liveness detection 
demonstrate the potential and generalization ability of our method. 

Keywords Color image enhancement · Mathematical morphology · Wavelets 

1 Introduction 

The visual appearance enhancement plays an important role in computer vision, 
pattern recognition, and digital image processing. Low quality of ocular images 
may result from various circumstances, including inadequacy of image capturing 
device/scanner, intensity of light during image acquisition (e.g., insufficient lighting, 
night-time, weather conditions), and non-uniform illumination. Consequently, such 
images lack in revealing crucial details such as iris texture, vein pattern, eyelid, and 
limbic contours, and the image fails to provide discriminatory information. Never-
theless, if some image properties are improved, these issues can be overcome. In 
this paper, we focus on improving the four image properties: contrast, sharpness,
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perceptual quality, and colorfulness. Various global and local image enhancement 
techniques have been proposed in the literature. Global enhancement methods may 
induce over- or under-enhancement issues at some parts of the image [1]. Also, these 
methods may miss the fine details in an image [2, 3]. However, local techniques 
are more computationally expensive than their global counterpart and may produce 
some unwanted local artifacts [4]. Thus, we used a hybrid enhancement technique 
that takes local and global information into account which is suitable for a wide 
variety of images without fine-tuning. Contrast enhancement approaches have been 
utilized extensively in image processing, and among them, Histogram equalization 
(HE) and Adaptive histogram equalization (AHE) [5] are two often used techniques. 
Due to the variation of intensities and other characteristics across the entire image, 
HE being a global-natured method appears to be less effective. Various improved 
HE variants [6, 7] proposed in the literature are based on the division of histograms; 
therefore, they fail when this division is not accurate. On the contrary, AHE and 
its variants (e.g., clipped AHE, weighted AHE, etc.) are developed to overcome 
HE’s issues through dealing with the local features of the image and have evidenced 
success. In base AHE, each pixel is mapped with an intensity proportional to its 
rank in the neighborhood pixels. Two major issues associated with AHE are over-
enhancement of noise and slow computation time [8]. Thus, various improvements in 
base AHE have been presented so far, and CLAHE is one of its variants that limits the 
noise amplification, but the images start looking artificial. Gamma Correction (GC) 
is a non-linear adjustment technique to individual pixel values and has also been 
used to enhance the color images. Dependence on gamma value takes GC far from 
practicality, and it may lead to poor contrast if the gamma value is too small or too 
large. Also, it can result in the saturation of the image being processed. Huang et al. 
[9] presented a method Adaptive Gamma Correction with Weighting Distribution 
(AGCWD) to enhance a digital image by modifying its histogram. This technique 
improves the brightness of dimmed images using traditional gamma correction and 
the probability distribution of luminance pixels. However, while there is a lack of 
bright pixels, this approach may fail to enhance the image. The reason is as follows: 
the highest intensity of the output image is bounded by the maximum possible inten-
sity of the input image, and therefore, the former will never cross the latter. Retinex 
(Ret) algorithm [10] is used to enhance the color images—consists of two key steps: 
(1) estimation and (2) normalization of illumination. The limitation of Ret is it can 
either achieve color rendition or dynamic range compression, but not both at the same 
time. However, Multi-scale Retinex (MulRet) [11, 12] can overcome these limita-
tions by combining several Ret outputs to produce one enhanced image with good 
dynamic range compression, color consistency, and tonal rendition. MulRet tries to 
preserve most of the detail in the image; but still it suffers from color distortion [11]. 
Some of the latest image enhancement techniques can be found in [13–16].
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2 Proposed Algorithm 

First, we provide an overview of Undecimated Discrete WT (UDWT) and Mathe-
matical Morphological Filtering (MMF) as a prerequisite for a better understanding 
of the proposed algorithm followed by the main steps in this (Fig. 1).

1. Multi-resolution analysis (MRA) using UDWT: UDWT is useful to ‘fill in 
the gaps’ induced by the decimation stage in the standard DWT [17]. Unlike 
DWT, in UDWT the size of four different components after decomposition does 
not decrease; thus, more information can be preserved. The UDWT using filter 
banks (X,Y ) leads to a set H1,V 1,D1,…Aj where Hj, Vj, and Dj are the detail 
coefficients and Aj is the approximation at scale j. 

A j+1[k + 1] = (
X ( j ) X ( j) ∗ A j

)
[k, l] (1) 

Hj+1[k + 1] = (
Y ( j) X ( j ) ∗ A j

)
[k, l] (2) 

Vj+1[k + 1] = (
X ( j ) Y ( j) ∗ A j

)
[k, l] (3) 

D j+1[k + 1] = (
Y ( j ) Y ( j) ∗ A j

)
[k, l] (4) 

where XY ∗ A is the convolution of A by the separable filter XY. At each scale, 
the three wavelet images, H, V, and D (i.e., Horizontal, Vertical, and Diagonal 
coefficients), are of the same size as the original image. Image reconstruction 
was achieved by a co-addition of all wavelet scales w such that Hj,V j,Dj ∈ w. 

2. Multi-scale analysis using MMF: MMF is a popular and powerful tool to extract 
meaningful information of an image. Erosion, dilation, opening, closing, and 
top/bottom hat transformation are morphological operations useful in shape-
based feature extraction and manipulation. Dilation fills the small holes present 
in objects and makes them more visible; however, erosion removes small objects 
to keep the essential ones intact. Opening removes small objects and preserves 
the size and shape of larger objects; however, closing fills the small holes and 
preserves the size/shape of different objects. Dilation (⊕) and erosion (⊕) of  
a 2D function Z(r, c) by a 2D point set B can be represented using (5) [18]. 
Multi-scale Opening and Closing (with scale factor n) can be determined using 
(6).

(
Z⊕ B

)
(r, c) = max{Z (r − k, c − l)|(k, l) ∈ B } 

and
(
Z⊕B

)
(r, c) = min{Z (r + k, c + l)|(k, l) ∈ B } 

(5)
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Fig. 1 Framework of the proposed approach
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(
Z◦ 
nB

)
(r, c) = ((

Z⊕
nB

) ⊕ nB
)
(r, c) 

and
(
Z• 
nB

)
(r, c) = ((

Z⊕ 
nB

)⊕ nB
)
(r, c) 

(6) 

Top-hat transform is an outstanding morphological tool to extract small details 
from an image. The two classes of top-hat transform, i.e., white and black top-hat 
alleviate feature extraction by obtaining brighter and darker features, respectively. 
Mathematically, white top-hat transform (Tw) is the difference between the image 
and its opening by an appropriate structuring element (SE); and its dual, i.e., 
black top-hat transform (Tb), is the difference between the closing and the image 
as shown in (7). Sequentially performing top-hat filtering using disk SE with 
varying radii captures scale-specific features, and these features can be exploited 
to accomplish local contrast stretching. 

Tw(Z ) = Z − (Z◦ B) 
and 

Tb(Z) = (Z• B) − Z 
(7) 

2.1 RGB to LAB Space Transformation of the Input Image 

In Lab color space L∗, a∗ and b∗ represent the luminance, red/green, and yellow/blue 
values, respectively. The non-linear relations of L∗, a∗, and b∗ are aimed to imitate 
the non-linear response of the eye. The conversion of RGB color space to Lab is 
obtained by converting the RGB to XYZ using (8) followed by XYZ to Lab using (9) 
considering a reference white as (Xr , Yr , Zr ), ∈ as 0.008856 and κ as 903.3. 

⎡ 

⎣ 
X 
Y 
Z 

⎤ 

⎦ = [M] 

⎡ 

⎣ 
r 
g 
b 

⎤ 

⎦ (8) 

L = 116 fy − 16 
a = 500

(
fx − fy

)

b = 200
(
fy − fz

)
(9) 

where 

fx =
{

3
√
xr if xr >∈

κxr+16 
116 otherwise with xr = X 

Xr 

with
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fy =
{

3
√
yr if yr >∈

κ yr+16 
116 otherwise with yr = Y Yr 

, fz =
{

3
√
zr if zr >∈

κ zr+16 
116 otherwise with yr = Z 

Zr 

2.2 Sub-band Coding of Luminance Component L∗ Using 
UDWT 

Next, we performed two-level decomposition of L∗ component by UDWT with 
Haar wavelet. Haar is conceptually memory-efficient, precisely reversible without 
affecting the edges, and computationally inexpensive. Employing UDWT divides the 
input image into four sub-bands decomposition, and various operations are performed 
on these sub-bands. Notably, these sub-bands hold the fine and coarse-scale infor-
mation (in the form of wavelet coefficients) of the original image. The decomposed 
detail coefficients (i.e., Hj, Vj, and Dj) and approximation (i.e., Aj) of  L∗ are computed 
using (1–4). 

2.3 Re-map Detail Coefficients Using Local–global Statistics 

Global arithmetic mean G(w) 
AM of all the detail coefficients w (i.e., {Hj,V j,Dj} ∈ w) 

are computed to obtain the global information. Then, all these coefficients undergo a 
division of 8 × 8 nonoverlapping blocks and the local arithmetic mean LAM for each 
block is calculated. Afterward, the modified coefficient ŵ is computed using (10) 
where the local mean is defined over a fixed neighborhood. Afterward, these modified 

and remapped coarsest-level detail coefficients ŵ such that
{
Ĥ j , V̂ j , D̂ j

}
∈ ŵ along 

with coarsest approximation (without modification) goes through the multi-scale 
MMF. 

ŵ =
∑J 

j=0

∑3 

i=1 
w(i) 

j +
||
|||
G

(
w( j ) 

j

)

AM − LAM

||
|||

(10) 

2.4 MMF on Modified Coefficients Followed 
by Reconstruction 

In multi-scale MMF, the geometry and the size of the SE play a vital role in accom-
plishing desired results. Being rotation invariant, we used disk-shaped SE with
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increasing radii 3, 4, and 5 to perform the multi-scale top-hat transform. Multi-
scale nTw and nTb images are computed for each SE using (7). After adding the 
outcome of multi-scale nTw to the corresponding approximation or detail coeffi-
cients, the intermediate improved versions are obtained by subtracting the multi-
scale nTb from this result. Let for l: the coarsest-level S be the set such as 

S =
{
w(l) 

l , A(l)
}

∀ i ∈ {1, 2, 3}, then post performing MMF, the modified detail 

coefficients, and approximation at coarsest level can be computed using (11): 

Ŝk =
(

Sk + 
N∑

n=1 

T (n) 
w (Sk)

)

− 
N∑

n=1 

T (n) 
b (Sk) (11) 

where k denotes the index of every element of set S and N to represent the set of 
scales used in MMF such that N = {3,4,5}. In particular, this step produces Â and ŵ 
which we will use to reconstruct the image. Finally, the image is reconstructed using 
approximation Â and modified detail coefficients ŵ. Conversion of  Lab to RGB is 
performed using (8) and (9). 

3 Experimental Results 

Experiments are performed on UBIRIS2 dataset that contains 5799 images captured 
under visible wavelength with dynamic lighting conditions. 

1. Contrast: We use co-occurrence matrix (CM) obtained from the HSI version of 
input image to quantify the contrast. Here, CM relies on the mean occurrence 
of a pixel pair at 2–5 pixel distances in four directions (0°, 45°, 90°, and 135°). 
Contrast is computed using

∑
i, j |i − j |2 p(i, j ) where p(i,j) is the  (i,j)th entry 

in CM. 
2. Sharpness: Sharpness is the contrast between various colors. We computed 

sharpness S from image gradients using the following equation: 

S = Sum of all gradient norms 

Number of pixels gives sharpness 
(12) 

3. PIQUE: This can be computed using (13) [19]. where NSA is the number of 
Spatially Active Blocks in the input image; C is the positive constant to deal with 
zero denominator; Dsk is the distortion for a for a distorted block. Dsk can be set 
(14); where νblk represents the variance feature, σ pq is the standard deviation of 
the segment apq with p and q as edge and segment indices, T std a threshold, σ blk 
is the standard deviation of blocks, and β is a parameter to define noise criterion. 
Low PIQUE means a better perceptual image quality.
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PIQUE =

(∑NSA 
k=1 Dsk

)

NSA + C 
(13) 

Dsk = 

⎧ 
⎨ 

⎩ 

1 if
(
σpq < Tstd

)
and (σblk > 2 ∗ β) 

vblk if (σblk > 2 ∗ β) 
(1 − vblk) if

(
σpq < Tstd

) (14) 

4. Colorfulness: Colorfulness ϕ for a color image I rgb is computed using: 

φ =
/

σ 2 α + σ 2 β + 0.3 ∗
/

μ2 
α + μ2 

β (15) 

where 

α = Irgb(R) − Irgb(G); β = 0.5 ∗ (
Irgb(R) − Irgb(G) − Irgb(B)

); 

σ and μ represent standard deviation and mean for α and β. 

Figure 2 shows a set of original images and the corresponding enhanced versions 
by different methods. It is observed that the proposed approach effectively enhances 
the minute details, makes edges more prominent and textures more well-defined, and 
avoids color distortion. HE and CLAHE are best known for the usage of the dynamic 
range of the pixel values for the highest contrast; however, it does not guarantee 
that the visual quality of enhanced image is better than the original image. CLAHE 
introduces some dark patchy effects in the image; hence, it has an unnatural look. 
HE decreases this patchy effect at the cost of troubling local contrast and makes dark 
regions darker and bright regions brighter; hence, the resulting image does not look 
pleasant. Though AGCWD preserves the natural look, it results in loss of details 
in the sclera region. Other techniques except proposed, produce undesired artifacts, 
degrade the visual quality, and increase the noise—this leads to an unnatural look. On 
the contrary, the proposed algorithm provides a controlled image enhancement with 
substantial improvement in the natural look. The visual appearance of the enhanced 
images through various methods demonstrates that the proposed method is highly 
effective in enhancing low-quality images and outperforms the state of the arts. 
We also examined the generalization ability of the proposed method by testing its 
performance on Berkeley dataset, a collection of natural scene images, and the result 
is shown in Fig. 3. Here, (a), (c), (e), and (g) represent the original images and 
(b), (d), (f), and (h) show the corresponding enhanced versions using the proposed 
algorithm. The image (a) looks smooth, and the text written on the canopies is not 
clear. However, this text in the enhanced image (b) is quite clear. Moreover, regions 
including floor texture, shadow, and edges are more prominent, informative, highly 
detailed, and visually defined. Likewise various unclear textures of image (c) such as 
rate-text and cauliflowers are highlighted in the enhanced image (d). Similarly, the 
enhanced images (f) and (h) evidence an improved quality of corresponding original 
images to a great extent.
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Fig. 2 Row-wise subjective results 

Fig. 3 Subjective results on Berkeley dataset
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Image quality results of estimated contrast, sharpness, PIQUE, and colorfulness 
are shown in Fig. 4. Figure 4a presents the contrast results indicating that the proposed 
method outperforms other methods in comparison. The maximum contrast for orig-
inal images is 1 that increases and reaches up to 4.5 using proposed method. Figure 4b 
shows the sharpness scores. It is observed that the maximum and median sharpness 
scores of the proposed method are highest among all the methods in comparison. 
PIQUE results in Fig. 4c denote that our method obtains the lowest score—this indi-
cates that our method has the potential of highlighting the small details and preserving 
the visual look. Figure 4d depicts the colorfulness results. We can see that AGCWD 
and MulRet outperform other methods; however, contrast, sharpness, and PIQUE 
values are substantially lower than that of the proposed approach. Also, our method 
successfully preserves the colorfulness by producing its values almost similar to the 
original images. Tables 1 and 2 present the effect of color image enhancement on 
mobile-iris liveness detection. We used MobBIOfake dataset having 800 real and 800 
printed fake samples of iris biometrics. We fine-tuned the AlexNet on MobBIOfake 
to extract relevant features. Then, SVM classifier is used to classify the real and 
fake images. The Classification Accuracy (CR) and confusion matrix show that CR 
was 87.87% without enhancement which got rise of nearly 3% when the enhanced 
images using the proposed method were used. Also, true negatives and false positives 
with enhancement were 0.93 and 0.07, respectively. These values without enhance-
ments were 0.82 and 0.18, respectively. This indicates that image enhancement using 
proposed method helps increase the CR.

4 Conclusion 

In this paper, a framework for color image quality enhancement is presented that 
employs Undecimated Discrete Wavelet Transform and Multi-scale Morphological 
Filtering to highlight the minute details in the image. This framework combines the 
multiresolution and multi-scale information using local–global image statistics. The 
quality of the image is assessed using four measures: Contrast, Sharpness, PIQUE, 
and Colorfulness. Experimental results show that our method outperforms other state 
of the arts by producing artifact-free images. It also preserves the natural look and 
makes them visually pleasing. We have also demonstrated the generalization ability 
of our method via testing it on mobile-iris liveliness detection.
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680 G. Gautam and S. Mukhopadhyay

Table 1 Classification 
accuracy 

Accuracy (%) 

Database No enhancement Enhancement 

MobBIOfake 87.87 90.13 

Best performance in bold 

Table 2 Confusion matrix Without/with enhancement Predicted 

Fake Real 

Known Fake 0.82/0.93 0.18/0.07 

Real 0.06/0.13 0.94/0.87
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