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Abstract. In the era of media information explosion, there is an urgent
need for a fast and reliable image quality assessment (IQA) model to
improve the actual application effect of images. To this end, we propose
the multiple information measurement fusion metric (MMFM), which
innovatively combines two types of information measures (IMs), i.e., local
IM and global IM, using only a small number of references for IQA. First,
inspired by the free energy theory, we combine 2-dimensional autoregres-
sive model with sparse random sampling method as an inference engine
on an input image to generate its associated predicted image. Second,
by the inspiration of pixel-wise measurement, we obtain the local IM
by calculating the information entropy of the residual error between the
input image and its corresponding predicted one. Third, motivated by
the histogram-based measurement, we acquire the global IM by com-
puting the two kinds of divergences between the input image and its
predicted one. Fourth, we systematically fuse three components, inde-
pendently including one distance of local IM between the reference and
corrupted images and two distances of global IMs between the reference
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and corrupted images, based on a linear function to derive the final IQA
result. The results of experiment on the most popular LIVE database
show that our designed algorithm with only one number used as few
reference has achieved well performance as compared with several main-
stream IQA models.

Keywords: Free energy theory · Image quality assessment · Few
reference · Information measurement fusion

1 Introduction

Currently, the speed of information dissemination is extremely fast by various
media, enabling everyone to obtain a huge number of images or video frames
every minute. A vast quantity of visual data is easily corrupted by aliasing,
blurring, noise, etc., in the process of generation, storage, transmission and con-
sumption. In this case, it is too costly and inefficient to rely on a large amount
of human labor for monitoring and controlling the quality of an image or a video
frame. Therefore, an automatic system that can quickly and accurately evaluate
visual data is urgently needed [1]. The image quality assessment (IQA) app-
roach is considered as the best solution confronting this situation, which adopts
computer techniques has excellent perception ability to obtain visual quality.

Generally, the IQA methods are divided into objective and subjective assess-
ment methods [2–5]. The subjective IQA method is an accurate evaluation
method that plays an important role, since it can provide the testing data and its
truth quality scores (such as LIVE [6]) for corroborating the precision of objec-
tive IQA methods. However, subjective IQA method highly relies on human
observers, and thus is laborious, time-wasting, high-costing and cannot be used
in real-time applications. So, there is a growing promotion of the objective IQA
methods to speed up and precisely evaluate the image quality by adopting mul-
tifarious mathematical models. Based on the utilization of the original image
information, the objective IQA methods are further divided into three classes,
that is full-reference (FR), reduced-reference (RR) and no-reference (NR). The
FR IQA method is supposed to utilize complete original image information, like
famous mean squared error (MSE), structural similarity index (SSIM) [7], fea-
ture similarity (FSIM) [8], etc. In the existing researches [9–20], the primary
designing principle of the most FR IQA methods is based on extreme sensitiv-
ity of the human visual system (HVS) to the degradation of image structure.
Nevertheless, we cannot guarantee that the entire original image information
is always available, which makes the application scopes of FR methods greatly
narrow. The RR IQA methods [21–26] use a portion of the referenced image
information and the NR methods [15,27–38] rely on statistical rules without
using any original information, attracting more and more attention. It is worth
noting that the free energy-based IQA algorithm can highly simulate the process
of human visual perception, so it has been widely studied by peers. For instance,
the free energy based distortion metric (FEDM) gets inspirations from the free
energy theory to estimate the human internal generative (IG) model [39,40].
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Although a great quantity of IQA algorithms were proposed, only a minor-
ity of algorithms (such as MSE and SSIM) can be commendably embedded into
pre-existing image/video image processing systems due to the restriction of com-
putational complexity, portability and the demand of the whole referenced image
[41]. Aiming at these limitations, we designed a valid IQA method, named mul-
tiple information measurement fusion metric (MMFM), considering both local
and global information metrics (IMs). The designed MMFM has the charac-
teristics of stronger portability and less computation, deserving great potential
of development and wide application prospects. It is worth emphasizing that
MMFM can be considered as a reference-free IQA model, since it just requires
one number as an RR IQA feature and this number can be precisely encoded in
a header file with relatively minor bits.

The remainder of this paper is arranged as follows. In Sect. 2, we present five
specific steps of the MMFM model in detail. In Sect. 3, we conduct comparative
experiments with typical FR and RR algorithms on the famous LIVE database.
The results show that the proposed algorithm has comparable performance with
some mainstream FR and RR algorithms. In Sect. 4, we introduce the areas
where the model can be applied. In Sect. 5, we finally summarize all the work.

2 Methodology

In most cases, humans can perceive visual signals through specific mechanisms,
which have been shown to be strongly associated with neural circuits in the pri-
mate visual cortex. This paper fuses a local IM and two global IMs to obtain
MMFM. Its framework is shown in Fig. 1. The main rationale behind the pro-
posed MMFM is that the image with more valuable information can help for
evaluating image quality.

Fig. 1. Basic framework of our designed MMFM model.

2.1 Free Energy Measurement

The most mainstream IQA models focus on extracting low-level features, includ-
ing structural information, image gradient, and phase congruency. We have faith
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that the image quality is highly related with the human brain’s perception mech-
anisms on the psychological and physiological. During the past few years, Friston
came up with a landmark theory called the free energy theory based on human
perception, demonstrating multiple brain principles including human perception,
thinking, behavior and learning from biological and physical scientific perspec-
tives. The free energy theory depends on the IG model control to achieve accurate
cognition, which is very like the Bayesian brain hypothesis extensively used in
ensemble learning [42]. Specifically, the IG model indicates that the human brain
can understand, interpret and forecast those external visual scenes in a construc-
tive way. In effect, the IG model is a probabilistic model containing a likelihood
term and a prior term, which can be utilized to categorize the input images into
ordered part and unordered part. For the follow-up work, the two parts can be
well embedded into the process of analysis, detection, and identification, etc.

First, we consider the internal generative model G as a parameterized model
of visual perception. The IG model can explain the perceptual scenes by changing
the vector m of parameters. The “surprise” of an input image I is assessed by
joint distribution J(I,m|G) integral on the model parameters m:

− logJ(I|G) = − log
∫

J(I,m|G)dm. (1)

Then, we add an auxiliary term A(m|I) into Eq. (1) to obtain:

− logJ(I|G) = − log
∫

A(m|I)
J(I,m|G)
A(m|I)

dm. (2)

By utilizing Jensen’s inequality, Eq. (2) can be rewritten as

− logJ(I) ≤ −
∫

A(m|I) log
J(I,m)
A(m|I)

dm. (3)

So, the right-hand side of Eq. (3) is a maximum term called “free energy”, which
is defined as

F (m) = −
∫

A(m|I) log
J(I,m)
A(m|I)

dm. (4)

2.2 Sparse Random Sampling

Based on Attias research, the famous linear autoregressive (AR) model can min-
imize free energy, which is resemblance to the predictive coding [43]. The AR
model can approximate a wide range of natural scenes by changing the parame-
ters. Thus, we utilize the AR model to simply represent the IG model of the free
energy theory for making analysis of the input image I. The location and value
of pixel are defined as a and pa. The relationship between this pixel information
and its surrounding information can be expressed as

pa = Γθ(pa)n + σa (5)
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where Γθ(pa) is an adjacent vector covering its neighborhoods θ pixels in the local
(θ + 1)

1
2 × (θ + 1)

1
2 block, n = (n1, n2, ..., nθ)T is a vector of AR coefficients,

and σa is the white noise with a mean of zero:

qa = nestΓθ(pa) (6)

where qa is the predicted pixel value corresponded to pa, and the nest is the
optimal predictive value of AR coefficient for pa.

To obtain the optimal vector of AR coefficient, we consider the linear system
as a matrix way:

nest = arg min
n

||y − Yn||2 (7)

where y on behalf of the transpose vector of (p1a, p2a,..., pγ
a), and Y(l,:) = Γθ(pa, l),

among which l > 1, l ∈ [1,l ] is spaced by one.
Then the least square approach is embedded into Eq. (7), and we finally

obtain the best AR coefficient as follows:

nest = (YTY)−1YTy. (8)

The current proposed IQA model on the basis of free energy theory can
obtain great performance, but requires a lot of CPU running time. To promote
efficiency of implementation, we design a low time-consuming and high per-
formance method by introducing the sparse random sampling method. In this
work, the method of sparse random sampling is used to conduct 28 samplings
from 1/1,000 pixels to an entire input image. It is particularly worthy to men-
tion that the method of extremely sparse random sampling implements pretty
quickly and is able to extensively inserted into the most image processing sys-
tems. The preponderance of the method of sparse random sampling makes the
proposed IQA model more flexible and practical.

2.3 Local Information Measurement

Motivated by the pixel-wise measurement, we calculate the information entropy
of the residual error between the input image and the predicted one. The ra

in the residual map r is related to pa, which can be obtained by canceling the
predicted pixel:

ra = pa − qa. (9)

To sum up, by calculating the entropy of the residual map, the free energy
value F of the input image can be rewritten as

F = −
∫

b

r(b)logr(b)db (10)

where r(b) indicates the probability density of grayscale b. Accordingly, we define
the perceptual distance D between the reference image IR and the corresponding
corrupted image IC . By using Eq. (10), we can obtain:

D = |FR − FC | (11)

where FR and FC correspond to the free energy values of IR and IC , respectively.
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2.4 Global Information Measurement

The entropy of image ignores the influence of pixel position and only considers
the distribution of pixel values. The uniform degree of image’s histogram distri-
bution reflects the amount of information contained in the image. The image N ′

with completely uniform histogram distribution contains the most information.
As the gap between the histogram of the input image NI and that of the image
N’ decreases, the global information of NI increases.

The difference of histogram information between NI and N’ is computed by

ΔF = F (NI) − F (N ′) =
∑

NI(b) log NI(b) −
∑

N ′(b) log N ′(b). (12)

Since it cannot explain the interrelation between two images, we select a com-
monly used distance measure method named the Kullback-Leibler (K-L) diver-
gence. NO is the histogram of predicted image. The K-L divergence between the
given two probability NI and NO can be calculated:

DKL(NI , NO) = −
∑

NO(b)logNI(b) +
∑

NI(b)logNO(b). (13)

By using K-L divergence, the interaction between NI and NO is also commend-
ably considered. However, in practical applications, the order of K-L divergence’s
arguments may cause the results to change substantially [44]. Therefore, we intro-
duce a symmetric variant of asymmetric K-L divergence to measure distance,
which can be obtained by:

D′
KL(NI , NO) =

DKL(NI , NO) + DKL(NO, NI)
2

. (14)

In addition to the symmetric variant of the K-L divergence, many symmetric
forms have been proposed, such as Jensen-Shannon (J-S) divergence, arithmetic
mean, geometric mean, harmonic mean and so on [40]. In our work, we select
the typical J-S divergence because of its symmetric and smooth format:

DJS(NI , NO) =
DKL(NI , N) + DKL(NO, N)

2
(15)

where N = (NI+NO)/2. The testing results show that J-S divergence and 128-
bin histograms can improve the performance by about 2%, in contrast to the
symmetric form on the basis of arithmetic geometry and harmonic means.

2.5 Multiple Information Measurement Fusion

It is difficult to acquire ideal results by using one type of IM. In this paper, we
systematically introduce one local IM and two global IMs, making the obtained
IQA results close to the HVS perception. The final IQA result can be obtained
via a linear function:

MMFM =
D + β1[D′

KL(IR) − D′
KL(IC)] + β2[DJS(IR) − DJS(IC)]
1 + β1 + β2

(16)
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with

D′
KL(IR) =

DKL(NR, NO) + DKL(NO, NR)
2

, (17)

D′
KL(IC) =

DKL(NC , NO) + DKL(NO, NC)
2

, (18)

DJS(IR) =
DKL(NR, N) + DKL(NO, N)

2
, (19)

DJS(IC) =
DKL(NC , N) + DKL(NO, N)

2
, (20)

where NR and ND correspond to the histogram of the reference image IR and
the corrupted image IC respectively. By using the symmetric variant of the K-
L divergence, we can obtain: 1) the distance D′

KL(IR) between the referenced
image and its corresponding predicted image; 2) the distance D′

KL(IC) between
the corrupted image and its corresponding predicted image. By using the J-
S divergence, we can acquire: 1) the distance DJS(IR) between the referenced
image and its corresponding predicted image; 2) the distance DJS(IC) between
the corrupted image and its corresponding predicted image. β1 and β2 are con-
stants, corresponding to the weight parameters of the symmetric variant of the
K-L divergence and J-S divergence, respectively.

3 Experimental Results

We selected four famous IQA models, including PSNR, SSIM, FEDM and SDM,
to conduct this experiment on the commonly used LIVE database. The LIVE
consists of 29 reference images and 779 corrupted images destroyed by 5 distor-
tion types. According to the suggestion introduced by the VQEG [45], we first
adopt the nonlinear regression on the basis of the five-parameter logic function
to acquire the objective quality value of the 5 IQA models:

quality(s) = γ1(
1
2

− 1
1 + exp[γ2(e − γ3)]

) + γ4e + γ5 (21)

where quality(s) is the mapped value of the input value s. The e represents the
value of the predicted image. The free parameters {γ1, γ2, ..., γ5} are ascer-
tained in the process of curve fitting. We next exploit Pearson linear correlation
coefficient (PLCC), Spearman rank-order correlation coefficient (SROCC), and
root mean-squared error (RMSE) to identify the performance of these 5 IQA
models on the most regularly utilized LIVE database. The experimental results
are shown in Table 1, 2 and 3.

It is obvious that the proposed MMFM has obtained remarkable performance,
which is superior to classical FR algorithms and RR algorithms. Beyond that,
the proposed MMFM has high portability and low computational complexity,
since both JPEG and JP2K compression can run fast and are widely integrated
into most existing applications. First, we analyze the performance of MMFM on
PLCC. Compared with FR IQA, the average performance of MMFM is only 0.8%
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Table 1. PLCC values of typical models and our proposed MMFM model on 5 image
subsets of distinct distortion types containing JP2K, JPEG, AGWN, Blur and Fast-
fading in the database of LIVE.

Table 2. SROCC values of typical models and our proposed MMFM model on 5
image subsets of distinct distortion types containing JP2K, JPEG, AGWN, Blur and
Fastfading in the database of LIVE.

Table 3. RMSE values of typical models and our proposed MMFM model on 5 image
subsets of distinct distortion types containing JP2K, JPEG, AGWN, Blur and Fast-
fading in the database of LIVE.
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behind that of the full reference algorithm PSNR. Compared with RR IQA, the
proposed MMFM achieves an average performance gain of 0.9% over FEDM.
Then, the performance of MMFM on SROCC is analyzed. Compared to the
FR IQA, MMFM is particularly close to the results of PSNR with an average
performance, lagging only 1.3% in average performance. With respect to the
RR IQA algorithm, the proposed MMFM achieves a maximum of 0.8% average
performance gain over FEDM. Finally, we analyze the results obtained on RMSE.
Compared with FR IQA, the average performance of MMFM algorithm is 2.3%
lower than the PSNR. Compared with RR IQA, the proposed MMFM has a
maximum average performance gain of 7.1% over FEDM.

Thus we would like to emphasize that: 1) MMFM obtains desirable results
without increasing the computational complexity, 2) MMFM adaptively selects
JPEG or JPEG2000 compression depending on the conditions of application,
and 3) MMFM requires only one number and encodes that number precisely in
the header file, allowing MMFM to be considered as a blind IQA model.

4 Application

Along with the speedy advancement of image processing technology, IQA models
using a modest number of parameters can be expanded to various practical
application scenarios. These include: 1) The monitoring methods of abnormal
conditions, especially smoke monitoring in industrial scenarios, has emerged a lot
of research achievements [46–48]. The detection of anomalies is extremely image
dependent. The information provided by the images enables the staff to detect
the target in time to avoid environmental pollution, safety accidents and a host
of other problems. 2) The monitoring and early warning methods of air pollution
[49,50] rely on the numerous visual features about the target provided by the
images to facilitate real-time pollution monitoring. 3) 3-dimensional vision and
display technologies [51] expand the image from a 2D plane to a 3D space, which
can give the viewer a sense of immersion. As shown above, IQA has a wide range
of applications, and in the future we will consider enhancing our algorithm to
expand its applications and reap certain social and economic benefits.

5 Conclusion

In this paper, we have presented a novel IQA algorithm based on the fusion
of multiple IMs from the local and global perspective. First, we have combined
the AR model with sparse random sampling method to generate the predicted
image corresponding to the input image. Second, we have obtained the local
IM and two global IMs to measure the difference between the input image and
the predicted image. Third, we have utilized the local IM and two global IMs
to calculate the difference between the reference and corrupted image, and fuse
the three components by a linear function. The final experimental results on
the typically utilized LIVE database indicate that the MMFM has obtained
competitive performance with the commonly used FR and RR IQA models.
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