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Abstract. This paper mainly studies the problem of sample genera-
tion for imbalanced intrusion datasets. The NKB-SMOTE algorithm is
proposed based on the SMOTE algorithm by combining the K-means
algorithm and using a mixture of oversampling and undersampling meth-
ods. The Synthetic Minority Oversampling (SMOTE) Technique sample
generation is performed on the minority class samples in the boundary
cluster, the Tomek links method is used for the majority class samples
in the boundary cluster to undersample the boundary cluster, and the
NearMiss-2 method is used to undersample the overall data. Then, multi-
classification experiments are conducted on the UNSW-NB15 dataset,
and the results show that the proposed NKB-SMOTE algorithm can
improve the generation quality of samples and alleviate the fuzzy class
boundary problem compared with the traditional SMOTE algorithm.
Finally, the actual experiment also verifies the effectiveness of the intru-
sion detection model based on NKB-SMOTE in real scenarios.

Keywords: Network security · Intrusion detection · Machine
learning · Sample generation · NBK-SMOTE

1 Introduction

With the development of science and technology, the Internet is constantly inte-
grating with our work, study and life, and has become an indispensable part
of human society [1]. However, new cybersecurity threats are emerging, such as
the 2016 cyberattack on an energy company in Ukraine that caused widespread
power outages in Kyiv, and the ransomware spread rapidly around the world in
2017, causing huge losses to people’s information security and property security
[2,3]. Therefore, ensuring network security has also become a necessary link.

Industrial system intrusion detection is an important part of network secu-
rity protection. At present, the research of intrusion detection mainly includes
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four aspects, namely statistical analysis, data mining, feature engineering and
machine learning. The intrusion detection technology based on statistical analy-
sis is based on the analysis of network behavior by statistical means to determine
whether the system is under attack, including regularization entropy based on
mixed standard deviation [4], multivariate model based on attribute feature cor-
relation [5], Marko based Intrusion detection is carried out using methods such as
the husband process [6]. Intrusion detection based on data mining is based on the
correlation between a large number of data to find the law between data [7], the
most common method is the intrusion detection model based on K-means clus-
tering algorithm [8], it has been proved that classification analysis methods such
as mapping data feature attributes into different types can improve the detection
effect. Intrusion detection based on feature engineering mainly includes feature
dimensionality reduction and feature selection. Feature dimensionality reduc-
tion can extract the same features of attributes to reduce the data dimension
[9], and feature selection can select the most effective features from a series of
features [10]. Both methods can improve the detection efficiency to a certain
extent. Intrusion detection based on machine learning is an emerging intrusion
detection method in recent years [11,12], which has higher detection accuracy
than traditional methods. It can be seen that most of the intrusion detection
algorithms are based on data. However, because the industrial intrusion dataset
is usually unbalanced, the classification effect of the minority class samples is
often poor. In the actual system, the harm caused by the minority class samples
is often greater, so how to improve the detection effect of the minority class
samples remains to be studied.

In order to improve the classification effect of the classification model on
the minority data in the imbalanced data set, researchers have carried out a lot
of research. The main method is to balance the dataset by resampling before
training the model. The methods of resampling mainly include undersampling,
oversampling and mixed sampling. The undersampling algorithm balances the
dataset by reducing the majority class samples in the data, the oversampling
algorithm balances the dataset by increasing the minority class samples in the
data, and the mixed sampling combines the characteristics of undersampling and
oversampling. The simplest undersampling algorithm is simple random under-
sampling, which randomly deletes the majority class sample data, but may lose
important information; Bo et al. proposed an undersampling algorithm based on
majority class classification, which eliminates the randomness of deleting samples
[13]; Lin et al. cluster the majority class samples, and then delete the samples
[14]; Padmaja et al. perform undersampling based on the filtering method, which
improves the adaptive ability of sampling [15]. The oversampling algorithm may
lead to overfitting due to the invalid replication of minority class samples. In
order to avoid the occurrence of overfitting, Kang et al. [16] proposed an over-
sampling method based on K-nearest neighbors, and Chawla et al. [17] proposed
a random oversampling-based SMOTE algorithm, which is also one of the classic
algorithms in oversampling algorithms. Some scholars proposed improved algo-
rithms based on the SMOTE algorithm, which greatly improving the effect of
the original SMOTE algorithm [18–21]. Mixed sampling is mainly a combination
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of the above two sampling methods. Seiffert et al. proposed a mixed sampling
method that combines random undersampling and random oversampling [22]. It
is proved by experiments that the mixed sampling method has better classifica-
tion effect than single sampling. Li et al. proposed a hybrid sampling method
combining the distance-based undersampling method and the improved SMOTE
algorithm to improve the accuracy of data classification [23].

The research on the processing of unbalanced intrusion datasets helps to
improve the detection of intrusion detection, especially for a small number of
samples, and is of great practical importance for industrial system security prob-
lems. Therefore, this paper investigates the sample generation problem of unbal-
anced intrusion dataset, and the innovation points are shown as follows.

– This paper improves the SMOTE algorithm to make up for the problems of
fuzzy class boundary and uneven distribution of generated samples in the
original algorithm.

– The proposed NKB-SMOTE algorithm not only improves the quality of the
newly generated samples, but also enables the data to be balanced faster.

– The classification experiments for the existing dataset and the actual indus-
trial control system dataset illustrate the effectiveness of the proposed algo-
rithm compared to the traditional algorithm.

In the second section, the relevant knowledge used in this paper is introduced.
In the third section, the NKB-SMOTE sample generation algorithm based on the
SMOTE technology is proposed to generate samples. Finally, machine learning
multi-classification experiments are carried out on the UNSW-NB15 dataset and
the dataset obtained from real scenes, which further verifies the effectiveness of
the algorithm proposed in this paper.

2 Related Knowledge

2.1 Intrusion Detection System

Intrusion Detection (ID) [24]: By monitoring the working network system, it can
detect intrusion attempts, stop intrusion behaviors, and find intrusion results to
ensure network system security. By recording network flow information and ana-
lyzing information characteristics, the attack behavior and abnormal operation
can be judged. Essentially, ID is a classification operation on characteristic data
such as network flow and system operation logs.

Intrusion Detection System (IDS) [25]: It is a defense system that protects
network data, classifying and identifying network flow data in real time, and
proactively issuing alarms and taking defensive measures. The basic structure of
IDS is shown in the Fig. 1, and the main contents are as follows.

– Event generator: obtain network data stream and provide current data stream
events to other parts of IDS;

– Event analyzer: analyze the network data flow and pass the analysis results
to the responder;
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Fig. 1. The schematic diagram of the basic structure of the intrusion detection system.

– Responder: react to the event analysis result;
– Event database: store intermediate data and final data.

Intrusion detection systems can be divided into the following three categories
according to the data source:

– Host-based IDS: Its data sources are mainly log files (application logs, router
logs, system logs, etc.), port usage records, and host audit information. Detec-
tion is performed through user usage records, but the detection is often
delayed, that is, after the host is attacked, the intrusion is detected and alarm
information is given.

– Network-based IDS: Its data source is mainly network packet data packets
in the monitored network. IDS obtains data packets from the network card
(wired or wireless) connected to the network device, and detects the attack
behavior in the network through feature matching analysis.

– IDS based on mixed data sources: its data sources include the data sources
of the first two IDSs, including audit records from hosts and data packets
in the monitored network. The IDS based on mixed data sources is usually
distributed, and can simultaneously discover the attack behavior inside the
host and the abnormal behavior in the detected network.

2.2 SMOTE Technology

The full name of SMOTE technology is Synthetic Minority Oversampling Tech-
nique. Unlike random oversampling algorithm, SMOTE technology is no longer
limited to simple copying of minority class samples, but by inserting new samples
between minority class sample points and their adjacent minority class sample
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points, which avoids the occurrence of model overfitting problems that may be
caused by random oversampling techniques, as shown in Fig. 2.

Fig. 2. The schematic diagram of new sample points generated by SMOTE technology.

Assuming that the number of minority class samples in an imbalanced dataset
is T , the expected number of minority class samples to increase is NT . Among
them, N is the sample multiple to increase, (usually an integer). For each minor-
ity class sample point xi, i ∈ 1, 2, ..., T , K-nearest minority class sample points
(k ≥ N) are found by Euclidean distance.

Then, N sample points (xnear1, xnear2, ..., xnearN ) are randomly selected
from them, and the minority class sample points xi and each xnear are brought
into the interpolation formula (1). In this way, the interpolation sample point
xnew is obtained, which is the newly generated minority class sample point.
By performing the above operations on T minority class sample points, NT new
minority class sample points can be obtained to achieve the purpose of balancing
the dataset.

xnew = xi + RAND (0, 1) ∗ (xnear − xi) , (1)

where RAND(0, 1) is a number randomly generated in the interval [0, 1].

2.3 Evaluation Metrics

It is well known that one of the important evaluation metrics of intrusion detec-
tion performance is accuracy, which indicates the ratio of the number of correctly
classified samples to the total number of samples, and one drawback of accuracy
rate is that it does not perfectly reflect the effect of the model. Therefore, the
metric of precision rate is proposed. The precision indicates the proportion of
the number of correctly classified positive samples to the number of all predicted
positive samples, and this metric is inversely proportional to the magnitude of
the false positive rate. Therefore, this paper will subsequently adopt the precision
as one of the evaluation metrics.
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The AUC constant is usually used to evaluate the merit of a binary classifier,
and its geometric meaning is the area under the curve in the ROC curve. The
Fig. 3 shows the ROC curve, whose vertical axis is the true positive rate, i.e., the
ratio of the number of positive sample predicted outcomes to the actual number
of positive samples, and the horizontal axis is the false positive rate, i.e., the
ratio of the number of negative sample outcomes predicted to be positive to the
actual number of negative samples. Obviously, the closer the value of AUC is to
1 and the closer the ROC curve is to the upper left corner of the coordinate, the
better the classifier is, which is an intuitive evaluation indicator.

Fig. 3. The ROC curve diagram.

2.4 The Statement of Problem

The SMOTE technology analyzes the minority class samples and artificially
synthesizes new samples to add to the dataset to alleviate the overfitting problem
caused by simply copying the sample points, but it also has some defects:

– The quality of synthetic samples: if one of the root sample and the auxiliary
sample is a noise sample, the new sample will most likely fall in the majority
class area;

– Fuzzy class boundary problem: Synthesize new samples from the minority
class samples at the class boundary, and the minority class samples synthe-
sized by interpolation will also fall in the overlapping area of the two classes,
thus blurring the boundaries of the two classes more;

– Minority class distribution problem: The original minority class dense area is
still relatively dense after SMOTE, while the sparse distribution area is still
relatively sparse.
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In order to avoid the above-mentioned problems of SMOTE, this paper will
study a new sample generation algorithm based on SMOTE technology, which
can improve the quality of sample generation, blur the class boundary problem,
and make the data reach balance faster.

3 Intrusion Detection Model Based on SMOTE Sample
Generation

In order to avoid the above-mentioned problems of SMOTE technology, this
section proposes the NKB-SMOTE algorithm to optimize the SMOTE technol-
ogy. It not only combines the K-means algorithm and the SMOTE algorithm,
but also uses a mixture of oversampling and undersampling.

3.1 The Theoretical Basis of NKB-SMOTE Algorithm

In the original SMOTE technology, during the sample generation process of
the interpolation operation, it is necessary to set the number of adjacent sam-
ple points k of the minority class samples, which has a certain blindness, and
the optimal value can only be obtained through repeated testing experiments.
Such operations are not only time-consuming, but also cannot guarantee optimal
values. The cluster center of the K-means algorithm after the clustering of the
minority class samples is used as the core point of the interpolation formula, and
the samples of the SMOTE technology are generated in combination with other
minority class sample points in the cluster. At the same time, the majority class
samples within the cluster are undersampled by Tomek links. This processing
not only solves the blindness of choosing the k value of the number of adjacent
samples, but also alleviates the problem of fuzzy class boundaries.

In the NKB-SMOTE algorithm, when the K-means clustering algorithm is
used to cluster the minority class samples in the dataset, it should be noted
that the cluster center of the cluster must be limited to the minority class sam-
ple points. After the clustering is completed, k clusters are obtained, and each
cluster is classified by the idea of classifying the minority class samples using
the SMOTE algorithm. As shown in Fig. 4, according to the number of minority
class samples and majority class samples in the cluster, the cluster is divided into
a safe cluster S, a noise cluster N , and a boundary cluster B = (B1, B2, ..., Bm),
where m represents the number of boundary clusters. For the boundary cluster,
with the cluster center as the core point, combined with other minority class
sample points in the cluster, new sample points are generated by interpolation
formula (1), and then the majority class samples in the cluster are undersampled
by Tomek links algorithm. As shown in Fig. 5, it can be seen intuitively that the
newly generated sample points are always in the circle with the radius of the
connecting line between the cluster center and each minority class sample point,
that is, always in the minority class area, so as to avoid the problem of marginal-
ization of newly generated sample points. In addition, the Tomek links algorithm
is used to undersample the majority class sample points in the cluster, so that
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Fig. 4. The schematic diagram of clustering with minority class samples as cluster
centers.

the boundary between the majority class and the minority class is clearer, which
contributes to improve the classification accuracy. Finally, while the minority
class samples are generated in the boundary cluster and the majority class sam-
ples are undersampled by the Tomek links algorithm, the majority class samples
are undersampled by the NearMiss-2 algorithm on the entire dataset. The imbal-
ance classification performance of the NearMiss-2 algorithm is better than that
of the Tomek links algorithm, which can further speed up the data balance.

Fig. 5. The schematic illustration of oversampling and undersampling within boundary
clusters.

It can be seen from the above description and schematic diagram that the
NKB-SMOTE algorithm avoids the selection of the k value of the number of
adjacent samples through the K-means clustering method, makes a pre-judgment
for each cluster, and uses a mixture of oversampling and undersampling in the
boundary clusters. The generated sample points are all in the cluster, which
effectively alleviates the problem of fuzzy class boundaries in the traditional
SMOTE algorithm, and the Tomek links algorithm undersampling can make the
class boundaries clearer. And each minority class sample point in the boundary
cluster is used only once, which is different from the repeated use of minority
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class samples in the traditional SMOTE algorithm, which can effectively avoid
the generation of duplicate data and meaningless data. Finally, by combining the
global NearMiss-2 algorithm with undersampling of the majority class samples
of the dataset, the dataset can reach balance faster.

3.2 The Research Content of NKB-SMOTE Algorithm

The focus of the research content of NKB-SMOTE algorithm is cluster classifi-
cation and mixed sampling within boundary clusters. Suppose the given dataset
is X = {x1, x2, ..., xn}, where n represents the number of samples in the dataset.
The set of minority class samples in the dataset is Xmin = {x1, x2, ..., xp}, where
p represents the number of minority class samples in the dataset. The set of sam-
ples of the majority class in the dataset is Xmax = {xp+1, xp+2, ..., xn}, where
n − p + 1 represents the number of majority class samples in the dataset.

K-means is performed with the sample points in the set of minority class
samples Xmin of the dataset X as the cluster center Clustering operation, after
the clustering is completed, the set of clusters C = (C1, C2, ..., Ck) is obtained,
where k is the number of clusters. The sample points in each cluster may contain
several minority class samples and several majority class samples. According
to the quantitative relationship between the majority class samples and the
minority class samples in the cluster, the type of the cluster is judged.

1. Security Cluster Judgment:
Calculate the number of minority class samples and the number of majority
class samples in clusters Ci, i = 1, 2, ..., k, after clustering is completed. As
shown in formula (2), if the number of minority class samples is greater than
the number of majority class samples (including all minority class samples
and the number of majority class samples is 0), the cluster can be judged as
a Security cluster.

|Ci ∩ Xmin| ≥ |Ci ∩ Xmax| . (2)

2. Noise Cluster Judgment:
Calculate the number of minority class samples and the number of majority
class samples in clusters Ci, i = 1, 2, ..., k, after clustering is completed. As
shown in formula (3), if the number of minority class samples is 1 (except
for the cluster center, which are all majority classes), it can be known that
the cluster center is a noise point, and the cluster can be judged as a noise
cluster.

|Ci ∩ Xmin| = 1. (3)

3. Boundary cluster judgment:
Calculate the number of minority class samples and the number of majority
class samples in clusters Ci, i = 1, 2, ..., k, after clustering is completed. As
shown in formula (4), if the number of samples of the minority class is greater
than 1 and less than the number of samples of the majority class, it can be
known that the cluster center is the boundary point, and the cluster can be
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judged as the boundary cluster Bj ∈ (B1, B2, ..., Bm), where 0 < j ≤ m,
where m is the number of boundary clusters.

1 < |Ci ∩ Xmin| < |Ci ∩ Xmax| . (4)

After completing the cluster classification, it is necessary to oversample and
undersample the minority class samples and majority class samples in the bound-
ary cluster B = (B1, B2, ..., Bm), respectively.

In the original SMOTE algorithm, each minority class sample point is used
as a core point, combined with its K-nearest neighbor samples, and the samples
are generated by interpolation formula. In the NKB-SMOTE algorithm, after
the boundary cluster B = (B1, B2, ..., Bm) is obtained, the cluster center of the
boundary cluster is the core point, and the sample is generated by combining
other minority sample points in the cluster. The interpolation formula of NKB-
SMOTE algorithm is shown in formula (5).

xnew = ci + RAND (0, 1) ∗ (xj − ci) . (5)

where xnew is a newly generated sample, ci, i = 1, 2, ...,m, is the cluster center of
the i-th boundary cluster, RAND(0, 1) is a randomly generated number between
0 and 1, xj , j = 1, 2, ..., t, represents the original minority sample points in the
cluster except for the cluster center, and t is the number of original minority
samples in the cluster.

After completing the classification of the clusters, the Tomek links algorithm
is also required to undersample the majority class samples in the boundary
cluster B = (B1, B2, ..., Bm):

1. Calculate the distance d(xmin, xmax) between each minority class sample in
the boundary cluster and all majority class samples in the cluster.

2. Judging the distance between each minority class sample point xmin, the
majority class sample point xmax pair, whether there is a sample point y in
the cluster (not limiting the majority class or minority class) satisfies any of
the following formulas (6–7):

d (xmin, y) < d (xmin, xmax) , (6)

d (y, xmax) < d (xmin, dmax) . (7)

3. If there is no such y sample, the pair xmin, xmax is the Tomek Links sample
pair, and the majority class samples in the Tomek Links sample pair are
deleted.

3.3 Detailed Description of NKB-SMOTE Algorithm

The specific operation steps of the NKB-SMOTE algorithm are shown as follows:
Suppose the given dataset is X, where the minority class sample set is Xmin

and the majority class sample set is Xmax.
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1. Set the initial cluster center number k of K-means algorithm according to the
given data set, randomly select k samples from the minority class samples
as the initial cluster center, and use the K-means algorithm to perform the
clustering operation on the given data set. Note that when updating the
cluster center, the minority class sample point closest to the cluster mean is
selected as the new cluster center.

2. In the cluster after the statistical clustering is completed, the number of
minority class samples and the number of majority class samples, according
to formula (2), formula (3) and formula (4) to determine the category of each
cluster (security cluster, noise cluster and boundary cluster).

3. Oversampling the minority class samples of the boundary cluster, taking the
cluster center as the core, combining with other original minority class sam-
ples in the cluster, and using the interpolation formula (5) to generate new
sample points.

4. Undersampling the majority class samples of the boundary cluster, use the
Tomek links algorithm to calculate the distance between each minority class
sample and all majority class samples, and select the Tomek links sample pair
according to formula (6–7), and delete the Tomek links sample pair in the
sample pair. majority class sample.

5. Undersampling the majority class samples of the entire dataset, using the
NearMiss-2 algorithm to select those majority class samples with the smallest
average distance to the three furthest minority samples.

6. Determine whether the data set is close to the balance, if not, iterate the
process of steps 3–5 until the data set is close to the balance, the algorithm
ends.

4 Experimental Results and Evaluation

In order to verify the effectiveness of the NKB-SMOTE algorithm in network
intrusion detection applications, this paper uses the NKB-SMOTE algorithm to
generate samples from the UNSW-NB15 dataset, and then trains five common
machine learning algorithms for intrusion detection. By comparing the classifi-
cation accuracy of different sample generation algorithms, the performance of
intrusion detection based on NKB-SMOTE algorithm is illustrated. Finally, the
actual data acquisition and intrusion detection experiments are carried out for
the sewage treatment industrial control system, which illustrates the detection
performance of the algorithm in this paper in the real scene.

4.1 Data Preprocessing

The UNSW-NB15 dataset was collected by the Australian Cyber Security Center
Laboratory in 2015 through real network environments, recording real modern
normal activities and modern integrated attack behaviors [26,27]. Therefore, the
UNSW-NB15 dataset can better reflect the characteristics of modern network
traffic. The attack types included in this dataset are 9 categories: Fussers,
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Analysis, Backdoors, Dos, Exploits, Generic, Reconnaissance, Shellcode, and
Worms. In this dataset, normal traffic data Normal accounts for the largest
proportion, and attack types Generic and Exploits account for most of the
intrusion data. Therefore, the data distribution of this dataset is unbalanced.

Since the UNSW-NB15 dataset represents traffic records by traffic feature
sequences, the representation forms are divided into character type, binary type
and numerical type according to different characteristics, and the continuity can
be divided into discrete type and continuous type. Machine learning algorithms
require data to be only numerical, so before training machine learning classifica-
tion algorithms, feature data needs to be preprocessed. Preprocessing includes
character data digitization and continuous data standardization to ensure data
readability and eliminate singular sample data.

1. Numericalization:
There are some features in the UNSW-NB15 dataset that are useless for
intrusion detection, so attributes such as IP address and port number should
be removed first, and then each record in the dataset can be equivalent to a
42 feature value and 2 label values. vector. Then, the One-Hot method is used
to convert the character data into numerical data, and finally, each record is
programmed with 200-dimensional data.

2. Standardization:
The value ranges of different attributes in the data set are very different, so
we need to standardize the data, that is, scale the data to a specific interval
first, so that the mean of the data is 0 and the variance is 1.

Zik =
xik − x̄k

Sk
, (8)

where Zik represents the k-th eigenvalue of the i-th data after z-score
normalization, xik represents the k-th eigenvalue of the i-th data, x̄k =
1
n

∑n
i=1 xik represents the mean value of the k-th eigenvalue, and Sk =

√
1
n

∑n
i=1 (xik − x̄k)

2 represents the mean absolute deviation of the k-th
eigenvalue. Then the data is normalized to the interval [0, 1] by formula (9),

Z
′
ik =

Zik − Zmin

Zmax − Zmin
, (9)

where Z
′
ik represents the k-th eigenvalue of the i-th data after normalization,

and Zmin and Zmax represent the minimum and maximum values of the k-th
eigenvalue of the data, respectively.

4.2 Experimental Results

On the basis of data preprocessing, this paper carried out a multi-classification
experiment of industrial control system intrusion detection. In order to illus-
trate the effectiveness of the proposed algorithm, five machine learning algo-
rithms were tested on the original dataset and after processing by different sam-
ple generation algorithms. Intrusion detection is performed on the data set, as
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shown in Table 1, the multi-classification accuracy of five machine learning algo-
rithms under different sample generation algorithms, among which, category 1−9
represents categories Fussers, Analysis, Backdoors, Dos, Exploits, Generic,
Reconnaissance, Shellcode, and Worms.

It can be seen that when no sample generation algorithm is used, the five algo-
rithms have poor classification results for some few-category samples. After using
the sample generation algorithm, for a few types of attacks, such as ‘Analysis’,
‘Backdoor’, ‘Shellcode’ and ‘Worms’, the traditional SMOTE algorithm can sig-
nificantly improve the classification effect of some classification algorithms, such
as ‘Analysis’ attack type classification effect in decision tree algorithm and ran-
dom forest algorithm, ‘Backdoor’ and ‘Worms’ attack type in decision tree algo-
rithm, classification effect of random forest algorithm, etc. The NKB-SMOTE
algorithm can improve the classification effect of all classification algorithms for
minority class attack samples, and the improvement is more significant and sta-
ble. For most types of attack types, such as ‘DoS’, ‘Exploits’, ‘Generic’ attack
types, the traditional SMOTE algorithm can not significantly improve its clas-
sification effect, and even the classification effect will be slightly worse, such as
the classification effect of the ‘DoS’ attack type in the multilayer perceptron
algorithm, the classification effect of the ‘Exploits’ attack type in the Naive
Bayes algorithm, etc. The classification effect of the algorithm, the classification
effect of the ‘Exploits’ attack type in the Naive Bayes algorithm, etc. The NKB-
SMOTE algorithm can not only improve the classification effect of the minority
class attack samples, but also improve the classification effect of the majority
class attack type.

As can be seen from the comparison chart of AUC values in Fig. 6, the average
AUC value of the traditional SMOTE algorithm has improved compared with
the average AUC value of the original data set, but the improvement is not
obvious. In fact, the AUC value of individual attack types has even decreased.
The average AUC value of the NKB-SMOTE algorithm has been significantly
improved. Compared with the original data set, the average AUC value of the
three algorithms has increased by more than 10%, and is basically above 0.9,
that is, the detection authenticity is very high.

4.3 Practical Application of NKB-SMOTE Sample Generation
Algorithm

In the previous section, the algorithm proposed in this paper is used on the
UNSW-NB15 dataset. In order to make the network traffic more realistic, this
chapter simulates four common network attacks in the common sewage treat-
ment industrial control system, and captures the real network traffic data. The
data is then transformed into a format that can be used for intrusion detection
classification through feature extraction. Finally, intrusion detection experiments
of different methods are carried out on the new dataset obtained.

The sewage treatment industrial control system has the characteristics of
being simple and easy to understand, and is a typical control system in the
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Fig. 6. Comparison of the average AUC of each algorithm under different sample gen-
eration algorithms.

process control industry such as water, chemical industry, and petroleum treat-
ment. Therefore, it can be used as a general test platform for information security
of industrial control systems. This sewage treatment industrial control system
adopts a dual-capacity water tank control mode, which is a typical nonlinear and
time-delayed object system. Figure 7(a) and Fig. 7(b) show the equipment dia-
gram of the sewage treatment industrial control system and the control cabinet
of the sewage treatment industrial control system, respectively.

By connecting the attack equipment to the sewage treatment industrial con-
trol system, this paper simulates different types of attacks to attack the PLC
controller, and uses the network packet capture tool Wireshark to sniff and col-
lect network traffic. Then, this paper uses CICFlowMeter to extract features
from traffic data and save it as a CSV file. Statistics on data types show that
Dos attacks account for the largest proportion, while U2R and R2L attack cat-
egories account for a small proportion. Therefore, this dataset is an imbalanced
dataset.
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Table 1. Multi-classification accuracy of each machine learning algorithm in different
sample generation algorithms.

Types Algorithm Accuracy (%)

LR DT RF SVM MLP

Fussers None 93.11 87.28 94.15 98.00 89.67

SMOTE 89.49 92.03 92.27 96.21 89.70

NKB-SMOTE 94.13 93.33 94.27 95.38 92.31

Analysis None 0 10.89 0 0 0

SMOTE 50.42 67.55 100 26.32 79.54

NKB-SMOTE 69.27 82.85 90.25 58.38 86.23

Backdoors None 0 20.60 0 0 0

SMOTE 43.36 74.33 95.02 54.33 83.02

NKB-SMOTE 58.92 91.27 84.43 66.30 85.09

DoS None 33.33 30.33 33.25 33.90 33.79

SMOTE 34.62 30.87 40.22 57.39 33.25

NKB-SMOTE 47.62 36.26 46.36 62.84 37.53

Exploits None 79.00 73.73 69.19 79.83 76.77

SMOTE 80.31 73.09 66.02 74.27 74.27

NKB-SMOTE 87.63 81.47 79.62 84.33 80.07

Generic None 97.02 97.01 99.00 96.34 98.20

SMOTE 97.41 97.87 99.05 97.37 100

NKB-SMOTE 97.45 98.03 100 97.78 100

Reconnaissance None 82.29 89.29 90.11 70.32 76.27

SMOTE 84.84 83.36 91.27 79.30 83.38

NKB-SMOTE 88.34 91.25 95.27 83.43 85.02

Shellcode None 0 42.72 80.20 0 50.04

SMOTE 19.81 42.63 71.75 38.43 29.62

NKB-SMOTE 21.98 77.36 84.28 43.73 78.37

Worms None 0 30.00 50.67 0 0

SMOTE 55.30 65.47 67.98 74.40 70.42

NKB-SMOTE 57.17 95.87 95.36 100 88.42

(a) Equipment diagram (b) Control cabinet

Fig. 7. Sewage treatment industrial control system.
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Based on the above datasets, we conduct multi-classification experiments
on real datasets. Five machine learning algorithms are used to perform intru-
sion detection on the original data set and the data set processed by different
sample generation algorithms. Table 2 shows the multi-classification accuracy
of the five machine learning algorithms under different sample generation algo-
rithms. Among them, category 1–4 represents categories DoS, Probe, U2R, and
R2L. It can be seen that before and after using the NKB-SMOTE sample gen-
eration algorithm in this paper, the intrusion detection accuracy of almost all
attack types has been significantly improved, which also shows the effectiveness
of the NKB-SMOTE algorithm for real network data collected by the sewage
treatment industrial control system, which further proves the effectiveness of
intrusion detection based on NKB-SMOTE sample generation in real scenarios.

Table 2. Multi-classification accuracy of each machine learning algorithm in different
sample generation algorithms.

Types Algorithm Accuracy (%)

LR DT RF SVM MLP

DoS None 1.00 75.12 95.82 1.00 76.74

NKB-SMOTE 98.12 93.72 95.47 97.69 93.27

Probe None 76.67 91.47 92.02 97.04 84.18

NKB-SMOTE 88.25 95.72 95.73 96.88 91.54

U2R None 80.96 28.30 31.43 62.53 39.79

NKB-SMOTE 87.76 90.62 90.47 85.34 87.24

R2L None 38.13 0 0 42.24 4.18

NKB-SMOTE 70.40 82.26 84.29 80.37 81.32

In summary, the multi-classification effect of the network data set of wastew-
ater treatment industrial control system has been significantly improved after
being sampled by the NKB-SMOTE algorithm, which proves that the NKB-
SMOTE algorithm is effective for the real network data collected from wastew-
ater treatment industrial control system, and further proves the effectiveness of
the intrusion detection algorithm generated based on NKB-SMOTE sampling in
practical scenarios.

5 Conclusion

This paper mainly studies the application of SMOTE sample generation algo-
rithm in intrusion detection. Firstly, the content and defects of traditional
SMOTE algorithm are introduced. Then, the NKB-SMOTE algorithm is pro-
posed, and the theoretical basis, research content and algorithm flow of the
NKB-SMOTE algorithm are introduced. Finally, in order to verify the applica-
tion effect of the NKB-SMOTE algorithm in intrusion detection and compare
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the advantages of the traditional SMOTE algorithm, based on the UNSW-NB15
dataset, five commonly used machine learning algorithms are used to conduct
multi-classification experiments. According to the experimental results, the clas-
sification effects of traditional SMOTE algorithm and NKB-SMOTE algorithm
for minority class samples and majority class samples in multi-classification sce-
narios are analyzed respectively. In the future, the application of new machine
algorithms in intrusion detection will be considered, and different classification
algorithms will be combined in intrusion detection through ensemble learning.
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