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Preface 

The volume two of the fifth version of international conference was hosted on the 
theme Recent Innovations in Computing (ICRIC-2022), and the conference was 
hosted by the Eötvös Loránd University (ELTE), Hungary, in association with the 
Knowledge University, Erbil, WSG University in Bydgoszcz Poland, Cyber Secu-
rity Research Lab (CSRL) India, and other academic associates, technical societies, 
from India and abroad. The conference was held from August 13 to 14, 2022. The 
conference includes the tracks: cybersecurity and cyberphysical systems, Internet of 
things, machine learning, deep learning, big data analytics, robotics cloud computing, 
computer networks and Internet technologies, artificial intelligence, information 
security, database and distributed computing, and digital India. 

The authors are invited to present their research papers at the second volume of 
Fifth International Conference on Recent Innovations in Computing (ICRIC-2022) 
in six technical tracks. We express our thanks to authors who have submitted their 
papers during the conference. 

The first keynote address was delivered by Dr. Zoltán Illés, Eötvös Loránd Univer-
sity (ELTE), Hungary. He speaks on real-time systems and its role in various appli-
cations including educational purposes as well. The second keynote speech was 
delivered by Dr. Kayhan Zrar Ghafoor, Knowledge University, Erbil; he speaks on 
understanding the importance of the ultra-low latency in beyond 5G networks. The 
third keynote was delivered by Dr. Yashwant Singh, Central University of Jammu, 
J&K, India; he speaks on the Internet of things (IoT) and intelligent vulnerability 
assessment framework. He discusses the importance of IoT and IoVT during his talk. 

The organizing committee expresses their sincere thanks to all session chairs— 
Dr. Chaman Verma, Dr. Amit Sharma, Dr. Ashutosh Sharma, Dr. Mayank Agarwal, 
Dr. Aruna Malik, Dr. Samayveer Singh, Dr. Yugal Kumar, Dr. Vivek Sehgal, Dr. 
Anupam Singh, Dr. Rakesh Saini, Dr. Nagesh Kumar, Dr. Vandana, Dr. Kayhan Zrar 
Ghafoor, Dr. Zdzislaw Polkowski, Dr. Pljonkin Anton for extending their help during 
technical sessions.

v



vi Preface

We are also grateful to rectors, vice rectors, deans, and professors of ELTE, 
Hungary, for their kind support and advice from time to time. The organizing 
committee is thankful to all academic associates and different universities for 
extending their support during the conference. Many senior researchers and profes-
sors across the world also deserve our gratitude for devoting their valuable time to 
listen, giving feedback, and suggestion on the paper presentations. We extend our 
thanks to the Springer, LNEE Series, and editorial board for believing in us. 

Jammu and Kashmir, India 
Budapest, Hungary 
Budapest, Hungary 
Kurukshetra, India 
Ghaziabad, India 

Yashwant Singh 
Chaman Verma 

Illés Zoltán 
Jitender Kumar Chhabra 
Pradeep Kumar Singh



Contents 

Artificial Intelligence, Machine Learning, Deep Learning Technologies 

A Three-Machine n-Job Flow Shop Scheduling Problem with Setup 
and Machine-Specific Halting Times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 
T. Jayanth Kumar, M. Thangaraj, K. J. Ghanashyam, and T. Vimala 

Clinical Named Entity Recognition Using U-Net Classification 
Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15 
Parul Bansal and Pardeep Singh 

Neural Machine Translation from English to Marathi Using 
Various Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25 
Yash Jhaveri, Akshath Mahajan, Aditya Thaker, Tanay Gandhi, 
and Chetashri Bhadane 

Review of Cardiovascular Disease Prediction Based on Machine 
Learning Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37 
Roseline Oluwaseun Ogundokun, Sanjay Misra, Dennison Umoru, 
and Akshat Agrawal 

Exploiting Parts of Speech in Bangla-To-English Machine 
Translation Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51 
Goutam Datta, Nisheeth Joshi, and Kusum Gupta 

Artificial Intelligence and Blockchain Technology in Insurance 
Business . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61 
Shakil Ahmad and Charu Saxena 

Classification and Detection of Acoustic Scene and Event Using 
Deep Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73 
Sandeep Rathor 

Analysis of a Novel Integrated Machine Learning Model for Yield 
and Weather Prediction: Punjab Versus Maharashtra . . . . . . . . . . . . . . . . 83 
Sarika Chaudhary, Shalini Bhaskar Bajaj, and Shweta Mongia

vii



viii Contents

Machine Learning Techniques for Result Prediction of One Day 
International (ODI) Cricket Match . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95 
Inam ul Haq, Neerendra Kumar, Neha Koul, Chaman Verma, 
Florentina Magda Eneacu, and Maria Simona Raboaca 

Recommendation System Using Neural Collaborative Filtering 
and Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109 
Vaibhav Shah, Anunay, and Praveen Kumar 

The Importance of Selected LMS Logs Pre-processing Tasks 
on the Performance Metrics of Classification Models . . . . . . . . . . . . . . . . . . 121 
Janka Pecuchova and Martin Drlik 

Analysis of Deep Pre-trained Models for Computer Vision 
Applications: Dog Breed Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135 
Meith Navlakha, Neil Mankodi, Nishant Aridaman Kumar, 
Rahul Raheja, and Sindhu S. Nair 

An Efficient Recognition and Classification System for Paddy Leaf 
Disease Using Naïve Bayes with Optimization Algorithm . . . . . . . . . . . . . . 149 
Vandana Prashar, Deepika Sood, and Santosh Kumar 

Development of Decision-Making Prediction Model for Loan 
Eligibility Using Supervised Machine Learning . . . . . . . . . . . . . . . . . . . . . . . 169 
Raj Gaurav, Khushboo Tripathi, and Ankit Garg 

Prediction of Osteoporosis Using Artificial Intelligence Techniques: 
A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181 
Sachin Kumar Chawla and Deepti Malhotra 

Analyzing Stock Market with Machine Learning Techniques . . . . . . . . . . 199 
Kirti Sharma and Rajni Bhalla 

Machine Learning Techniques for Image Manipulation Detection: 
A Review and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209 
Suhaib Wajahat Iqbal and Bhavna Arora 

Improving Real-Time Intelligent Transportation Systems 
in Predicting Road Accident . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225 
Omolola Faith Ademola, Sanjay Misra, and Akshat Agrawal 

Consumer Buying Behavior Analysis During COVID-19 Phase 
Using Statistical Data Mining and Multi-verse Stochastic Algorithm . . . 241 
Anurag Sinha, Mopuru Bhargavi, N. K. Singh, Devendra Narayan, 
Namit Garg, and Siddhartha Pal



Contents ix

IoT and Networking 

Addressing Role of Ambient Intelligence and Pervasive Computing 
in Today’s World . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257 
Jaspreet Singh, Chander Prabha, Gurpreet Singh, Muskan, 
and Amit Verma 

Improving the AODV Routing Protocol Against Network Layer 
Attacks Using AntNet Algorithm in VANETs . . . . . . . . . . . . . . . . . . . . . . . . . 271 
Rand S. Majeed, Mohammed A. Abdala, and Dulfiqar A. Alwahab 

A Comparative Study of IoT-Based Automated Hydroponic Smart 
Farms: An Urban Farming Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285 
Swati Jain and Mandeep Kaur 

Smart Healthcare System Based on AIoT Emerging Technologies: 
A Brief Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299 
Chander Prabha, Priya Mittal, Kshitiz Gahlot, and Vasudha Phul 

Intelligent Communication for Internet of Things (IoRT) . . . . . . . . . . . . . . 313 
Kaleem Ullah Bhat, Neerendra Kumar, Neha Koul, Chaman Verma, 
Florentina Magda Enescu, and Maria Simona Raboaca 

Energy-Efficient Priority-Based Routing Model for 
Smart Health Care . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329 
Umer Gull, Yashwant Singh, and Bharti Rana 

An Internet of Things-Based Mining Worker Safety Helmet Using 
ESP32 and Blynk App . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341 
N. Umapathi, Poladi Harshitha, and Ireddy Bhavani 

Time Series-Based IDS for Detecting Botnet Attacks in IoT 
and Embedded Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351 
Sonal Sharma, Yashwant Singh, and Pooja Anand 

Swarm Intelligence-Based Energy-Efficient Framework in IoT . . . . . . . . 363 
Simran, Yashwant Singh, and Bharti Rana 

Performance Analysis of MADM Techniques in Cognitive Radio 
for Proximity Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377 
Mandeep Kaur and Daljit Singh 

Image Processing and Computer Vision 

Comparison of Debris Removal in Pap-Smear Images Using 
Enhanced Erosion and Dilation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391 
Soumya Haridas and T. Jayamalar



x Contents

Image Enhancement with Deep Learning and Intensity 
Transformation of No-Reference Grayscale Fluorescence 
Microscopy Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 401 
Aruna Kumari Kakumani and L Padma Sree 

Real-Time Human Action Recognition with Multimodal Dataset: 
A Study Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411 
Kapil Joshi, Ritesh Rastogi, Pooja Joshi, Harishchander Anandaram, 
Ashulekha Gupta, and Yasmin Makki Mohialden 

KnowStress: A Mobile Application Prototype Detection of Stress 
and Stress Related Disorders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421 
Meith Navlakha, Neil Mankodi, and Pranit Bari 

Handwritten Character Evaluation and Recommendation System . . . . . 437 
Rishabh Mittal, Madhulika Bhadauria, and Anchal Garg 

Prediction of Lung Disease from Respiratory Sounds Using 
Convolutional Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453 
R. Rajadevi, E. M. Roopa Devi, M. K. Dharani, K. Logeswaran, 
S. Dineshkumar, and G. Mohan Chandru 

SemWIRet: A Semantically Inclined Strategy for Web Image 
Recommendation Using Hybrid Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . 467 
M. Yash Bobde, Gerard Deepak, and A. Santhanavijayan 

Optimal Drug Recommender Framework for Medical 
Practitioners Based on Consumer Reviews . . . . . . . . . . . . . . . . . . . . . . . . . . . 479 
Pooja Khanna, Sachin Kumar, Neelam Sodhi, and Apurva Tiwari 

Development of Intelligent Framework for Early Prediction 
of Diabetic Retinopathy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491 
Adil Husain and Deepti Malhotra 

Healthcare Data Analysis Using Proposed Hybrid Harmony 
Genetic Diagnostic Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 505 
Manju Sharma and Sanjay Tyagi 

E-Learning, Cloud and Big Data 

Cost Estimation Model Using Fifth Generation Language 
Technique for Software Maintenance Project . . . . . . . . . . . . . . . . . . . . . . . . . 521 
Mohammad Islam, Nafees Akhter Farooqui, Syed Ali Mehdi Zaidi, 
and Mohammad Shafeeq 

Survey of Text Summarization Stratification . . . . . . . . . . . . . . . . . . . . . . . . . 533 
Arvind Jamwal, Pardeep Singh, and Namrata Kumari



Contents xi

A Systematic Study of Various Approaches and Problem Areas 
of Named Entity Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 545 
Monica Madan, Ashima Rani, and Neha Bhateja 

From Virtual World Back to Real Classrooms? . . . . . . . . . . . . . . . . . . . . . . . 559 
Viktória Bakonyi and Illés Zoltán 

Aspect-Based Opinion Mining Framework for Product Rating 
Embedded with Fuzzy Decision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 571 
Garima Srivastava, Vaishali Singh, and Sachin Kumar 

The Problems and Organization of Learning Using Distance 
Educational Technologies: Practical Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . 585 
Aliya Katyetova 

The Task of Question Answering in NLP: A Comprehensive Review . . . . 603 
Sagnik Sarkar, Pardeep Singh, Namrata Kumari, and Poonam Kashtriya 

Monitoring False Colour in an External Monitor for Film 
and Television Production: An Evaluative Study . . . . . . . . . . . . . . . . . . . . . . 613 
Sambhram Pattanayak and Malini Mittal Bishnoi 

Adaptive Gamification in E-Learning Platforms: Enhancing 
Learners’ Experience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 627 
Mitali Chugh, Sonali Vyas, and Vinod Kumar Shukla 

A Study on the Integration of Different DLP Systems at 
Different Levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 635 
Sampath Reddy Racha and Ganesh Reddy Karri 

Effect of Anime on Personality and Popularity of Japanese Culture . . . . 647 
Kaushal Binjola 

Synthetic Time Series Data Generation Using Time GAN 
with Synthetic and Real-Time Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 657 
Tanya Juneja, Shalini Bhaskar Bajaj, and Nishu Sethi 

How Big Data Analytical Framework has Redefined 
Academic Sciences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 669 
Imran Rashid Banday, Majid Zaman, S. M. K. Quadri, 
Muheet Ahmed Butt, and Sheikh Amir Fayaz 

Software Complexity Prediction Model: A Combined Machine 
Learning Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 681 
Ermiyas Birihanu, Birtukan Adamu, Hailemichael Kefie, 
and Tibebe Beshah 

Work with Information in an Outdoor Approach in Pre-primary 
Education . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 695 
Jana Burgerová and Vladimír Piskura



xii Contents

Cyber Security and Cyber Physical Systems and Digital Technologies 

Human Versus Automatic Evaluation of NMT for Low-Resource 
Indian Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 715 
Goutam Datta, Nisheeth Joshi, and Kusum Gupta 

Framework for Detection of Malware Using Random 
Forest Classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 727 
Mohsin Manzoor and Bhavna Arora 

Machine Learning-Based Intrusion Detection of Imbalanced 
Traffic on the Network: A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 741 
S. V. Sugin and M. Kanchana 

A Novel Approach to Acquire Data for Improving Machine 
Learning Models Through Smart Contracts . . . . . . . . . . . . . . . . . . . . . . . . . . 755 
Anuj Raghani, Aditya Ajgaonkar, Dyuwan Shukla, Bhavya Sheth, 
and Dhiren Patel 

Blockchain Framework for Automated Life Insurance . . . . . . . . . . . . . . . . 771 
Vaishali Kalsgonda, Raja Kulkarni, and Shivkumar Kalasgonda 

Blockchain for IoT: A Comprehensive Review for Precision 
Agricultural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 787 
Abhiudhaya Upadhyaya, Yashwant Singh, and Pooja Anand 

The Proof of Authority Consensus Algorithm for IIoT Security . . . . . . . . 803 
Sonali B. Wankhede and Dhiren Patel 

Machine Learning for Security of Cyber-Physical Systems 
and Security of Machine Learning: Attacks, Defences, and Current 
Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 813 
Ruxana Jabeen, Yashwant Singh, and Zakir Ahmad Sheikh 

Legal Challenges of Digital Twins in Smart Manufacturing . . . . . . . . . . . . 843 
Ridoan Karim, Sonali Vyas, and Ahmed Imran Kabir 

LSTM-Based Encoder–Decoder Attention Model for Text 
Translation and Simplification on the Constitution of India . . . . . . . . . . . . 855 
Meith Navlakha, Russel Lobo, Rishabh Bhargava, and Ruhina B. Karani 

Compiling C# Classes to Multiple Shader Sources 
for Multi-platform Real-Time Graphics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 869 
Dávid Szabó and Illés Zoltán 

An Enhanced GLCM and PCA Algorithm for Image Watermarking . . . 885 
Pratyaksha Ranawat, Mayank Patel, and Ajay Kumar Sharma 

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 899



About the Editors 

Dr. Yashwant Singh is a Professor and Head of the Department of Computer Science 
and Information Technology at the Central University of Jammu where he has been 
a faculty member since 2017. Prior to this, he was at the Jaypee University of Infor-
mation Technology for 10 Years. Yashwant completed his Ph.D. from Himachal 
Pradesh University Shimla, his Post Graduate study from Punjab Engineering College 
Chandigarh, and his undergraduate studies from SLIET Longowal. His research 
interests lie in the area of Internet of Things, Vulnerability Assessment of IoT and 
Embedded Devices, Wireless Sensor Networks, Secure and Energy Efficient Routing, 
ICS/SCADA Cyber Security, ranging from theory to design to implementation. He 
has collaborated actively with researchers in several other disciplines of computer 
science, particularly Machine Learning, Electrical Engineering. Yashwant has served 
on 30 International Conference and Workshop Program Committees and served as 
the General Chair for PDGC-2014, ICRIC-2018, ICRIC-2019, ICRIC-2020, and 
ICRIC-2021. He currently serves as coordinator of Kalam Centre for Science and 
Technology (KCST), Computational Systems Security Vertical at Central University 
of Jammu established by DRDO. Yashwant has published more than 100 Research 
Papers in International Journals, International Conferences, and Book Chapters of 
repute that are indexed in SCI and SCOPUS. He has 860 Citations, i10-index 27 
and h-index 16. He has Research Projects of worth Rs.1040.9413 Lakhs in his credit 
from DRDO and Rs. 12.19 Lakhs from NCW. He has guided four Ph.D., 24 M.Tech. 
students and guiding four Ph.Ds. and five M.Tech. He has visited eight countries for 
his academic visits e.g. U.K., Germany, Poland, Chez Republic, Hungary, Slovakia, 
Austria, Romania. He is Visiting Professor at Jan Wyzykowski University, Polkowice 
Poland. 

Dr. Chaman Verma is an Assistant Professor at the Department of Media and Educa-
tional Informatics, Faculty of Informatics, Eötvös Loránd University, Hungary. He 
has completed his Ph.D. Informatics from Doctoral School of Informatics, Eötvös 
Loránd University, Hungary, with Stipendium Hunagricum scholarship funded by 
Tempus Public Foundation, Government of Hungary. During his Ph.D., he won 
the EFOP Scholarship, Co-founded by the European Union Social Fund and the

xiii



xiv About the Editors

Government of Hungary, as a professional research assistant in a Real-Time System 
for 2018–2021. He also received the Stipendium Hungaricum Dissertation Schol-
arship of Tempus Public Foundation, Government of Hungary, in 2021–22. He has 
been awarded several Erasmus scholarships for conducting international research 
and academic collaboration with European and non-European universities. He also 
received the best scientific publication awards from the Faculty of Informatics, Eötvös 
Loránd University, Budapest, Hungary, in the years 2021, 2022, and 2023. He has 
also been awarded ÚNKP Scholarship for research by the Ministry of Innovation 
and Technology and the National Research, Development and Innovation (NRDI) 
Fund, Government of Hungary, in 2020–2021 and 2022–2023. He has around ten 
years of experience in teaching and industry. He has over 100 scientific publications 
in the IEEE, Elsevier, Springer, IOP Science, MDPI, and Walter de Gruyter. His 
research interests include data analytics, IoT, feature engineering, real-time systems, 
and educational informatics. He is a member of the Editorial Board and a reviewer of 
various international journals and scientific conferences. He was the leading Guest 
Editor of the Special Issue “Advancement in Machine Learning and Applications” 
in Mathematics, IF–2.25, MDPI, Basel, Switzerland, in 2022. He is co-editor in 
the series conference proceedings of ICRIC-2021 and ICRIC-2022 published by 
Springer, Singapore. He is a life member of ISTE, New Delhi, India.He reviews 
many scientific journals, including IEEE, Springer, Elsevier, Wiley, and MDPI. He 
has Scopus citations of 615 with an H-index of 15. He has Web of Science citations 
81 with an H-index 8. 

Dr. Illés Zoltán, Ph.D., Habil. has started higher education studies in Mathematics 
and Physics at Eötvös Loránd University. He later took up the Computer Science 
supplementary course, which was started at that time. He got a Hungarian’s Republic 
scholarship based on his outstanding academic achievements during his university 
studies. He graduated in 1985, after which he started working at the Department of 
Computer Science of Eötvös Loránd University. He completed his Ph.D. dissertation 
entitled “Implementation of Real-Time Measurements for High-Energy Ion Radia-
tions” in 2001. In 2004, at the request of Jedlik Publisher, he also wrote a textbook on 
the C# programming language. This book has a second, expanded edition in 2008. 
In 2007, he was awarded a scholarship by the Slovak Academy of Sciences, where 
he spent six months in researching and teaching at the Constantine the Philosopher 
University in Nitra. The NJSZT awarded the Rezső Tarján Prize in 2016 for the 
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A Three-Machine n-Job Flow Shop 
Scheduling Problem with Setup 
and Machine-Specific Halting Times 

T. Jayanth Kumar, M. Thangaraj, K. J. Ghanashyam, and T. Vimala 

Abstract Generally, machines may be serviced due to multiple reasons. The most 
common cause for machine repairs is due to allowing them to function uninter-
ruptedly. This can be avoided by introducing mandatory machine halts that play 
a crucial role in preventing machine failures. However, preventive maintenance has 
been extensively addressed in the literature but halting times, which are indeed impor-
tant in an effective manufacturing process, have received limited attention. Due 
to its practical importance, this paper considers a three-machine n-job flow shop-
scheduling problem (FSSP) with transportation time, setup and machine-specific 
halting times. Here, setup times are separated from the processing time, and this 
occurs due to several causes such as assembling, cleaning and evocation. The objec-
tive of this problem is to minimize the overall makespan and mean weighted flow time 
such that halts must be supplied to the machines whenever they operate continuously 
for specified times. To the best of the author’s knowledge, the present FSSP model is 
not addressed before in the literature. Focusing on heuristics or metaheuristic algo-
rithms is inevitable given that the FSSP with three or four machines is NP-hard. 
Thus, an efficient heuristic algorithm is developed to tackle this problem. Finally, 
the proposed algorithm is demonstrated with a numerical example through which 
various performance measures are calculated. The current study is a modest attempt 
to look into the implications of machine-specific halting, setup and conveyance times 
for production. 
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1 Introduction 

Scheduling has now become significantly important due to technical advancements 
in modern production systems. The flow shop-scheduling problem (FSSP) is an NP-
hard optimization problem [1] that finds several practical applications in quality 
control process in steel making process [2], garments [3], other production, manu-
facturing and service systems [4], etc. The FSSP is described as a continuous flow of 
work across several machines for specific operations under certain conditions and is 
significant for manufacturing and designing companies to improve productivity and 
optimize costs. The scheduling for the entire production line is defined by how the 
jobs are distributed among the machines and how the order of these jobs is estab-
lished to maximize a given parameter. Because of its extensive practical applications, 
the studies on FSSP have received great attention from the research community. As 
the majority of the FSSP and its allied problems are highly NP-hard, it is extremely 
difficult to achieve the optimal solution within polynomial time. According to [5], 
exact techniques can be employed only for FSSP with less than 20 jobs. Therefore, 
developing heuristic and metaheuristic algorithms is necessary, and it has gained 
attention for FSSP and its allied problems. 

Addressing the developments of FSSP algorithms, since [6] has proposed the first 
solution methodology for the two machine FSSP to minimize the makespan, various 
algorithms have been developed for solving FSSP and its variants. An efficient CDS 
algorithm has been developed by [7] which effectively solves n-job and m-machine 
sequencing problems. An efficient constructive heuristic called NEH algorithm with 
two main processes, namely creating the priority sequence and inserting the jobs, has 
been developed by [8]. The FSSP with sequential start-up durations on the machines 
was studied by [9] and presented an efficient metaheuristic algorithm for finding 
optimal makespan. The structural condition-based binding method has been proposed 
by [10] to solve constrained FSSP with job weights. A heuristic technique that works 
in polynomial time for two machine FSSP with release dates has been developed by 
[11]. The authors [12] have adopted the structural conditions addressed by [10], 
presented a heuristic algorithm for solving n-job m-machine FSSP and compared it 
against the benchmark Palmer’s, CDS and NEH algorithms. The authors [13] have  
proposed a heuristic algorithm for solving the n-job 3-machine FSSP under a fuzzy 
environment. The no-wait permutation FSSP was investigated by [14] and developed 
an improved productive heuristic algorithm for minimizing the total elapsed time. 
The preventive maintenance time based on cumulative machine flow time with two 
machines has been studied by [15] and presented an exact branch and bound algorithm 
for obtaining the optimal solutions. The authors [16] have studied the FSSP with 
permutation and sequence-independent setup time and compared those results with 
Johnson’s rule and NEH algorithm. The FSSP with blocking constraints has been 
studied and proposed an iterated greedy algorithm by [17] to minimize the makespan. 
In addition to the above, more recently, particle swarm optimization technique [18], 
recursive greedy algorithm [19], evolutionary algorithm [20], constructive heuristic



A Three-Machine n-Job Flow Shop Scheduling Problem with Setup … 5

[21], binding method-based heuristic algorithm [22], iterative meta-heuristic [23] and 
several other algorithms were developed for solving FSSP and its allied problems. 

Halting time is crucial for preventing machine failures. In FSSP, halting time 
is crucial in preventing machine failures. To achieve the optimal job sequence and 
reduce the makespan and mean weighted flow time, relaxation must be provided to 
the machines while they are operating constantly. The setup time for each task on each 
machine is also important because there may be instances where a machine requires 
setup before performing jobs. By understanding the importance of various practical 
constraints, this study addresses the FSSP combined with setup time, conveyance 
time, the weight of jobs and machine-specific halting times. To the author’s best 
knowledge, the present model has not been addressed in the literature. 

2 Problem Description 

2.1 Assumptions 

The following assumptions are used to define the current model: 

• Only one job can be performed by a machine at once. 
• Only one machine can handle each job at once. 
• At time zero, all jobs are available. 
• All jobs must be completed in the predetermined machine sequence. 
• The times at which halting starts for each machine are deterministic. 
• Halting time duration is also deterministic and predetermined. 
• Once a job gets started processing, it cannot be stopped by halting. 
• Machine idle time is also utilized for halting time. 

2.2 Problem Statement 

The n-job and three-machine FSSP with setup time and machine-specific halting 
times is defined as follows: Let Rij{i = 1, 2, . . . ,  n, j = 1, 2, 3} be the machine 
processing time, and Sij{i = 1, 2, . . . ,  n, j = 1, 2, 3} be the setup time for each 
machine. Let hi and li denote the conveyance time between Machine 1 to Machine 2 
and Machine 2 to Machine 3, respectively. Conveyance time is the time that carries 
something to one place to another. Let wi be the weight of jobs, which are rela-
tive importance between the jobs. Let CF j be the cumulative flow time for all the 
machines. Depending on the cumulative flow time, each machine is sent for halting. 
A machine is allowed for halting only when the cumulative flow time is contin-
uous, and it exceeds specified time. Let HS j and HE j be the halt starting time 
and halt ending time for each machine. The times at which Machine 1, Machine 
2 and Machine 3 are allowed for halting are deterministic, which are denoted by
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HS1, HS2 and HS3, respectively. Halting duration times for all the machines are repre-
sented by HE1, HE2 and HE3, respectively. Here, idle times of machines are assumed 
to utilize for halting to optimize the overall elapsed time. The objective is to find 
the optimal job sequence such that the total elapsed time is minimum. Due to the 
NP-hard nature of the present problem, an efficient heuristic algorithm is presented 
to minimize the total makespan. Since there are no existing studies on the present 
model, comparative studies are not performed. The outline of the described problem 
is given in Table 1, which is also graphically shown (see Fig. 1).

3 Proposed Methodology 

The systematic algorithm for solving the present problem is described as follows: 
Step 1: Modify the provided three-machine problem into two-machine problem 

by using the following structural conditions: 

Min{Si1 + Ri1} ≥ Max{hi + Si2 + Ri2} 
(or) Min{li + Si3 + Ri3} ≥ Max{hi + Si2 + Ri2}

}
(1) 

Min{Si1 + Ri1 + hi } ≥ Max{Si2 + Ri2} 
(or) Min{li + Si3 + Ri3} ≥ Max{Si2 + Ri2}

}
(2) 

Min{Si1 + Ri1 + hi } ≥ Max{Si2 + Ri2 + li } 
(or) Min{Si3 + Ri3} ≥ Max{Si2 + Ri2 + li }

}
(3) 

Min{Si1 + Ri1} ≥ Max{hi + Si2 + Ri2 + li } 
(or)Min{Si3 + Ri3} ≥ Max{hi + Si2 + Ri2 + li }

}
(4) 

(a) If condition (1) is satisfied, then 

Mi = Si1 + Ri1 + hi + Si2 + Ri2 

Ni = hi + Si2 + Ri2 + li + Si3 + Ri3

}
(5) 

(b) If condition (2) is satisfied, then 

Mi = Si1 + Ri1 + hi + Si2 + Ri2 

Ni = Si2 + Ri2 + li + Si3 + Ri3

}
(6) 

(c) If condition (3) is satisfied, then 

Mi = Si1 + Ri1 + hi + Si2 + Ri2 + li 
Ni = Si2 + Ri2 + li + Si3 + Ri3

}
(7)
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Fig. 1 Graphical illustration of the present problem

(d) If condition (4) is satisfied, then 

Mi = Si1 + Ri1 + hi + Si2 + Ri2 + li 
Ni = hi + Si2 + Ri2 + li + Si3 + Ri3

}
(8) 

where Mi and Ni are processing times of revised problem. 
Step 2: Check the minimum value of Mi and Ni , 
If min(Mi , Ni ) = Mi then M ′

i = Mi − wi and N ′
i = Ni . 

If min(Mi , Ni ) = Ni then M ′
i = Mi and N ′

i = Ni + wi . 
Step 3: Find the revised problem by computing M ′′

i and N
′′
i , 

where M ′′
i = M

′
i 

wi 
and N ′′

i = N
′
i 

wi 
. 

Step 4: Compute the optimal sequence for the revised problem using the Johnson’s 
algorithm. 

Step 5: Find the makespan for the original problem using the optimal sequence. 
Step 6: Calculate the cumulative flow time (CFi ) for each machine: 

(i) If the cumulative flow time of the machine j is continuous (no idle time between 
the jobs) and it exceeds the machine specified halting time

(
HSj

)
of the machine 

j, then allow the jth machine for halting. 
(ii) If the cumulative flow time of the machine j is not continuous (idle time between 

the jobs), then no need to halt the machine. 

Every machine must be performing in this process. 
Step 7: Identify the halting time affected jobs, 

(i) If the job that requires halting time, then update the original table by adding the 
specified halting time duration with the processing times. 

(ii) If the job that does not require halting time, then keep the same processing times 
in the original table.
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Step 8: Calculate the performance measures such as total elapsed time, mean 
weighted flow time, flow time of each job, flow time of each machines and machine 
idle time for revised initial table. 

4 Numerical Example 

Consider the three-machine five-job FSSP with setup time, transportation time and 
weight of jobs with specific machine halting times. The objective of the given problem 
is to optimize the makespan and mean weighted flow time. The processing and 
conveyance times (in hours) and halting times (in hours) are given in Tables 2 and 3 
as follows: 

Step 1: The given problem satisfied the structural condition (2), the given problem 
can be reduced into two machine problem that is given in Table 4. 

where Mi = Si1 + Ri1 + hi + Si2 + Ri2, Ni = Si2 + Ri2 + li + Si3 + Ri3. 
Steps 2–3: Apply Step 2 and Step 3 for the revised table, we get the following 

Table 5.

Table 2 Numerical example with setup time, conveyance time and weight of jobs 

Job (i)
(
Si1

) (
Ri1

)
(hi )

(
Si2

) (
Ri2

)
(li )

(
Si3

) (
Ri3

)
(wi ) 

1 5 25 10 2 12 5 3 23 2 

2 4 36 8 4 15 6 4 26 4 

3 3 14 5 3 10 4 2 19 3 

4 4 18 6 2 17 5 3 18 5 

5 3 15 5 1 11 3 4 22 2 

Table 3 Machine-specific 
halting times 

Machines 
( j = 1, 2, 3) 

Time (in hours) to start 

halting
(
HS j

) Time (in hours) taking 

for halting
(
HE j

)
Machine 1 50 10 

Machine 2 40 6 

Machine 3 50 8 

Table 4 Two-machine 
problem by adding setup and 
conveyance time 

Job (i ) Mi Ni wi 

1 54 45 2 

2 67 55 4 

3 35 38 3 

4 47 45 5 

5 35 41 2 
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Table 5 Reduced two-machine problem 

Job (i) M ′′
i N ′′

i wi 

1 27 23.5 2 

2 16.75 14.75 4 

3 10.67 12.67 3 

4 9.4 10 5 

5 16.5 20.5 2 

Table 6 Total elapsed time without halting times 

Job 
(i )

(
Si1

) (
Ri1

)
(hi )

(
Si2

) (
Ri2

)
(li )

(
Si3

) (
Ri3

)
(wi ) 

4 4 4–22 6 2 30–47 5 3 55–73 5 

3 3 25–39 5 3 50–60 4 2 75–94 3 

5 3 42–57 5 1 63–74 3 4 98–120 2 

1 5 62–87 10 2 99–111 5 3 123–146 2 

2 4 91–127 8 4 139–154 6 4 164–190 4 

Step 4: On applying Johnson’s algorithm for the reduced two-machine problem, 
we obtain the following optimal sequence for all the jobs. 

4 3 5 1 2 

Step 5: Using the optimal sequence, the total elapsed time and halting time affected 
jobs for all the machines are computed and shown in Table 6. 

The total makespan for the given optimal sequence is 190 h. 
Step 6–7: Identify the halting time affected jobs by using cumulative flow time 

of each machine. The halting time affected jobs are Job 1 for Machine 1 and Job 5 
for Machine 3. The Machine 2 flow time is not continuous, and then keeps the same 
processing times for Machine 2 in the original table, which is highlighted in bold as 
shown in Table 7.

Step 8: The summary results of total makespan, weighted mean flow time, flow 
time of each job, flow time of each machine and idle times of the machines are 
determined for reduced problem and shown in Tables 8 and 9. The final solution is 
demonstrated through Gantt chart (see Fig. 2).

From Table 6, it is observed that the total makespan due to absence of halting 
times is 190 h, whereas from the Table 8, it is seen that the total makespan is 200 h 
and increased by 10 h against the former makespan due to effect of halting times.
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Table 8 Total makespan with the presence of halting time 

Job 
(i )

(
Si1

) (
Ri1

)
(hi )

(
Si2

) (
Ri2

)
(li )

(
Si3

) (
Ri3

)
(wi ) 

4 4 4–22 6 2 30–47 5 3 55–73 5 

3 3 25–39 5 3 50–60 4 2 75–94 3 

5 3 42–57 5 1 63–74 3 4 98–128 2 

1 5 62–97 10 2 109–121 5 3 131–154 2 

2 4 101–137 8 4 149–164 6 4 174–200 4 

Table 9 Summary of final results(
HSj

) (
HE  j

)
Optimal 
sequence 

Halting 
time 
affected 
jobs 

Overall 
flow 
time of 
each 
job (in 
hrs) 

Idle time 
of each 
machine 
(in hrs) 

Overall 
flow time 
of each 
machines 
(in hrs) 

Total 
elapsed 
time 
due to 
halting 
time (in 
hrs) 

Mean 
weighted 
flow time 
(in hrs) 

50, 40, 
50 

10, 6, 8 4–3-5–1-2 1 & 5 f4 = 
73 f3 = 
60 f5 = 
72 f1 = 
95 f2 = 
103 

M1 = 0 
M2 = 
77M3 = 
132 

M1 = 
137M2 = 
77M3 = 
132 

200 3.2034 

jo
b-

4 
jo

b-
3 

jo
b-

5 
Jo

b-
1 

Jo
b-

2 

Total elapsed time 

Time (in hrs) 

Jo
bs

 

0 50 100 150 200 

Machine-1 idle 
Machine-1 set up 
Machine-1 Processing 
Transportation(M-1 to M-2) 
Machine-2 idle 
Machine-2 set up 
Machine-2 Processing 
Transportation(M-2 to M-3) 
Machine-1 idle 
Machine-3 set up 
Machine-3 Processing 

Fig. 2 Gantt chart for the solution
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5 Conclusions 

In this paper, we investigated the three-machine n-job FSSP with various constraints 
such as setup time, transportation time, job weights and machine-specific halting 
times. The problem is to minimize the overall makespan and mean weighted flow 
time such that halts must be supplied to the machines whenever they operate contin-
uously for specified times. The present model is not addressed before in the litera-
ture. Due to the NP-hard nature of the present problem, an efficient heuristic algo-
rithm is presented to minimize the total makespan. Since no existing studies on the 
considered model, comparative studies are not performed. However, the proposed 
algorithm is demonstrated with a numerical example through which various perfor-
mance measures are computed. The current study is a modest attempt to look into the 
implications of machine-specific halting, setup and conveyance times for production. 
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Clinical Named Entity Recognition Using 
U-Net Classification Model 

Parul Bansal and Pardeep Singh 

Abstract Named entity recognition (NER) is a commonly followed standard 
approach in natural language processing. For example, properly recognize the names 
of people, sites and establishments in a sentence; or some domain-specific nouns, 
specific objects, etc. Consequently, the natural language processing domain can more 
effectively tackle complex tasks, such as question answering, information extraction 
and machine transformation. The deep learning models which are already proposed 
are quite complicated and need high execution time. In this research work, the clin-
ical entity recognition technique is proposed which is based on the three phases: pre-
processing, boundary detection and classification. The approach of U-Net is applied 
proposed for the classification for the named entity recognition. The proposed model 
is implemented in Python, and results are analyzed in terms of accuracy, precision 
and recall. The proposed model shows approx. 5% improvements in the results for 
the entity recognition. 

Keywords Clinical entity recognition · Boundary detection · CNN · UNet · NLP ·
Deep learning 

1 Introduction 

Electronic medical records (EMRs) consist of plentiful health data and vital medicinal 
signs supporting clinical decision making and disease surveillance. But a great deal 
of non-structured medicinal texts substantially limits the search for knowledge and 
the appliance of EMRs. Discovering automated information retrieval techniques is 
the need of the current time to convert unstructured text into simple and machine-
compatible structured data [1]. As a fundamental step in natural language processing
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Fig.1 CNER component chain 

(NLP), clinical named entity recognition (CNER) has been a well-known research 
topic on deriving all types of expressive information in non-structured clinical text. 
The purpose of the CNER is to discover and classify medical terminology in the 
EHR, for example, disease, symptoms, treatment, examination and body part [2]. 
However, this task becomes challenging for two reasons. One is the magnificence of 
the EHR; that is, the same word or sentence can represent multiple forms of named 
entities, and different types can define the entities with the same name. The second 
is the use of non-standard abbreviations or acronyms along with multiple forms of 
similar entities due to the large number of entities that rarely or do not occur in the 
training set. The development of the CNER component follows a modular design 
with a certain processing sequence (Fig. 1). This allows different modules belonging 
to the design sequence to be adaptive and independently instantiate a number of 
times. 

The component’s input contains clinical terms that are previously considered at 
the level of images and tables that may be present in a document. Here, the major 
objective is the identification and classification of sensitive clinical data, given its 
class. The processing chain is followed for this as depicted in the Fig. 1. The  three  
main steps include pre-processing, named entity recognition and post-processing. 
All these tasks are performed in different modules. Each of these modules deals 
with solving a particular issue to access the output terminology [3]. The last module 
of the NER component chain is post-processing. This module aims at treating the 
results obtained from the former NER module and return the text (output) and entities 
discovered with the required format to the client. This facilitates the user to select 
to see the result in five dissimilar ways, as various forms of output are available for 
display based on their priority. 

Machine learning (ML) being a form of data-driven artificial intelligence (AI) is 
able to learn about systems without clear programming. The algorithm based on ML 
formulates the clinical NER process as a chain labeling issue that is meant to discover 
the most optimal label chain (e.g., BIO) for a provided input chain (different words 
from the clinical text). Researchers have implemented several machines learning 
framework, including conditional random fields (CRFs), maximum entropy (ME), 
etc. Several prominent NER systems implemented the CRF model, which is one of 
the leading machine learning algorithms.
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– Conditional random fields (CRFs): It is a sequence modeling model based on each 
node’s setting token features and n-gram position model traits. A CRF consists of 
one exponential model for the combined probability of the whole chain of labels 
given the observed order. Hence, the weights of various traits can be swapped 
against each other in different cases. A CRF can be considered as a finite state 
model with unusual transition probabilities. However, in contrast to some other 
weighted finite-state solutions, CRFs provide a transparent and maximum likeli-
hood or MAP estimation trained probability distribution over potential labeling. 
Furthermore, the loss function is convex, which guarantees convergence to the 
global optimum. CRFs readily generalize to similar stochastic context-free gram-
mars suitable for problems such as RNA secondary structure prediction and natural 
language processing [4]. 

– Maximum entropy: E. T. JAYNES is the originator of the maximum entropy prin-
ciple. Its fundamental assumption is that the distribution model avoids making 
assumptions about the hidden part in the case of a given finite amount of infor-
mation. If only a given chunk of the knowledge of the unknown is known, it is 
desirable to pick up a probability distribution that is consistent with this knowl-
edge but has maximal entropy. Some researchers used maximum entropy in natural 
language processing to stablish language models. Using the maximum entropy 
principle in natural language processing can solve text classification, pass tagging, 
phrase recognition problems, etc., and obtain fruitful results. 

2 Literature Review 

– Xing et al., discussed that various issues were occurred in the Chinese clinical 
domain, due to which the recognition of clinical named entities (CNEs) became 
challenging [5]. Thus, a glyph-based enhanced information model was intro-
duced for which the convolutional neural network (CNN) and ALBERT were 
implemented for pre-training the language model so that the enhanced character 
information vector was attained. An attention mechanism was put forward on 
the BiLSTM-CNN-CRF (bidirectional long short-term memory network-CNN-
conditional random field) structure for dealing with the issue related to extracting 
the attributes through the existing model without considering the importance and 
location information of words. The outcomes acquired on CCKS2018 dataset 
demonstrated the supremacy of the introduced model over others. 

– Li et al., developed BiLSTM-Att-CRF algorithm in which bidirectional long-short 
time memory (BiLSTM) was integrated with an attention system for enhancing the 
efficiency to recognize the named entity in Chinese EMRs [6]. Hence, five kinds 
of clinical entities were recognized from CCKS2018. The outcomes indicated that 
the developed algorithm was performed well. Moreover, this algorithm yielded 
the F-score up to 85.79% without any additional attributes and 86.35% in the 
presence of extra attributes.
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– Qiu et al., designed a residual dilated convolutional neural network with condi-
tional random field (RD-CNN-CRF) algorithm in order to recognize the CNE [7]. 
Initially, the contextual information was captured using dilated convolutions, and 
the semantic and low-level attributes were deployed with the implementation of 
residual connections later on. In the end, the CRF was implemented as the output 
interface for attaining the optimal sequence of tags over the entire sentence. The 
CCKS-2017 Task 2 dataset was applied in the experimentation. The outcomes 
exhibited that the precision obtained from the designed algorithm was counted 
90.63%, recall was 92.02% and F1-score 91.32% in comparison with the existing 
techniques. 

– Li et al., projected the fine-tuned pre-trained contextual language models to recog-
nize the named entity (NE) on the clinical trial eligibility criteria [8]. For this 
purpose, BioBERT, BlueBERT, PubMedBERT and SciBERT were implemented, 
and two systems were deployed for the open domain with regard to three clinical 
trial eligibility criteria corpora. The outcomes revealed that the PubMedBERT 
system performed more effectively as compared to others. Moreover, domain-
specific transformer-based language models were proved more applicable in 
recognizing the NE in clinical criteria. 

– Li et al., presented an approach in which conditional random field (CRF) was 
integrated with BiLSTM for recognizing and extracting the NEs in unstructured 
medical texts [9]. The asthma was cured by deriving 804 drug specifications from 
the Internet. Thereafter, a vector was utilized as the input of the neural network 
(NN) to quantize the normalized field of drug specification word. The presented 
approach led to enhance the accuracy by 6.18%, recall by 5.2% and F1 value 
by 4.87% in contrast to the existing algorithms. Additionally, the adaptability of 
this approach was proved for extracting the information regarding NE from drug 
specification. 

– Yu et al., focused on implementing the BioBERT model on the basis of Google 
BERT model to define the clinical problems, treatments and tests automatically in 
EMR [10]. At first, the text was transformed into a numerical vector by pre-training 
the BioBERT model on the corpus of medical fields. After that, the BiLSTM-
CRF was adopted for training the processed vectors and accomplishing the task 
to tag the entity. The experiments were conducted on I2B2 2010 dataset. The 
experimental results proved that the presented approach was assisted in enhancing 
efficiency to recognize the named entity for EMR and provided the F1 score up 
to 87.10%. 

– Qiu et al., intended a RD-CNN-CRF system to recognize the Chinese clinical 
named entity (CNE) [11]. Initially, dense vector representations were employed 
to project the Chinese characters and dictionary attributes whose implementa-
tion was done later in RDCNN for capturing the contextual features. Eventually, 
the dependencies among neighboring tags were captured, and the optimal tag 
sequence was acquired for the whole sequence using CRF. The CCKS-2017 Task 
2 dataset was utilized to evaluate the intended system. The outcomes confirmed 
the effectiveness concerning training time.
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– Liu et al., constructed a medical dictionary to recognize the CNE [12]. Afterward, 
the CRF system was utilized to determine the impact of diverse kinds of attributes 
in task to recognize CNE. The experiments were conducted on 220 clinical texts 
whose selection was done from Peking Anzhen Hospital at random. The exper-
imental results depicted the adaptability of these attributes in varying degrees to 
recognize the CNE. 

– Luu et al., investigated a new technique to recognize the CNE on the basis of 
deep learning (DL) technique [13]. This technique was relied on two models, 
namely feed forward network (FFN) and recurrent neural network (RNN) which 
assisted in increasing the efficiency with respect to diverse parameters such as 
precision, recall and F-score. CLEF 2016 Challenge task 1 dataset was applied to 
quantify the investigated technique. The results demonstrated that the investigated 
technique offered the F-score of 66% using RNN as compared to other algorithm. 

3 Research Methodology 

This section of the research work is divided into two phases which include dataset 
description, and second part includes the methodology used for the CER. 

3.1 Dataset Description 

Annotated Corpus for NER using Groningen Meaning Bank (GMB) corpus for entity 
classification with enhanced and popular features by NLP applied to the dataset. 
Essential info about entities: 

– geo = Geographical entity 
– org = Organization 
– per = Person 
– gpe = Geopolitical entity 
– tim = Time indicator 
– art = Artifact 
– eve = Event 
– nat = Natural phenomenon 

Total Words Count = 1,354,149.Target Data Column: “tag”. Inspiration: This 
dataset is getting more interested because of more features added to the recent version 
of this dataset. Also, it helps to create a broad view of feature engineering with respect 
to this dataset. Why this dataset is helpful or playful? It might not sound so interested 
for earlier versions, but when you are able to pick intent and custom named entities 
from your own sentence with more features, then it is getting interested and helps 
you solve real business problems (Fig. 2).
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Fig. 2 Distribution of length 
of each sentence in dataset 

3.2 Proposed Methodology 

This research work is based on the CER. The CER techniques have three steps which 
include feature extraction, boundary detection and classification. 

– Feature extraction: In the phase of feature extraction, the whole input data will 
be converted into the certain set of patterns. The patterns will help us to classify 
data into certain set of categories. To apply step of feature extraction, the input 
data needs to be tokenized and needs to apply part of speech tags, and in the last 
step, we need to extract the context words. 

– Boundary detection: In the boundary detection technique, the noun phrases will be 
removed which are not required. To apply step of boundary detection techniques, 
inverse document frequency will be applied. 

– Entity classification: In the phase of classification, the frequency of the words 
will be checked, and U-Net approach will be applied for the classification. It is 
represented by initiating a layer-hopping connection, fusing feature maps in the 
coding phase to the decoding phase, which is helpful to obtain the details of the 
segmentation process. 

The U-Net method is able to segment the lesion part into a complicated background 
and still yields high accuracy. The network design has many similarities to that of 
a convolutional auto encoder, which consists of a contracting trail (”encoder”) and 
an expansive trail (”decoder”). The skip connection between the encoder and the 
decoder is the basic characteristic of U-Net that differentiates it from a typical auto 
encoder. Skip connections are responsible for recovering the spatial information lost 
in down-sampling, which is important for segmentation operations (Fig. 3).
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Fig. 3 Proposed model 

4 Result and Discussion 

This research work is based on the CER. The entity recognition has various phases 
which include pre-processing, boundary detection and classification. The dataset is 
collected from the Kaggle for the entity recognition. The phase of pre-processing will 
tokenize the input data in the next of boundary detection the nouns will be removed 
from the data. In the last phase of classification, U-net architecture will be applied 
which will recognize the clinical entity. The performance of the proposed model is 
analyzed in terms of accuracy, precision and recall.
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Fig. 4 Execution of proposed model 

Table 1 Comparative results Models Accuracy (%) Precision (%) Recall (%) 

LSTM model 87.78 88.12 88 

LSTM + CNN 
model 

92.67 91 91 

U-Net model 98 99 99 

As shown in Fig. 4, the proposed model is implemented for CER. The proposed 
model is the U-Net model for the entity recognition. 

As shown in Fig. 5, the performance of proposed model is compared with the 
LSTM and LSTM + CNN models. The proposed model achieves accuracy up to 
98% which shows approx which is shown in Table 1. 5% improvement in the results.

5 Conclusion 

The biomedical entity recognition models are generally derived for the entity recog-
nition. The entity recognition model is used to generate new entities based on the 
input data. When analyzed from the previous research work, the deep learning and 
pattern recognition algorithms are commonly used for the entity recognition. It is 
analyzed that latest efficient designed algorithm is combination of two deep learning 
models which has high complexity. In this research work, classification method
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Fig. 5 Performance analysis

will be designed which is combination of three steps which are feature extraction, 
boundary detection and classification. The model of U-Net is implemented in Python. 
It analyzed the results in terms of accuracy, precision and recall. The LSTM + CNN 
model shows accuracy: 92.67%, precision: 91% and recall: 91%, and the proposed 
model shows accuracy: 98%, precision: 99% and recall: 99% which is approx. 5% 
improvements in the results for the entity recognition. 

References 

1. Li L, Zhao J, Hou L, Zhai Y, Shi J, Cui F (2019) An attention-based deep learning model for 
clinical named entity recognition of Chinese electronic medical records. In: 2015, The second 
international workshop on health natural language processing (HealthNLP 2019), pp 1–11 

2. Bose P, Srinivasan S, Sleeman WC, Palta J, Kapoor R, Ghosh P (2021) A survey on recent 
named entity recognition and relationship extraction techniques on clinical texts. Appl Sci 
2021:1–30 

3. Gong L, Zhang Z, Chen S (2020) Clinical named entity recognition from Chinese electronic 
medical records based on deep learning pretraining. J Healthcare Eng 1–8 

4. Ghiasvand O, Kate RJ (2015) Biomedical named entity recognition with less supervision. Int 
Conf Healthcare Inf 495–495 

5. Xing Z, Sun P, Xiaoqun L (2021) Chinese clinical entity recognition based on pre-trained 
models. In: 2021, international conference on big data analysis and computer science (BDACS) 

6. Li L, Hou L (2019) Combined attention mechanism for named entity recognition in chinese 
electronic medical records. In: 2019, ieee international conference on healthcare informatics 
(ICHI) 

7. Qiu J, Wang Q, Zhou Y, Ruan T, Gao J (2018) Fast and accurate recognition of chinese clinical 
named entities with residual dilated convolutions. In: 2018, IEEE international conference on 
bioinformatics and biomedicine (BIBM)



24 P. Bansal and P. Singh

8. Li J, Wei Q, Ghiasvand O, Chen M, Lobanov V, Weng C, Xu H (2021) Study of pre-trained 
language models for named entity recognition in clinical trial eligibility criteria from multiple 
corpora. In: IEEE 9th international conference on healthcare informatics (ICHI) 

9. Li WY, Song WA, Jia XH, Yang JJ, Wang Q, Lei Y, Huang K, Li J, Yang T (2019) Drug 
specification named entity recognition base on BiLSTM-CRF model. In: IEEE 43rd annual 
computer software and applications conference (COMPSAC) 

10. Yu X, Hu W, Lu S, Sun X, Yuan Z (2019) BioBERT based named entity recognition in electronic 
medical record. In: 10th international conference on information technology in medicine and 
education (ITME) 

11. Qiu J, Zhou Y, Wang Q, Ruan T, Gao J (2019) Chinese clinical named entity recognition 
using residual dilated convolutional neural network with conditional random field. In: IEEE 
transactions on nanobioscience 

12. Liu K, Hu Q, Liu J, Xing C (2017) Named entity recognition in Chinese electronic medical 
records based on CRF. In: 14th Web information systems and applications conference (WISA) 

13. Luu TM, Phan R, Davey R, Chetty G (2018) Clinical name entity recognition based on recurrent 
neural networks. In: 18th international conference on computational science and applications 
(ICCSA)



25

Neural Machine Translation from English 
to Marathi Using Various Techniques 

Yash Jhaveri, Akshath Mahajan, Aditya Thaker, Tanay Gandhi, and 
Chetashri Bhadane 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
Y. Singh et al. (eds.), Proceedings of International Conference on Recent Innovations  
in Computing, Lecture Notes in Electrical Engineering 1011, 
https://doi.org/10.1007/978-981-99-0601-7_3 

Abstract Machine translation (MT) is a term used to describe computerized systems 
that generate translations from one linguistic communication to another, either with 
or without the need of humans. Text can be used to evaluate knowledge and convert-
ing that information to visuals can help in communication and information acquisi-
tion. There have been limited attempts to analyze the performance of state-of-the-art 
NMT algorithms on Indian languages, with a significant number of attempts in trans-
lating English to Hindi, Tamil and Bangla. The paper explores alternative strategies 
for dealing with low-resource hassle in neural machine translation (NMT), with a 
particular focus on the English-Marathi NMT pair. To provide high-quality transla-
tions, NMT algorithms involve a large number of parallel corpora. In order to tackle 
the low-resource dilemma, NMT models have been trained, along with transformers 
and attention models, as well as try hands-on sequence-to-sequence models. The data 
has been trained for sentence limit of 50 words and then fine-tune the default param-
eters of these NMT models to obtain the most optimum results and translations. 

Keywords English · Marathi · Natural language processing · Neural machine 
translation · Rule-based machine translation · Transformers · Attention models ·  
Seq2Seq models 

1  Introduction 

Communication has been an integral part of human life ever since the beginning 
of time. As per Census of India, 2011, Marathi is the third most frequently spo-
ken language in India and ranks 15th in the world in terms of combined primary 
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and secondary speakers [1]. It is spoken by roughly 83 million of the world's 7 
billion people [2]. In today's modern world, majority research and other materi-
als are written in English, which is ubiquitously recognized and valued. Existing 
Marathi documents must be translated into English for them to be universally 
used. However, manual translation is time consuming and expensive, necessitat-
ing the development of an automated translation system capable of performing the 
task efficiently. Furthermore, there hasn’t been much advancement in translating 
Indian languages. English is a Subject-Verb-Object language, whereas Marathi is 
Subject-Object-Verb with relatively free word order. Consequently, translating it is 
a difficult task. 

MT refers to computerized systems that generate translations from one linguis-
tic communication to another, either with or while not human involvement. It is a 
subset of natural language processing (NLP) wherein translation from the source 
language to the target language is undertaken while conserving the same mean-
ing of the phrase. Furthermore, neural machine translation (NMT) has achieved 
tremendous progress in recent years in terms of enhancing machine translation 
quality (Cheng et al. [3]; Hieber et al. [4]). The encoder and decoder, which are 
commonly based on comparable neural networks of different sorts, such as recur-
rent neural networks (Sutskever et al. [5]; Bahdanau et al. [6]; Chen et al. [7]), and 
more recently on transformer networks, make up NMT as an end-to-end sequence 
learning framework (Vaswani et al. [8]). 

The proposed work seeks to improve the English-to-Marathi translations and 
vice-versa and try to mitigate the low-resource problem. The paper proposes a 
method to enact translations using the paradigmatic NMT models accompanied by 
the state-of-the-art models like Sequence2Sequence models, attention and trans-
former models taking into consideration models like SMT along with rule-based 
learning as the baselines. 

2  Literature Survey 

In recent years, NMT has made significant progress in improving machine transla-
tion quality. Google Translate [9], Bing Translator [10] and Yandex Translator [11] 
are some of the most popular free online translators, with Google Translator [9] 
being one of the most popular locations for machine translation. 

The state-of-the-art approaches for machine translation, which includes rule-
based machine translation and NMT, have been widely used [12–16]. Rule-based 
MT primarily connects the structure of given input sentences to the structure of 
desired output sentences, ensuring that their distinctive meaning is preserved. 
Shirsath et al. [12] offer a system to translate simple Marathi phrases to English 
utilizing a rule-based method and a NMT approach, with a maximum BLEU score 
of roughly 62.3 in the testing set. Garje et al. [13] use a rule-based approach to 
develop a system for translating simple assertive and interrogative Marathi utter-
ances into matching English sentences. Due to the lack of a large corpus for 
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translation, Govilkar et al. [14] used rule-based techniques to translate only the 
components of speech for the sentence. The proposed system uses a morpholog-
ical analyzer to locate root words and then compare the root word to the corpus 
to assign an appropriate tag. If a word contains more than one tag, ambiguity can 
be eliminated using grammatical rules. Garje et al. [15] present an online parts of 
speech (POS) tagger and a rule-based system for translating short Marathi utter-
ances to English sentences. Garje et al. [16] primarily focus on the grammar 
structure of the target language in order to produce better and smoother transla-
tions and employ a rule-based approach to translate sentences, primarily for the 
English–Marathi pair, with a maximum BLEU score of 44.29. Banerjee et al. [17] 
specifically focus on the case of English–Marathi NMT and enhance parallel cor-
pora with the help of transfer learning to ameliorate the low-resource challenge. 
Techniques such as phrase table injection (PTI) have been employed and for aug-
menting parallel data, pivoting and multilingual embeddings to leverage transfer 
learning, back-translation and mixing of language corpora are used. 

Jadhav [18] has proposed a system where a range of neural machine Marathi 
translators were trained and compared to BERT-tokenizer-trained English transla-
tors. The sequence-to-sequence library Fairseq created by Facebook [19] has been 
used to train and deduce with the translation model. 

In contrast with the NMT model, there has been a quite significant upscale in 
other models that can be used along with the state-of-the-art NMT models for MT. 
Vaswani et al. [8] have deduced that when compared to conventional recurrent 
neural network (RNN)-based techniques, the transformer model provides substan-
tial enhancements in translation quality which was proposed by Bahdanau et al. 
[6], Cho et al. [20] and Sutskever et al. [5]. Self-attention and absence of recur-
rent layers can be used alongside state-of-the-art NMT models that enable train-
ing quicker and a better performance in the case of absence of a huge corpus for 
translation. 

3  Research Gap 

Google Translate [9] mainly uses statistical MT models, parameters of which are 
obtained through analysis of bilingual text corpora, i.e., sentences that have poor 
quality text translations. Furthermore, BLEU score of the translation received for 
sentences less than 15 words is 55.1, and above 15 words is 28.6. 

The rule-based technique employed by [12–16] is now obsolete and is being 
replaced by transformers, deep learning models that employ the mechanism of 
self-attention. Furthermore, Shirsath et al. [12] have provided a maximum BLEU 
score of about 62.3 in the testing set using rule-based techniques, whereas the 
paper has achieved a maximum BLEU score of about 65.29 using the proposed 
methodology. Govilkar et al. [14] translated only the parts of speech for the sen-
tence using rule based techniques. In order to increase the system’s performance, 
extra meaningful rules must be added. Garje et al. [16] have also used rule-based 
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Table 1  Dataset examples English Marathi 

Could you get me some tea? मला थोडा चहा आणून देशील का? 

I'm doing what I can मी ज ेकरू शकतो त ेमी करतोय 

Do you really live alone? तुम्ही खरच एकटे राहता का? 

Tom was also shot in the leg टॉमला पायातसुद्धा गोळी लागली 

I also like cakes मला केकसुद्धा आवडतात 

techniques for translation but have provided a maximum BLEU score of around 
49, whereas the paper has achieved a maximum BLEU score of about 65.29 using 
the proposed methodology. Moreover, the problem with rule-based learning lies 
with exploring with the incomprehensible grammar, which is on the other hand 
eliminated by the approach presented by the paper. Newer techniques such as 
phrase table injection (PTI), back-translation and mixing of language corpora have 
been applied by Banerjee et al. [17], yet have failed to achieve an adequate BLEU 
score having used a huge corpus of around 2.5 lakh sentences. From the results 
from the proposed system of Jadhav [18], it can be observed that the proposed 
transformer-based model can outperform Google Translation for sentence length 
up to 15 words but not more than 15 words. This paper, on the other hand, focuses 
on sentences more than 15 words length and tries to model accurate predictions. 

4  Methodology 

4.1  Data Used and Data Preprocessing 

The dataset used is the parallel corpus data from “https://www.manythings.org/ 
anki/”. Processing of around 44486 samples from the dataset has been carried 
out. The sentences were almost clean, but some preprocessing was required. The 
special characters, extra spaces, quotation marks and digits in the sentences were 
removed, and the sentences were lowercase. The paper compares the performance 
of language translation by restricting the length of the sentences to 15 and 50. The 
target sentences were prefixed and suffixed by the START and END keywords. 
The authors padded the shorter sentences after the sentence using the Keras pad_ 
sequences method. The dataset was tokenized using the TensorFlow dataset’s 
SubWordTextEncoder (Table 1). 

4.2  Model Architecture 

Statistical MT [21] is one of the most widely used techniques in which conditional 
probabilities are calculated using a bilingual corpus, which is used to reach the 

https://www.manythings.org/anki/
https://www.manythings.org/anki/


293 Neural Machine Translation from English …

Fig. 1  Seq2Seq [24] 

most likely translation. As a baseline model, SMT model has been employed to 
convert English sentences to Marathi. This was achieved through a word-based 
SMT model, trained by calculating the conditional probabilities of Marathi words 
given an English word, and using it to translate input sequences token by token. 
Most translation systems are based on this technique but do not achieve precise 
translations. 

In order to tackle this, newer methods like rule-based MT and NMT had been 
introduced with the most accurate method being NMT. This method employ-
ees NLP concepts and includes models like sequence-to-sequence, attention and 
transformers. 

Sequence-to-sequence. RNNs [22] are a type of artificial neural networks, 
which were one of the first to be used to work with sequential or time series data. 
RNNs require that each timestep be provided with the current input as well as the 
output of the previous timestep. Although it stores context from past data in the 
sequence, it is also prone to vanishing and exploding gradient problems. LSTMs 
were introduced to overcome this problem, by maintaining forget, input and output 
gates within each cell, that controls the amount of data which is stored and propa-
gated through the cell. 

Sequence-to-sequence (seq2seq) models [23] are a class of encoder–decoder 
models that are used to convert sentences in one domain to sentences in another 
domain. This encoder–decoder architecture comprises the encoder block, the 
decoder block and context vector. 

1. Encoder block: This block consists of a stack RNN layer, preferably with 
LSTMs cells. The outputs of the encoder block are discarded, as the hidden 
states of the last LSTM cell are used as a context vector and sent to the decoder 
block. 

2. Decoder block: This block consists of the same architecture as that of the 
encoder block. It is trained for a language modeling task, in the target language 
taking only the states of the encoder block as input (Fig. 1). 

The image above describes the architecture of the encoder–decoder model. During 
the training phase of the decoder, teach forcing is used, which feeds the model 
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Fig. 2  Illustrated attention [26]

ground truth instead of the output of the previous states. In the testing phase, a 
<START> token is provided as input to the first cell of the decoder block that 
marks the start of a sequence, along with the hidden states of the encoder block. 
The outputs of this cell are used as input to the next cell to make a prediction for 
the next word. This procedure continues, until the <END> token is generated 
which marks the end of the sequence. This token is used so that the model can be 
assured that the sentence translation procedure has finished. 

A single RNN layer has been used consisting of LSTM cells for the encoder 
block and a similar architecture for the decoder block. Embedding layers are used 
to translate the sentences from words to word vectors before it can be used by the 
encoder. Another embedding layer is used to convert the outputs of the decoder 
block into words in target language, after which a softmax function gives a proba-
bility distribution over the vocabulary. 

Attention. In recent years, NMT problems have found major success using the 
encoder–decoder framework, which first encodes the source sentence, that is used 
to generate the translation by selecting tokens from the target vocabulary one at a 
time. [22, 23] 

This paradigm, however, fails on long sentences where the context required to 
correctly predict the next word might be present at a different position in the sen-
tence which might be forgotten. An attention mechanism is used to refine transla-
tion results by focusing on important parts of the source sentences [25] (Fig. 2). 
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Fig. 3  Transformer 
architecture [8]

The proposed encoder network consists of three LSTM layers having 500 latent 
dimensions. On the other hand, the decoder network first has an LSTM that has 
its initial state set to the encoder state. The attention layer is then introduced that 
takes the encoder outputs and the outputs from the decoder LSTM. Finally, the 
outputs from the decoder LSTM and the attention layer are combined and passed 
through a time-distributed dense layer. 

The authors have used the “Teacher Forcing” method to train the network 
faster. The model was set to train for 40 epochs using the RMSProp optimizer 
along with sparse categorical cross-entropy loss but observed early stopping after 
just 22 epochs. 

The trained weights are then saved, and an inference model is generated using 
the encoder and decoder weights to predict and evaluate the translation results. 
This is done by adding a fully connected softmax layer after the decoder in order 
to generate a probability distribution over the target vocabulary. 

Transformers. The work by Ashish Vaswani et al. [8] proposes a novel method 
for avoiding recurrence and depending solely on the self-attention mechanism. 
This new architecture is more precise, parallelizable and faster to train (Fig. 3). 
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In the transformer model, a stack of six encoders and six decoders is used. The 
input data is first embedded before it is passed to the encoder or decoder stacks. 
Because the model lacks recurrence and convolution, the authors injected some 
information about the relative or absolute positions of the tokens in the sequence 
to allow the model to use the sequence’s order. Positional encoding was added to 
the input embeddings to achieve this. The positional encodings and embeddings 
have the same dimension, therefore can be added together. 

There are two levels to each encoder. The multi-head attention layer is the 
initial encoder in the stack through which the embeddings with their positional 
encoding are passed and subsequently supplied to the feed-forward neural net-
work. The self-attention mechanism uses each input vector in three different ways: 
the query, the key, and the value. These are transmitted through the self-attention 
layer, which calculates the self-attention score by taking the dot product of the 
query and key vectors. To have more stable gradients, this is divided by the square 
root of the dimensions of key vectors and then supplied to the softmax algorithm 
to normalize these scores. This softmax score is multiplied by the value vectors, 
and then the sum of all weighted value vectors is computed. These scores indicate 
how much attention should be paid to other parts of the input sequence of words in 
relation to a certain word. Because the self-attention layer is a multi-headed atten-
tion layer, the word vectors are broken into a predefined number of chunks and 
transmitted through various self-attention heads to pay attention to distinct parts 
of the words. To generate the final matrix, the output of each of these pieces is 
concatenated and multiplied by the specified weight matrix. This is the final output 
of the self-attention layer, which is normalized and added to the embedding before 
being sent to the feed-forward neural network. 

5  Results 

After experimenting with the number of layers in the model and fine-tuning the 
hyperparameters of the models used, the paper compares the results of the transla-
tions produced using the BLEU score and WER score. 

The sacreBLEU score is a metric for assessing the quality of machine transla-
tions from one language to another. The link between a machine’s output and that 
of a human is characterized as quality. It was created to evaluate text generated 
for translation, but it can also be used to evaluate text generated for other natural 
language processing applications. Its output is often a score between 0 and 100, 
indicating how close the reference and hypothesis texts are. The higher the value, 
the better the translations. 

Word error rate (WER) computes the minimum edit distance between the 
human-generated sentence and the machine-predicted sentence. It calculates the 
number of discrepancies between the projected output and the target transcript by 
comparing them word by word. The smaller the value, the better the translations.
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Table 2  Comparison of various metrics for various models 

Metrics Sequence-to-sequence Attention Transformers SMT 

SacreBLEU score 64.49 61.8 65.29 48.22 

WER 1.87 4.0 1.55 3.4 

Table 3  Translation result Input I really didn’t have time 

Required माझ्ाकडे खरच वेळ नव्हता 

SMT वेळ खरच तमुच्ाकडे मी 

Seq2Seq माझ्ाकडे खरच वेळ नव 

Attention माझ्ाकडे खरच वेळ नव्हता 

Transformer माझ्ाकडे खरच वेळ नव्हता 

Table 4  Translation result Input Ive already finished reading this book 

Required ह ेपुस्तक माझं आधीच वाचून झालं आहे 

SMT वाचत आधीच पुस्तक या हे 

Seq2Seq पुस्तक माझं आधीच वाचून झालं 

Attention मी आधीच ह ेपुस्तक वाचून काढलं आहे 

Transformer माझं आधीच ह ेपाच वाजलं आहे 

Table 5  Translation result Input I don’t understand your answer 

Required मला तमुचं उत्तर समजलं नाही 

SMT समजत उत्तर तमुचं मी 

Seq2Seq मचं उत्तर समजलं 

Attention मला तझंु उत्तर समजत नाही 

Transformer मला तझंु उत्तर समजलं नाही 

Table 6  Translation result Input Did you drink coffee yesterday 

Required काल त ूकॉफी प्ायलास का 

SMT के लं तमु्ी पीत कॉफी काल 

Seq2Seq कॉफी प्ायला 

Attention काल त ूकॉफी काल के लास का 

Transformer काल त ूकॉफी प्ायलीस का

From the Tables 2, 3, 4, 5, 6, 7 and Fig. 4, it can be observed that the best per-
forming model with respect to SacreBLEU score and WER score metrics is the 
transformer model, while the worst performing model is SMT. This is so because 
the transformer model keeps track of the various word positions in the sentences 
and uses the attention mechanism while the SMT depends upon the probability of 
the next word which makes it less accurate and reliable. 
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Table 7  Translation result Input Whose umbrella is this 

Required ही छत्री कोणाची आहे 

SMT आह ेकोणाची या ही 

Seq2Seq छत्री कोणाची 

Attention ही छत्री कोणाची आहे 

Transformer ही छत्री कोणाची आहे 

Fig. 4  SMT versus Sequence2Sequence versus attention versus transformer 

6  Conclusion 

After scrutinizing and implementing different models like Sequence2Sequence, 
attention models, transformers and SMT, the authors have arrived at the conclu-
sion that after training all mentioned models over a low corpus, the leading fidelity 
has been obtained by the transformers model. The BLEU Score of about 65.29 and 
The WER Score of 1.55 state an upper bound on the efficiency of this model. To 
conclude, the authors did not only mitigate the low-resource problem but also dis-
cerned how exactly the translation works and moreover provides almost the exact 
translations of the given sentence. 
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Abstract The most common causes of death are cardiovascular diseases (CVDs) 
every year due to lifestyle which include getting stressed up, unhealthy con-
sumption of food, and many more amongst others. Several researchers have used 
machine learning (ML) models for the diagnosis of CVD, but it has been discov-
ered that a lot of them still obtain low accuracy, AUC, precision, recall, F1-score, 
and high false positive rate (FPR). This study therefore aims to review previous 
research on CVD using ML techniques. The review intends to find out the lapses 
encounter in this state-of-the-art review and propose a solution to how to solve the 
challenges aforementioned earlier. This study also examines existing technologies 
and provides a clear vision of this area to be aware of the utilized approaches and 
existing limitations in this line of research. To this end, an extensive search was 
conducted to find articles dealing with various diseases and methods of solving 
them comprehensively by reviewing related applications. SpringerLink, Talyor 
and Francis, and Scopus databases were checked for articles on CNN and other 
machine learning (ML) algorithms on the diagnosis or prediction of cardiovascu-
lar diseases. A total of 2606 publications were obtained from the databases. The 
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publications were filtered according to the type of methods used as well as the 
disease examined by the authors. A total of 27 publications were found to meet 
up with the inclusion criteria. In conclusion, the review of related works hence 
provided an insight into the future of cardiovascular disease diagnosis. The lapses 
of the presently used ML models for the diagnosis of the disease were discovered, 
and recommendations to solve these challenges were presented in the study. 

Keywords Convolutional neural network · Cardiovascular disease · Healthcare 
services · Logistic regression · Machine learning 

1  Introduction 

Human disease is a disorder of the normal state of a human being that disrupts 
the normal functions [1, 2]. It always describes the infections and disabilities that 
could affect any living organism. Diseases can affect people mentally, physically, 
and even socially [3]. There are four main types of diseases: diseases of illness, 
inherited diseases (including both genetic and non-genetic hereditary diseases), 
infectious diseases, and physiological diseases [4]. It can be classified into commu-
nicable diseases and diseases that cannot be communicated. The deadliest human 
diseases are cardiovascular diseases, followed by communicable diseases in terms 
of nutritional deficiencies, cancer, and chronic respiratory infections [4]. There are 
many forms of coronary heart disease, also known as ischemic heart disease, which 
is cardiovascular disease, the leading cause of death globally [4]. The description 
and use of convolutional neural networks (CNNs) prediction are majorly used in 
image classification [5]. CNN is an effective algorithm for the identification of pat-
terns and image processing [6]. The CNN can be used to classify the electrocardio-
gram (ECG) images of the heart into various types of heart conditions. 

Logistics regression is a statistical method for evaluating a dataset that includes 
one or more independent variables that decide the outcome [7]. Also, like other 
regression analyses, logistics regression is an analysis for prediction [8]. E-health 
services are trends in today’s world technology. This applies to health services and 
information provided by IT such as the internet [9]. It is being utilized by almost 
everyone in the whole world ranging from products from big companies that pro-
vide health services in all their new technologies like Apple, Google, and others. It 
is an upcoming and trending field of medical and public health facilities [10]. 

This study, therefore, aims to conduct a systematic literature review on cardio-
vascular disease prediction based on the use of machine learning algorithms. The 
lapses with the present ML models used for the diagnosis of CVD were also pre-
sented in this study. 

The remaining part of the article is pre-structured as thus: Sect. 2 presents the 
methods and materials used for the SLR. Section 3 presents the results from the 
SLR, while in Sect. 4, the result obtained is discussed and interpreted. The study is 
concluded in Sect. 5.
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Table 1  Relevance of the formulated RQ 

S/N Research Questions Relevance of the RQ 

1. What are the ML algorithms used for the 
diagnosis of CVD? 

There are lots of ML algorithms that exist, 
it is relevant to know the ones that have 
been mostly focused on and their weakness 
then we can make suggestions of how to 
solve those weaknesses discovered 

2. What are the cardiovascular diseases that 
are mostly examined 

It is very important to know the CVD that 
researchers have mainly focused on in the 
past and the reason behind it 

3. What are the ML accuracies obtained in 
previous research 

Knowing the accuracies previously 
obtained will assist researchers in how to 
focus their investigation and also assist in 
how to make recommendations to research-
ers on how to improve ML accuracies 

2  Methodology 

Research Questions 
The study formulated some research questions (RQ) for this SLR. They are as 
follows: 

RQ 1: What are the ML algorithms used for the diagnosis of CVD? 
RQ 2: What are the cardiovascular diseases that are mostly examined? 
RQ 3: What are the ML accuracies obtained in previous research? (Table 1). 

2.1  Method 

The method used in this study is the PRISMA SLR method as shown in Fig. 1. 
A total of 2606 publications were obtained from three databases (SpringerLink, 
Taylor and Francis, and Scopus). A total of 204 duplicates were eliminated from 
the databases. A total of 2402 articles were examined for further elimination using 
abstracts, keywords, and titles. A total of 2336 publications were excluded using 
abstracts, keywords, and titles leading to 66 articles remaining for full-text down-
load. The 66 articles full-text were downloaded and considered for eligibility out 
of which 11 were excluded due to unavailability of the full text. A total of 32 of 
the 55 articles downloaded for inclusion in the qualitative synthesis review were 
excluded because the article does not focus on CVD diagnosis and ML techniques. 
A total of 27 articles were later included for synthesis review (23 articles plus an 
extra 4 papers located when other databases were manually searched).
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2606 articles obtained through database search 
(SpringerLink = 303, Taylor and Francis = 210, Scopus = 2, 093) 

Duplicates ex-
cluded (n = 204) 

2402 articles screened by title, 
keywords and abstract 

(SpringerLink = 273, Taylor 
and Francis = 187, Scopus = 1, 942) 

66 Full-text articles 
obtained for eligibility 

66 articles remain-
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Fig. 1  PRISMA flow diagram for the SLR
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Table 2  Articles obtained 
from each database 

Databases Publications 

SpringerLink 303 

Taylor and Francis 210 

Scopus 2093 

Total 2606 

Table 3  Databases search strings 

Databases Search string 

SpringerLink Cardiovascular AND Deep Learning OR Machine Learning AND Diagnosis 

Talyor and 
Francis 

Talyor and Francis: [All: cardiovascular] AND [All: disease] AND [All: deep] 
AND [[All: learning] OR [All: machine]] AND [All: learning] AND [All: diag-
nosis] AND [All Subjects: Medicine, Dentistry, Nursing & Allied Health] AND 
[Article Type: Article] AND [Publication Date: (01/01/2018 TO 12/31/2022)] 

Scopus Cardiovascular AND Deep Learning OR Machine Learning AND Diagnosis 
AND ( LIMIT-TO ( PUBYEAR, 2022) OR LIMIT-TO ( PUBYEAR, 2021) 
OR LIMIT-TO ( PUBYEAR, 2020) OR LIMIT-TO ( PUBYEAR, 2019) OR 
LIMIT-TO ( PUBYEAR, 2018)) AND (LIMIT-TO (SUBJAREA, “COMP”)) 
AND ( LIMIT-TO ( DOCTYPE, “ar”)) 

2.2  Data Sources and Searches 

The study searched three databases which are SpringerLink, Taylor and Francis, 
and Scopus databases and obtained a total of 2606 publications as seen in Table 
2. The study search string was cardiovascular, deep learning, machine learning, 
and diagnosis as shown in Table 3. The search included publications on CNN 
algorithms and other disease-related algorithms. According to the types of tech-
niques applied between 2018 and 2022, the articles that were retrieved were fil-
tered. Convolutional neural networks and search phrases associated with cardiac 
disorders were combined. Before making a choice, the complete text and, if nec-
essary, extra materials (tables) were studied for papers lacking abstracts or without 
enough information in the abstract to make a choice. The databases citing refer-
ences were manually searched for any additional potentially suitable research in 
the reference lists of the included studies. 

2.3  Study Selection 

Studies are required to be original to qualify for inclusion. The accuracy of the 
supplied indicators for evaluating predictive power may be considered. These 
measures are now more widely acknowledged and employed in the evaluation of 
incremental predictive capability. Studies only involving people were comprised. 
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Using the qualifying criteria provided in linked works, all of the authors assessed 
the citations and abstracts found through electronic literature searches. The ability 
of statistical models to forecast illnesses was assessed in the eligible publications, 
which were all published in English. Because several predicting elements that, in 
some way or another, are connected to neural networks have been generated using 
algorithms. There was no restriction on studies by diagnosis among medical popu-
lations. Excluded studies were studies based on psychiatric, surgical, and pediatric 
populations because datasets and results were not feasible. 

2.4  Data Extraction and Quality Assessment 

Data were gathered using standard risk variables as well as research populations, 
locations, and methodologies. Studies that were extracted and concentrated on for 
the examination of discrimination quality assessment showed an accuracy of over 
70%. Researchers calculated the percentage of research in which they asserted an 
improvement in prediction when interpreting their results. Administrative, pri-
mary (such as survey, chart review), or both types of data were available. Other 
operational parameters including sensitivity, specificity, and predictive values are 
abstracted if the accuracy was not given. First and foremost, systematic informa-
tion on sampling, research design, outcome criterion formulation, and statistical 
analysis were taken from all of the chosen studies. Then, to guarantee correct 
study inclusion, the aforementioned inclusion criteria were used once again. 

2.5  Data Synthesis 

A narrative synthesis of the available data was undertaken due to the vast variety 
of indicators utilized to evaluate the incremental predictive power of algorithms. 
Too many different types of research were included, concentrating on the popula-
tions where the model has been tested, the kinds of variables used in each model, 
and model discrimination. 

2.6  Inclusion and Exclusion Criteria 

In these reviews, we used some criteria for the elimination and inclusion of articles 
for this SLR. The inclusion criteria are if (i) The publication is written in English, 
(ii) the publication is on cardiovascular diseases, (iii) the publication used machine 
learning algorithms for diagnosis or detection, and (iv) the publication is a journal 
article.
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The exclusion criteria are if (i) the publication does not focus on cardiovascu-
lar disease, (ii) the publication did not use machine learning algorithms, (iii) the 
publication is not written in English, (iv) the publication is a conference, preprint, 
chapter of books, magazine publications. 

3  Results 

Citations found through searches in the ScienceDirect, Research Gate, and Scopus 
databases were used to choose the study. A total of 128 abstracts were chosen for 
further screening, and 74 full-text publications were examined. After all exclu-
sions, 54 publications covering 50 studies were included because they satisfied 
the qualifying requirements. The table in the connected works and its data sum-
mary includes information from research that evaluated the precision of predic-
tion models. The following factors were taken into consideration when choosing 
the datasets: physical activity, dietary habits, smoking status, alcohol use, body 
mass index, height, weight, waist circumference, hip circumference, family his-
tory of diabetes, ethnicity, blood pressure, and/or antihypertensive medication use 
and steroid use. Occasionally, biological components were present (blood glu-
cose, triglyceride, lipid variables, or uric acid levels). The RQs are answered in the 
sub-sections as follows: 

RQ 1: What are the ML Algorithms Used for the Diagnosis of CVD? 
The ML methods used by the authors of the included publications are discussed 
here as follows, and those methods can be seen in Table 4.

Kalaivani et al. [11] a hybridized Ant Lion Crow Search Optimization Genetic 
Algorithm (ALCSOGA) to accomplish operative feature selection. A combina-
tion of Ant Lion, Crow Search, and Genetic Algorithm is used in this optimiza-
tion. The elite place is decided by the Ant Lion algorithm. While the Crow Search 
Algorithm makes use of each crow's position and memory to assess the goal 
function. 

Singhal et al. [12] proposed a new CNN-based heart disease prediction model 
and compared it to existing systems, and the prediction accuracy of the prediction 
system is 9% relative higher than theirs. They aimed at developing a medical diag-
nosis system that can predict heart diseases and use the backpropagation mecha-
nism to train datasets in CNN. 

Harini and Natesh [13] gathered and examined an enormous volume of infor-
mation for prediction since there were no advancements thereby using statistical 
knowledge, they determined the major chronic diseases and used the CNN algo-
rithm. They also compared the prediction of risk of multimodal disease (CNN-
MDRP) algorithm used with structured and unstructured hospital data, and this 
is 94.8% higher than the CNN-based unimodal disease risk prediction algorithm 
(CNN-UDRP).
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Table 4  Methods used in previous research works 

Authors Methods 

Kalaivani, Maheswari and Venkatesh Ant Lion Crow Search Optimization Genetic 
Algorithm (ALCSOGA) 

Harini and Natesh CNN 

Abdelsalam and Zahran SVM 

Cinar and Tuncer Hybrid AlexNet-SVM 

Muhammad et al. Support vector machines, K-nearest neighbors, 
random trees, Naive Bayes, gradient boosting, 
and logistic regression 

Subhadra and Vikas Backpropagation algorithm 

Kadam Vinay, Soujanya, and Singh Artificial neural network (ANN) 

Wahyunggoro, Permanasari, and Chamsudin ANN 

Sadek et al. ANN with backpropagation 

Ogundokun et al. PCA with random forest, SVM, decision tree 

Krishnan and Kumar CNN 

Thiyagarajan, Kumar, and Bharathi Transductive extreme learning machine 
(TELM) 

Durai, Ramesh, and Kalthireddy J48 algorithm 

Gujar et al. Naïve Bayes 

Gawande and Barhatte CNN 

Dami and Yahaghizadeh Long short-term memory (LSTM), deep belief 
network (DBN) 

Ogundokun et al. Autoencoder, KNN, and DT 

Bhaskaru and Devi Hybrid differential evolution fuzzy neural 
network (HDEFNN) 

Elsayed, Galal, and Syed Logistic regression model

Abdelsalam and Zahran [14] offered some specific unique methods for DR 
early detection based on multifractal geometry to detect early non-proliferative 
diabetic retinopathy, and the macular optical coherence tomography angiography 
(OCTA) pictures are examined (NPDR), automating the diagnosing process with 
supervised machine learning techniques like the support vector machine (SVM) 
algorithm and increasing the resulting accuracy. The accuracy of the categoriza-
tion method was 98.5%. 

Cinar and Tuncer [15] proposed a method for the classification of normal sinus 
rhythm (NSR), abnormal arrhythmia (ARR), and congestive heart failure (CHF). 
ECG data using the highly accurate and well-liked deep learning architecture is 
discussed. Hybrid AlexNet-SVM is the foundation of the suggested architecture 
(support vector machine). There are 192 ECG signals in all, including 96 arrhyth-
mia, 30 CHF, and 36 NSR signals. ARR, CHR, and NSR signals are initially cat-
egorized by SVM and KNN methods, reaching 68.75% and 65.63% accuracy, to 
show the classification performance of deep learning architectures. The signals 
are then categorized with an accuracy of 90.67% using long short-time memory 
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(LSTM). The hybrid AlexNet-SVM technique is used to apply to the photos and 
achieve 96.77% accuracy by collecting the spectrograms of the signals. The find-
ings demonstrate that compared to traditional machine learning classifiers, the pro-
posed deep learning architecture more accurately categorizes ECG data. 

Muhammad et al. [16] used diagnostic CAD data gathered from the two general 
hospitals in Kano State, Nigeria, to construct machine learning prediction models 
for CAD. The dataset was used to train predictive models using machine learning 
techniques like support vector machines, K-nearest neighbors, random trees, Naive 
Bayes, gradient boosting, and logistic regression. The models were then assessed 
based on performance metrics like accuracy, specificity, and sensitivity using 
receiver operating curve (ROC) techniques. 

Subhadra and Vikas [17] proposed a system implementing the concept of mul-
tilayered neural networks processed with clinical attributes thus improving the 
accuracy of disease diagnosis and prediction and, for effective prediction, a back-
propagation algorithm was used to train the data. 

Kadam Vinay et al. [18] built a new model for disease prediction with the use 
of predicting artificial neural network (ANN) diseases in terms of probabilistic 
modeling. With the concern of obtaining relevant health information data for pre-
diction from a large hospital information database, they got the prediction accu-
racy and produced a confusion matrix for that data. The model gives the 95%, 
98%, and 72% accuracy for predicting heart, kidney, and diabetes diseases. 

Wahyunggoro et al. [19] proposed a model for prediction by using the ANN 
model based on datasets thereby forecasting diseases because it is a problem in 
terms of not covering all diseases and rare conditions. A case study of the occur-
rence of the number of diseases was used to compare different neural network 
techniques and then select the best outcome among them. 

Sadek et al. [20] worked toward helping doctors know what causes Parkinson’s 
disease in terms of earlier detection. They implemented an ANN system with a 
backpropagation algorithm, and then it was discovered that the symptoms come 
slowly and are difficult to diagnose. 

Ogundokun et al. [21] proposed a PCA feature extraction technique with three 
classification ML methods. The methods were used to diagnose heart disease. It 
was discovered that the system had a low accuracy of 56.86%, but the detection 
rate of 98.7% was on the high side. 

Krishnan and Kumar [22] proposed a big data concept of both structured and 
unstructured datasets using the CNN definition, multimodal disease risk prediction 
(CNN-MDRP) based on CNN. Due to machine learning techniques, it is not being 
able to handle the difficulties of little and incomplete data in disease prediction, 
focusing on both data prediction and big data analytics. 

Thiyagarajan et al. [23] classified the output data of diabetes to improve accu-
racy thereby overcoming traditional methods of algorithms thereby implement-
ing the transductive extreme learning machine (TELM) based on testing time and 
accuracy. The precision and execution time for the proposed TELM show high 
performance and thus making it a good option for the diagnosis process to classify 
diabetes data.
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Durai et al. [24] aimed at predicting the occurrence of liver diseases based on 
the unhealthy lifestyles of patients. By using the J48 algorithm to make decisions 
on the prediction, they were able to get meaningful results from large datasets. 

Gujar et al. [25] used the Naïve Bayes algorithm, which takes symptoms to 
predict diseases based on user input information. They aimed at analyzing clinical 
documents about patients’ health to predict the possibility of occurrence of any 
diseases. 

Gawande and Barhatte [26] aimed at getting reliable information from biomed-
ical signals because of problems in consistencies and location of source or trans-
mission of the cardiac electrical impulse and then proposed a system in which an 
ECG signal is given as input; then segmentation is done to analyze the signal and 
output is trained in one-dimensional CNN in a particular format. The obtained 
accuracy is nearly 99.46%. 

Dami and Yahaghizadeh [27] proposed a 5 min electrocardiogram (ECG) 
recording and the extraction of time–frequency characteristics from ECG signals 
which were utilized to predict arterial events a few weeks or months in advance 
of the occurrence using a deep learning technique. The LSTM neural network was 
utilized to take into account the potential for learning long-term dependencies to 
swiftly recognize and avoid these situations. To choose and represent the recorded 
dataset's most useful and efficient characteristics, a deep belief network (DBN) 
was also utilized. LSTM-DBN is the short name for this method. 

Ogundokun et al. [28] proposed the use of two computational intelligence tech-
niques. They employed the use of autoencoder feature extraction algorithms with 
decision trees and K-nearest neighbor (KNN). The algorithms’ performance was 
evaluated using a heart disease dataset from the Nation Health Service database. 
They obtained an accuracy of 56.19%. 

Bhaskaru and Devi [29] proposed an accurate detection and prediction of heart 
diseases since medical researchers have found most results inaccurate. Hybrid 
differential evolution fuzzy neural network (HDEFNN) was implemented by 
improving the initial weight updating of the neural networks and can perform well 
without retraining. 

Elsayed et al. [30] proposed a mobile application system that predicts coro-
nary heart diseases based on risk factors implemented using the logistic regression 
model. 

RQ 2: What are the Cardiovascular Diseases that are Mostly Examined? 
There are several CVDs that have been examined in previous research, and a few 
of them were investigated in the publications included in this review. They include 
heart disease [12, 21, 28, 29, 30], diabetic cases [14], heart, kidney, and diabetes 
diseases [18], Parkinson’s disease [20], liver diseases [24], and so on. 

It can be deduced that many researchers worked on heart disease diagnosis. It 
is suggested that more investigation should be carried out on the use of ML tech-
niques on other types of CVD to detect them early and reduce the death rate in the 
world.
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Table 5  Authors and the accuracies obtained by them 

Authors Year Accuracies (%) 

Harini and Natesh 2018 94.8 

Kadam Vinay, Soujanya, and Singh 2019 95, 98, and 72 

Gawande and Barhatte 2018 99.46 

Ogundokun et al. 2022 56.86 

Cinar and Tuncer 2021 96.77 

Ogundokun et al. 2021 56.19 

Gawande and Barhatte 2018 99.46 

Abdelsalam and Zahran 2021 98.5 

RQ 3: What are the ML Accuracies Obtained in Previous Research? 
The ML accuracies obtained from the review can be seen in Table 4 and have been 
precisely shown in Table 4 as well. Although some research did not present the 
accuracies of their proposed system, few of them that did can be seen in Table 5. 

4  Discussions 

CNN is mostly used, and accuracy depends on the number of layers and algo-
rithms supporting them. Only eight related works out of the existing publication 
included in this review gave a straightforward accuracy. The methods consist of 
a series of neural networks and algorithms that support them while some are not 
supported. Average accuracy is being computed as per various accuracies derived 
in every article. Discovered in these reviews is the fact that neural networks used 
are being supported and then used in an intertwined manner in an approach to get 
high accuracy. The strengths and limitations are discussed as follows: 

The removal of studies that merely provided effect estimates for the inde-
pendent associations of algorithms with the outcome, such as risk ratios or rela-
tive risk, is one of this review's strengths. The justification for predictive testing 
is dependent less on the size of the risk ratio and more on how helpful the test 
findings are in enhancing illness prognosis. The restrictions stem from the fact that 
only English-language publications were included, making it impossible to access 
research that was conducted in a variety of languages also did not formally eval-
uate the potential for publication bias. Unpublished research, however, is more 
likely to have results that are discouraging; thus, they would likely reduce rather 
than exaggerate estimates of the predictive utility of algorithms (i.e., those report-
ing no improvement in the predictive accuracy). 

The number of publications per year can be seen in Fig. 2, and it was discov-
ered that 30% of the publications were published in the year 2018, 26% were pub-
lished in the year 2019, 15% in the year 2020, 19% in the year 2021, and lastly 
11% articles were published in the year 2022.
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Fig. 2  Number of publication per year 

5  Conclusion 

More implementation studies should be carried out to improve the uptake of exist-
ing risk prediction models and, consequently, to assess their effects on the imple-
mentation and outcomes of diabetes prevention and control programs, given that 
existing prediction tools based on established risk factors are already achieving 
acceptable-to-good discrimination. The hybridization of algorithms such as ML 
and deep learning models can be hybridized together. Various researches have 
attempted to combine various techniques to boost accuracy in terms of: 

a. Implementation of various characteristics of CNN in combination with other 
algorithms. 

b. Some combinations appear to be individually executed and merged at a perfect 
point at the end of the implementation. 

c. Tackled accuracy of results based on datasets used and therefore giving useful 
information about it. 

d. Also tackled the amount of time of executions hoping that someday it can be 
improved on. 

e. Most algorithms tackled the raw datasets based on patients’ information. 

A combination of algorithms could be the next move in the improving fastness of 
result outputs in the world today. This proposed study will also tackle the accu-
racy of the combination of methods and would therefore provide medical profes-
sionals the aid in the prediction of various heart diseases. This study proposes the 
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provision of efficiency in the utility and also looks forward to reducing the rate of 
cardiovascular diseases in the nearest future. 
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Abstract Machine translation (MT) converts one language to another automat-
ically. One of the major challenges of MT is evaluating the performance of the 
system. There are many automatic evaluation metrics available these days. But the 
results of automatic evaluation metrics are sometimes not reliable. In this paper, 
we have attempted to address this issue by considering another type of evalua-
tion strategy, i.e., syntactic evaluation in Bangla-to-English translation. We have 
attempted to address the problems of automatic evaluation metric BLEU and, 
thereby, how syntactic evaluation could be helpful in achieving higher accuracy is 
discussed. In our syntactic evaluation, we have exploited the use of parts of speech 
(POS) during computing evaluation scores. A comparative analysis is done on dif-
ferent types of evaluations such as syntactic, human, and automatic on a low-re-
sourced English–Bangla language pair. A correlation indicates syntactic evaluation 
score correlates more with the human evaluation score compared to the normal 
BLEU score. 
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1  Introduction 

When developing machine translation (MT) systems that automatically convert the 
source to the target language, the correct evaluation of such automatic translation 
is a crucial task. MT has gone through different stages such as dictionary-based, 
rule-based, statistical, phrase-based, hybrid, and most recently neural-based [1–8]. 
The most popular method for MT evaluation is reference-based, which involves 
comparing the system output to one or more human reference translations. The 
majority of MT evaluation methods in use produce a computer-generated abso-
lute quality score. The simplest scenario is comparing the similarity of translations 
suggested by machines (hypothesis sentence) to the human translation (reference 
sentence). To do this, word n-gram matches between the translation (MT output) 
and the reference are counted. This is the situation with BLEU [18], which has 
long served as the benchmark for MT evaluation. In MT evaluation, human judg-
ment is considered to be the best, but it is time-consuming. The features used by 
the human evaluators are captured and applied to the automatic evaluation metrics 
by training with a couple of reference translations (generated by human evalua-
tors) and hypothesis translations (translation generated by MT). How the human 
judgment is done when two hypotheses are given for a particular reference trans-
lation for choosing the best translation for ranking is used in automatic evaluation 
metrics. Such type of MT evaluation is done on the basis of ranking, i.e., without 
generating a direct score, we have multiple MT engines and their translation qual-
ity needs to be measured[9]. Researchers also focused on the syntactic evaluation 
of the MT system where they included syntactic information in the MT evaluation 
[10]. Apart from BLEU, some of the widely used automatic evaluation metrics are 
METEOR [11], National Institute of Standard and Technology (NIST) [12], Word 
Error Rate (WER) [13], etc. Evaluating the performance of the MT system is very 
important to developing a better system. Researchers are quite active in this area 
for a long and have explored different techniques such as precision-based, recall-
based, parts-of-speech (POS)-based, neural network-based, etc. to enhance the 
evaluation accuracy of MT engines [14, 15]. In this paper, we attempted to eval-
uate the performance of two online neural-based translation systems: Google and 
Bing with the most popular metric BLEU in conjunction with the syntactic evalua-
tion. In syntactic evaluation, we have taken parts of speech of the sentences (refer-
ence and hypothesis sentences) with the same approach as BLEU uses to evaluate. 

The remaining part of the paper is presented as follows: Sect. 2 highlights some 
previous work in MT evaluation; Sect. 3 briefs methodology; Sect. 4 elaborates on 
our experimentation; Sect. 5 includes results and discussion. Finally, Sect. 6 has a 
conclusion and future direction.
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2  Related Work 

Researchers explored new MT evaluation metrics by exploiting the dependency 
parse tree. They obtained this dependency parse tree with an appropriate German 
parser. The reason for selecting this specific parser is such a type of parser is capa-
ble of handling ungrammatical and ambiguous data. The authors claim that their 
new syntactic evaluation approach correlates well with human judgment [16]. 

In the automatic MT evaluation process to enhance the accuracy, researchers 
explored a neural network-based approach. Syntactic and semantic levels of infor-
mation, along with lexical information from reference and hypothesis sentences, 
are captured and represented in the word-embedding form before training the neu-
ral network. Researchers experimented with a benchmark dataset of WMT metrics 
and achieved the best result [14]. 

Researchers also explored the comparative analysis of MT evaluation of two 
frameworks such as phrase-based statistical MT (PBSMT) and neural machine 
translation (NMT) on English to Hindi and back translation where the translation 
was carried out on terminologies [17]. 

The most popular and widely accepted automatic evaluation metric is BLEU 
[18]. BLEU and another automatic metric NIST both exploit precision-based com-
putation to generate scores. On the other hand, METEOR exploits both precision 
and recall. 

In the NMT design, hyper-parameter plays a very vital role [19–21]. In the 
paper [22], researchers evaluated the performance of the transformer-based NMT 
model on low-resource English–Irish language pair. They performed a human 
evaluation to explore how the model performance varies with various hyper-pa-
rameter tunings. 

There is an interesting paper on the language model’s evaluation with refine-
ment at a targeted syntax level, where the authors’ proposed metric is developed 
with standard American English corpora [23]. 

3  Methodology 

We collected the corpus from TDIL. Our English-to-Bangla low-resourced corpus 
is from the Indian Tourism domain. In our experimentation, we randomly picked a 
couple of Bangla sentences as the source sentence, and its corresponding English 
sentence is considered to be a reference sentence. We used Google and Bing as 
the MT engines. We computed the translation score of both the MT engines. 
BLEU score with n = 1 to n = 4 is computed. Further, we also attempted to com-
pute the score syntactically, i.e., after tokenization we used the Bleus approach, 
but the tokens in the hypothesis sentence and reference sentence are taken as parts 
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Fig. 1  Block diagram of our methodology 

of speech during matching. In the paper, researchers used POS with BLEU for 
other language pairs [15]. BLEU score with parts of speech we named as BLEU 
with POS. We have tried to find the correlation of both the scores (BLEU and 
BLEU + POS) with the human score. Further, we compute the Pearson correlation 
and found BLEU with POS has a higher correlation with human scores compared 
to normal BLEU. Figure 1 is a diagrammatic representation of our methodology. 
The process of computing a human score is as follows: The source sentence is 
Bangla, and translated sentence is English; both are shown to five human evalua-
tors who have expertise in both these languages: English and Bangla. On the basis 
of two important parameters such as adequacy and fluency, the human evaluators 
are asked to evaluate. 

Adequacy means completeness, i.e., whether the translated sentence is com-
plete or not that is being evaluated. Fluency ensures the correctness of the gram-
mar of the translated text. Adequacy and fluency both are measured on a scale 
from 1 to 5. If all the meanings of the translated words are correct, then a full 
score, i.e., 5, is assigned to adequacy. If most of the meaning of the translated 
word is correct, then 4. In case of much meaning assigned score is 3. In the case 
of words that have little meaning, score is 2 and with no meaning, the score is 1. 
In a similar fashion, fluency scores are also decided. If the translated sentence is 
incomprehensible, then the score is 1, flawless translation has a score of 5, good 
language has 4, non-native language has 3, and if the translated sentence is dis-
fluent, then the score is 2. On the basis of both adequacy and fluency scores, the 
average score is computed. And this computed average score is the human score. 
Next correlation is computed to figure out which automatic metric has a higher 
correlation with the human judgment score.
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Fig. 2  Parts-of-speech tagging of reference sentence 1 

Fig. 3  Parts-of-speech tagging of hypothesis sentence 1 

4  Experimentation 

As illustrated before in Sect. 3, we have used the English-to-Bangla tourism data-
set collected from TDIL. However, we have picked only a few Bangla sentences 
randomly from these datasets and fed them into two online MT engines Google 
and Bing. The same sentences and the translated sentences produced by two trans-
lators were shown to five human evaluators. In this section, we have presented our 
entire experimentation process with a single sentence, i.e., sentence 1. This sen-
tence 1 is a Bangla sentence picked randomly from our dataset. Its corresponding 
Bangla sentence is used as a reference sentence. The entire steps of our experi-
mentation are already mentioned in Sect. 3 (Methodology). We input sentence 1 to 
both the online NMT engines Google Translate and Bing one by one. Translated 
sentences from both engines are compared with reference sentences. Both the 
sentences, i.e., translated and reference sentences, are tokenized with the help of 
Stanford’s core NLP parser’s online tokenizers (Figs. 2 and 3) [24, 25]. 

Test sentence 1: সে আমার কাসে স্বীকার করল সে সে ঘুমমসে পসেমেল।. 
Reference sentence: He confessed to me that he had fallen asleep. 
Google Translate (Hypothesis sentence 1): He admitted to me that he fell 

asleep. 
In Fig. 2, POS from reference sentence is as follows: PRP is a possessive prep-

osition, VBD is verb past tense. IN is a preposition, VBN is a verb past participle, 
and JJ is an adjective. The corresponding parts of speech from the hypothesis sen-
tence (Fig. 3) are compared with the help of the same approach as BLEU uses. 
But in n-gram matching, as a token, instead of taking words, parts of speech are 
taken. This is our BLEU with POS score. Along with POS with BLEU, we also 
computed normal BLEU with n = 1 to 4. The scores are also computed. The pro-
cess of computing human scores is already explained in the methodology section 
(Sect. 3). Finally, with the Pearson correlation coefficient, we have computed the 
correlation of normal BLEU and BLEU with POS against the human score. With 
the help of the Pearson correlation coefficient, we can get the linear relationship 
between two different scores. 

We have experimented with around five different sentences picked randomly 
from the dataset and observed almost the same behavior as we have observed here 
in this example sentence. Table 1 reports all the automatic and manual scores. As 



56 G. Datta et al.

Table 1  BLEU score with n-gram where n = 1 to 4, POS-BLEU and human score of test sen-
tence 1 (scores are for Google Translate) 

BLEU POS-BLEU Human score 

0.66 0.88 0.98 

0.37 0.75 0.95 

0.29 0.73 0.95 

0.17 0.70 0.98 

Fig. 4  Graphical 
representation of automatic 
and human scores 

Fig. 5  Pearson coefficient 
has higher correlation with 
BLEU with POS 

stated before, we used BLEU for multiple n-grams and accordingly also noticed 
variation in evaluation scores. Figure 2 is the graphical representation of all the 
metrics scores. Pearson’s correlation score is reported graphically in Fig. 5. We 
can see that BLEU with POS has a higher correlation with the human score as 
compared to normal BLEU. Pearson’s correlation coefficient values vary from −1 
to + 1. −1 means a negative correlation between two variables. 0 means no correla-
tion. And + 1 means positive correlation (Fig. 4). 

Whereas in our second example sentence (generated by Microsoft’s Bing trans-
late), reference text exactly matches with hypothesis text and hence in this case 
all the scores are highest and considers to be the best translation (Figs. 6 and 7). 
All the metrics scores are shown in Table 4. In the automatic translation score 
generation process by BLEU and BLEU with POS, all tokens irrespective of the 
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Fig. 6  Parts-of-speech tagging of reference sentence 1 

Fig. 7  Parts-of-speech tagging of hypothesis sentence 2 (generated by Bing) 

Table 2  Pearson’s 
correlation between BLEU 
score versus human Score 

BLEU Human-score Pearson correlation 

0.66 0.98 0.2353 

0.37 0.95 0.2353 

0.29 0.95 0.2353 

0.17 0.98 0.2353 

Table 3  Pearson’s 
correlation between POS-
BLEU score versus human 
score 

POS-BLEU Human score Pearson correlation 

0.88 0.98 0.3636 

0.75 0.95 0.3636 

0.73 0.95 0.3636 

0.70 0.98 0.3636

Table 4  BLEU (n = 1–4) scores, BLEU with POS and human score for test sentence 1 (transla-
tion generated by Bing) 

Hypothesis text and reference text exactly match, and hence, all metrics have the highest score 

BLEU (n = 1 to 4) BLEU with POS Human score 

1 1 1 

1 1 1 

1 1 1 

1 1 1 

number of n-grams exactly match, and hence with BLEU’s computation criteria it 
generates a maximum score. And in this case, the human score is also the highest 
because hypothesis and reference translation both are exactly the same (Tables 2 
and 3). 



58 G. Datta et al.

5  Results and Discussion 

From our experimentation and results as reported in tables in Sect. 4, we can see 
that since the BLEU metric is mainly dependent on a precision-based approach 
where it tries to match tokens from reference text and hypothesis text, hence 
n-gram with minimum n-value has the highest score. When the n value increases, 
the score also gradually decreases. The reason is when the n value is more than 1, 
then accordingly it tries to find that the many numbers of the exact token match 
from reference and hypothesis texts. But in reality, this is not possible because 
words may have multiple meanings based on context, words may be represented 
in a sentence in a different manner, one particular context/meaning can be repre-
sented by different words, and so on. The probability of occurrence of such type 
of case is higher in case of morphologically rich languages. Hence, the chances of 
an accurate score are also reduced in normal BLEU. On the other hand, when we 
use BLEU with POS, such type of exact word matching case between reference 
and hypothesis can be avoided and matching will be done on the basis of POS, and 
thereby chances of accuracy increase. This is the reason when we try to find the 
correlation between the human score and both the automatic metrics BLEU and 
BLEU with POS, the latter has a higher correlation with the human score. 

6  Conclusion and Future Work 

We can conclude from the above work and discussion that correct evaluation is 
very important in MT design. Sometimes automatic evaluation metrics fail to pro-
duce a correct score because they are primarily dependent on either n-gram-based 
precision or a recall-based approach. Hence, researchers also focused on machine 
learning-based approaches in the automatic evaluation process. We have also seen 
that by integrating a syntax-based approach in the evaluation process with BLEU, 
we are able to generate a better score, which has a higher correlation with a human 
score, in our Bengali-to-English translation task. Furthermore, in future work, we 
can exploit recently introduced ML models where we can capture the semantic, 
syntax, and other important information in hypothesis and reference translations, 
they can be embedded before training the model for our language pairs, and evalu-
ation accuracy can be enhanced. 

References

 1. Hutchins J, Lovtskii E (2000) Petr Petrovich Troyanskii (1894–1950): a forgotten pioneer of 
mechanical translation. Mach Transl 15:187–221

 2. Brown PF, Della Pietra SA, Della Pietra VJ, Mercer RL (1991) Statistical approach to sense 
disambiguation in machine translation 146–151. https://doi.org/10.3115/112405.112427

http://dx.doi.org/10.3115/112405.112427


59Exploiting Parts of Speech in Bangla-To-English …

 3. Xiong D, Meng F, Liu Q (2016) Topic-based term translation models for statistical machine 
translation. Artif Intell 232:54–75

 4. Koehn P et al (2007) Moses: open source toolkit for statistical machine translation. In: 
Proceedings of the 45th annual meeting ACL interaction poster demonstration session— 
ACL ’07 177. https://doi.org/10.3115/1557769.1557821

 5. Vaswani A et al (2017) Attention is all you need. Adv Neural Inf Process Syst 2017-Decem, 
5999–6009

 6. Sutskever I, Vinyals O, Le QV (2014) Sequence to sequence learning with neural networks. 
Adv Neural Inf Process Syst 4:3104–3112

 7. Stahlberg F (2020) Neural machine translation: a review. J Artif Intell Res 69:343–418
 8. Vathsala MK, Holi G (2020) RNN based machine translation and transliteration for Twitter 

data. Int J Speech Technol 23:499–504
 9. Duh K (2008) Ranking vs. regression in machine translation evaluation. In: Third workshop 

on statistical machine translation WMT 2008 annual meeting association on computer lin-
guist ACL 2008 191–194. https://doi.org/10.3115/1626394.1626425

 10. Liu D, Gildea D (2005) Syntactic features for evaluation of machine translation. In: 
Proceedings of the ACL workshop on intrinsic and extrinsic evaluation measures for 
machine translation and/or summarization ACL 2005 25–32

 11. Banerjee S, Lavie A (2005) METEOR: an automatic metric for mt evaluation with improved 
correlation with human judgments. In: Proceedings of the acl workshop on intrinsic and 
extrinsic evaluation measures for machine translation and/or summarization 2005 65–72

 12. Doddington G (2002) Automatic evaluation of machine translation quality using n-gram 
co-occurrence statistics 138. https://doi.org/10.3115/1289189.1289273

 13. Park Y, Patwardhan S, Visweswariah K, Gates SC (2008) An empirical analysis of word 
error rate and keyword error rate. In: Proceedings of annual conference on international 
speech communication association INTERSPEECH 2070–2073. https://doi.org/10.21437/ 
interspeech.2008-537

 14. Guzmán F, Joty S, Màrquez L, Nakov P (2017) Machine translation evaluation with neural 
networks. Comput Speech Lang 45:180–200

 15. Popovíc M, Ney H (2009) Syntax-oriented evaluation measures for machine transla-
tion output. In: EACL 2009—Proceedings of the Fourth Workshop on Statistical Machine 
Translation 29–32. https://doi.org/10.3115/1626431.1626435

 16. Duma M, Vertan C, Park VM, Menzel W (2013) A new syntactic metric for evaluation of 
machine translation. ACL Student Res Work 130–135

 17. Haque R, Hasanuzzaman M, Way A (2020) Analysing terminology translation errors in sta-
tistical and neural machine translation. Mach Transl 34:149–195

 18. Papineni K, Roukos S, Ward T, Zhu WJ (2002) {B}leu: a method for automatic evalua-
tion of machine translation. In: Proceedings of the 40th annual meeting of the association 
for computational linguistics 311–318 (Association for Computational Linguistics, 2002). 
https://doi.org/10.3115/1073083.1073135

 19. Agnihotri S (2019) Hyperparameter optimization on neural machine translation. Creat 
Components 124

 20. Lim R, Heafield K, Hoang H, Briers M, Malony A (2018) Exploring hyper-parameter opti-
mization for neural machine translation on GPU architectures 1–8

 21. Tran N, Schneider J-G, Weber I, Qin AK (2020) Hyper-parameter optimization in classifica-
tion: to-do or not-to-do. Pattern Recognit 103:107245

 22. Lankford S, Afli H, Way A (2022) Human evaluation of English–Irish transformer-Based 
NMT 1–19

 23. Newman B, Ang KS, Gong J, Hewitt J (2021) Refining targeted syntactic evaluation of lan-
guage models 3710–3723. https://doi.org/10.18653/v1/2021.naacl-main.290

 24. Manning C et al (2015) The Stanford CoreNLP natural language processing toolkit 55–60. 
https://doi.org/10.3115/v1/p14-5010

 25. Marcus MP, Santorini B, Marcinkiewicz MA (1993) Building a large annotated corpus of 
English: the Penn Treebank. Comput Linguist 19:313–330

http://dx.doi.org/10.3115/1557769.1557821
http://dx.doi.org/10.3115/1626394.1626425
http://dx.doi.org/10.3115/1289189.1289273
http://dx.doi.org/10.21437/interspeech.2008-537
http://dx.doi.org/10.21437/interspeech.2008-537
http://dx.doi.org/10.3115/1626431.1626435
http://dx.doi.org/10.3115/1073083.1073135
http://dx.doi.org/10.18653/v1/2021.naacl-main.290
http://dx.doi.org/10.3115/v1/p14-5010


61

Artificial Intelligence and Blockchain 
Technology in Insurance Business 

Shakil Ahmad and Charu Saxena 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
Y. Singh et al. (eds.), Proceedings of International Conference on Recent Innovations  
in Computing, Lecture Notes in Electrical Engineering 1011, 
https://doi.org/10.1007/978-981-99-0601-7_6 

Abstract With the use of cutting-edge technology like artificial intelligence, the 
Internet of Things, and blockchain, the insurance industry is about to enter a new 
era. Financial innovations will have a wide range of effects on economic activity. 
The future of the AI and blockchain-based insurance industry appears bright. The 
expansion of the insurance industry will be considerably aided by AI and block-
chain technology. The corona situation has recently brought to light some ineffi-
ciencies of the conventional system, including fewer client–insurer interaction 
capabilities, challenges in targeting consumers, difficulties working from home, a 
lack of IT support, a lack of transparency, and sparse management. This article 
examines the impact of cutting-edge financial technology on the insurance indus-
try, including AI technology and blockchain, and describes the phenomena from 
several angles. Insightful and scientific, ICT-based insurance makes considera-
ble use of electrical and IT equipment for technology resolution without the con-
sumer providing the insurance company with any natural resources. Digital insurer 
seems to be growing more popular at the moment, but it’s essential to understand 
the problems and challenges it faces, which result in poor penetration. Although 
there are many advantages for the insured and insurer, internet insurance providers 
are nevertheless subject to operational, regulatory, and company reputation, and 
their customers worry about the safety of their transactions and identity theft. This 
article aims to illustrate the fundamentals and significance of AI and blockchain 
technology in the insurance business, looking at benefits that accrue to both the 
provider and the customer. Although there are many studies already published, the 
focus of this research is the insurance industry. By fusing cutting-edge technical 
demands with established company competencies, this paper assists the manage-
ment in expanding their understanding of competing for advantage.
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1  Introduction 

As a result of the presentation of advanced and creative innovation, the percep-
tion of conventional approaches has changed. The financial administration field is 
changing and being helped by financial innovations, mainly the semi of the insur-
ance industry. Insurance advances, or "InsurTech," are currently revolutionizing 
financial administrations around the world, such as in the commercial fields of 
the insurance industry [1]. In the upcoming decade of this century, the traditional 
methods and procedures in insured sections of the scene are expected to change 
quickly. In particular, the customer and other partners in this field will benefit 
from the security and welfare code-based novel features, like AI technology and 
blockchain, to protect against financial fraud and guarantee fraud. Life in insur-
ance exchanges, in comparison to the past, is becoming more manageable because 
of these cutting-edge advancements and futuristic software and lessens the has-
sle of actually going to the branch and interacting with the insurance expert or 
advocate. We believe these advancements will be much more user-friendly and cli-
ent-friendly [2]. The corona pandemic has had a particularly negative impact on 
the insurance industry: The number of health and disaster protection claims has 
increased significantly, while the demand for auto and travel insurance has drasti-
cally decreased. All insurance companies have a poor understanding of the occur-
rence of customer collaboration. Many insurance companies have realized how 
pandemics may both attract and retain clients [3]. 

A study demonstrates how the use of technologies such as AI, blockchain, chat 
bots, the Internet of Things, and telematics can lessen the effects of the corona epi-
demic on the insurance business.The goal of this review is to examine how tech-
nology is used in the insurance sector [4]. As per Jing Tian, the growth of online 
finance has spawned the online insurance sector. His paper thoroughly examines 
the development of Online insurance and shatters the fundamental problems of 
the insurance business. He puts forward advancement proposals based on Huize’s 
course of action. He investigates methodologies of the insurance business in 
the social consciousness of others’ aspirations, item plans, and associates with 
the plague, and joins with the public authority to strengthen the development of 
life and general insurance, enhances the PPP mode, and consolidates protection 
innovation too [5]. Several innovative developments at the nexus of information 
and insurance administrations are AI and blockchain technology. Before the virus, 
a few standby plans began the transition to computerized technology in search of 
more individualized and efficient services, and many technology vendors intro-
duced innovations into the industry [6]. On the basis of above comments the fol-
lowing hypothesis is formulated.
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H1: There is a meaningful role of artificial intelligence and blockchain technol-
ogy in the insurance business. 

2  Literature Review 

The move from analog-to-digital processing of information is only the beginning 
of the insurance firm’s advanced digitalization. Eling and Lehmann [7] the combi-
nation of the digital and analogue environments with innovative technologies that 
improve customer engagement, data availability, and corporate operations is what 
is referred to as digitalization. The previous ten years have seen the emergence 
of InsurTechs, which are also driving the digital transformation. Cloud storage, 
telemetry, IoT, mobile phones, blockchain technology, AI, and predictive modeling 
are new technologies that are having an impact on the insurance sector [8]. 

Along with the insurance value chain, automation has already had a signifi-
cant impact and will grow to do so as emerging technologies develop. The main 
changes are improved underwrite and product development, new business models, 
improved client relations, and improved distribution tactics. Researchers’ study 
demonstrates that the performance of an organization of insurance businesses is 
significantly impacted favorably by digitization activities [9]. Six cutting-edge 
innovation trends, including AI, algorithmic logic, mobile finance, blockchain 
technology, refreshed ATMs, and the Internet of Things, were identified by the 
New Jen Application as having the potential to transform the bank services, insur-
ance, and money market. Chris Smith documented how technological improve-
ments affected the insurance industry, mainly how they changed the nature of the 
obligation, how the settled claims, and how the value was divided. The researcher 
goes into detail and clarifies how cutting-edge innovations might propel and have 
a significant impact on monetary administrations, notably in the financial sector. 
As a result, they portray various perspectives on surprise in this context. FinTech 
and InsurTech exhibits in these areas were examined by analysts, who then 
adjourned [2]. 

Blockchain, AI, and IoT’s potential to alter how we conduct our jobs in the 
future will help the enterprise, governments, non-profits, and individuals alike. 
Trust may be established in virtually any transaction using blockchain, AI technol-
ogy, and Internet of Things technology, making it possible to send money, goods, 
or sensitive information throughout the world more quickly. Blockchain, AI, and 
the IoT were studied to have a better understanding of how this innovation func-
tions. Questions concerning Bitcoin’s uses in various sectors to see how far it has 
come in realizing its potential have arisen from an analysis of its technological 
design [10]. Our economy and community are changing due to new ideas and new 
information genesis, and the insurance industry will follow suit. InsurTechs, or 
new technologies, are entering the market to provide some of the services typi-
cally offered by resident backup plans and mediators. Modern businesses are seek-
ing favorable conditions in protection, much like newly established innovation 



64 S. Ahmad and C. Saxena

corporations. The participants usually give generous businesses with safety net 
suppliers flexibility. Still, they might also emerge as direct rivals, restricting net 
income and testing backup plans, particularly at their client application [11]. 

According to Mohammad Ali (2020), financial development is significantly 
impacted by insurance. An ambiguity, a loss of accredited living person harmo-
nization, a lack of a branding and promotion strategy, a lack of business ethics, 
inadequate IT support, ineffective officials, totally inadequate ROI, a loss of trans-
parency and honesty, a loss of acknowledgement, and banal control are among 
the most critical matters in this industry, according to him. He suggests using 
cutting-edge marketing and advertising tools, retaining and developing talent, 
enhancing recognition, utilizing IT, the Internet of Things (IoT), blockchain (BC), 
and artificial intelligence (AI), avoiding risky competition, adopting a progressive 
managerial style, and enforcing substantial insurance to overcome the challenges 
[12]. 

Both the insurance industry and how insurance services are provided are being 
transformed by digitalization. The insurance industry’s service delivery process is 
significantly impacted by the use of mobile devices, chatbots, big data, intelligent 
systems (AI), IoT, and chatbots. This includes everything from product design to 
underwriting risks to policy pricing to their advertising and sales to claim pro-
cessing to current customer interaction and management [13]. Digitalization is 
reassess present tasks from fresh perspectives formed possible by technological 
novelty rather than just changing remain processes into more improper ones. The 
transition might result in new ways to do activities that are more durable or rea-
sonable. Still, it can also be disruptive to a company’s ongoing operations because 
digitalization fundamentally alters an organization’s commercial opportunities 
[14]. 

AI has the potential to change the marketing industry completely. The focus on 
AI by businesses in their financial statements and its gross and net operational effi-
ciency are compared in this study. 10-K filings are an essential source of informa-
tion for research in accounting and finance, but they are still primarily ignored in 
marketing. Researchers create a practical guideline to demonstrate how organiza-
tions’ AI focus may be tied to annual gross and operating efficiency by drawing on 
financial and marketing theory. The connection between AI intensity and operating 
efficiency is then empirically tested using a set of simultaneous equations. Their 
findings demonstrate the coming AI change that US-listed companies are currently 
experiencing. They show how an emphasis on AI may increase net revenue, net 
operating efficiency, and return on capital while lowering advertising costs and 
generating jobs [15]. AI emphasis and sales, as well as AI focus and personnel 
count, are positively correlated. However, it is expensive to retrain staff mem-
bers and reorganize marketing roles to accommodate the mechanization of sell-
ing and marketing capabilities. It is crucial to understand whether an AI-focused 
organization has a good or negative impact on sales per employee. Because our 
guiding framework is unable to anticipate the direction of the link between AI 
emphasis and deals, we hypothesize that AI focus is adversely connected to sales 
per employee. Furthermore, our guiding framework assumes a positive correlation 
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between the workforce size and AI focus. Since hiring more staff incurs higher 
costs, we anticipate that there will be a negative correlation between AI engage-
ment and sales per employee [16]. 

3  Methodology 

3.1  AI Technology and Blockchain Technology 
in Insurance Business 

Artificial Intelligence: AI is becoming more popular among corporations. 
Insurance companies can benefit from AI in ways like increased productivity, 
improved customer service, and reduced extortion. AI-powered chatbots allow you 
to continuously respond to consumer inquiries and handle everything from sim-
ple approach-related problems to complaints and concerns. Safety net providers 
can speed out the start-finish process with the use of AI in the protection industry, 
from gathering information, settlement development, approval, and acknowledge-
ment, to watching installments after rescue and recovery, dealing with legal dif-
ficulties, and contacting the board. Traditional mathematical hazard identification 
and pricing models will evolve as more specific risk-relevant information on pol-
icyholders becomes available through archived and real-time datasets. Insurance 
companies can more precisely evaluate and forecast future loss chances and total 
loss amount on a micro-scale. Thanks to the granular content analysis, images, 
and video content from internally and externally databases as well as from devices 
connected (such as management capabilities and health wearable). AI makes it 
easier for insurance companies to differentiate between good and bad risks, which 
decrease adverse selection. It may even encourage people who pose a high risk of 
loss to intensify their loss prevention efforts or alter their conduct, which lowers 
opportunities for corruption (e.g., usage-based insurance products). As risk-rele-
vant behavior, including preventative endeavors, is transparent and readily meas-
ured, it also enables insurance companies to create the small, homogenous risk 
of violence with precise and responsive premium pricing systems for each poli-
cyholder. As a result, unfavorable chances will pay higher premiums and positive 
risks a lower [17]. 

Blockchain: Blockchain enables the creation of a computerized record that is 
irrevocably made. This invention can support strategies by reducing the admin-
istrative costs incurred while evaluating claims and verifying third-party install-
ments. Blockchain ensures that all of this data is shared, easily verifiable, and 
misrepresentation-secured. According to PWC’s investigation, blockchain might 
help reinsurers by facilitating the movement of the protection plan, which could 
result in potential private equity funds of USD 5 to 10 billion. Blockchain is pro-
jected to increase the speed, efficiency, and security and reduce the costs of a more 
significant portion of insurance associations’ operations shortly. A blockchain is a 
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Fig. 1  How a blockchain technology works [19] 

decentralized digital ledger that is shared by many peers in a network and makes 
it easier to record transactions and track the ownership of both tangible and intan-
gible goods. Through the use of cryptography signatures, validated payments take 
the form of blocks that are sequentially added to a chain of previously confirmed 
blocks due to the decentralized nature of the ledger. And the fact that each new 
block is tagged sequentially and contains the information that references the block 
before it, any attempt to falsify the blockchain would necessitate falsifying every 
block that has already been created [18] (Fig. 1). 

3.2  Impact of AI Technology and Blockchain Technology 
on Insurance Business 

Financial 
year 

Investment 
in AI and 
BC (US$M) 

Premium volume in the world 
(Premium in USD Billions) 

Premium volume in India 
(Premium in USD Billions) 

Life Non-life Total Life Non life Total

2020–2021 4780 2797.44 
(44.50) 

3489.61 
(55.50) 

6287.04 
(100) 

81.25 
(75.24) 

26.74 
(24.76) 

107.99 
(100) 

2019–2020 4374 2,916.27 
(46.34) 

3,376.33 
(53.66) 

6,292.60 
(100) 

79.67 
(74.94) 

26.64 
(25.06) 

106.31 
(100) 

2018–2019 5540 2820.18 
(54.30) 

2373.05 
(45.70) 

5193.23 
(100) 

73.74 
(73.86) 

26.10 
(26.14) 

99.84 
(100) 

2017–2018 2690 2657.27 
(54.32) 

2234.42 
(45.68) 

4891.69 
(100) 

73.24 
(74.73) 

24.76 
(25.27) 

98.00 
(100)
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Financial 
year 

Investment 
in AI and 
BC (US$M) 

Premium volume in the world 
(Premium in USD Billions) 

Premium volume in India 
(Premium in USD Billions) 

Life Non-life Total Life Non life Total

2016–2017 2771 2617.02 
(55.30) 

2115.17 
(44.70) 

4732.19 
(100) 

61.82 
(77.95) 

17.49 
(22.05) 

79.31 
(100) 

2015–2016 1463 2533.82 
(55.64) 

2019.97 
(44.36) 

4553.79 
(100) 

56.68 
(78.96) 

15.10 
(21.04) 

71.78 
(100) 

Source IRDI Annual Report [20] and statista [21] 

It is evident from the graph mentioned above and the chart that there is a strong 
correlation between technology investment and insurance performance. InsurTech 
investment is rising globally but slowing down around the period of the corona 
pandemic. The premium volume serves as a proxy for insurance performance, 
which is improving annually as a result of investments in technology. Due to tech-
nological investments made the year before, the premium growth rate increased 
during the pandemic by 2.9%. Like the rest of the world, India’s insurance indus-
try is booming. Even throughout the COVID-19 period, India’s premium volume 
continues to rise annually. The fact that India is already a member of the tech-
nological revolution is encouraging. The majority of technology devices, or 
"InsurTech," are already in use by India’s insurance sector. After the pandemic, 
we hope India will fare better than it is right now. Before the COVID-19 pan-
demic, the insurance companies were on a steady growth path, according to the 
Swiss ReInstitute’s sigma research article (no. 4/2020) on global insurance. With 
help from the non-life industry in developed economies, the total amount of direct 
premium written globally climbed by about 3% in 2019 compared to the previous 
year. Over 60% of all insurance markets globally saw total premium growth out-
pace real GDP growth. The total amount of insurance premiums insured in 2019 
increased from the pre-revision estimate of USD 5.4 trillion to USD 6.3 trillion, 
representing 7.2% of the world GDP (IRDI Annual Report) [20] (Figs. 2, 3 and 4).

4  The Core Benefits of AI and Blockchain Technology 

1. Minimization of costing: The company’s functional expenses diminished and 
changed in everyday activities because of the presentation of AI and blockchain 
technology at every single phase of business measures [22]. 

2. Qualities in the dynamic interaction: Computerization or digitalization of 
cycles reliably gives accurate and fast results in the insurance business. AI and 
blockchain technology are helping in various ways to deal with inspecting the 
business conditions in different business exercises and occasions in associa-
tions in a brief period. These valuable reports will help experts and key innova-
tors in the unique cycle and stay aware of their qualities [23].
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3. Focus on more straight forwardness: Because of the use of AI and block-
chain technology or digitalization of transaction and administrations in insur-
ance business, protection establishments can, without much of a stretch, keep 
up with straightforwardness in their every single exchange, tasks of different 
administrations with less time at an ideal expense both the gatherings in the 
assistance exchange [24].
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5  Test of Hypothesis 

From the above hypothetical and insightful conversation, we could gather that the 
new cutting-edge innovations (AI and BC) goodly affect the insurance business. In 
this way, our examination shows there is a meaningful role of AI and blockchain 
technology in the insurance business. 

6  Conclusion 

AI and BC play a crucial role in enhancing insurance companies, expanding the 
item selection, and gaining the upper hand. Underwriters and InsurTech should 
work together to create a setting that will boost the worth of clients by addressing 
their digital demands. The success of new intelligence and blockchain technology 
initiatives will require a combination of mechanical brilliance, marketing prow-
ess, and knowledge of the insurance industry. After a variety of these technologies, 
clients will gain confidence. Plans for contingencies have become more aware 
of the close relationship between customer experience and computerized proce-
dure, how to deal with change and the advancement of operations. The insurance 
industry will continue to make extensive use of automation and robotics, chatbots, 
telematics, information analysis from social networks, blockchains, AI, artificial 
consciousness, and anticipatory research. As a result of the discussions mentioned 
above, the analysts tested their hypothesis. They illustrated the significant impact 
that AI and BC improvements have had on the insurance industry after examining 
various innovations and advancements that have been used and tested in the insur-
ance sector.
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Similar to this, AI and blockchain technology have a significant impact on the 
insurance industry. In addition to providing customers with the caliber to browse 
and purchase insurance plans, the adequate adoption of digital channels will give 
the insurance industry the chance to grow both geographically and commercially. 
Because insurance is a long-term risk reduction strategy that may not have a prox-
imate impact, if it is difficult to access, individuals may disregard the service. 
However, the risk reduced by doing so or by having insurance has a long-term out-
come on a person’s life in terms of financial security. Therefore, it must digitalize 
the services provided by insurance businesses to ensure quick availability of insur-
ance services. Customers should have access to a platform where they can easily 
access all services, from underwriting to claims. Additionally, by utilizing the right 
technology to evaluate the risk connected to every insured property, the insurance 
business could benefit from determining the optimal premium rate. 
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Classification and Detection of Acoustic 
Scene and Event Using Deep Neural 
Network 

Sandeep Rathor 

Abstract Sound is the basis medium to understand the world. On the basis of sound, 
we can analyze or recognize the events, environment or scene. Recently, artificial 
intelligence techniques have been prominently applied to handle speech signals, and 
remarkable achievement has been exhibited by utilizing the speech signal with deep 
neural network. Therefore, a multi-model approach to recognize acoustic event and 
scene is proposed by using deep neural network. In the proposed work, temporal 
features are captured by using LSTM, and dense layer (DL) is utilized for detention 
the nonlinear combination of those features. Experimental results are obtained using 
TUT 2017 datasets with the acceptable accuracy, i.e., 85.36%. 

Keywords Acoustic scene · Acoustic event · LSTM · DNN 

1 Introduction 

Speech is the most convenient and fast medium of communication. On the basis of 
speech, communicators can understand the domain, situation, mood, and purpose of 
each other. The domain of communication reflects the context like political, medical, 
advertisement, research, games and sports, etc. [1]. If persons are discussing on a 
pandemic, then its domain will be “Medical”; similarly, if two persons are discussing 
about IPL match, then its domain will be “Games and Sports.” The emotions and 
sentiments can also be recognized through the communication. The emotions can be 
classified as: happy, sad, joy, surprise, excited, etc. while sentiments can be classified 
as: favorable, unfavorable, and neutral. Similarly, there are different types of sound 
in real life like cooking, travelling, playing, watching television, passing the vehicle, 
singing, crying, etc. Nowadays, there has been increasing interest during analyzing 
numerous sounds in real-life environments equivalent to change of state sounds in 
a room or vehicles passing sounds in the environment [2]. Therefore, an automatic 
analysis can be performed to classify the environment on the basis of the sound. The
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sound can be of a bird, a car, a musical instrument, harmonic noises, and multiple 
noises, etc. [3]. We can also recognize critical situations. Obviously, it is considered 
as an event. It can be generated by acoustic. A shooting, a scream, a glass breaking, 
an explosion, or an emergency siren are examples of artifacts [4]. Mainly, “environ-
mental sound detection” can be utilized for two tasks, i.e., for event detection and for 
scene classification. Acoustic event detection is the process of detecting the level of 
event like “birds singing,” “mouse clicking,” “travelling,” “playing,” etc.; it is simply 
identification of “Triger words,” while acoustic scene classification is the process 
of predicting scene from the recording such as “park,” “office,” “train,” “cricket,” 
etc. The neural network is the most suited for recognizing events [5]. However, for 
the implement multimodal, i.e., for event and scene, deep neural network is more 
suitable [6]. 

Figure 1 shows two tasks that can be recognized by the sound signals, i.e., event 
recognition and scene recognition. The main objective of the proposed research is 
to recognize it by using bi-directional LSTM and deep neural network on a standard 
dataset. 

Sound Signals 

Scene Recognition Acoustic Event 
Recognition 

Kitchen 

Office 

Park 

Market 

Cooking 

Mouse clicking, 
Keyboard typing 

Bird Singing 

Crying 

Train/ Bus  People Talking 

Fig. 1 Acoustic event and scene recognition from sound signals
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2 Related Work 

This section contains discussion of various researcher on Bi-LSTM and machine 
learning techniques in the context of speech signal processing to recognize the events, 
scene, domain, and sentiments, etc. 

The acoustic scene classification is proposed by Barchiesi et al. [3]. The maximum 
likelihood criteria, Mel-frequency cepstral coefficients (MFCCs), and Gaussian 
mixture models (GMMs) were employed as the baseline tools in this paper. However, 
the author only found sufficient evidence to conclude that three techniques consid-
erably surpass it. In the same context, the author also assessed the precision of 
human classification. The best-performing algorithm achieves a mean accuracy that is 
comparable to that of humans, and both computers and humans misclassify common 
pairs of classes. However, at least some individuals correctly classify all acoustic 
scenes, while all algorithms incorrectly classify some scenes. 

Video event detection using LSTM is proposed by Liu et al. [7] Multiple events 
had been recognized through the input video. The beauty of the research is that there 
is no need of pre-processing for object detection. In this paper, the proposed research 
had been compared with SVM and found that LSTM technique is much better for 
events detection. 

The use of deep learning technique in baby cry detection is proposed by Cohen 
et al. [8]. Deep learning technique with the recurrent neural network is used in 
this research. The result analysis represented in this paper is evident of the perfor-
mance. The recital of deep neural network is better than classical machine learning 
approaches. 

Polyphonic sound’s event detection method is proposed by Hayashi et al. [9] With 
the support of LSTM and a hidden Markov model, a hybrid framework is used in 
the proposed research. The problem of non-negative matrix factorization is solved 
by this approach. The main focus of the proposed research was solely on polyphonic 
sound occurrences, which were not grouped into any categories. The speaker, on the 
other hand, did an excellent job of describing the need for LSTM. 

An acoustic event processing by using deep learning technique is proposed by [10]. 
This paper contrasts a detection system-based Neural Network (NN) and an acoustic 
event detector-based hidden Markov model. The same database was used for both 
processes. Fires, glass breaks, and background noise were all part of the database. Via 
two hidden layers, the proposed deep neural network processes an acoustic signal. 
The accuracy is very good and shown by a confusion matrix. Therefore, it is evident 
that deep neural network works efficiently for acoustic event detection. 

The recognition of events from a specific speech signal is proposed by [11]. 
Laughter, printer noise, keyboard and mouse clicks, phone ringing, and other occur-
rences in an office scene were addressed by the author. MFCC is used to extract 
features from the input after the author removes the noise. HMM performs the clas-
sification in order to understand the case. The scene was also classified by the author 
as a bus, park, store, restaurant, and so on. Furthermore, the use of CNN and spec-
trogram is proposed by [5] to detect acoustic scene. In the proposed research, author
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also used a fourfold cross-approval approach to increase the framework’s accuracy. 
The framework’s overall accuracy is calculated by averaging the four per fold accu-
racy. The proposed system is capable of accurately recognizing scenes such as the 
seashore, transportation, office, library, metro station, and so on. 

A multimodal approach using LSTM is proposed by [12, 13]. To minimize 
the chances of overfitting, this technique employs multiple LSTM layers for each 
modularity, with weights shared between LSTM layers via a recurrent pattern. The 
results shown in the proposed research are acceptable, and it also proves that LSTM 
technique is better option to recognize emotions, events, and scenes. 

Deep learning methods can be used in speech signal processing and pattern iden-
tification domains [14]. The main concern of this paper is to provide a complete 
overview of neural network-based deep learning algorithms for detecting auditory 
events. Different deep learning-based acoustic event detection algorithms are exam-
ined, with a focus on systems that are both strongly labelled and weakly labeled. This 
research also explores how deep learning approaches enhance the task of detecting 
acoustic events, as well as the potential challenges that need to be handled in future 
real-world settings. 

3 Proposed Methodology 

A proposed framework for acoustic scene and event recognition is shown in the 
Fig. 2. Acoustic features are extracted from the input speech signals by using Mel-
frequency cepstral coefficient (MFCC). The input feature map is first convolved with 
two-dimensional filters in the convolution layer, and then its dimension is decreased 
via maxpooling.

The input acoustic signal is sent to the feature extraction phase, which calculates 
effective parameters. These parameters are specified to improve the audio signal’s 
feature extraction. They aid in the characterization of sound segment by separating 
one from the other. Adapted signals are split into classes xi, for I = 1; 2;::; n, 
according to classification. During the training process, the acoustic model learns 
from characteristics and parameters. Unsupervised and supervised learning are the 
two types of learning. Labels in supervised learning represent marked vectors that 
indicate class membership. According to unsupervised learning, train data will be 
divided into classes based on hidden variables [15]. The output of the maxpooling 
layer is then concatenated and input to a fully connected layer. Fully connected layer 
is used to learn relationship between the features. 

In the proposed model, softmax activation function is used. The output of this layer 
is passed to the dropout layer to overcome overfitting problem. On the other hand, 
one more activation function rectified linear unit (ReLU) is used in event layers 
to recognized the events. The proposed network is optimized because of softmax 
cross-entropy objective function (Fig. 3).

The LSTM is used to discover patterns in sequential features. When learning 
long-term temporal dependencies, LSTM is effective. The input gate, forget gate, and
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Fig. 2 Proposed framework for acoustic scene and event recognition

output gate are the three gates. The interwork dependencies are effectively learned 
using a bi-directional LSTM layer. This layer is in charge of teaching the sentence’s 
word order.
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Fig. 3 Working of LSTM in the proposed model

4 Experimental Results and Discussion 

In order to recognize the acoustic scene and events, I evaluated the performance of 
the proposed model on TUT2017 dataset [16]. In this dataset, some events were not 
labeled therefore, tagged manually. Measure parameters like Recall, Precision, and 
F-score are also mentioned to validate the research [17]. 

Figure 4 shows the feature extracted from an audio signal by using spectral 
centroid, while Fig. 5 shows the spectrogram of speech signals.

Figure 6 shows the parameter calculation for scene recognition. It is used to 
validate the results of the proposed model.

Figure 7 shows the parameter calculation for event recognition in the proposed 
model. The values show that proposed model is capable to recognize the acoustic 
scene and event with good accuracy.

Table 1 shows the comparison between the proposed model and other state-of-the-
art methods proposed by various researchers. The results shown in Table 1 indicates 
that the accuracy of proposed model is better than any of the other model.
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Fig. 4 Feature extraction from speech signals 

Fig. 5 Spectrogram of speech signals
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Fig. 6 Parameter calculations for scene

5 Conclusion and Future Scope 

The paper explored the idea of event and scene recognition. In this paper, LSTM 
model is proposed to classify the acoustic events and scenes by using different fully 
connected layers and Bi-LSTM. The proposed model is executed on TUT2017 stan-
dard dataset to recognize events and scenes. The received accuracy is close to 85%.
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Fig. 7 Parameter calculations for event

Table 1 Comparison of 
proposed model with other 
methods 

Method Event (F-score) Scene (F-score) 

Tonami et al., 0.776 0.66 

RNN 0.683 0.59 

Proposed 0.89 0.73

To implement the proposed model, Python programming language is used. İn context 
to parametric evaluation, precision and recall are calculated for each event and scene. 
İn future, the proposed research can be extended to recognize the whole environment 
on video data. 
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Analysis of a Novel Integrated Machine 
Learning Model for Yield and Weather 
Prediction: Punjab Versus Maharashtra 

Sarika Chaudhary, Shalini Bhaskar Bajaj, and Shweta Mongia 

Abstract Correct prediction is a deciding factor in modern agricultural techniques to 
confirm food safety and sustainability faced in crop production. As radical climatic 
conditions affect plants growth greatly, appropriate valuation of rainfall and yield 
prediction can deliver a sufficient information in advance which can be utilized 
to maintain the crop production quality. For accurate prediction, machine learning 
(ML) plays a prominent role. The collaboration of agriculture system with machine 
learning will lead to intelligent agriculture system that helps the farmer commu-
nity in their decision-making of farm management and agribusiness activities such 
crop management including applications on yield prediction, disease detection, weed 
detection, crop quality, and growth prediction. This paper implemented and analyzed 
a prediction model using high potential ML algorithms, viz., random forest, linear 
regression, Lasso regression, and support vector machine for crop yield prediction 
whereas KNN, decision tree, logistic regression, Gaussian Naive Bayes, SVM, and 
linear discriminant analysis to find the best line method for rainfall prediction. To 
enhance the effectiveness of pre-processing, “SSIS-an ETL” tool is utilized. The 
experiments laid out for the state of Maharashtra and Punjab, and dataset collected 
from “ICAR-Indian Agriculture Research Institute” and www.imd.gov.in. R2-score, 
mean squared error, precision, recall, and F-score measure were used to ascertain the 
accuracy. As a result, random forest found significantly the finest algorithm for crop 
yield prediction by recording higher accuracy of 96.33% with maximum R2-score 
of 0.96 and least mean squared error (0.317), while lasso regression was found the 
worst with an accuracy of 32.9%. In case of rainfall prediction, Gaussian Naive Bayes 
secured top rank by recording considerably the highest accuracy of 91.89% as well 
as the maximum precision, recall, and F1-score of 0.93, 0.91, and 0.91, respectively. 
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1 Introduction 

Agriculture is the cardinal source of livelihood for about 59% of India’s population. 
Indian agriculture in the 21st millennium is structurally deviating and robust than 
the one prevalent during the green revolution era which commenced in the 1970’s. 
Tremendous advancements and the emergence of new technologies can be witnessed 
in this sector [1]. Agriculture has gone through drastic alterations throughout the 
decades; machines are highly automated, and unmanned aerial vehicles (UAVs) and 
orbital satellites are becoming essential. Agriculture stumps up about 17% of the 
gross domestic product (GDP) of Indian economy and provides employment to over 
60% of the population [2]. The Government of India ratified a number of measures 
to ameliorate the system of agricultural marketing, standardization of weights and 
measures, establishment of warehouses, open regulated markets, and commencing 
policies like MSP and PDS. 

India is a multiproduct agricultural powerhouse and produces an enormous range 
of food and non-food crops, and the yield depends on weather, soil fertility, season, 
water and nutrients absorbed by crops, and dosage of fertilizers and pesticides [3]. 
Predicting crop yield with a rimmed area of land is an arduous task in an agro-
based country like India. Yield rate can be accelerated by monitoring crop growth, 
accurate weather predictions, field productivity zoning, crop disease prevention and 
management, and forecasting crop yield. Each kind of crop has its optimum growth 
requirements [4–6]. In India, agricultural yield predominantly recons upon weather 
conditions. For instance, rice cultivation primarily relies upon rainfall, and bean 
cultivation demands a major amount of sunlight. Weather prediction is a challenging 
task due to the dynamic nature of the atmosphere [7]. This research also helps the 
farmer in weather prediction more precisely than the previous studies so that farmers 
can be alerted well in advance. Prediction is done on the basis of variables like 
rainfall, sunlight, and pH value of soil. 

Advances in machine learning have created new opportunities to revamp predic-
tion in agriculture. Crop production rates depend on the topography and geographic 
conditions of the region (e.g., hilly areas, river ground, mountainous regions, and 
depth regions), weather conditions (e.g., rainfall, sunlight, groundwater level, temper-
ature, and pH value of soil), soil type (e.g., sandy, clay, saline, and loam soil), and 
soil composition and irrigation methods [8–10]. Different prediction models are used 
for different types of crops grown all over India [11, 12]. This research chronicles 
different machine learning prediction models, concepts, and algorithms. We also 
resort to unearth the least traversed areas concerning the integration of machine 
learning techniques in the agriculture sector. This research will help prospective 
researchers get a better understanding of what all prediction models have been used 
till date, and what all still need to be focused upon. The study is segregated into 
various sections, each section depicting a particular aspect of agriculture. 

The main objective of this research is to propose an intelligent and interac-
tive prediction system that aims at predicting the crop yield before harvesting by 
learning the past 20 years’ data of the farming land and helps farmers through timely
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weather forecasts and identification of crop condition by using machine learning tech-
niques. Factors which are significant to crop production such as farm area, production 
of crop in the previous years and the seasons of farming for different Indian states, 
temperature of area, humidity, crop yield, growing season, and water requirements 
of crop were considered for experimental analysis. To anticipate continuous values, 
various machine learning techniques are used, and the data is pre-processed by using 
SSIS. 

This paper is organized into following sections. Section 1 conferred with the 
prefatory phase. Section 2 explores the related research work done in the related 
field. Section 3 presents the proposed framework to deal with the limitations of the 
existing systems. Section 4 reveals the result and discussions, followed by conclusion 
in Sect. 5. 

2 Literature Review 

Priya et al. [13] proposed a system for predicting the yield of the crop on the basis 
of existing data by using random forest algorithm. Real data of Tamil Nadu, State 
of India, was used in this research for building the models, and the same models 
were tested with samples. Random forest was the only algorithm used for crop 
yield prediction. Jeong et al. [14], and the team proposed spawned outputs which 
proved that random forest is a compelling and versatile machine learning algorithm 
for predicting the crop yield of wheat, maize, and potato, in comparison of multiple 
linear regression, at both territorial and worldwide scales. The dataset consists of data 
of yield from US counties and northeastern seaborn regions. Manjula [15] proposed 
a system to predict crop yield from preceding data. This is accomplished by imple-
menting association rule mining on agriculture data and predicting the crop yield. 
The paper proposed an analysis of crop yield prediction using data mining tech-
niques for the selected region, i.e., district of Tamil Nadu in India. Raju Prasad 
Paswan [16] proposed extensive review of literature analyzing feedforward neural 
networks and traditional statistical methods to predict agricultural crop production. 
Traditional statistical methods included in this study are linear regression. By results, 
they concluded that if there is better communication among the fields of statistics 
and neural networks, then it would benefit both. Veenadhari [17] proposed fore-
casting crop yield based on parameters of climate. In this Research Crop Advisor, 
a software tool “Crop Advisor” has been developed as a Web page for forecasting 
the influence of climatic parameters on the crop yields. Main algorithm used in this 
study was C4.5. It produces the influencing climatic parameter on the crop yields of 
selected crops in selected districts of Madhya Pradesh. D Ramesh [18] proposed anal-
ysis of crop yield prediction using multiple linear regression (MLR) technique and 
density-based clustering technique for the district of Andhra Pradesh-East Godavari 
in India; in this study, results of two methods were compared according to the specific 
region. Shahane [19] proposed reduction on crop cultivation is basically an aggre-
gation of sustainability, soil analysis, crop and fertilizer recommendation, and crop
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yield calculations based on present market conditions. Prediction on crop cultiva-
tion outperforms the existing system by revising and correcting the failures of the 
soil analysis processes which were manual-based. A soil analysis provides the agri-
cultural producer with an estimate of the amount of fertilizer nutrients needed to 
supplement those in the soil. Ferentinos [20] proposed research on a novel artificial 
neural network (ANN) system which detects and classifies pesticide residues. The 
novel ANN is customized in a way, to a cellular biosensor operation supported by 
the bioelectric recognition assay (BERA) and able to, at the same time, assay eight 
samples in 3 min. Table1 illustrates various major contributions in this field. 

Based on the detailed literature survey, the following limitations were identified:

Table1 Summarized literature review 

Author Objective Techniques used Accuracy achieved 

Raju et al. Regression and neural 
networks models for 
prediction of crop 
production 

Artificial neural 
network (ANN) 

NA 

Konstantinos et al. Pesticide residue 
screening using a novel 
artificial neural 
network combined 
with a bioelectric 
cellular biosensor 

ANN design 
(steepest-descent 
algorithm, 
quasi-Newton 
algorithm) 

ANN-P1 85% 
ANN-P2 85% 
ANN-P3 86.7% 
Overall 81/100 
(81.0%) 

Veenadhari et al. Machine learning 
approach for 
forecasting crop yield 
based on climatic 
parameters 

C4.5 algorithm Prediction accuracy 
above 75 percent in all 
the crops 

D. Ramesh et al. /2017 Analysis of crop yield 
prediction using data 
mining techniques 

Multiple linear 
regression and 
density-based 
clustering 
technique 

Density-based 
clustering between − 
13% and + 8% 
Multiple linear 
regression between − 
14% and + 13% 

E. Manjula et al. A model for prediction 
of crop yield 

Data clustering, 
data conversion, 
and association 
rule mining 

Minimum support of 
0.3 and minimum 
confidence of 0.7 

Jig et al. Predicting yield of the 
crop using machine 
learning algorithm 

RF algorithm and 
random forest 
classifier 

EF of -0.41 and d of 
0.75.RF > RFC 

Alexandros et al. A recommended 
system for crop disease 
detection and yield 
prediction using 
machine learning 
approach 

ANN, support 
vector machine, 
and clustering 

SVM 87.9% 
ANN: 99.63% 
C RECALL:0.6066 
Precision:0.9191 
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1. Data pre-processing is the first and crucial step while creating a machine learning 
model. In the previous studies, data pre-processing is done with the help of Python 
language which consumes a lot of time, and large codes are generated. 

2. Insufficient availability of data (too few data) is a major problem in existing 
approaches. The studies stated that their systems worked for the limited data that 
they had at hand, and indicated data with more variety should be used for further 
testing. 

3. Moreover, algorithms like “lasso regression” and “linear discriminant analysis” 
have never been used in crop prediction and weather forecasting. 

3 Proposed Model 

Modern and contemporary technologies are gaining more attention with respect 
to prediction and predictive analysis approaches. Predictive techniques are being 
favored in recent times due to their immense scope in knowing the agricultural yield 
in advance. This framework provides the farmer/user an approximation on how much 
crop yield will be produced depending upon the season, crop, area, and production. 
Weather has a profound influence on crop growth, total yield, amount of pesticides, 
and fertilizers needed by crop, and all other activities carried out throughout the 
growing season. 

Features of the proposed model are as follows:

• The proposed model showed how beneficial the amalgam of machine learning 
and predicting crop yield and weather forecasting could be in agriculture.

• The proposed framework uses algorithms like lasso regression, Gaussian Naïve 
Bayes, and linear discriminant analysis which have never been used in crop predic-
tion and weather forecasting and hence gives us better accuracy than the existing 
system.

• The framework utilizes SSIS platform by using visual studio, BIDS, for pre-
processing the data which results in less time and simple codes. Python is a very 
powerful programming language. Combined with SSIS, it can provide robust and 
flexible solutions to several problems.

• The framework is well supported by measure-based evaluation which ultimately 
validates the performance (Fig. 1).
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Fig. 1 Integrated ML prediction model 

4 Result and Discussions 

4.1 Data Pre-Processing for Yield Prediction and Weather 
Forecasting 

Technology used for data pre-processing in this research is SSIS, SQL. Server inte-
gration services are a platform for building planned data integration and data transfor-
mations solutions. SSIS used to remove the duplicate values by sort transformation 
editor which worked efficiently in removing all null values, and conditional split 
was done as per algorithm needed, i.e., raw data was combined from various sources 
through SSIS.
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4.2 Dataset for Crop Yield Prediction and Weather Prediction 

Dataset for crop yield prediction is collected from “ICAR-Indian Agriculture 
Research Institute”, India’s national institute for agriculture research and educa-
tion. The dataset collected consists of data from every district of India, but research 
focused on the dataset of Maharashtra and Punjab state in India as crop yield predic-
tion for Maharashtra has yet not been carried out. The entire dataset is segregated 
into two parts: 70% of the dataset is used for training, and 30% dataset is used for 
testing. The dataset is trained on 20 years (1995–2014) of data from districts in 
Punjab and Maharashtra (it is noted that it starts in 1995 and ends in 2014. Merging 
the data frames together, it is expected that the year range will start from 1997 and 
ends in 2014). Dataset for weather prediction is collected from government Websites, 
i.e., www.imd.gov.in. Attributes of data set are state name, district_name, crop_year, 
season, area, and production. The features analyzed for crop yield prediction and 
weather prediction: season, pH value, temperature, humidity, rainfall, yield, water, 
and crop. 

4.3 Performance Evaluation 

Different machine learning algorithms such as random forest, linear regression, lasso 
regression, and support vector machine are applied to the Maharashtra and Punjab 
State of India from the dataset to predict the crop yield in advance before harvesting 
and were compared using the R2-score and MSE measures.

• R2-score: R-squared is a statistical measure that defines the goodness of fit of the 
model. The ideal R2-score value is 1. The closer the value of r-square is to 1, the 
better the model is. R2 value can also be negative if the model is worse than the 
average fitted model. 

R-square = 1−(SSres/ SStotal) 
SSres: Residual sum of squares 
SStotal: Total sum of squares

• Mean Squared Error: MSE is a statistical measure that is defined as the mean or 
average of the square of the difference between actual and estimated values. The 
lesser the value of MSE, the better the model is. 

Punjab, from Table 1, we can say that random forest is the best algorithm for crop 
yield prediction with the accuracy of 96.72% and the highest R2-score with least 
error SVM performs worst. Table 2 shows the accuracy representation for finding 
the best-fit algorithm.

For Maharashtra, from Table 3, it is concluded that random forest is giving the 
highest accuracy of 96.33% with the best R2-score with minimum error, and linear 
regression turned out to be the worst algorithm for crop yield prediction.

http://www.imd.gov.in
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Table 2 Accuracy evaluation 
of the model (Punjab) 

Algorithms R2-score MSE Accuracy (%) 

Random forest 0.96 0.046 96.72 

Lasso regression 0.90 0.136 90.36 

Linear regression 0.90 0.136 90.36 

SVM 0.81 0.269 81.02

Table 3 Accuracy evaluation 
of the model (Maharashtra) 

Algorithms R2-score MSE Accuracy (%) 

Random forest 0.96 0.317 96.33 

Lasso regression 0.32 5.368 32.09 

Linear regression 0.32 5.368 32.15 

SVM 0.83 1.785 83.54 

Fig. 2 Accuracy comparison of algorithms for Maharashtra State 

Graph, in Fig. 2, shows the higher the R2-score and lower the MSE, better the 
accuracy of an algorithm is. The above graph depicts that random forest is showing 
the best R2-score with least MSE value. The closer the value of R2-score is to 1, the 
better the algorithm is. 

4.4 Measures for Estimating the Accuracy of Weather 
Prediction 

Various algorithms such as KNN, Gaussian Naïve Bayes, logistic regression, decision 
tree, SVM, and linear discriminant analysis applied for weather forecasting, to help 
the farmers to adapt to the situation and take preventive measures before harvesting
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Table 4 Weather prediction accuracy 

Algorithms Precision Recall F1-score Accuracy (%) 

KNN 0.74 0.67 0.67 67.56 

Logistic regression 0.63 0.62 0.59 62.16 

Decision tree 0.90 0.83 0.85 83.78 

Gaussian Naïve Bayes 0.93 0.91 0.91 91.89 

SVM 0.83 0.78 0.78 78.37 

Linear discriminant analysis 0.73 0.72 0.69 72.97 

Fig. 3 Accuracy trend of algorithms against cross validation score 

the crop. Different parameters such as precision, recall, and F1-score are used to 
find the algorithm with the best accuracy in weather prediction. From Table 4, it is  
concluded that Gaussian Naïve Bayes is the best algorithm for weather prediction 
with the accuracy of 91.89%. 

The graph in Fig. 3 is plotted against cross validation score, the higher the cross 
validation score, the better the algorithm is. As, Gaussian Naïve Bayes (NB) is 
showing the highest score and is the best-fit algorithm for weather prediction. 

5 Conclusion 

For proposed model, random forest provides maximum accuracy of 96.33% and is 
highly efficient in prediction of crop yield. Gaussian Naïve Bayes is the proficient 
algorithm with highest accuracy 91.89% in forecasting weather. Performance of the 
model is found to be relatively sensitive to the quality of weather prediction, which 
in turn recommend the significance of weather forecasting techniques. This model
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lessen the troubles confronted through farmers and will serve as a delegate to offer 
farmers with the information they want to benefit high and maximize the profits. 
In future, starting from the training dataset used for the model, it can be further 
incorporated with crop-imaging data. Additionally, newer algorithms and learning 
methods could be used for prediction, enhancing the accuracy of the learning model 
along with better measures for calculating the accuracy of the employed classifier. 
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Machine Learning Techniques for Result 
Prediction of One Day International 
(ODI) Cricket Match 

Inam ul Haq, Neerendra Kumar, Neha Koul, Chaman Verma, 
Florentina Magda Eneacu, and Maria Simona Raboaca 

Abstract Cricket is the most popular sport, and most watched now a day. Test 
matches, One Day Internationals (ODI), and Twenty20 Internationals are the three 
forms in which it is played. Until the last ball of the last over, no one can predict who 
would win the match. Machine learning is a new field that uses existing data to predict 
future results. The goal of this study is to build a model that will predict the winner 
of a One Day International Match before it begins. Machine learning techniques will 
be used on testing and training datasets to predict the winner of ODI match that will 
be based on the specified features. The data for model will be collected from Kaggle, 
and some will be collected from the different cricket Web sites because the data 
obtained from Kaggle have only matches up until July 2021. After that prediction 
will be done, and the model will provide advantages to team management in terms of 
improving team performance and increasing the chance of winning the game. This 
model will be used to predict the outcomes of the next Cricket World Cup 2023, 
which will be, the 13th, edition of the men’s ODI Cricket World Cup and will be 
hosted by India in 2023. Also, this work will serve as a guidance work, as there is 
much to be done in the field of sports.
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1 Introduction 

Cricket was initially brought to North America in the seventeenth century through 
English colonies, and it went to other areas of the world in the eighteenth century. 
Colonists introduced it to the West Indies, while British East India Company sailors 
introduced it to India. It came in Australia nearly immediately after colonization 
began in 1788, and in the middle of the nineteenth century, it came to New Zealand 
and South Africa. The International Cricket Council is in control of cricket (ICC), 
which is the sport’s international governing body. A cricket match might end in a 
“win” for one of two teams or a “tie.” In a limited-over’s game, if the game cannot 
be completed on time, the game may conclude in a “draw;” in other forms of cricket, 
a “no result” may be feasible. When one side scores more runs than another, and all 
of the opponent team’s innings have been completed, the game is called “won.” The 
team with the most runs “wins,” while the side with the fewest runs “loses.” If the 
match is called off before all of the innings have been finished, the result could be a 
tie or no result. When the scores are tied at the end of play, the game is declared a 
“tie,” but only if the team batting last has finished its innings. Only, two tests have 
ever ended in a tie, which is remarkable in cricket. In several one-day cricket formats, 
such as Twenty20, a Super Over or a bowl-out is commonly used as a tiebreaker to 
settle a result that would otherwise be a tie. If a match is ended without win or tie, 
the result is “draw,” as described in Law 16. When one or both sides do not finish 
their innings before the planned end of play, the game is called a draw. No matter 
how many runs either side has scored, the match is ultimately drawn. If a limited-
over match that has already started cannot be completed due to weather or minor 
disruptions, a “no result” is declared. 

When rain is a factor, the match is frequently referred to be “washed out.” The 
match can be “abandoned” or “cancelled” if weather or other conditions stop it 
from happening. Cricket is unique; it has 3 different forms. Test Cricket, Twenty20 
International Cricket, and One Day International Cricket. One Day International 
(ODI) is a sort of limited-over’s cricket match in which two sides compete against 
each other. Each team is given a set number of over’s, currently 50, and the game 
can take up to 9 h. In which each side bats only once. Each side’s innings finishes 
either when their allotted number of over’s has been completed, or all ten wickets 
have been lost. 

Cricket World Cup, a four-year international cricket championship that is the top 
one-day cricket competition and one of the supreme-viewed sporting action in the 
world (Table 1).

As technology progresses and applications like as fantasy 11 and betting sites 
grow more popular, people will trust on the predictions offered by the ML model.
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In a number of ways, machine learning makes life so easier. Machine learning is 
categorized into three groups based on the methodologies and methods of learning. 

Unsupervised learning models are trained without being supervised. As the name 
suggests, models, on the other hand, use the data to uncover hidden patterns and 
insights. It is similar to how the human brain learns new information. Unsupervised 
learning is a type of learning in which model is trained on unlabeled data and then 
left to operate on it on their own. Supervised learning is a machine learning method 
in which systems are trained with a very well training data and used to predict output. 
A few of the input data already has been classified with the appropriate output, as 
indicated by the labeled data. The training data supplied to the machines functions 
as a supervisor in supervised learning, teaching the machines on how to accurately 
predict the output. It works on the same principle as when a pupil is instructed by 
a teacher. There are two types of supervised learning: regression and classification. 
The term “classification” is used in differentiating between categories such as blue 
and red. When the output is a real value, such as dollars or height, regression is 
applied. Reinforcement learning is a feedback-based method in which an AI agent 
explores its environment naturally by striking and trailing, taking action, learning 
from experiences, and improving its performance. 

2 Literature Review

• The author of the paper [1] used data from 12 seasons of IPL matches. In this 
paper, the dataset of the first 11 seasons is used as a training dataset, having 580 
matches. The last season is considered a testing dataset, with 60 matches. The 
numbers are assigned to the names of the teams. The author has used various ML 
modules and has assembled the modules. After the winning team is determined by 
computing the total percentage of all model outcomes, decision tree. regression, 
random forest regression, support vector machine, Naive Bayes, multiple. linear 
regression, and logistic regression are some of the algorithms that were utilized. 
The accuracy is achieved at nearly 90%.

• Chowdhury et al. [2] projected the winner of the ODI cricket match played between 
India and Pakistan. They manually obtained info on all ODI matches between India 
and Pakistan between 1978 and 2019 from www.espncricinfo.com. The data are 
preprocessed for model creation, with tied matches being removed, and so on. 
When using logistic regression, the chance of an India team winning on home 
court was 70.6% higher and 2.28 times higher for data when related to day night 
period contests. This research allows for the discovery of hindsight of a winning 
match in favor of Team India.

• Jalaz et al. [3] investigated the impact of two machine learning models, decision 
trees and multilayer perception networks, on the outcome of a cricket match. 
Founded on these findings, the Cricket Outcome Prediction System was created 
for estimating the ultimate result of a particular match; the developed method 
considers pregame variables such as the ground, venue, and innings. ESPN

http://www.espncricinfo.com
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cricinfo is used to obtain the data. All ODI matches from January 5, 1971, 
through October 29, 2017, are included in this dataset. There were 3933 ODI 
match outcomes. Some of the matches in the dataset were removed from the 
analysis during the cleaning phase. After comparison of accuracy, the multilayer 
perceptron has a score of 0.574, whereas the decision tree classifier has a score 
of 0.551.

• Mago et al. [4] predict the winner of an IPL match before it begins. To determine 
the winner of the IPL, machine learning algorithms are trained on key features. The 
SEMMA approach was used for the study of the IPL T20 match winner dataset. 
The dataset was preprocessed to ensure consistency by eliminating missing values 
and encoding variables into numerical format. First, a decision tree was used, 
which accurately predicted the winner with an accuracy of 76.9%. The parameters 
for the decision tree model are fine-tuned to increase model performance and 
get satisfactory results. The model’s performance improved by 76.9–94.0%. The 
random forest model was then applied and predicted the winner with an accuracy 
of 71%. That is not enough, therefore, the random forest model was tweaked using 
tuning of parameters, and the results improved to 80%. The XGBoost model was 
used last. The outcome was 94.23% without any parameter adjustment.

• Baasit et al. [5] have examined the popular machine learning algorithms to 
declare the winner of the 7th edition of the 20–20 World Cup 2020, which was 
hosted in Australia. The ESPN cricinfo dataset was used in this analysis. This 
research employs four different learning methods (C4.5, random forest, extra 
trees, ID3, and random forest). Random forest was determined as the best algo-
rithm using proprietary efficiency criteria. It achieved a standard efficiency of 
80.86%. Australia was expected to win the 20–20 Men’s Cricket World Cup for 
the next two years.

• Aggrwal et al.  [6] have predicted results collaborative and the ability of each player 
to contribute to the match’s result. The data were gathered from techgig.com. 
The database comprises data from the previous 500 IPL matches, which has been 
preprocessed. Support vector machine, CTree, and Naive Bayes are three machine 
learning approaches that achieve accuracy of 95.96%, 97.98%, and 98.99%, 
respectively.

• Barot et al. [7] have given a model which is used to improve a bowler or batsman’s 
rating and performance in various match aspects are used to investigate what 
determines outcome of a cricket match, and outcome of cricket match is. also 
predicted using a variety of features. The data for analysis and prediction were 
collected from www.espncricinfo.com, which includes data from previous IPL 
editions, and retrieved from www.kaggle.com. For match predictions, machine 
learning methods such as SVM, logistic regression, decision, tree, random forest, 
and Naive Bayes were used. The best accuracy was over 87% and 95% for the 
decision tree and logistic regression methods, respectively.

• Islam et al. [8] presented a way of estimating a cricket player’s performance in a 
future match. The suggested model is based on statistical data acquired from reli-
able sports sources on the Bangladesh national cricket team’s players. As for selec-
tion methods, recursive feature elimination and univariate selection are used, and

http://www.espncricinfo.com
http://www.kaggle.com
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as for machine learning algorithms, linear regression and support vector machines 
with linear and polynomial kernels are used. In the forthcoming match, machine 
learning algorithms are employed to anticipate how many runs the batsman will 
score and how many runs the bowler will concede. The model correctly forecasts 
batsman Tamim and bowler Mahmudullah with up to 91.5% accuracy, with other 
players’ predictions being similarly accurate.

• Rameshwarie et al. [9] created a model that can forecast outcomes while the game 
is still being played, i.e., live prediction. The amount of wickets lost, the match’s 
venue, the team’s ranking, the pitch report, and the home team’s advantages were 
all considered in this study. The main goal of this research is to ripen a model for 
predicting the final score of the first innings and the outcome of the second innings 
in a limited-overs cricket match. Two separate models have been provided based 
on prior matches, one for the first innings and the other for the second innings, 
utilizing the linear regression classifier and the Naive Bayes classifier, respectively. 
A reinforcement algorithm is also employed.

• Rudrapal et al. [10] used a deep neural network model to predict the outcome of a 
football match automatically. There are various obstacles and instances where the 
suggested method fails to predict the outcome of a match. The info was gathered 
from a variety of online sources. MLP, SVM, Gaussian Naive Bayes, and random 
forest are among the algorithms used, which show an accuracy of 73.57%, 58.77%, 
65.84%, and 72.92%, respectively.

• Gagana et al. [11] predicted the number of runs for each ball by using the batsman’s 
previous runs as observed data. Data from all past IPL matches are collected for 
the analysis. The Naive Bayes classifier, decision tree, and random forest were 
employed, with an accuracy of 42.95%, 79.02%, and 90.27%, respectively, when 
70% of the data was used for training and 30% for testing.

• Kapadiya et al. [12] performed a thorough study and review of the literature in 
order to provide an effective method for predicting player performance in the 
game of cricket. This model will aid in the selection of the best team and, as a 
result, increase overall team performance. For player performance prediction, a 
meteorological dataset is used with cricket match statistics. The accuracy rates 
for Naive Bayes, decision tree, random forest SVM, and weighted random forest 
were 58.12%, 86.50%, 92.25%, 68.78%, and 93.73%, respectively.

• Passi et al. [13] developed a model that considers both teams’ player performances, 
such as the number of runs a batsman will. score, and the no. of wickets a bowler 
will take. Prediction models are developed utilizing Naive Bayes, random forest, 
multiclass SVM, and decision. tree classifiers for both aims. Random forest was 
found the most accurate classifier in both experiments. Scraping tools were used 
to collect data from cricinfo.com. The best accurate classifier for both datasets 
was random forest, which correctly predicted batter runs with 90.74% accuracy 
and bowler wickets with 92.25% accuracy.

• Lamsal et al. [14] offered a multifactorial regression-based approach to calculating 
points for each player in the league, and the load of a team is determined based 
on the historical performance of the players who played the most for the squad. 
Six machine learning models have been proposed and utilized to know the result
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Fig. 1 Comparison of algorithms on basis of accuracy rates 

of each 2018 IPL match 15 min prior to the start of the game, just after the toss. 
The proposed model accurately predicted over 40 matches, with the multilayer 
perceptron model surpassing the others by 71.6% (Fig. 1).

3 Comparative Analysis 

See Table 2.
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Table 2 Machine learning techniques for result prediction of One Day International (ODI) cricket 
match 

Authors Domain Year Model Dataset Accuracy/Result 

Pallavi et al Cricket 
prediction 
using 
machine 
learning 

2020 SVM, decision 
tree, random 
forest, Naïve 
Bayes, logistic 
regression, and 
multiple linear 
regression 

IPL from year 
2008 to 2019 

90% Aggregate 

Chowdhury 
et al 

ODI cricket 
forecast in 
logistic 
analysis 

2020 Logistic 
regression 

Espncriciinfo.c 
om 

NA 

Jalaz et al Using 
decision tree 
and MLP 
networks, 
predict the 
outcome of 
an ODI match 

2018 Decision tree, 
MLP networks 

Espncrickinfo 
com 

0.574 and 0.551, 
resp. 

Daniel Mago 
et al 

The Cricket 
Winner 
Prediction 
with 
Application 
Of Machine 
Learning and 
Data 
Analytics 

2019 Decision tree, 
random forest 
classifier, 
XGBoost 

IPL from season 
2008 to 2017 

94.87%, 
80.76%, 
94.23%, 
resp. 

Ab. Baasit et al Predicting the 
winner of the 
ICC T20 
Cricket 
World Cup 
2020 using 
machine 
learning 
techniques 

2020 Random forest, 
C4.5, ID3, and 
extra trees 

espncricinfo. com 80.86%, 79.73%, 
74.69%, 79.67%, 
resp. 

Shilpi Aggrwal 
et al 

Using 
machine 
learning to 
predict the 
outcomes of 
IPL T20 
matches 

2018 Support vector, 
CTree, and 
Naive Bayes 

techgig.com 95.96%, 97.98%, 
98.99%, resp.

(continued)
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Table 2 (continued)

Authors Domain Year Model Dataset Accuracy/Result

Harshiit Barot 
et al 

Study and 
prediction for 
the IPL 

2020 SVM, logistic 
regression, 
decision. tree, 
random forest, 
and Naïve 
Bayes 

Kaggle.com 
espncricinfo.com 

83.67%, 
95.91%, 
87.95%, 83.67%, 
81.63% 
Resp. 

Aminul Islam 
et al 

Machine 
learning 
algorithms 
for predicting 
player 
performance 
in ODI 
Cricket 

2018 Linear 
regression, 
support vector 
machine 

Sports Web sites Batsman 
Taamim has a 
91.5% accuracy 
rate, while 
bowler 
Mahmudullah 
has a 75.3% 
accuracy rate 

Rameshwarie 
et al 

Winning 
prediction 
and live 
cricket score 

2018 Linear 
regression, 
Naïve Bayes, 
reinforcement 
algorithm 

Na Na 

Dwijen 
Rudrapal, et al 

Predicting the 
outcome of a 
football 
match using 
deep learning 

2021 MLP, SVM, 
Gaussian.Naive 
.Bayes, and 
random forest 

Sports websites 73.57% 
58.77% 65.84 
and 72.92%, 
resp. 

Gagana et al A view on  
using 
machine 
learning to 
analyze IPL 
match results 

2019 Naïve Bayes 
classifier, 
decision 
tree, random 
forest 

dataworld.com 42.95%, 
79.02%, and 
90.27%, resp. 

4 Open Research Challenges 

Various challenges involved in the existing models of ODI cricket matches are given 
as follows:

• Data shortage: Dataset of ODI cricket match available is currently incomplete, 
as it only comprises matches up to July 2021. An advanced dataset is required to 
overcome the deficit of data.

• ODI Model: A very little work has been done in building a model for the ODI 
format of cricket. As per the latest research, main focus is given on building 
prediction model for Cricket World Cup 2023.

• ODI Algorithms: Fewer algorithms have been trained in previous researches. 
Trained algorithms are required in this active field of study. The algorithms that 
produce the best results are considered for the future use.
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• Prediction Models: Models for outcome prediction are rapidly evolving, with 
various new strategies being developed and existing techniques being changed to 
improve performance. As per latest research, new and more advanced ways for 
outcome prediction are required in this active field of research. 

5 Proposed Model 

5.1 System Flow 

The following methodology will be used in this work which consists of different 
phases shown in Fig. 2. 

ATTRIBUTE 
SELECTIONDATASET 

TRAINING DATA TESTING DATA 

TRAINED 
DATA RESULT 

PREDICTED  
RESULT 

Fig. 2 Framework for prediction model
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Fig. 3 Chart shows how many ODI matches each team have played 

5.2 Dataset 

The dataset is collected from Kaggle, and some data were added manually into the 
dataset. The dataset consists of 7734 ODI matches. The dataset consists of irrelevant 
information like date which are discarded and team 1, inn, rpo, runs, team2, overs, 
result, and ground are included. Machine learning model takes data only in numeric 
format, so the feature team 1, Ground, and team 2 are converted into numbers (Fig. 3). 

6 Conclusion 

Our major goal in this research is to use machine learning methods to construct a. 
model. That can predict the outcome of an ODI match before it starts. In this work, 
data of ODI matches played after July 2019 will be included in dataset. We selected 
8 key features that will give the best possible prediction accuracy. If we see in Table 
2, the highest accuracy is of [6], and lowest accuracy is of [11]. So, after analyzing 
each paper, we found all the key factors that increased the prediction accuracy. The 
model is based on data from previous matches between the teams. This work includes 
efficiency and accuracy checks. This approach can be applied to various forms of
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cricket, such as women’s cricket, domestic cricket, and other sports, to predict the 
winner. Also, this will help in the development of a robust prediction model in the 
future. 
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Recommendation System Using Neural 
Collaborative Filtering and Deep 
Learning 

Vaibhav Shah, Anunay, and Praveen Kumar 

Abstract Recommender systems have transformed the nature of the online service 
experience due to their quick growth and widespread use. In today’s world, the 
recommendation system plays a very vital role. At every point of our life, we use a 
recommendation system from shopping on Amazon to watching a movie on Netflix. 
A recommender system bases its predictions, like many machine learning algo-
rithms, on past user behavior. The goal is to specifically forecast user preference for 
a group of items based on prior usage. The two most well-liked methods for devel-
oping recommender systems are collaborative filtering and content-based filtering. 
Somehow, we were using the traditional methods, named content-based filtering 
(CB) and collaborative-based filtering (CF), which are lacking behind because of 
some issues or problems like a cold start and scalability. The approach of this paper 
is to overcome the problems of CF as well as CB. We built an advanced recom-
mendation system that is built with neural collaborative filtering which uses implicit 
feedback and finds the accuracy with the help of hit ratio which will be more accurate 
and efficient than the traditional recommendation system. 

Keywords Recommendation system · Neural collaborative filtering · Explicit 
feedback · Implicit feedback 

1 Introduction 

Search engines and recommendation systems have become an effective approach to 
generating relevant information in a short amount of time, thanks to the exponen-
tial increase of digital resources from the Internet. A recommendation system is a 
crucial tool for reducing information overload [1]. Intelligent tools for screening and
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selecting Websites, news articles, TV listings, and other information are among 
the latest developments in the field of recommendation systems. Such systems’ 
users frequently have a variety of competing needs. There are many variations in 
people’s personal tastes, socioeconomic and educational backgrounds, and personal 
and professional interests. Therefore, it is desirable to have customized intelligent 
systems that process, filter, and present information in a way that is appropriate for 
each user of them. Recommendation System Using Neural Collaborative filtering, 
Traditionally, relied on clustering, KNN, and matrix factorization techniques. 

Deep learning has outstanding success in recent years in a variety of fields, from 
picture identification to natural language processing. The traditional approach for 
recommendation systems is content filtering and collaborative filtering. Content 
filtering is used broadly for creating recommendation systems that use the content 
of items to create features that contest the user profile. Items are compared to the 
previous item which is liked by the user, and then, it recommends which is the best 
match to the user profile [2]. Collaborative-based filtering (CF) is the most popular 
method for recommendation systems which exploits the data which is gathered from 
user behavior in the past (likes and dislikes) and then recommends the item to the 
user. 

Collaborative filtering suffers from a cold start, sparsity, and scalability [3]. CF 
algorithms are often divided into two categories, such as memory-based methods 
(also known as nearest neighbor’s methods) and model-based approaches. Memory-
based approaches attempt to forecast a user’s choice based on the evaluations of other 
users or products who have similar preferences. Locality-sensitive hashing, which 
implements the closest neighbor’s method in linear time, is a common memory-based 
method methodology. On the other hand, modeling methods are developed with the 
help of data mining and ML techniques to reveal patterns or designs based on a 
training set [4]. However, an advanced recommendation system uses deep learning 
as it is more powerful than your traditional methods. Deep learning’s ability has also 
improved recommendation systems. Deep learning capability to grasp nonlinear and 
nontrivial connections between consumers and items, as well as include extensive 
data, makes it practically infinite, and consequential in levels of recommendation 
that many industries have so far achieved. Complex deep learning systems, rather 
than traditional methods, power today’s state-of-the-art recommender systems like 
Netflix and YouTube. 

2 Related Work 

2.1 Explicit Feedback 

In recommendation systems, explicit feedback is in the form of unswerving, qual-
itative, and measurable responses from users. Amazon, as an illustration, permits 
customers to rate their purchases on a scale of 1 to 10. These ratings come straight
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from the customers, allowing Amazon to quantify their preferences. The thumbs-
up button on YouTube is yet another example of explicit feedback from users [5]. 
However, the problem with this feedback is that it is seldom. Remember when you 
hit the like button on YouTube or contributed a response (in the form of a rating) to 
your online purchases? Probably not. The count of videocassettes you specifically 
rate is lesser than the number of videos you fob watch on YouTube. 

2.2 Implicit Feedback 

Implicit feedback is collected tortuously through user communications and works as 
a substitution for user decisions. For example, even if one does not rate the videos 
explicitly, the videos one watches on YouTube are utilized in the form of implicit 
feedback to customize recommendations for that user. Let us look at another example 
of implicit feedback: The products you have window-shopped on Amazon or Myntra 
are utilized to propose additional items that are similar to them. Implicit feedback is 
so common that many people believe it is sufficient. 

Implicit feedback recommenders allow us to modify recommendations in here and 
now in short in real time, with every single hit and communication or interaction. 
Today, implicit feedback is used in online recommender systems, allowing the model 
to align its recommendations in real time with each user interaction. Though, implicit 
feedback has its deficiencies as well. Unlike explicit feedback, every interaction is 
assumed to be positive, and we are unable to capture negative preferences from users. 
How do we capture negative feedback? One technique that can be applied is negative 
sampling, which we will go through in a later section. 

2.3 Collaborative Filtering 

It is a technique of filtering items that a user might enjoy based on the response from 
other users. The cornerstone of a personalized recommender system is collaborative 
filtering, which involves modeling users’ preferences on products grounded on their 
prior interaction (ex, ratings, and hits). The collaborative filtering (CF) task with 
implicit feedback is a common term for the recommendation problem, with the goal 
of recommending a selection of items to users [6]. 

Tapestry was one of the first collaborative filtering-based recommender systems 
to be implemented. The explicit opinions of members from a close-knit community, 
such as an office workgroup [7], were used in this method. For Usenet news and 
videos, the GroupLens research system [8, 9] provides a pseudonymous collaborative
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filtering approach. Ringo [10] and video recommender [11] are emails and Web-based 
systems for making music and movie suggestions, respectively. 

Transforming Dataset into an Implicit Feedback Data 
As the previously stated, we will be using implicit feedback to train a recommender 
system. The MovieLens dataset, on the other hand, is based on explicit feedback. To 
achieve this, we will just binarize the ratings to make them ‘1’ (positive class) or ‘0’ 
(negative class). A value of ‘1’ indicates that the user has engaged with the piece, 
while a value of ‘0’ indicates that the user has not. 

It is crucial to note that providing implicit feedback changes the way our recom-
mender thinks about the problem. Instead of attempting to forecast movie ratings, 
we are attempting to forecast whether the user will interact with each film, to present 
users with the films that offer the highest probability of interaction. After finalizing 
our dataset, we now have a problem because every example dataset falls under the 
positive class. We would also need negative examples to train our model because we 
anticipate users are not interested in such films. 

3 System Model Approach (NCF) 

Although there are other deep learning architectures for recommendation systems, 
we believe that the structure that he-et-al. have proposed is the most manageable to 
implement and is also the most straightforward one. Most recommendation systems 
are based on content-based, collaborative-based filtering, or hybrid filtering which 
are nice models but not as much as they have their disadvantages which let them 
down somewhere. 

To overcome the disadvantages of these models, we come up with a powerful 
recommendation system using neural collaborative filtering which uses implicit feed-
back and finds the accuracy with the help of hit ratio which will be more accurate and 
efficient than the traditional recommendation system. The model we built (recom-
mendation system) gives the best result and accuracy for the search of movies and 
is similar to it for the recommendation. 

4 User Embeddings 

Before we get into the model’s architecture, let us get acquainted with the concept of 
embeddings. The similarity of vectors from a higher-dimensional space is captured 
by embedding a low-dimensional space. Let us take a closer look at user embeddings 
to better understand this notion. Let us say, we aim to serve our visitors based on 
their preferences for two genres of movies: action and fictional films. Assume the 
first dimension to represent the user’s preference for action films and the second 
dimension as their preference for fictional films (Fig. 1).
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Fig. 1 a User embedding 
(2-dimensions). b 
Representation of Bob in the 
embedding Joe will be our 
next user. Joe enjoys both 
action and romance films. c 
Representation of Bob and 
Joe in the embedding Joe, 
like Bob, is represented by a 
two-dimension vector above 

Assume Bob to be our very first user. He enjoys action films and nonetheless 
dislikes romance films. We place Bob in a two-dimensional vector according to his 
preferences. 

An embedding is a name for this two-dimensional space. Embedding reduces 
the size of our users in a way that they could be denoted in a significant way in a
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Fig. 2 Representation of users (N-dimension vector) in two-dimensional space 

low-dimensional space. Users who have identical movie choices are grouped in this 
embedding (Fig. 2). 

Of course, we are not inadequate to serve our users in only two dimensions. To 
represent our consumers, we employ any number or a count of dimensions. At the 
expense of model complexity, a larger amount of dimensions would help us capture 
the attributes of each user more precisely. We will use eight dimensions in our code. 

5 Learned Embeddings 

Furthermore, we will define the features of the objects (movies) in a lower-
dimensional space using a second object embedding layer. You may wonder how 
we might get the embedding layer’s weights so that it can present an accurate picture 
of users and items. We yourself generated embedding in the prior example using Bob 
and Joe for action and romantic movies. Is it possible to learn such decisions auto-
matically? The answer is collaborative filtering (cf): We can recognize related users 
and movies by using the rating dataset and generating item and user embeddings 
based on existing ratings. 

6 Architecture of Model 

Now, since we have a good understanding of embedding, we can specify the archi-
tecture of a model. As you can see clearly, the item and user embeddings are crucial 
to our model. Let us have a look at the model architecture using the training sample 
below: 

UserId: 3 movieId: 1 interacted: 1 (Fig. 3).
The embedding layer, which is a fully connected layer that converts the sparse 

representation into a dense vector, is located above the input layer. Then, the user and
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Fig. 3 a Visual 
representation of the model 
architecture. b Neural 
collaborative filtering 
framework



116 V. Shah et al.

item embeddings are fed to the multi-layered neural network which we call the neural 
collaborative filtering layers. This layer maps the latent vectors to their prediction 
scores. The capability of the model depends on the size of the final hidden layer X. 
In the final output layer, the prediction score ŷui is present, and the model is trained 
so as to minimize the loss between yui and ŷui. Item and user vectors for movieId = 
1 and userId = 3 are then one-hot encoded as inputs to the model. The true mark 
(interacted) is 1 because this is a positive sample (the video was genuinely rated by 
the user). 

The item input vector and the user input vector are, respectively, served to item 
embedding and user embedding, resulting in shorter, denser item, and user vectors. 
The embedded item and user vectors are amalgamated, here traversing through a 
sequence of totally connected layers that yield a prediction vector. Finally, we use 
a sigmoid function to arrive at the best possible class. Because 0.8 > 0.2, the most 
likely class is 1 (positive class) in the case above. 

7 Evaluating the Model 

Our model is currently being trained and is ready to be estimated/evaluated via the test 
dataset. We evaluate our models in traditional machine learning (ML) projects using 
measures like accuracy (for classification tasks) and RMSE (for regression tasks) 
or MAE. For estimating recommender systems, such metrics are far too simplistic. 
We must first understand how advanced recommender systems are used to define 
suitable and meaningful metrics for evaluating them. 

Take a look at Amazon’s Website, which also has a list of recommendations (given 
below) (Fig. 4). 

Fig. 4 Snapshot of Amazon’s Website providing recommendations
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The idea here is that the user is not required to interact with each and every item 
on the suggestion list. Rather, we simply want the user to communicate/interact with 
at minimum a single element from the list of recommendations; if the user does 
that the recommendations will work perfectly. To replicate this, use the assessment 
guidelines below to get a list of ten recommended items per user.

• Choose or pick 99 items arbitrarily per user that they have not associated (interact) 
with up till now.

• Add the over 99 items alongside with the test item (the item that the user actually 
interacted with). The absolute is presently 100 items.

• Apply algorithm to the above 100 objects and rank them based on their forecast 
prospects.

• Select top ten items from the above rundown of 100 items of the list. If the test 
data item is already in the topmost ten, we call it a ‘hit.’

• Repeat the procedure for all users. The average hits are then used to calculate the 
hit ratio. 

This hit ratio is generally used for evaluating recommender systems (Table 1). 

#Of Cache Hits 
(#Of Cache Hits+#Of Cache Misses) = Hit Ratio 

OR 

Hit Ratio = 1 − Miss Ratio

8 Result and Discussion 

Alongside the rating, a timestamp column is present that displays the date and time 
when the review was submitted. Via this timestamp column, we will use the leave-
one-out methodology to complete our train test split strategy. The most recent review 
is used as the test set for each user, while the remaining is used as training data (refer 
to Fig. 5).

A total of 38,700 movies have been reviewed by people. The user’s most recent 
film review was for the 2013 blockbuster, Black Panther. For this user, we will utilize 
this movie as the testing data and the remaining rated movies as training data. When 
training and grading recommender systems, this train–test split strategy is widely 
utilized. We could not make a random split. 

Because we could be using a user’s current review for training and older ones for 
testing. With a look-ahead bias, it will induce data leakage, and the trained model’s 
performance will not be generalizable to real-world performance (Graph 1).
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Table 1 Number of 
recommendations versus 
calculated hit ratio 

Number of recommendations (N) Hit ratio 

1 0.19 

2 0.30 

3 0.40 

4 0.56 

5 0.58 

6 0.60 

7 0.63 

8 0.80 

9 0.80 

10 0.80 

11 0.89 

12 0.90 

13 0.90 

14 0.95 

15 0.95 

16 0.97 

17 0.99 

18 1.00 

19 1.00 

20 1.00

Fig. 5 Splitting pattern of training and test data
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Graph 1 Number of recommendations versus calculated hit ratio

9 Conclusion 

Collaborative filtering makes recommendations by simultaneously comparing simi-
larities between people and items, addressing some of the drawbacks of content-based 
filtering. Serendipitous suggestions are now possible; in other words, collaborative 
filtering algorithms can suggest an item to user A based on the preferences of a user 
B who shares those interests. Furthermore, instead of relying on manually designing 
features, the embeddings can be learned automatically. In this paper, we demonstrated 
the modeling of a movie recommendation system using the principle of neural collab-
orative filtering (NCF) with a hit ratio of 86% which is more accurate than the other 
recommendation models/systems. Our model uses implicit feedback and finds the 
accuracy with the help of hit ratio which will be more accurate and efficient than the 
traditional recommendation system. The model complexity has also turned out to be 
less compared to the other state-of-the-art models. 

The model can help users discover new interests. In an isolation, the ML system 
might not be aware that the user is interested in a certain item, but the model might 
still suggest it since other users who share that interest might be. Recommendation 
systems have grown to develop the most indispensable source of authentic and rele-
vant information source in the ever-expanding world of the Internet. The relatively 
simple models consider a couple or a low range of parameters while the more complex 
ones make use of a much wider range of parameters to filter results, making them 
more user-friendly. With the knowledge of advanced techniques like the firefly algo-
rithm and the restricted Boltzmann machine, robust recommendation systems can 
also be developed. This could be an influential measure toward the further enhance-
ment of the current model to make it more efficient to use, increasing its business 
value even more (Table 2).
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Table 2 Comparison of 
various state-of-the-art 
models 

S. No. Model Model accuracy (%) 

1 NCF 86 

2 Firefly 84 

3 Hybrid 76 

4 Collaborative-based filtering 65 

5 Content-based filtering 63 
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The Importance of Selected LMS Logs 
Pre-processing Tasks on the Performance 
Metrics of Classification Models 

Janka Pecuchova and Martin Drlik 

Abstract Learning analytics and educational data mining are current research disci-
plines that can provide interesting and hidden insights into the effectiveness of 
different learning styles, the complexity of courses, educational content difficul-
ties, and instructional design issues. Simultaneously, they can help to understand the 
concepts and reasons and estimate future performance or possible drop out of the 
students. However, even though the contribution of these research areas is promising, 
the availability of the end-to-end ML tools caused, that many scholarly papers under-
estimated the importance of the data understanding and data pre-processing phases of 
the knowledge discovery process. Subsequently, it leads to the incorrect or imprecise 
interpretation of the results. Therefore, this paper aims to emphasize the importance 
and impact of individual steps of the pre-processing phase on the quality of the ML 
models. The paper introduces a case study in which different data pre-processing 
tasks are applied to an open dataset of LMS logs before using an SVM classifier. As 
a result, the paper confirms the importance and significant impact of a suitably chosen 
set of pre-processing tasks on selected performance metrics of two ML classification 
models. 

Keywords Data pre-processing · Learning analytics · Classification · LMS log 
analysis 

1 Introduction 

In recent years, the educational landscape has evolved dramatically. Due to the 
COVID-19 pandemic, it dramatically growths a number of learning management 
systems (LMSs) at universities, schools, and educational organizations. An LMS is a
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software application used to manage, document, track, and provide electronic educa-
tional technologies, courses, and training programs [1]. In addition, LMSs strive to 
use online technology in their courses to enhance the effectiveness of traditional 
face-to-face education [2]. 

In this context, educational data mining (EDM) and learning analytics (LA) 
have emerged as new fields of research that examine educational data to address 
a variety of instructive research issues, such as identifying successful students in a 
given course, identifying students who may drop out or require additional attention 
during the learning process. While EDM is a fast-emerging discipline that focuses 
on uncovering knowledge and extracting relevant patterns from educational infor-
mation systems, LA is more general and considers the environment in which the 
learning process occurs. Both disciplines aim to assist students at various phases 
of their academic careers using digital traces they leave in the systems [3]. As a 
result, insights can uncover different learning styles, determine the complexity of 
courses, identify specific areas of the content that cause difficulties in understanding 
the concepts, and receive insights about the future performance or possible dropout 
of the students. 

The visualization and analysis of this data are often carried out using a variety of 
machine learning included in EDM and LA methodologies to identify interesting and 
useful hidden patterns for predicting students’ performance [4, 5]. The study of this 
data may yield significant information that is beneficial to both teachers and students 
if all phases of the knowledge discovery process are done thoroughly. Moreover, it is 
expected that the research team understand not only the experiment design but also 
the background of the learning process, resources of the educational data and the 
importance of the correct application of individual pre-processing techniques [6]. 

Even though these requirements seem ordinary, the availability of the end-to-
end ML tools caused that many scholarly papers underestimated the importance of 
the data understanding and data pre-processing phases of the knowledge discovery 
process, which often led to the incorrect or imprecise interpretation of the obtained 
results. The paper attempts to find out the most common data pre-processing methods 
that may be used to improve the performance of classification models in terms of 
their efficiency. Therefore, the following are a summary of the aims of the work given 
in this paper: 

1. The impact evaluation of integrating multiple pre-processing approaches on the 
performance of classification algorithms. 

2. Determination of pre-processing techniques which leads to a more precise 
classification. 

Main aim of this paper is to emphasize the importance and impact of individual 
steps of the pre-processing phase on the quality of the ML model using an open 
dataset of LMS logs. 

The paper is structured as follows. The related works section summarizes the 
importance of individual data pre-processing tasks and their impact on model perfor-
mance. Simultaneously, it provides an overview of the papers which deal with the 
educational data pre-processing, especially LMS logs. The next sections introduce a



The Importance of Selected LMS Logs Pre-processing Tasks … 123

case study in which particular data pre-processing steps are presented using the open 
dataset of LMS logs. Finally, the results and discussion sections compare the results 
of two ML models, where a different set of pre-processing tasks had been done. In 
addition, their impact on selected performance metrics is discussed in detail. 

2 Related Works 

Data pre-processing has the largest influence on the possible model generalization 
based on machine learning algorithms. An estimate indicates that pre-processing 
can take up to 50 to 80 percent of the whole classification process, highlighting 
the significance of pre-processing phase in model development [7]. Furthermore, 
enhancing data quality is essential for improving ML model performance metrics. 

As was mentioned before, the paper is focused on the pre-processing phase of 
machine learning research in education, which is frequently overlooked and unclear 
because the researchers do not consider it important to explain and often do not 
disclose what and why the data pre-processing techniques they implemented and 
employed. 

A dataset is composed of data items known as points, patterns, events, instances, 
samples, observations, or entities [8]. Consequently, these data objects are usually 
characterized by many attributes/features that offer the key characteristics of an entity, 
such as the size of an object and the time at which an event occurred. A feature may 
be a single, measurable quality, or a component of an event. The amount of training 
data grows exponentially with the number of input space features. Features can be 
broadly classified as either categorical or numerical. 

Data pre-processing is the initial step in ML techniques, in which data is trans-
formed/encoded so that the computer can quickly study or understand it. An unpro-
cessed dataset cannot be used to train a machine learning model. Incomplete, noisy, 
and inconsistent data, inherent to data obtained from original resources, continue to 
cause issues with data analysis. Therefore, it is necessary to address the concerns 
upfront and consider if the dataset is large enough, too small or fractured for further 
analysis. At the same time, it is necessary to identify corrupted and missing data 
that can decrease the prediction potential of the model. Pre-processing data with 
respect to correct future interpretation are a component of the form that conditions 
the input data to make subsequent feature extraction and resolution easier. Reducing 
or adding the data dimensions may increase the overall performance of the model. 
Additionally, if the accessible educational data does not contain a significant quan-
tity of all types of data, which provides a complete picture of the learning process, 
then the information derived from the data may be unreliable because the missing or 
redundant attributes may reduce the model’s precision [9]. 

In many issues, the dataset contains noisy data, and making the elimination of 
noisy instances is one of the most challenging tasks in machine learning [10]. Another 
challenging issue is distinguishing outliers from genuine data values [11]. These
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inliers are incorrect data values located within the center of a statistical distribution, 
and their localization and correction are extremely difficult [12]. 

The management of missing data is a frequent issue that must be addressed through 
data preparation [13]. Frequently, numerical, and categorical datasets must be metic-
ulously controlled. On the other hand, it is well-known that several algorithms can 
handle categorical cases more effectively or exhibit greater performance primarily 
with such examples. Whenever this occurs, discretization of numerical data is of 
paramount importance [14]. The grouping or discretization of categorical data is 
a highly effective solution to the abovementioned difficulty. As a result, the initial 
dataset is converted to the numerical format. 

A large amount of categorical data is difficult to manage if the frequencies of many 
categories vary greatly [15]. This frequently raises questions such as which subset 
of categories gives the most useful information and, thus, which quantity should 
be chosen for training the ML model [16]. In addition, a dataset with an excessive 
amount of characteristics or features with correlations should not be included in the 
learning process because these sorts of data do not provide relevant information [17– 
20]. Therefore, selecting features that limit unneeded information and are irrelevant 
to the research is required. As a result, feature selection techniques are useful in this 
case [21, 22]. 

As can be seen, partial pre-processing tasks are mentioned in learning analytics 
papers. However, a systematic review of the role of data pre-processing in learning 
analytics or educational data mining is rare. However, as stated in [21] or [22], it is 
evitable to actively improve researchers and educational policymakers’ awareness 
of the importance of the pre-processing phase as an essential phase for creating a 
reliable database prior to any analysis. 

3 Methodology 

The importance and impact of individual steps of the pre-processing phase on the 
quality of the ML model will be demonstrated on an open dataset of LMS logs, which 
is available for LA research [23]. Figure 1 visualizes the sequence of individual data 
pre-processing steps, which should aim at the preparation of the dataset on which 
different ML classification tasks can be realized. They are described in the following 
subsections in detail.

3.1 Data Description 

The dataset used within the research comes from the August 2016 session of the 
course “Teaching with Moodle”. Moodle Pty Ltd employees teach this course twice 
a year in the form of online sessions.
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Fig. 1 Data pre-processing steps [2]

The session was offered entirely online through an LMS Moodle from August 7 
to September 4, 2016. There were 6119 students registered in this course, of which 
2167 gave permission to utilize their data, resulting in 32,000 entries. 735 students 
successfully completed the course, which consisted of completing all exercises within 
the course. There were a total of 1566 students who obtained a course badge, and 
735 students who completed the course. 

The presented dataset consists of six selected tables extracted from the Moodle 
database pages using SQL to CSV (comma-separated by values) files. Each dataset 
has a pseudonymous username to facilitate the reconstruction of linkages between 
individuals and their accomplishments, including activities, log entries, badges, and 
grades. Other columns of data were omitted due to privacy concerns or because they 
did not offer relevant information for this dataset [23]. 

Table 1 shows descriptions of six input CSV files with raw data. Each of these files 
has numerous features that can be used into ML techniques to construct an adequate 
predictive model for predicting student performance. 

Table 1 Description of.csv files used to create a pre-processed dataset 

Filename Description Records 

mdl_badge_issued.csv There are records of all badges granted to 
users 

1844 

mdl_course_modules.csv This file contains records for each activity 60 

mdl_course_modules_completion.csv This file contains records of each user’s 
completion of each activity in the course 

30,986 

mdl_grade_grades_history.csv This table maintains a historical record of 
individual grades for each user and each 
item as they were imported or submitted by 
the modules themselves 

70,037 

mdl_logstore_standard_log.csv This table contains entries for each “event” 
logged by Moodle and serves as the source 
for all of the Moodle “log” reports 
generated by the logging system 

52,684 

mdl_user.csv This is the table that contains information 
about users 

2167
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3.2 Data Cleaning 

The dataset consists of 2167 student records, but 213 records were removed because 
files, in general, contained academic information only about 1954 students. There 
were no records that did not provide comprehensive information but the problem of 
missing values had to be dealt. Missing data are acknowledged as one of the important 
concerns that must be carefully addressed during the pre-processing phase, prior to 
the use of machine learning algorithms, in order to develop effective machine learning 
models. The historical records were considered, which provided information about 
each student’s grades earned through various historical activities. 

As part of this step, 6 of the 16 activities had to be removed. The most prevalent 
strategies for handling missing values were used such as manual filling, replacement 
with mean or zero/null values, adaptation an imputation procedure which distorted 
the analysis results. Simultaneously, it was necessary to remove 752 records because 
there was no information about students who participated in these obsolete activities. 
The final dataset of 1202 records after cleaning. 

3.3 Data Scaling 

Data scaling is step, which is required to ensure the validity of predictive modeling; 
mainly in the situation, the input attributes have different scales. The ML algorithm is 
efficiently trained when dataset is scaled or normalized. As a result, a better prediction 
can be obtained and speeds up processing or training. Normalization requires extra 
effort. The dataset must not have a few instances with fewer features. In addition, if 
desirable care is no longer taken, the dataset may lose the internal structure, which 
leads to lower accuracy [24]. 

The max–min normalization and z-score standardization are two of the most 
widely used methods. Normalization is the process of scaling attribute values within 
a specific range so that all attributes have approximately similar magnitudes. While 
min–max normalization is sensitive to data outliers because their presence can signif-
icantly alter the data range, z-score standardization is less impacted by outliers. Typi-
cally, it is employed to transform the variable into a normal distribution with a mean 
of zero and a standard deviation of one [25]. Due to fact that, dataset did not contain 
significant outliers, and the data were normalized using min–max normalization at 
intervals [-1, 1]. 

3.4 Data Transformation 

In the educational field, data transformation is mostly used to transform numerical 
data into discrete data categories to enable interoperability with machine learning
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Table 2 Numeric to nominal 
value conversion 

Nominal 
value 

Attempt count Activity 
history 

Other 
modules 

High 3 3 6≤ 
Medium 2 2 3, 4 

Low ≤1 ≤1 ≤2 

algorithms. Due to their usability, the equal-frequency and equal-width approaches 
have been widely adopted [25]. 

Several aspects of the performance of the students were converted from numeric to 
nominal values through class labeling to represent the class labels of the classification 
issue. As indicated in Table 2, the values of these characteristics were separated into 
three nominal categories (high, medium, and low). Thirds are the criteria used to 
transform numeric values to nominal intervals. This transformation was performed 
to transfer the result to the target variable Result more precisely. 

3.5 Data Reduction 

Data reduction typically consists of three main methods. The first is to directly pick 
variables of interest using domain expertise. The second step is to choose important 
variables for further study using statistical feature selection methods. The final step 
is to implement feature extraction techniques to generate usable features for data 
analysis. Sadly, the majority of datasets contain useless features, which can negatively 
impact the performance of learning algorithms. 

Feature selection (FS) methods can be roughly categorized into three groups: filter, 
wrapper, and embedding approaches. The filter technique is a basic and quick way 
of selecting features in which variables are ranked and selected based on specified 
univariate parameters. 

This research identified a filter-based strategy utilizing a selection algorithm based 
on information gain. The filter approach was based on two criteria for feature selec-
tion: correlation (correlation matrix) and information-gain attribute assessment (in 
this case, information-gain attribute evaluation). 

A correlation matrix is suitable for checking the linear relationship between 
features, as shown in Fig. 2. The primary objective was to mitigate the difficulty of 
high-dimensional data by reducing the number of attributes without compromising 
classification accuracy. In this case study, the correlation matrix showed that the final 
outcome of the students was substantially correlated with their participation in each 
course activity.

Figure 3 illustrated that the highest value was received by features badgesNo, 
forum, and feedback, followed by categories relating to academic involvement such 
as lesson, quiz, other modules, and so on. As illustrated in Fig. 3, a significant subset 
of traits was picked while others were removed. Thus, the features examined in this
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Fig. 2 Correlation matrix for selected features

study received the highest ranking, indicating that students and their involvement 
throughout the educational process significantly impact their academic achievements.

In contrast to feature selection, feature extraction seeks to create new features 
based on linear or nonlinear combinations of existing variables. Principal component 
analysis (PCA) and statistical methods are two representative linear feature extraction 
techniques. The number of extracted principal components or features is decided by 
the proportion of total data variance explained, e.g., the principal components should 
be capable of explaining at least 80 or 90 percent of the total data variation. 

The following 22 attributes shown in Table 3 were selected as a result of feature 
selection: “BadgesNo”, “AttemptCount”, “At1”, “At2”, “At3”, “ActivityHistory”, 
“OtherModules”, “AtRisk”, “M1”, “M2”, “M3”, “M4”, “M5”, “M6”, “M7”, “M8”, 
“M9”, “M10”, “M11”, “M12”, and “Result”.

The “Result” attribute was linked to whether the student passed or failed the 
course based on the completion of each module. Initially, the records from “mdl 
course modules.csv” regarding each action within the course module were extracted. 
Therefore, “mdl course modules completion.csv” was parsed to extract the results of 
those students’ participation in those activities. 

In general, the dataset exhibited issues typical of this type of educational data. 
A large number of features caused the dataset to be multidimensional. Some of the 
qualities were not meaningful for classification, and others were not connected. In
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Fig. 3 Highly ranked features after applying filter-based evaluation using gain ratio

Table 3 Description of selected features 

Feature Description 

BadgesNo The number of achieved badges by a registered student 

AttemptCount The number of attempts in the course 

At1–At3 Historical achieved points of each student’s completion of selected three 
activities 

ActivityHistory A total number of completed historical activities 

OtherModules The number of any other completed activities by a registered student 

AtRisk Previously failed two or more historical activities 

M1–M12 The number of completed modules within the course 

Result The final outcome of the registered student is based on the completion of each 
module

our situation, however, the data were not skewed, as the majority of students passed 
while a minority did not. 

Typically, the unbalanced data problem arises as a result of learning algorithms 
ignoring less frequent classes in favor of more frequent ones. As a result, the resulting 
classifier cannot correctly identify data instances that belong to classes that are 
inadequately represented [5].
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Table 4 Evaluation result 
without pre-processing 

Results of successful 
student test data 

Results of 
unsuccessful student 
test data 

Total 446 922 

Classified 334 719 

Precision 74.88% 77.98% 

False positive N/A 22.02% 

False negative 25.12% N/A 

4 Classification Model Evaluation 

Support vector machines (SVMs) classification algorithm was used to train the 
datasets as it was suitable for this kind of dataset composed of numerical features. 
SVM works for classification and prediction problems, and the idea behind it is to 
find a line that best isolates multi-group labels. Moreover, it is developed to deal with 
numeric attributes, as it deals with nominal ones after converting them to numeric 
data types. 

The final pre-processed dataset for building the predictive model consisted of 1203 
student information records stored in 20 features, 19 numerical, and one categorical. 
The original aim was to predict whether a student’s outcome would pass or fail. The  
categorical feature was encoded into numerical so that the sklearn functions could 
properly work. 

The final pre-processed dataset was balanced, having unsuccessful students (617), 
and it has successful ones (586). The data were divided into the training and testing 
dataset to increase the efficiency and stability of ML models. 

The confusion matrix shows the efficiency of the final model along with the overall 
accuracy. Attention was paid to false positive and false negative values within the 
confusion matrix. A false positive identifies successful students as failures. A false 
negative identifies the unsuccessful students as successful. A false positive can have 
more impact than a false negative. 

The evaluation of the result without the pre-processing of the dataset is shown 
in Table 4. The results with pre-processing of the dataset are shown in Table 5. An  
evaluation was carried out in the test dataset, which consisted of 394 successful 
students and 398 dropouts. The results showed that false positive values were greatly 
reduced for the pre-processed dataset, and the overall accuracy was increased by 
16%.

5 Conclusion 

Data preparation is an essential stage in finding knowledge from educational data. 
Unfortunately, educational data tend to be incomplete, inconsistent, noisy, and



The Importance of Selected LMS Logs Pre-processing Tasks … 131

Table 5 Evaluation result 
with pre-processing 

Results for successful 
student test data 

Results for 
unsuccessful student 
test data 

Total 394 398 

Classified 367 360 

Precision 93.14% 90.45% 

False positive N/A 9.55% 

False negative 6.86% N/A

Fig. 4 Final dataset after applying pre-processing techniques 

missing. Thus, data pre-processing is an important matter involving converting the 
obtained data to a more manageable format. In this paper, the impact of various data 
pre-processing approaches was examined. 

Conventional data pre-processing tasks, such as imputation of missing value, 
outlier identification, data scaling, data reduction, and data transformation, were 
applied to the open dataset. Data scaling improved to a prediction and speeds up 
processing or training through normalization. Consequently, the data transformation 
method modified data types. Afterward, the feature selection method was utilized 
to determine the best set of features with the highest scores. Figure 4 represents the 
final dataset created from the processed data. 

The results shown in Tables 4 and 5 confirmed that data pre-processing techniques 
have an efficient, effective, and important role in the knowledge discovery process 
of educational data. Furthermore, the comparison of both outputs shows improved 
precision with simultaneous degrees of false positives in the case of the pre-processed 
dataset. Thus, the test results show that SVM classification with thoroughly pre-
processed data can improve the prediction accuracy and confirmed that suitably 
selected pre-processing tasks have a significant impact on the performance of the 
SVM classifier, especially on the number of false positives. 

Limitations of this paper are that the data pre-processing cannot be entirely auto-
mated due to the wide range of decisions which must be made about the features, 
which can influence the learning process or identification of students’ success or 
failures. Therefore, this process is still iterative and often has a character of a trial-
and-error procedure that strongly relies on subject expertise and immediate practical
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tasks. It can be assumed that the impact of the adopted pre-processing techniques 
would vary from one classification algorithm to another. 

Future research will investigate the impact of various pre-processing strategies 
on other classification and clustering algorithms. In addition, the appropriate pre-
processing procedures for such datasets must be determined in order to address 
problems that are less frequent. 
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Analysis of Deep Pre-trained Models 
for Computer Vision Applications: Dog 
Breed Classification 
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Abstract Machine perception is one of the most lucrative domains in the modern 
landscape and one of the most challenging tasks embodied by this domain is analyzing 
and interpreting images. Image recognition has seen several advancements over 
the years such as the introduction of pre-trained models that have expunged the 
complexity associated with developing high performance deep neural networks. 
In this paper, we have proposed several eminent pre-trained models that have the 
ability to categorize dogs as per their breeds. The main objective of this paper is 
to present a fair comparison of the proposed models and establish the nonpareil 
model on the basis of comparison metrics such as accuracy, validation accuracy, 
time requirements, precision and recall scores of the model. It was observed that 
ResNet 152V2 performed the best with respect to the accuracy, precision and recall 
scores, Inception-ResNet gave the best validation accuracy and NASNet-Mobile had 
the highest efficiency albeit with inferior performance in accordance with the other 
evaluation metrics. 
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1 Introduction 

There has been severe debate among the prominent governing bodies of canine 
registries regarding the official number of recognized dog breeds. For example, the 
American Kennel Club (AKC) only recognizes 195 breeds, while the Federation 
Cynologique International (FCI) recognizes 360 breeds officially. There isn’t an 
exact, worldwide, internationally agreed-upon number, but it would be safe to say 
that there are several hundreds of canine breeds and having these many breeds poses 
a serious problem. Many of these breeds have easily perceptible differences in their 
characteristics such as height, weight and color that make them easy to distinguish, 
but at the same time, there are several dog breeds that are nearly identical with 
small, imperceptible differences that make it very difficult for us as human beings to 
distinguish them from each other. The task of classifying dogs on the basis of their 
breeds is a suitable candidate for being included as a machine perception problem 
that can be managed with the help of convolutional neural networks (CNNs). CNNs 
are a type of artificial neural networks that are primarily used in image recognition 
and processing that are explicitly designed to process pixel data. 

One of the most impactful advancements in the usage of CNNs has been the 
introduction of transfer learning and pre-trained models. Transfer learning is a subset 
of artificial intelligence (AI) and machine learning (ML) which aims to apply the 
knowledge obtained from one task to a different but similar task. Pre-trained models 
are deep neural networks which have been trained on an extensive dataset, typically 
to solve some substantial image classification task. One can either use this pre-trained 
model as it is or you can personalize it to fit your given task. This paper puts the 
spotlight on the following pre-trained models:

• DenseNet 201

Fig. 1 Examples of dog breeds from Stanford Dogs dataset [1] 
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• InceptionV3
• Inception-ResNetV2
• MobileNet
• NASNet-Mobile
• ResNet 152V2
• Xception 

Above mentioned are just a few of the several pre-trained models available in 
the Keras framework and deciding which model to use is a headache that this paper 
aims to solve. The core objective of our research is to conduct a fair comparison 
of all the seven proposed pre-trained models and establish the nonpareil model. For 
the purpose of comparison, we will be making use of standard metrics such as the 
accuracy, validation accuracy, time requirements, precision and recall scores of the 
model. 

For the purpose of classifying canine images on the basis of their breeds, we 
will be using the Stanford Dogs dataset that is publicly available on the Web site 
known as Kaggle. The Stanford Dataset is an image dataset containing 20,580 images 
corresponding to 120 different canine breeds, some of which are visible in Fig. 1. 
This dataset has been curated by using ImageNet for the sole objective of developing 
machine learning models to solve the challenging problem of classifying dog breeds 
that have nearly indistinguishable features. 

2 Related Work 

The majority of the papers published on dog breed classification have chosen a 
segment of the entire population of breeds that the dataset consists of (10, 13, 15, 
etc.). Even though this is computationally less resource intensive as it takes less 
training time, it certainly lacks practical utility. We, for the purpose of this paper, 
have chosen 120 breeds of the dogs present in the Stanford Dataset on Dogs [1]. 

Wang et al. [2] have proposed the use of two fine-tuned pre-trained models for the 
task of image classification of dogs and cats. VGG16 and VGG19 are the two models 
being considered for the research, both of which operate on only 21 separate varieties 
of dogs and cats. The proposed models have an accuracy of 98.47% and 98.59%, 
respectively. Dąbrowski et al. [3] use the Inception-v3 pre-trained model to classify 
among the dog breeds. It has an accuracy of 78.8%. While these studies achieved 
excellent levels of accuracy, it falls short in certain aspects. The study only focuses 
on a segment of breeds which severely limits its usability in real-world applications. 
These papers also have a very limited scope of comparison as it chooses to target 
only two of the several pre-trained models available for image classification. 

Bouaafia et al. [4] have proposed the use of four pre-trained models for the task 
of traffic sign identification in the domain of computer vision. The four selected 
models are VGG16, VGG19, AlexNet and ResNet-50. The authors of the paper 
have managed to obtain exemplary levels of accuracy for all of the aforementioned
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pre-trained models, but there are certain aspects that the research fails to take into 
account. The study has a very confined scope of comparison as it chooses to only 
focus on four pre-trained models. This makes it difficult for the readers to get the 
complete overview of the pre-trained model landscape. 

Varshney et al. [5] have proposed the use of a transfer learning approach on 
two neural networks which are VGG16 and Inception-v3. The scope of the study 
is however restricted to only two models; this restricts the comparison as the study 
chooses to target only two of the several pre-trained models available for image 
categorization. Furthermore, the accuracy (validation accuracy of 0.545 and training 
accuracy of 0.69281) achieved by the study is not competitive in nature rendering the 
model practically unusable. Also, the overhead of deploying two pre-trained models 
for the purpose of breed prediction given the accuracy achieved does not classify as 
a reasonable trade-off. 

Junaidi et al. [6] have proposed a transfer learning approach for the task of image 
classification of an egg incubator. The proposed approach consists of two pre-trained 
models which are VGG16 and VGG19. The scope of research is severely limited due 
to the fact that it only takes two models into account and both of them are versions 
of VGG. Comparing only VGG models results in the paper not being able to provide 
the reader with more significant results and insights. In addition to this drawback, the 
paper achieves a maximum accuracy of 92% which has been adequately surpassed 
by some of the models considered in our research paper. 

Nemati et al. [7] have proposed the use of transfer learning in order to clas-
sify the patients as COVID-19 positive or negative using chest X-ray images. This 
paper inspired us to extensively use pre-trained models in our research. They have 
compared the accuracies of 27 different models some of them being Inception-v3, 
ResNet, Xception, NASNet, VGG16, VGG19, etc. This paper became the source of 
inspiration as the accuracy which they managed to attain was extraordinary. More-
over, the baseline problem statement of our as well as their paper was similar, i.e., 
related to image classification using CNNs. 

Akhand et al. [8] have proposed the use of transfer learning to perform facial 
emotion recognition (FER) using images of an individual. This paper makes use of 
the following pre-trained models VGG16, VGG19, ResNet-18, ResNet-34, ResNet-
50, ResNet-152, Inception v3 and DenseNet 161 to carry out the above task. This 
paper uses the base pre-trained models for feature extraction and an additional dense 
layer for the classification task which led to accuracies of 96.51 and 99.52% in the 
FER task. This was a major inspiration for the methodologies used in our paper. In 
addition to this, the paper also has a similar framework to the methodology proposed 
in this paper. 

All the papers related to dog breed prediction had a restricted scope. The scope of 
all the related papers was restricted to at the most three models. We have considered 
eight models in total making it more elaborate and comprehensive.
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Fig. 2 Top 20 classes in the ImageNet dataset 

3 Dataset 

Images of 120 different dog breeds are included in the Stanford Dogs dataset. The 
purpose of this dataset was to do fine-grained image categorization utilizing images 
and annotations from ImageNet [9]. It was initially gathered to help with fine-grained 
image categorization, a difficult task, given that several dog breeds have almost 
similar traits or differ in color and age. It comprises 20,580 images of 120 dog breeds. 
Figure 2 contains the top 20 classes. It contains images with class labels, bounding 
box dimensions of the main subject of that image and the dimensions of the image 
itself. The bounding box consists of the dimensions of the subject of the image. The 
dataset is made up of 2 folders, i.e., the images folder and the annotations folder. The 
names of the objects in each folder are the same thus linking them together. 

4 Data Augmentation 

The data augmentation technique is used to enhance the diverseness in our training 
data by applying stochastic, but rational transformations, like image rotation, skew-
ness, scaling, horizontal, or vertical shifting on the existing dataset. This helps 
to reduce the chances of overfitting. Figure 3 displays the augmented images. 
Data augmentation is implemented using the ImagedataGenerator class available 
in TensorFlow’s Keras library.
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Fig. 3 Images after data augmentation 

5 Proposed Work 

5.1 Models 

Inception-v3 Inception-v3 [3] is a convolutional neural network used in object 
detection and image analysis. It originated as a component for GoogleNet. Incep-
tionv3 was created to permit more layers of the deep network all the while preventing 
the number of parameters from increasing too much. The network accepts 299 × 
299 image input. 

ResNet 152V2 ResNet-152 V2 [10] was released by Microsoft Research Asia in 
2015. ResNet’s architecture was able to obtain impressive results in the MS-COCO 
and ImageNet competition. The main idea behind this model, residual connections, 
is found to largely enhance gradient flow, hence permitting training of considerably 
deeper models with many more layers. The network accepts 299 × 299 image input. 

MobileNet The MobileNet [11] model, which is TensorFlow’s earliest mobile 
computer vision model, was developed for use in mobile apps, as suggested by 
its name. MobileNet [11] makes use of depth-wise separable convolutions and thus 
considerably brings down the number of parameters in comparison with a network 
with regular convolutions with similar depth in the network hence resulting in light 
deep neural networks. The network accepts 224 × 224 image input. 

NASNet-Mobile The mobile version of NASNet (i.e., NASNet-Mobile [12]) has 
564 million multiply accumulates and 5.3 million parameters in 12 cells. More than 
a million photos from the ImageNet dataset were utilized to train the CNN. The 
model can classify images in 1000 categories, like animals, pencil, mouse, keyboard,
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Table 1 Properties of pre-trained models 

Model Depth Size(MB) Trainable Parameters Input Image Size 

Inception-v3 189 92 15,728,760 299 × 299 
ResNet 152v2 307 232 245,880 299 × 299 
MobileNet 55 16 9,953,400 224 × 224 
NASNet-Mobile 389 23 6,209,400 224 × 224 
Xception 81 88 24,576,120 299 × 299 
DenseNet 201 402 80 120,120 224 × 224 
Inception-ResNet 449 215 11,796,600 299 × 299 

etc. The network was able to learn significant feature patterns for a wide variety of 
pictures as a result. The network accepts 224 × 224 image input. 

Xception Xception [13] is a CNN with 71 deep layers that derives upon depth-
wise separable convolutions. It is trained on ImageNet, allowing the network to 
categorize images among thousand distinct subcategories. The network accepts 299 
× 299 image input. 

DenseNet 201 DenseNet 201 [14] is a CNN with 201 deep layers. It is trained 
on ImageNet, allowing the network to categorize images among thousand distinct 
subcategories. The network accepts 224 × 224 image input. 

Inception-Resnet Inception-ResNet [15] is a CNN that incorporates residual 
connections and gleans from the Inception architecture family, having 164 deep 
layers. ResNet reduces network complexity by making it more uniform. It is trained 
on ImageNet, allowing the network to categorize images among thousand distinct 
subcategories. The network accepts 299 × 299 image input. 

Table 1 depicts all the key characteristics of all the pre-trained models being 
considered in our research on dog breed classification. 

5.2 Proposed Framework 

The dataset was split into training, testing and validation segments. Each segment 
was preprocessed and augmented as mentioned in Sect. 4. The resultant images 
of training and testing segments were fed to the pre-trained model. While training 
the model, accuracy, precision, recall were observed for every epoch. Finally, the 
validation accuracy was computed by evaluating the complete model. The entire 
workflow is demonstrated in Fig. 4.
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Fig. 4 Flowchart 

6 Experimental Performance 

6.1 Experimental Setup 

The experiment was performed using Python and Keras package with Tensorflow-gpu 
on Kaggle having 13 GB RAM and 2-core Intel Xeon CPU, along with Tesla P100 
16 GB VRAM GPU. The parameters used in the learning process for all pre-trained 
models were as follows:

• Batch-Size: 32
• Epochs: 25
• Loss function: Categorical Crossentropy
• Optimizer: Adam, RMSProp and Adamax
• Learning Rate: 0.001 and 0.01
• Metrics: Accuracy, Precision and Recall
• Activation: Softmax 

7 Results and Analysis 

7.1 Evaluation Metrics 

The ratio of true positives to actual positives is used to calculate precision. Precision 
is a metric used in classification and pattern recognition. It helps us to check how 
well the model can classify positive samples.
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Precision = TP 

TP + FP 
The ratio of correctly categorized positive (+ve) records to all the positive (+ve) 

records is termed as recall. Higher recall score denotes the fraction of positive samples 
correctly detected. 

Recall = TP 

TP + FN 
TP True Positives. 
FN False Negatives. 
FP False Positives. 

The F1-score is computed by taking the harmonic mean of a model’s recall and 
precision, combining the two into an effective statistical measure. It is generally used 
to compare among the models. 

F1 score = 2 × Precision × Recall 
Precision + Recall 

7.2 Analysis 

We have implemented the above pre-trained models using the proposed framework as 
shown in Fig.  4; the comparison between them is displayed in Table 2, and the optimal 
versions for each pre-trained model are presented in Table 3. We have emboldened 
the best results for the chosen hyper-parameters across all the pre-trained models. We 
have plotted the accuracy versus epochs, validation accuracy versus epochs and F1-
score versus epochs graphs as visible in Figs. 5, 6 and 7, respectively. As witnessed 
in Table 3, the accuracy, precision and recall scores for ResNet 152V2 appear the 
best although it may have overfit as the validation accuracy is not comparable to the 
training accuracy.

The validation accuracy is highest for Inception-ResNet at approximately 82.5% 
as witnessed in Table 3, which demonstrates that it has generalized the best with the 
pet dataset, along with an overall decent accuracy, precision and recall scores. It can 
also be observed from Table 3 that NASNet-Mobile is the most efficient model as 
it requires the least amount of time to train, but overall the model falls short due to 
inferior values achieved for metrics such as accuracy, validation accuracy, precision 
and recall.
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Table 2 Model accuracy for hyper-parameter tuning 

Model LRa Adam RMSProps Adamax 

Inception V3 0.01 0.890 0.891 0.902 

0.001 0.901 0.896 0.910 

0.01 0.909 0.880 0.948 

ResNet 152v2 0.001 0.89 0.911 0.909 

0.01 0.876 0.883 0.888 

0.001 0.84 0.896 0.899 

MobileNet 0.01 0.823 0.807 0.817 

NASNet-Mobile 0.001 0.82 0.816 0.816 

0.01 0.923 0.914 0.925 

Xception 0.001 0.92 0.921 0.933 

0.01 0.894 0.882 0.744 

0.001 0.9 0.912 0.893 

Inception-ResNet 0.01 0.891 0.885 0.887 

0.001 0.889 0.886 0.903 

a Learning Rate Parameter 

Table 3 Comparison of optimally performing models from Table 1 

Model Aa Vb Tc Pd Re 

Inception V3 0.910 0.801 11,451 0.911 0.910 

ResNet 152v2 0.948 0.764 12,060 0.956 0.942 

MobileNet 0.899 0.676 11,708 0.901 0.899 

NASNet-Mobile 0.823 0.676 7,761 0.823 0.823 

Xception 0.933 0.808 12,283 0.935 0.933 

DenseNet 201 0.912 0.799 11,632 0.926 0.902 

Inception-ResNet 0.903 0.825 12,401 0.905 0.903 

a Accuracy 
b Validation Accuracy 
c Time (sec) 
d Precision 
e Recall

8 Conclusion 

This paper successfully provides a fair comparison of the aforementioned pre-trained 
models by using the target task of classifying images of dogs on the basis of their 
breeds. All of the pre-trained models operated on the Stanford Dogs dataset that 
comprises 20,580 images corresponding to 120 different breeds of dog. The compar-
ison was conducted by using the technique known as hyper-parameter tuning, which
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Fig. 5 Accuracy versus 
epochs 

Fig. 6 Validation accuracy 
versus epochs 

Fig. 7 F1-scores versus 
epochs
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involved training models by varying hyper-parameters which included learning rate 
and optimizer. The results represented in Figs. 5, 6 and 7 will facilitate readers in 
making an informed decision regarding the model to be used. 

9 Future Work 

As we propose convolutional neural networks which efficiently extract features of 
a dog which in turn help in determining the breed of the dog, the pre-trained CNN 
model used thereof can be used to predict the breeds of other animals like cats, cows, 
etc., with minimal adjustments in later layers of the neural network. Furthermore, 
the scope of the research may further be expanded to other pre-trained models in 
future. Hypertuning of parameters may also be undertaken in future with a view 
to improve the existing accuracies. Further the later layers of the neural networks 
may be adjusted to improve accuracy for dog breed prediction in order to deploy the 
model. 
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3. Dabrowski A, Lichy K, Lipiński P, Morawska B (2021) Dog breed library with picture-based 
search using neural networks. In: IEEE 16th International conference on computer sciences 
and information technologies (CSIT). IEEE, pp 17–20 

4. Bouaafia S, Messaoud S, Maraoui A, Ammari AC, Khriji L, Machhout M (2021) Deep 
pre-trained models for computer vision applications: traffic sign recognition. In: 2021 18th 
International multi-conference on systems, signals & devices (SSD). IEEE, pp 23–28 

5. Varshney A, Katiyar A, Singh AK, Chauhan SS (2021) Dog breed classification using deep 
learning. In: 2021 International conference on intelligent technologies (CONIT). IEEE,pp 1–5 

6. Junaidi A, Lasama J, Adhinata FD, Iskandar AR (2021) Image classification for egg incubator 
using transfer learning of VGG16 and VGG19. In: 2021 IEEE International conference on 
communication, networks and satellite (COMNETSAT). IEEE, pp 324–328 

7. Nemati MA, BabaAhmadi A (2022) An investigation on transfer learning for classification 
of COVID-19 chest x-ray images with pre-trained convolutional-based architectures. In: 2022 
30th International conference on electrical engineering (ICEE). IEEE, pp 880–884 

8. Akhand MAH, Roy S, Siddique N, Kamal MAS, Shimamura T (2021) Facial emotion 
recognition using transfer learning in the deep CNN. Electronics 10(9):1036 

9. Deng J, Dong W, Socher R, Li L-J, Li K, Fei-Fei L (2009) Imagenet: a large-scale hierarchical 
image database. In: 2009 IEEE Conference on computer vision and pattern recognitio. IEEE, 
pp 248–255 

10. Ojha N, Kumar A (2020) A comparison based breast cancer high microscopy image classifica-
tion using pre-trained models. In: 2020 IEEE Students conference on engineering & systems 
(SCES). IEEE, pp 1–6



Analysis of Deep Pre-trained Models for Computer Vision … 147

11. Howard AG, Zhu M, Chen B, Kalenichenko D, Wang W, Weyand T, Andreetto M, Adam 
H (2017) Mobilenets: efficient convolutional neural networks for mobile vision applications. 
arXiv preprint arXiv:1704.04861 

12. Zoph B, Vasudevan V, Shlens J, Le QV (2018) Learning transferable architectures for scalable 
image recognition. In: Proceedings of the IEEE conference on computer vision and pattern 
recognition, pp 8697–8710 

13. Chollet F (2017) Xception: deep learning with depthwise separable convolutions. In: Proceed-
ings of the IEEE conference on computer vision and pattern recognition, pp 1251–1258 

14. Ovreiu S, Paraschiv E-A, Ovreiu E (2021) Deep learning & digital fundus images: glaucoma 
detection using DenseNet. In: 2021 13th International conference on electronics, computers 
and artificial intelligence (ECAI). IEEE, pp 1–4 

15. Szegedy C, Ioffe S, Vanhoucke V, Alemi A (2017) Inception-v4, inception-ResNet and the 
impact of residual connections on learning. In: Thirty-first AAAI conference on artificial 
intelligence



An Efficient Recognition 
and Classification System for Paddy Leaf 
Disease Using Naïve Bayes 
with Optimization Algorithm 

Vandana Prashar, Deepika Sood, and Santosh Kumar 

Abstract In today’s world, paddy is the main crop used by most people. Several 
diseases occur in paddy crops. Due to numerous diseases, only a limited quantity of 
paddy crop is yielded. Due to lack of technical and scientific knowledge, it is not 
easy for farmers to predict the diseases. Physically recognize and categorize paddy 
diseases has required more time. The research topic is classification, and recogni-
tion of the diseases from the leaf is one of the recent research topics in artificial 
intelligence. Consequently, an automatic and exact recognition scheme has turned 
into vital to reducing this issue. A novel method has been developed to find the 
paddy diseases brown spot, bacterial blight, blast diseases, and sheath rot through 
the application of machine learning (ML) classification methods. In this research 
article, a robust methodology is proposed that is categorized into different phases. In 
the preprocessing phase, removal of the background using the RGB images converted 
into HSV images and the segmentation phase of the normal fraction, diseased frac-
tion, and the background a k-means clustering method is used. The machine learning 
method has been implemented to enhance the accuracy rate and the planned method. 
The firefly optimization has been implemented to fuse with an ML named Naïve 
Bayes classification method. Afterward, 494 leave images of our dataset of five 
dissimilar paddy leave diseases are used to instruct the NB with firefly proposed 
model. NB classification is then trained with the characteristics, which are extracted 
from NB with firefly method. The proposed method capably recognized and classi-
fied paddy leave diseases of five different categories and achieved 98.64% accuracy 
rate. 
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1 Introduction 

Department of Agriculture is one of the most essential earning sources of human 
beings in many countries [1]. The environmental situation of soil and different food 
plants are then harvested by the plant. Apart from it, the farmer is covering many 
problems which are created by nature such as plant diseases, inevitable accident, 
shortage of water, and earthquake [2]. The challenging task is diseases management 
by the human being. Several diseases are seen on the leaf or stem or root of a plant. 
Some advance technical facilitates solving, most of the problems. Prevention is a 
beneficial step from leaf diseases that may improve the productiveness of agricultural 
food. Moreover, the ambitious step to recognize the leaf diseases is challenging. 

Comparable social networking and some other research fields are equally useful 
in the field of agriculture to classify the diseases using different machine learning 
approaches. There are various categories and symptoms of various plant leaf diseases. 
Categorize on the behave of disease leaffeature such as size, color, and shape. The 
geographical factors and characteristics of the plant are changing due to environ-
mental activities day by day. Therefore, manually identifying leaf conditions based 
on symptoms is challenging. For forecasting diseases, the statically classification 
algorithm is ineffective. As a result, in order to identify the disorders, make the 
appropriate choice, and choose the best course of therapy, an expertise computa-
tional intelligence system is required [3]. In addition to this, paddy is one of the 
main staple food and crops to seventy percent of the whole population in India. In 
the world, paddy is a 2nd central crop of South India [4]. Paddy establishes about 52 
percent of the total food gain and cereal manufacture. The quantity and quality of the 
paddy plant can be enhanced by its precise and timely analysis, which can enhance 
a financial growth of the county. 

Certain normal pests searched in NORTH MAHARASHTRA are blast paddy 
leaf, brown spot paddy leaf, bacterial blight paddy leaf, and sheath rot paddy leaf [5, 
6]. The proposed system defines is classified within the four most normal diseases in 
the North-east India (NEI), namely sheath rot, bacteria blight, and blast leaf which 
are shown in Fig. 1. Several scholars and analysts who can recognize the diseases 
according to their signs are not simply accessible in remote edges. The computer 
vision (CV) is a non-destructive and possible solution to deal with this issue and 
gives consistent outcomes.

This research work main motives at implementing an automatic scheme to cate-
gorize the paddy diseases by executing the subsequent phases: (i) Paddy leave image 
acquisition (ii) paddy leave the picture preprocessing (iii) image segmentation in 
Paddy leave (iv) feature extraction and selection (v) classification in paddy leave 
diseases [7, 8]. 

Paddy is playing a significant role in equally the peoples of West Bengal and 
Asian countries. However, the paddy production excellence, as well as the amount, 
maybe reduced because of paddy leave diseases. Having a disease in paddy plants is 
moderately normal. If the completion stage is not acquired in this view, then its origins 
severe effects on paddy plants that affect likely; product amount, productivity, and
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(i) (ii) (iii) (iv) 

Fig. 1 i Bacterial blight paddy leaf ii Blast paddy leaf iii Brown spot paddy leaf iv Sheath rot 
paddy leaf

quality. Generally, plant infections attack by several pathogens like bacteria, viruses, 
and fungus, etc. Normally, these viruses destruct the plant photosynthetic procedure 
and interrupt the growth of plants. Thus, it is the main task to categorize the paddy 
plant disease in the premature phase [9]. 

At this time, farmers used their personal knowledge and knowledge to classify and 
identify infections. Without identifying the plant infections, farmers use insecticides 
in extreme quantity, which cannot assist in the inhabitation of disease but may enclose 
an effect on plants. However, some paddy leaf diseases may generate the same spot 
area. It also different lesions could be formed from similar diseases because of 
various paddy leaf varieties and local situations or climate [10]. Therefore, at times, 
their misclassification creates a bad effect on paddy cultivation. Consequently, it 
requires a guidance form paddy infection professionally. In rural areas, paddy disease 
professionals cannot able to offer rapid remedies to the farmers at the correct time, and 
they need the costly devices and a large amount of time for manual recognition and 
classification of paddy diseases. The second phase, for physical image processing, 
needs additional eyes to verify and crosscheck for its accuracy rate. However, an 
automatic scheme recognition and classification infections affected pictures more 
accurately than the manual classifying procedures. 

The research approach defined a system to recognize and categorize the infection 
of paddy leaves. It guides the farmers to take the precise evaluation and encourage 
them to augment construction. In the study work, for the categorization of paddy 
leave disease images, it has developed an ML system by implementing NB with 
an FF optimization algorithm. The extraction of features is assumed to train a NB 
algorithm. The research system is then, calculated on a test, analyzes the database 
of 200 paddy leaf images, and achieved a calculation AUC of 98.64 percent. 

In this research paper, explained several recognition and classification methods 
of diseases in paddy crops are analyzed in Sect. 1. In the Sect. 2, an approach is 
implemented for classifying of paddy leave diseases. Detailed feature extraction that 
defines the ROI for classification is elaborated in Sect. 4. Experimental analysis is 
given in Sect. 5. The conclusion is given in Sect. 6.
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2 Related Work 

In the advancement technology the recent research model is related to recognize and 
classification of plant leaf diseases. It is playing the important role in the machine 
learning to recognize the diseases. 

The classification and recognition of the paddy leaf diseases was based on DNN 
Jaya approach. Using acquisition, the image of paddy plant leaves was acquired from 
yield for normal paddy leave image, bacterial blight paddy leaf, brown spots images, 
and blast infections. During the image preprocessing, the background elimination of 
the RGB images was transformed into HSV pictures, and it was dependent on the 
H (Hue) and S (Saturation) by Ramesh et al. [11] based binary pictures that were 
extracted to segment the unhealthy and non-infected parts. During the segmentation 
of the infected parts, the standard parts, and contextual process, the clustering algo-
rithm was used. In addition, the classification of the diseases was considered utilizing 
optimized DNN along with Jaya algorithm. Experimental analysis was done and 
comparable to ANN, DAE, and DNN. The planned model has acquired the accuracy 
for the blast diseased up to 98.9%; bacterial blight was 95.34%, and sheath rot was 
92.1%; brown spot was 94.56, and the standard leaf picture was 90.54% by Nidhis 
et al. [12]. 

On the foundation of techniques, there is a deep convolutional neural network; 
maize leaf disease detection was developed by Sun et al. [13]. They used a dataset 
divided into three sets like a validation set, testing set, and training set of maize leaf, 
and the total images 8152 include terrible diseases; these images were calibrated 
by human–plant pathologists. The detection performance achieved by single-shot 
multibox detector (SSD), and the observational outcomes depicted the feasibility 
and efficiency of their proposed model. 

The latest method caffeNet, a deep learning framework formulated by the learning 
center and Barkley vision, which was used to perform the deep convolutional neural 
network introduced by Sladojevic et al. [14]. Apart from it, the dataset of the total 
number of images in 4483 that were downloaded from the Internet included 15 
categorizes of disease images and non-disease images. The classifier named softmax 
was trained from scratch, and they used the backpropagation algorithm, and the 
overall accuracy of 96.3 percent was achieved by a deep learning model. 

Using machine learning approaches, Liu et al. [15] developed a significant model 
for detecting and classification diseases names Mosaic Rust, Brown spot, Alternaria 
leaf caused by the apple leaves. The proposed AlexNet model and GoogleNet were 
efficient and reliable, and they achieved the 97.62 percent accuracy and convex 
optimization algorithm used for faster convergence rate. 

To automatically detect the plant, leave diseases using the new approaches 
designed called as support vector machine (SVM) by Zang et al. [16]. RGB model 
was converted to HSI (Hue, saturation, and intensity), gray models, and YUV 
model for identify the color from the images and the segmented image by used 
the region growing algorithm. The most important features were selected by genetic 
and correlation-based feature selection algorithm. At the end of the feasible and



An Efficient Recognition and Classification System for Paddy Leaf … 153

effective model, the classification phase done by SVM and achieved the correctness 
was 90 percent. 

Sengupta et al. [17] used the supervised incremental classifier named as a particle 
swarm optimization algorithm to perform the identify rice diseases with 84.02 
percent. The proposed method became a model which had time complexity of the 
classification system constantly increment, and the system became more reliable and 
efficient for finding rice plant diseases. Moreover, the increment classifier model is 
suitable for applying on the dataset of postulation rice plant diseases such as the 
aspects and the change behavior of rice leaf due to nature, environmental condition, 
geological, and biological component. 

In [18], Jiang et al. proposed an apple diseases identification model that is based 
on image processing techniques and deep learning methods, namely INAR-SSD and 
the deigned method by introducing the GoogleNet. In the experimental terms, the 
database of diseases image is divided between training and testing phases by the 
ratio 4:1. This approach accomplished the accuracy level which is 96.52 percent. 
This model is a feasible solution for finding the real-time detection of apple diseases. 

Ramcharan et al. [19] used the proposed method to find virus diseases named as 
cassava (Manihot esculenta Crantz) disease considered as food security crops. It is 
a source of carbohydrates for the human food chain. The dataset was collected of 
11,670 images of cassava leaves from an International Institute of Tropical Agri-
culture (IITA). Apart from it, researchers used the deep learning method which had 
the dataset divided into training and testing phases. During the model, 10 percent 
was used for training phase, and the other 90 percent was used for testing phase. 
The transfer learning method used for training cassava images and the deep learning 
convolutional neural method to detect the disease with the accuracy of 96 percent. 

Image processing and the neural network method proposed to identify cotton 
leave diseases by Batmavady et al. [20]. Researchers collected the dataset of cotton 
leaves from the plant village. Firstly, the process started from there using processing 
techniques named as filter the image and then removes the noise and converted the 
input image into grayscale conversion. A set of features extracted from the processing 
image was used by the radial basis function neural network classifier. Further, SVM 
classifier divides the dataset into the testing and training phase and then used to 
recognize cotton disease with the better accuracy. 

Ma et al. [21] proposed the method of deep learning convolutional network 
conducting the symptom-wise identification of four type of cucumber diseases, i.e., 
downy mildew, anthracnose, target leaf spots, and powdery mildew. The DCNN 
achieved a good accuracy of 93.4% on the results of 14,208 symptom images, and 
the comparative scientific research used the classifiers support vector machine and 
the random forest algorithm along with AlexNet. 

Bai et al. [22] investigated cucumber leaf spot diseases implemented the segmen-
tation method named morphological operations and also the watershed algorithm for 
working against the complex background of the disease images. The algorithm is 
demonstrated the neighborhood greyscale information which improves the capacity 
of noise filtering algorithm. The proposed method is an impressive and robust



154 V. Prashar et al.

segmentation method for recognizing the cucumber diseases. The success rate of 
the segmentation method is 86.32%. 

Spares representation classifier (SR Space) proposed by Zhang et al. [23] for  
recognizing cucumber diseases and the segmentation done by k-means algorithm. 
The advantages of the SR space classifier are effectively reducing the computational 
cost, and this method was improving the performance of the recognition rate that 
is 85.7%. Moreover, the lesion feature extraction method was used to extract the 
important feature the cucumber leaf dataset. 

The survey on various IP and ML methods used for recognition of the rice plant 
(RP) viruses depends on the pictures of diseased RP by Shah et al. [24]. This research 
presented different methods for the recognition and categorization of the diseases. 
It carried out different surveyed papers on rice plant disease. The methods were 
carried out with the picture database, quantity of classes, preprocessing segmen-
tation methods, classifiers, and so forth. They surveyed and studied the detection 
and arrangement of the RP diseases. Proposed research by Singh et al. [25] on the  
blast infection of the paddy leaf observes the picture of the plant leaf by specialists 
with required actions. The disease recognition approach was a color slicing method 
that perceived the infected spots and destructed proportion of the complete leaf that 
provides the advice, if the disease took place and removes in a required period of time 
to prevent the losses. In this research, the recognition of the blast disease of the paddy 
leaf was presented. In the planned model, the accuracy was acquired up to 96.6%. The 
new recognition provides better outcomes as compared to edge recognition models. 

Sharma et al. [26] examined numerous machine learning (ML) algorithms and 
evolutionary computation with deep learning methods for identifying paddy diseases. 
This research took into consideration three main paddy ailments including, paddy 
blasting, bacterial leaf blight, and brown spot. The findings of a comprehensive 
comparison investigation concluded that transfer learning approaches were better 
than the traditional ML algorithms. The findings could be used to farming practices 
recognize the paddy disease early as then immediate strategy could be done moving 
forward. To extrapolate the research’s results, emphasis needs to be placed on working 
with large-scale datasetsin subsequent investigations shown in(Table 1).

3 Problem Definition 

The human-based perceptions are conservative methods to monitor the leaf diseases 
in the previous year. In these cases, it is very complicated, time-consuming, and 
expensive to try the expert advice. Many farmers who are not educated and have 
lack of knowledge about the type of diseases hence the eye-catching method suffer 
from many downsides. Moreover, the machine learning methods for recognize the 
leaf diseases and to make the right decision for selecting the proper treatment is also 
challenging. To overcome the downside of the conservative methods, a new classifi-
cation method is required for a new machine learning. Machine learning approaches 
are very few documented specially in the plant leaf diseases detection. The disease
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can be identified, and a solution for disease can be found by the classifier then using 
the classification method as well as detection methods. 

4 Proposed Methodology 

With the five phases that include the image acquisition, image preprocessing, segmen-
tation, feature extraction, and image classification, the proposed structure is devel-
oped. The compute vision is an automatic system that performs disease and non-
disease paddy leave recognition and categorization is established in implemented 
work. Various stages include in the investigation are given in Fig. 2. 

4.1 Image Acquisition 

The basic method of gathering the dataset of various paddy leave disease photos from 
the https://archive.ics.uci.edu/ml/datasets/Paddy+Leaf+Diseases site, that are used 
for this presented design, is known as image acquisition. The research system is using 
three disease categories of paddy images such as brown spot, bacteria light, and sheath 
rot. In this proposed system the paddy leaves are collected by using higher-resolution 
digitalized camera (HRDC). After that the detection or classification of disease, 
complete capture paddy pictures are located to processor, where the establishment 
process may take place.

Fig. 2 Proposed flowchart 

https://archive.ics.uci.edu/ml/datasets/Paddy+Leaf+Diseases
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4.2 Image Preprocessing 

In the second phase, preprocessing for reducing the images in the database is re-sized 
and cropped into 256*256 image pixels. The significant things to remove the image 
environment are done by considering the hue values. Originally, the paddy leave 
image in red, green, and blue model is transformed into HSV model [27]. Using the 
HSV model, the normal S value is measured in the model, though it completes the 
whiteness. It depends on the threshold rate of about 90 degrees, and leaf picture is 
transformed into a binary picture, and the binary image is associated with the actual 
RGB picture to create the label. The leaf region has the available disease segment 
where the contextual part hides the picture. 

4.3 Image Segmentation 

In this phase shows the segmentation of a paddy leave picture, k-mean clustering 
model is analyzed in this research. Normally, clustering is a technique to cluster the 
picture into groups. The infected region is eliminated from the leaf picture through 
grouping. In the paddy leaf picture, clusters are developed that estimate the infected 
region and non-disease part. 

k-means Clustering 
Images are selected exploitation of the picture reading operated and displayed. After 
that, the transformation of the colors is completed from the actual picture for selecting 
the picture. The grouped pictures are based on the component. The bunch methods are 
segmented that is based on the segmented algorithms [20]. It is a simple unsupervised 
learning algorithm that follows the simple model to classify the essential index by 
a specified amount of the clusters. It focused on the route of different region. The 
following phase considers the centroid as center of clusters. k-centroid recomputed 
where k-centroid of the cluster where similar data points and closest center are 
arranged. With the creation of the new loop, the k-center changes with the new 
position unless more alterations occur. Figure 3 shows the diseased portion.

4.4 Feature Extraction 

This research work extracts both the text and color feature. The color charac-
teristic comprises the extraction of the mean and standard deviation. The textual
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Fig. 3 Highlighted diseased 
portion

characteristics contain the histogram-oriented gradient (HoG) features like as local 
features. 

Feature Extraction Using HoG Method 
Histogram-oriented gradient (HoG) is the characteristic descriptor (FD) used in 
computerized vision and digital IP for recognizing the data objects. This technique 
selects the existence of the gradient orientation in the local parts of the picture. It is 
same as the boundary orientation histogram that used the local contrast normalization 
for improving the accuracy. 
Pseudo-code with Proposed System (HoG) Method 

Input Segmented picture classes are leaf blast, brown spot, sheath blight 

Output Color Features 

For complete segmented picture of every class 

Step 1: Read RGB pictures as Img; 

Step 2: Distinguish R, G, B element of RGB pictures, 

R = img(a, b); 
G = img(a, c); 
B = img(d , b); 

Step 3: Normalization of the RGB elements ranges from 0 and 1; 

r = R 

254.5 
, g = G 

254.5 
, 

B 

254.5 

Step 4: Searching the standard deviation of r, g, b and measure the correlated factor; 

Step 5: Combine the extracted features as;
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RGBfactor = [Rsd , Gsd , Bsd , RGcorrelted] 

End 

Here, Img = Image, R = Red, G = Green and B = Blue. 

4.5 Feature Selection 

The research work selects the valuable feature using a firefly optimization algorithm. 
This feature selection is a met heuristic method that is nature inspired by the irregular 
behavior of fireflies and the phenomenon of bio-luminescent communication. 

Feature Selection Using FFOA 
Feature selection is also used for optimizing the dimension of the databases, for 
reducing the calculation time, price and classification fault. Various researchers 
used the feature selection for numerical methods [28]. Firefly algorithm is used 
for searching the association of the features that improved the desired fitness func-
tion. FFA is used for searching the new output that depends on the lighting of the 
fireflies. The modification in the output location given the direction vector linking 
the better output, the present situation is updated in direction vector linking the best 
output, and present output is updated with diverse intensity. The random values of 
the parameters are given by β, and motion of the firefly is another firefly k. The 
individual size is represented by the feature space for single feature and duration of 
every size range from zero to one for searching the optimum value that improved the 
fitness function. The fitness function for firefly algorithm is given for improving the 
classification rate for trained values. 
Pseudo Code (Firefly Optimization Methods) 

Step 1: Selective function of f (y) where y = (y1, y2, .  .  .  yn); 
Step 2: Create initial population of firefly; 

Step 3: Define the absorbed coefficient β; 

While (s < max_generation); 

For j = 1 to  n; 
For j = 1 to  n; 
If

(
lj > 1

)

Moving firefly j in the direction of k; 

Change data with the distance r through β value. 

End if; 

Step 4: Compute the new outcome and updating the light intensity;
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End for j; 

End for k; 

Step 5: Rank firefly and search the current best value; 

End while. 

Step 6: Process the resulted values and get the output; 

End. 

4.6 Classification 

The classification process is the most important factor of the paddy leave disease 
prediction. The research system has implemented the Naïve Bayes (NB) method to 
classify the disease leave. It is calculating the feature probability or depends only a 
particular feature in a group, and it does not depend on any other group. When the 
research system is developed for detection method, then implement a Naïve Bayes 
method, which is a supervised learning method. This method is separated into 2 
phases like (i) training and (ii) testing. 

Classification Using Naïve Bayes 
The classification is a technique for the classification of the plant species in accor-
dance to the accurate set based the major features. The classification of features is 
depends on the extraction of features. Naïve Bayes is utilized for the classifier proce-
dure [28]. The textual and shape variables are the identified features. Naïve Bayes 
is the theorem with the statistical method for the classification of the prediction 
classes that depends on the possibilities. It is measured as a more effective method 
for comparing the decision tree and other applications. It is based on the assump-
tion of the autonomy between the predicted values. Naïve Bayes (NB) classifier 
depends on the specific feature in the class, and it may not base on the other features. 
For instance, the image color and shape of the paddy leaf are determined; then, the 
features are considered based on the detection of the plant. Hence, NB is simple in 
construction of the large database. 

Performance Parameters 

Accuracy Rate 
The research model has proposed in the paddy leave detection system to enhance the 
accuracy parameter as compared with the existing algorithm. The research model 
accuracy has increased, according to the increase the number of images. The proposed 
accuracy rate value is 98.64%. 

Cross-Entropy Loss 
The research model has proposed in the paddy leave detection system to decrease the 
entropy loss parameter as compared with the existing algorithm. The research model
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entropy loss has decreased, according to the increase the probability. The proposed 
entropy loss value is 0.0064%. 

True Positive Rate 
In deep learning concept, the TPR is also denoted to recall, is utilized to consider the 
percentage of real positives which are appropriately verified. Thus, the true positive 
rate (TPR) is 0.9964. 

True Negative Rate 
In deep learning concept, the TNR is also denoted to specificity, considers the propor-
tion of real incorrectly values that are correctly verified. Thus, the true negative rate 
value is 0.990. 

False Positive Rate 
The FPR is called false alarm ratio. FPR is the probability of wrongly discarding the 
null hypothesis for a certain test analysis. The FPR is evaluated as the ratio among 
the no. of negative actions incorrectly considered as FPs and the complete number 
of real wrong actions. Thus, the FPR value is 0.0100. 

False Discovery Rate 
The FDR is the predictable proportion of kind of expectations. The main kind of 
exception is where incorrectly discarding the null hypothesis. Thus, FDR value is 
0.0036. 

5 Result Analysis 

In this result explanation, comparative analysis with various parameters and math-
ematical expression described. In this, research work is performed in MATLAB 
simulation tool used, and GUIDE has designed a project desktop application. In this 
experimental result analysis, totally with 494 images which include 125 brown spot, 
102 bacteria blight, 61 sheath rot, 120 normal, and 86 blasts are given. 

It is almost 494 images of paddy leaf images were reserved for the training module. 
The testing module presentation of the research model Naïve Bayes classification 
method, long-term database images of paddy leaf diseases were selected for testing 
module. The research flowchart shows the working of the proposed model. All images 
were stored in .png and .jpg format. The characteristics like segment area, edges, 
HSV model, etc are very essential. 

The complete proposal is commonly concerned with different regions, the edges 
with segmentation, HSV color model, and filtration is performing an important role 
in the research system. Different types of performance metrics are calculated in DIP 
methods such as segmented area. This research phase has improved the performance 
and compared with the existing classification method (DNN-Jaya), which can be
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seen in several kinds of global features. It calculates the system performance with 
accuracy rate, loss, TPR, TNR, FDR, FPR, etc. 

This window creates by MATLAB GUIDE environment toolbox used. The design 
information is displayed, and a code is also written in the script window. The 
first step is to separate two groups into classification and recognition systems. The 
training_module and testing module are defined in this conceptual framework. The 
training_module demonstrates how to upload many photos at once. Preprocessing 
techniques should be used to spot the distortions in the submitted image. Imple-
menting the filtering approach to eliminate the unwanted noise if distortion is present. 
The HSV model is definite color space. After that, the KMC algorithm developed 
in this system to divide the data into different number of clusters or groups. The 
segmentation process involves locating the filtered image’s region. Then, it devel-
oped the FE algorithm using HoG method. This method is used to eliminate the 
global-based features and calculate the segmented image features such as energy, 
mean, SD, and image contrast. After that, to train the Naïve Bayes network, given 
data and labels or targets are used. In testing, module shows the upload of the test 
picture. It transforms the color picture to grayscale picture. Segment the regional 
area, extract unique features, and calculate the performance metrics. 

The firefly optimization algorithm method is based on a performance metric modi-
fication, varied search strategy and change the solution space to create the search 
simply using various probability distributions. The detection process is done by 
Naïve Bayes classification. Figures 4 and 5 demonstrate the two kinds of graph plot 
with compare among planned and previous parameters like as accuracy, cross-entropy 
rate. The planned approach has improved the accuracy compared with various kinds 
of approaches like as DNN, DNN_JAO, and OF-Naïve Bayes. 

Table 2 displays the results of the research effort, including characteristics like 
accuracy rate (98.64%), cross-entropy loss (0.0064), TNR, TPR, and FPR values 
(0.990, 0.9964, and 0.0036 respectively). The accuracy rate and loss in the paddy 
leave disease detection technique have been increased through the methodology.

Fig. 4 Comparative analysis with the proposed and existing method using accuracy rate comparison
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Fig. 5 Comparative analysis with the proposed and previous method using entropy loss

Table 2 Proposed parameter 
with research work 

Parameters Values 

Cross-Entropy Loss (%) 0.0064 

Accuracy Rate (%) 98.64 

TNR (%) 0.9900 

TPR (%) 0.9964 

FPR (%) 0.0100 

FDR (%) 0.0036 

Table 3 Comparison: 
Proposed and conventional 
models (OFNB, DNN + JAO, 
DNN) 

Parameters OF-Naïve Bayes DNN_JAO DNN 

Accuracy Rate 98.64 97 93.50 

Cross-Entropy 
Loss 

0.0064 0.0100 0.01700 

Table 3 compares the intended and prior techniques utilizing the classifiers OFNB, 
DNN, and DNN + JOA. The accuracy performance rating of the methodology is 
98.64 percent with OFNB, 97 percent with accuracy, and 93.50 percent with DNN. 
Cross-entropy loss study process performance value is 0.0064 with OFNB; accuracy 
is 0.0100, and DNN is 0.01700 percent. 

6 Conclusion 

This research paper defines improvement in the image quality, a large number of 
operations carried out. The normal phase adds image preprocessing of paddy leave
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images. It involves RGB to grayscale conversion and RGB to HSV model conver-
sion. It applied the filtration methods such as Gaussian and three-dimensional box 
filtration methods to enhance the picture quality and eliminate the unwanted noise. 
After that, implement a k-means clustering approach for calculating the region of 
the image. From these images, inner and outer quality characteristics like color, 
global, and texture are removed using HoG method. The color image feature is 
eliminated through mean and standard deviation. Feature metrics extract through 
HoG. The classification is done by optimized firefly Naïve Bayes (OFNB) or OFNB 
method. After that compute the performance metrics such as TP, TN, FN, and FP 
and improve the accuracy rate as compared with the existing methods (ODNN) or 
OFNB. The automatic paddy leaf disease detection system using different categories 
of feature like image contrast, entropy, homogeneity, energy, and color is imple-
mented. For the extraction of features, histogram-oriented gradient (HoG) is used 
resulting in unique feature calculation. The firefly optimization approach uses the 
results in low dimension and complication. k-mean clustering segments the paddy 
leaf picture, which gives maximum accuracy rate with less error rate and entropy loss. 
This proposed system also compared with OFNB, DNN_JAYA and DNN classifica-
tion, where OFNB classifier gives higher disease detection accuracy rate (98.64%), 
DNN_JAYA accuracy rate (97%), and then DNN (93.50%). Future work, it will 
develop image processing method and deep learning method using F-CNN algo-
rithm to improve the system performance. In addition, other options such as hybrid 
approaches like as clustering model or RNN can be used for improving the PSNR 
and precise values through classification procedure. In addition, the number of image 
processing algorithms can be developed for the identification of leaf disease. 
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Development of Decision-Making 
Prediction Model for Loan Eligibility 
Using Supervised Machine Learning 

Raj Gaurav, Khushboo Tripathi, and Ankit Garg 

Abstract Nowadays, banking sectors/financial institutions are facing acute prob-
lems of loan default. Their loan assets are converting into non-performing assets 
rapidly. This problem makes these institutions running out of capital money and 
making their profit into heavy debt. For the last few years, there has been news of 
merging of banks & other financial institutions due to heavy loss, and the main reason 
for their loss is defaulting of loans. The fundamental objective of this paper is to fore-
cast the risk of loan default of applying persons, institutions, or any other organization 
sooner approving them a loan. Various parameters like educational background, age, 
dependents member size, certain income, nature of income, these are some basic 
basis, would be seen into noticeable before accepting the NPA-free loan. This paper 
also has an objective to automate the process that will reduce the process time and 
human energy and deliver the service more efficiently. In this paper, multiple ML 
models are compared with the several loan forecasting models, and accuracy has 
reached more than 90 percent which is much better than existing models where 
accuracy is up to 80 percent. This accuracy would be helpful for financial institu-
tions in the practical world to forecast if the loan should be accepted or not, making 
them NPA while returning back their loans. That will be helpful in fastening the loan 
lending process with less required resources to accept the loan applications and filter 
the creditworthy applicants for lending NPA-free loans. 
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1 Introduction 

Machine learning and artificial intelligence are the most using technology nowadays 
to enhanced automation in day-to-day business. This paper also comes under the 
machine learning technology to enhance and automate the day-to-day business of 
loan lending process. Nowadays, financial institutions are suffering from huge pres-
sure of non-performing asset. To reduce non-performing asset problem, it is important 
to predict before lending the loan for the customer which is capable to repay of loan 
or not. The prime objective of this models to lower the fear of defaulting of loan 
repayment and also filters out the creditworthy applicants to lending fear-free loans. 
It is also noticed that only good credit score is not a guarantee of loan defaulter. Huge 
number of cases shown that also good credit scorer person also defaulting in loan 
repayment. So, financial experts believe that there should be other mechanism could 
also apply to cope with loan defaulting problem. Because loan defaulting problem 
has different factors also. So, the objective of this paper is to analyze existing loan 
eligibility system using supervised machine learning, to develop decision-making 
prediction model for loan eligibility through supervised machine learning algorithm, 
and to compare the results with existing model and enhanced the accuracy results 
with developed model for loan eligibility system. 

2 Related Works 

I have studied so many research paper to understand the different aspects of machine 
learning model related to loan prediction model and find some useful information to 
propose some more robust model. 

The authors, Shinde et al. [1] in their research paper used two machine learning 
model logistic regression and random forest with k-folds cross-validation to predict 
the eligibility of loan applicants. After using this method, their ML model reached 
the accuracy of 79 percent with 600 cases in dataset. 

A work by Ramya et al. [2] were used dataset having the attributes of the loan 
customer applicants is accumulated with six hundred cases. This dataset is classed 
among two sets: Train dataset that is exercised for training the machine learning 
algorithm model. This carries each of the individualistic variables also with objective 
variable, and test dataset carries each of the individualistic variables but not the 
objective variable. Applying the machine learning model to forecast the objective 
variable to the test dataset. The logistic regression machine learning algorithm model 
is exercised to forecast the dual result. 

Another work by Sarkar et al. [3] describes the “A Research Paper on Loan 
Delinquency Prediction”, to design and develop a system that assists in detecting 
and formulating the loan delinquency in a detailed way that can be easily understood 
by borrowers. Since it involves prediction work, so, they used number of machine 
learning algorithm, i.e., neural networks, linear regression.
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Sheikh et al. [4] used logistic regression model for their proposed machine learning 
model on “prediction of loan approval”. They used 1500 cases of dataset with 
different number of features and apply various data preprocessing technique to reach 
optimal accuracy of the machine learning model. 

Vaidya [5] introduces regrading to applied region moving swiftly to automating 
the process, to importance of automating the process, and the introduction of arti-
ficial intelligence as well as machine learning algorithm in it. Decision-making 
machines are the further enhancement shifting of this trend after machine learning 
model. Explained models are implemented with several machine learning model 
algorithms. With more distant ample of co-related affairs, the proposed paper exer-
cised logistic regression as machine learning model technique for likelihood and 
forecasted approach and achieved the accuracy between 70 to 80%. 

After analyzing above related works, it can be seen that their ML prediction 
accuracy is not reached more than 80 percent. In the financial sector, loan lending 
is the main source of profit. To increase the profit, it is important for these financial 
sectors that their lending loans must be returned on specified time without defaulting 
of their applicants. This proposed paper will help to reduce their defaulting applicants 
and filter the creditworthy loan applicants with the accuracy more than 90 percent. 
This accuracy will be reached with the help of a higher number of generated cases 
in the dataset to train the model. The main challenge in the proposed model is to 
generate the dataset near the actual dataset because due to the sensitivity nature of 
information, higher cases of dataset are not freely available. It can be seen in the 
above related works model where the maximum number of cases used in the dataset 
is 1500. 

3 Problem Statement 

Financial institutions, financial organizations, and big and small non-banking finance 
company transaction in with several variety of loans like house loan, vehicle loan, 
organization loan, personal loan, etc., in every region of state/countries. Those finan-
cial companies are providing services in cities, towns and village region. Through 
file an application for loan by applicant that financial companies validate credit-
worthiness of applicants to sanction the loan rejecting the application. This model 
paper is providing resolution for automating loan eligibility processes by deploying 
several machine learning model algorithms. Therefore, those applicants will apply 
on company’s portal with simple application form and get the status of their appli-
cation. That application form consists fields like Gender, Married Status, Academic 
Qualifications, Dependents Member Details, Yearly Income, Loan Amount, Credit 
History of Customers, and other related members. Using machine learning algo-
rithm to automate this process, start the process that model will pick out that facts 
of the applicants whom is deserving to sanctioning the loan amounts; therefore, 
financial companies could attention on those applicants. Loan eligibility forecast is 
a real-life matter means almost each financial/NBFC organization address their loan
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sanctioning process. Whether the loan qualified procedure is unmanned, this could 
cut back too many hours of resources and upgrade the capacity services to their 
customers in other operations. The enhancement in customer assistant with satisfac-
tory service and benefits with processing costs are always important. Nevertheless, 
the financial gain can only be dissecting whether the financial companies will have 
a sturdy and trustworthy models to error-free forecast which customer’s loan that 
should admit and which customer’s loan to reject, so that decrease the fear of loan 
defaulting problem or NPA. 

4 Proposed Model 

Decision-making predication to find eligible customer to borrow the loan from 
banking or financial institutions is the proposed model. This model is based on classi-
fication target, so supervised machine learning classification model, KNN algorithm 
model, random forest algorithm model, and support vector machine algorithm model 
are used to develop the model and compare the accuracy and execution time between 
them to select best model for prediction. 

Preprocessing of dataset is the major area which consumes lot of time. Augmenta-
tion the figure of cases in dataset is also a complex factor because in available dataset 
has no more than 1500 cases due to sensitivity of data. So, increase the number of 
cases in dataset, dataset generation tools are used. 

Exploratory data analysis is used to understand the features of dataset, and then, 
feature engineering is also explored to enhance the prediction of proposed model. 

Python language and their robust libraries is applied to develop the supervised 
ML model. 

4.1 Collection of Dataset 

Dataset is downloaded from Kaggle which provides the huge source of dataset for 
learning purpose. But, this dataset is very sensitive in nature so financial institution 
whom published the data for learning purpose very less number of cases. Dataset 
downloaded from have two sets of dataset one for training and one for testing. 
Training dataset is used to train the model with divided into 70:30 ratios. Bigger 
part of dataset is for train the model, and smaller part is test for model, so accuracy 
is calculated for this developed model. 

Structure of Dataset in this section, describing attributes of dataset to be consider 
in to develop machine learning model. 

In dataset, there is 13 attributes with different data types. Loan_ID is an object 
data type with hold the data of loan identification. Gender is an object data type with 
hold the data of applicant’s gender, i.e., male/female. Married is an object data type 
with hold the data of that applicant is married or not in yes/no options. Dependents
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are an object data type with hold the data that how many dependents of applicant 
in numbers. Education is an object data type with hold the data that applicant’s 
qualification. Self_Employed is an object data type with hold the data of applicant’s 
self-employment. ApplicantIncome is an Int64 data type with hold the data of income 
of applicant. CoapplicantIncome is a float64 data type with hold the income data of 
co-applicant. LoanAmount is a float64 data type with hold the data of loan amount 
in USD. Loan_Amount_Term is float64 data type with hold the data of loan term in 
month. Credit_History is a float64 data type with hold the data of meet the criteria 
or not. Property_Area is an object data type with hold the data that property lies in 
which area means city, town, and village. Loan_Status is an object data type to hold 
the data that whether loan is approved or rejected. 

Cases Generation of Dataset have seen that in all previous related works their 
cases in dataset is small. Low number of cases in dataset impact the performance of 
machine learning model. So, in this model generated more number of cases using 
technique of data generation with the help of following online dataset case generation 
tool:

• Faker
• Mockaroo
• Mock Turtle. 

Now, after using these tools, have increased number of cases from 614 to 4298. 
Increased number of cases in this dataset impacted positively to enhance the accuracy 
of developed machine learning model. 

Figure 1 showing sample cases of dataset after case generation, i.e., 4298 rows × 
13 columns. 

Fig.1 Sample data-1
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4.2 Exploratory Data Analysis of Dataset 

After data are collected, then next step is exploring the data for better understanding. 
Understanding of data is very important to filter out those value which decreases the 
execution and precision of the deployed model. Because all the values are fitted into 
the model, then outliers or extreme value will impact the execution and precision 
of deployed model. Missing values are also important to be filed because it also 
impacts the performance of ML model. Data analysis of dataset is also important to 
understand the relation of their attributes. 

Figure 2 showing statistical analysis of data. 
Exploratory data analysis (EDA) of gender feature in dataset is showing 80 percent 

of applicants is male, and 20 percent isfemale applicants (see Fig. 3). 
Figure 4 is showing credit history with loan status of paid and unpaid debts appli-

cants where 1.0 is indicating paid debts applicants and 0.0 is unpaid debts applicants. 
It can be seen that loan approved for 85 percent of paid debts paid applicants (1.0) 
and loan disapproved for 85 percent of unpaid debts applicants (0.0) as per dataset 
after EDA.

Fig. 2 Statistics of data 

Fig. 3 Gender of the applicants 



Development ofDecision-MakingPredictionModel for LoanEligibility… 175

Fig. 4 Credit history—paid and unpaid applicants with loan status 

Fig. 5 Boxplot of applicant income 

Figure 5 which is a box plot is describing dataset has lot of outliers values after 
exploration of dataset. These outliers will be treated in data preprocessing section to 
reduce outliers from the dataset. 

4.3 Preprocessing of Data 

Data preprocessing is the most important part to develop machine learning model. 
Accuracy and performance are much dependent on data preprocessing. To develop-
ment in machine learning steps, data preprocessing takes maximum amount of time. 
Exploratory data analysis shows that the following outcome:

• Dataset has some missing values. Before applying machine learning model, that 
is important to fill that missing values.
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• Dataset has certain number of extreme values or can say outliers that necessarily 
addressed before applying machine learning model (see Fig. 5). 

Above described problem can be addressed with the following manner:

• Addressing missing values: Missing values are loaded with applying mode method 
for each attributes for classed variables and for continued variables using mean 
method.

• Addressing outliers or extreme values: Extreme values are handled with normal-
ized/standardized by log transformation method to attributes which has outliers 
or extreme values. 

Figures 6 and 7 are showing the loan amounts values prior and after standard-
ized/normalization of data systematically. 

Fig. 6 Before standardization 

Fig. 7 After standardization
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4.4 Feature Engineering with Dataset 

Understanding of domain knowledge, have applied some new features that impacted 
positively on model accuracy and performance. Have created new three features in 
dataset:

• Total Income: Combined the applicants income and co-applicant’s income 
because chances of loan approval are higher whether the total income of applicant 
is higher.

• EMI: Higher EMI’s for sanctioned loan might difficult for the applicant to 
payback.

• Balance Income: The idea behind balance income feature is that if balance income 
is higher after paying EMI’s then it is better chance that applicant can repay the 
loan amount. 

4.5 Design of System 

See Fig. 8. 

• First dataset is collected, and then, exploratory data analysis (EDA) process is 
performed.

• On the basis of EDA, dataset is preprocessed, and both train dataset, test dataset 
ready for deploying in machine learning model process.

• Machine learning model is built, and model validation is performed.

Fig. 8 Architecture of machine learning model system
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After reaching the optimal accuracy of machine learning developed model, model 
forecasts if loan applicant is eligible to indorsation the loan or not. 

5 Machine Learning Model Selection 

This section of paper describes the selection of machine learning model. Here, 
working on the classification problem where prediction of loan applicant considered 
that loan applicant is eligible or not for sanctioning the loan. There are so many clas-
sification machine learning model available, and each different model has different 
merits and limitations. For this proposed model, are using k-nearest neighbor (KNN) 
algorithm model, random forest algorithm model, and support vector machine algo-
rithm model and compare their optimal accuracy for this loan eligibility prediction 
model. 

5.1 k-Nearest Neighbor Model 

This algorithm model is used for supervised machine learning algorithms that is best 
suited for classed and regressive problems of prediction. This is type of lazy learning 
algorithm because it does not follow the special training phase and only stores the 
dataset and performs action on dataset for the time of classification also known for 
non-parametric learning algorithm because it does not make any assumption about 
dataset. After applying k-nearest neighbor model (k-NN) algorithm with value of k 
= 5, ML model reaches the Maximum Accuracy 99.94 percent, Minimum Accuracy 
99.77 percent, Overall Accuracy 98.84 percent with Recall Score 0.96, F1 Score 
0.97, and Precision Score 0.98. 

5.2 Random Forest Model 

Next model using for proposed model is random forest model. This model is also 
applied for classes and regressive problem, and this model is more reliable for this 
problem. It is also a type of supervised machine learning algorithm. It is rooted 
on decision tree model algorithm, but it performs better than decision tree algo-
rithm because the essential idea behind, it combines the multiple decision trees 
in processing the last term output in comparison to individual decision trees. And 
higher number of decision tree in random forest model leads to the higher accuracy 
and also prevents the overfitting problem of machine learning algorithm. Now, after 
applying this algorithm on dataset with maximum depth of 10, this ML model reaches 
the Maximum Accuracy 95.09 percent, Minimum Accuracy 93.63 percent, Overall
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Accuracy 93.7 percent with Recall Score 1.0, F1 Score 0.95, and Precision Score 
0.91. 

5.3 Support Vector Machine Model 

After random forest model, now implementing support vector machine (SVM) model 
for proposed model. Support vector machine is also a supervised machine algorithm 
that is applied for the classification problem, regressive, and outlier’s detection. This 
model is completely different from other classification machine learning algorithm. 
SVM for classification problem chooses decision boundary that utmost the distance 
from closer data points for all the classes. This decision boundary called hyper-
plane which helps to find best boundary or best line for the classes. After applying 
SVM model algorithm with kernel = ’linear’, this ML model reaches the Maximum 
Accuracy 76.93 percent, Minimum Accuracy 74.03 percent, Overall Accuracy 75.52 
percent with Recall Score 1.0, F1 Score 0.84, and Precision Score 0.73. 

5.4 Stratified k-Fold Cross-Validation Algorithm 

Cross-validation algorithm is much stronger tool which supports to preferential 
utilization of data. This provides so many facts about model execution. It also helps 
in tuning the machine learning model. Here, used this model to increase performance 
of this machine learning model. Because this algorithm is very useful when data are 
imbalanced and in very small number. It splits data into in k-number of fold and helps 
the machine learning model to enhance accuracy and performance. In this model, 
have used k-fold with n_splits value 5 which means data will be stratified 5 number 
of folds and tune the best performance to the model. 

6 Conclusion and Future Scope 

In this research paper, supervised machine learning model is used to forecast the loan 
eligibility of the applicants on the basis of their credit history, total income means 
sum of applicant’s income and co-applicant’s income, number of dependent, EMI, 
employment status to approve the eligible loan applicant for the further process. After 
developing the ML model, it is found that the KNN model has better accuracy than 
random forest model and SVM model, and also, SVM model has the lowest accuracy. 
Cross-validation stratified k-fold algorithm also applied on machine learning models 
to reach optimal accuracy with accuracy validation. All three models are tuned with 
optimal and satisfactory levels of accuracy. It will definitely help to reduce the non-
performing asset problem of financial institutions.
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This model could enhance further with more knowledge of domain and their 
features. In this model, three features are addressed, i.e., EMI, total income, and 
balance income; in future, more features could be addressed like age-related illness, 
progress of startup businesses, etc., with experience of loan handling and explore the 
issue about applicant means if more understanding about applicant’s failure to repay 
the loan. As much as diverse scenario of loan payable or failure collected, then it is 
always a future scope to enhance the system. 
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Prediction of Osteoporosis Using 
Artificial Intelligence Techniques: 
A Review 

Sachin Kumar Chawla and Deepti Malhotra 

Abstract Osteoporosis is a condition that goes unnoticed until it causes fragility 
fractures. Reduced bone mass density (BMD) raises the risk of osteoporotic frac-
tures. Currently, osteoporosis is detected using traditional procedures such as DXA 
scans or FEA testing, which need a lot of computer resources. However, early diag-
nosis of osteoporosis, on the other hand, allows for the detection and prevention of 
fractures. The radiologist was able to successfully segment the region of interest in 
medical imaging to improve disease diagnosis using automated segmentation, which 
is not possible with traditional methods that rely on manual segmentation. With more 
advancement in technology, various AI learning techniques have been introduced 
which tends to generate results efficiently in less time. Keeping this essence, some 
researchers have developed AI-based diagnostic models based on biomarkers for 
effective osteoporosis prediction. This article seeks to thoroughly investigate efforts 
on automated diagnostic systems using artificial intelligence techniques based on 
quantitative parameters (biomarkers) for early osteoporosis prediction considering 
the data from 2016–2021. Based on the existing studies, this article highlights the 
open issues existing in the literature that needs to be addressed and also presented 
an outline of the proposed work based on knee X-ray and AI techniques which will 
be implemented in the future and could be an aid to the clinicians. 
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DB · Database · AUROC · Area under the receiver operator characteristic · FEDI ·
Fuzzy edge detection algorithm · OA · Osteoarthritis 

1 Introduction 

Over 200 million people worldwide, mostly the elderly, suffer from osteoporosis, 
a metabolic bone disease [1–5]. Reduced bone density increases bone fragility and 
fractures susceptibility; spinal compression fractures are the most common types. 
According to the World Health Organization, osteoporosis is defined as having a 
bone mineral density that is 2.5 standard deviations or more below the mean for a 
young, healthy adult T-score (DXA measure 2.5) [6–9]. 

Because not all physicians have access to this technology, it may not be feasible to 
routinely test the general population using DXA, even if early detection can reduce 
the risk of future morbidity and mortality from fracture-related consequences. To 
accurately screen patients and decrease over-diagnosis and misdiagnosis, extensive 
study has been done on when and how to utilize DXA and how to avoid giving 
patients a false sense of security [10–14]. Osteoporosis is commonly diagnosed in 
clinical settings using a battery of clinical tests, while some of the treatments can be 
pricey and a few of the tests might generate erroneous results as a consequence of 
anthropogenic or other chemical flaws [15–20]. 

As a result, we need an expert system that can scan medical records in a variety of 
formats and deliver accurate, dependable results without fatigue or error [21]. With 
the growing trend of technology, AI techniques have evolved in medical diagnosis and 
found to be a promising solution to improving health care [22]. Many CAD systems 
based on demographic parameters (Age, gender, eating habits, and life style) and 
vision-based modalities (MRIs, DXA, and CT scans) have recently been developed in 
the field of osteoporosis with better accuracy [23–25]. However, such systems are not 
deployed in clinical practices. This may be due to high-cost involvement or difficult 
data acquisition procedure [13]. Keeping this essence in mind, the researchers are 
attempting to develop a cost-effective system using AI techniques and X-ray images 
which could be convenient and can be used in real time and yield better results with 
greater accuracy (Fig. 1).

2 Literature Review 

This section provides a brief insight into the existing osteoporosis detection 
techniques introduced by the various researchers covering the period 2016–2021.

• Gao et al. [1] provided a systematic study to show how using medical images and 
AI techniques to diagnose osteoporosis has been developed. Using the Quality 
Assessment of Diagnostic Accuracy Studies (QUADAS-2) methodology, the
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Fig. 1 Annual prevalence rate of osteoporosis worldwide

included studies’ bias and quality were evaluated. They had an accuracy of 95 
percent.

• Ho et al. [2] Dual-energy X-ray absorptiometry is the old standard in this disci-
pline and has been recommended as the primary method for determining bone 
mineral density (BMD), which is an indicator of osteoporosis (DXA). It is recom-
mended to utilize standard radiography for osteoporosis screening as opposed to 
diagnosis. They had an accuracy of 88 percent.

• Fang et al. [3] developed a fully automatic method for bone mineral density 
(BMD) computation in CT images using a deep convolutional neural network and 
outlined a plan for using deep learning for individuals with primary osteoporosis 
(DCNN). They were 82 percent accurate on average.

• Shim et al. [4] proposed Ml algorithms are highly accurate at predicting the risk 
of osteoporosis. It could assist primary care professionals in identifying which 
female patients should get a bone densitometry examination if they are at high 
risk of osteoporosis. They had an accuracy of ANN 0.742%, SVM 0.724%, and 
KNN 0.712%.

• Yamamoto et al. [5] built a model using convolutional neural networks (CNNs) 
based on hip radiographs to diagnose osteoporosis at an early stage. They had an 
accuracy of 93 percent.

• Yasaka et al. [6] propounded a method that is based upon unenhanced abdominal 
computed tomography (CT) images. A deep learning method can calculate the 
lumbar vertebrae’s bone mineral density (BMD). They had an accuracy of 97 
percent.
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• Kalmet et al. [7] Compared to doctors and orthopedists, CNN performed better. 
They had an accuracy of 99%.

• Park et al. [8] The major purpose of this research is to help doctors make an 
accurate diagnosis of colorectal cancer. With an accuracy of 94.39 percent, one 
fully linked layer and 43 convolutional layers make up our recommended CNN 
design.

• La Rosa [9] developed a robotized computer-aided diagnostic strategy that incor-
porates a variety of previously offered standardizations, like MLR and ICA high-
light extraction, for the detection of OA. The recommended CAD has higher cate-
gorization rates than those found in past investigations. The multivariate linear 
regression (MLR) technique was used to analyze 1024 X-ray pictures of people 
with osteoarthritis.

• Ferizi et al. [10] Deep learning algorithms were applied to analyze MRI images of 
knee bones using the 3D MRI datasets SK10, dataset OAI Imorphics, and dataset 
OAI ZIP. The 3D CNN and SSM models were used in this analysis. The SK110, 
OAI Imporphics, and OAI ZIb 3D MRI dataset’s accuracy for these models was 
75.73 percent, 90.4 percent, and 98.5 percent, respectively.

• Rehman et al. [11] In this study, deep learning methods were used to X-ray 
pictures of osteoarthritis patients. KNN and SVM algorithms were used SVM. 
KNN was found to be 100% accurate and SVM to be 79% accurate for normal 
images, whereas KNN was found to be 100% accurate and SVM was found to be 
100% accurate for aberrant images.

• Jaiswal et al. [12] X-ray images are used to analyze osteoarthritis in the knee 
using deep learning techniques. The authors described a novel method for nonin-
terventional detection and analysis of knee OA using X-rays. It might make the 
process of finding a treatment for knee pain more efficient. With a separate testing 
set, their approach yields the best multi-class grouping results: a normal multi-
class accuracy of 66.71 percent, a radiographical OA accuracy of 0.93, a quadratic 
weighted Kappa of 0.83, and an MSE of 0.48. This could be compared to how 
people typically think. The study included 3000 patients from the osteoarthritis 
initiative dataset.

• Reshmalakshmi and Sasikumar [13] The purpose of this study is to use MRI 
imaging of knee bones to diagnose knee bone disorders. This technique made use 
of online MRI datasets. This work employs the scale space local binary pattern 
feature extraction method. The accuracy of the research was 96.1 percent.

• Antony et al. [14] In this work, MR images of the knee joint were used to identify 
cartilage lesions, such as cartilage softening, fibrillation, fissuring, focal defect 
broad thinning due to cartilage degeneration, and acute cartilage damage. They 
had achieved 87.9% accuracy.

• Liu et al. [15] The results of total knee arthroplasty (TKA) using patient-specific 
instruments (PSIs), which are described in this study, are comparable to those 
of TKA using conventional equipment in terms of post-operative radiography 
results. They had a 95% accuracy rate.

• Ebsim et al. [16] This research describes a strategy for integrating different 
detection techniques to find femur and radius fractures. To detect fractures,
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these algorithms extract several types of characteristics. They were 82.6 percent 
accurate.

• Deniz et al [17] This study’s objective was to assess conventional radiography 
and MRI for early diagnosis and classification of OVFs and to measure the rate 
of misdiagnosis of OVFs. They were 81 percent accurate.

• Reshmalakshmi and Sasikumar [18] This study’s goal is to demonstrate a 
deep convolutional neural network-based automatic proximal femur segmentation 
technique CNN. They had a 95% accuracy rate.

• Gornale et al. [19] To determine if quantitative susceptibility mapping (QSM) 
accurately measures postmenopausal women’s osteoporosis. They had a 86 
percent accuracy.

• Schotanus et al. [20] By integrating the results of the traditional X-ray image 
processing method with the fuzzy expert system used to calculate the degree of 
osteoporosis, a conclusion is made. To indicate the likelihood of osteopenia, the 
authors in this study display the percentage reduction in bone density. Further-
more, it is determined that the ratio of trabecular to total bone energy is 0.7985, 
indicating a loss of bone density of 7.985 percent.

• Chen et al. [21] This work uses DCCN to automatically assess the degree of knee 
osteoarthritis from radiographs. When adjusted for regression loss, the network’s 
multi-class grade 0–4 classification accuracy in this study is 59.55 percent.

• Hordri et al. [22] In this study, authors have segmented a knee X-ray picture 
using the active contour algorithm before using several feature extraction methods. 
Using the random forest classifier, the retrieved features revealed an accuracy rate 
of 87.92 percent. 

3 Comparative Analysis 

The study on various osteoporosis detection methods based on a variety of deep 
learning and machine learning technologies offered by various researchers is 
summarized in this section. 

Table1 summarizes a comparative analysis of various existing AI prediction tech-
niques for osteoporosis detection. From this table, it was observed that researchers 
have employed various datasets depending on various modalities (MRI, CT scans, 
and X-ray), but these models cannot be generalized as it employs a small sample size. 
In the case of MRI and CT scans, the data acquisition is tedious and more expensive, 
and it sometimes requires patients to be still which causes more difficulty for the 
affected subjects. On contrary, an X-ray is a more convenient method for detecting 
osteoporosis in clinical settings. Keeping this essence, most of the researchers have 
worked on X-ray imaging data for osteoporosis prediction.

From Fig. 2, it has been observed that out of all ML or DL techniques, the DCCN 
classifier yields the best accuracy independent of the modalities. The rationale behind 
the adoption of such a model is that it can learn to perform actions from text, auditory,
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Fig. 2 Performance % accuracy of existing AI techniques for early osteoporosis detection 

or visual input and can do so with astounding accuracy—in certain cases, even better 
than human performance. 

Figure 3 depicts the % usage rate of various medical descriptions for analysis of 
osteoporosis. From this figure, it has been observed that there is extensive research 
on X-ray image data for early osteoporosis prediction due to its ease of availability 
and less cost in comparison to other modalities (MRI and CT scans).

4 Open Gaps and Challenges 

This section proffers the existing gaps and challenges in the field of early osteoporosis 
prediction.

1. Insufficient Standardized Dataset Specifically for images of the knee joint, 
there aren’t many available standardized sample datasets. The generalizability 
of the model may be constrained by the fact that researchers have created their 
datasets under controlled conditions. Hence, there is a dire need to create open-
source datasets that will be beneficial for the research community in building a 
robust model for early osteoporosis prediction [17–20, 22]. 

2. Sample Size in Osteoporosis Prediction Models In the case of X-ray images, 
an open-source dataset is available on multiple sites, but there is a huge amount 
of heterogeneity in data which in turn affects the performance of the model. To 
overcome heterogeneity, transfer learning techniques could be employed.
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AI TECHNIQUES 

Fig. 3 %age utilization ratio of data modalities in early osteoporosis prediction

3. High Computational Cost Diagnosis of osteoporosis is a challenging task as 
the current traditional medical diagnostic systems, such as (DXA, FEA, and 
FRAX), are not widely available and, among other limitations, are expensive for 
low economics[1, 3, 4]. 

4. Delayed Diagnostic Rate Conventional methods for diagnosing osteoporosis 
involves manual segmentation which is time-consuming and more prone to 
human errors. With the advent of artificial intelligence, the radiologist was able 
to successfully segment the region of interest in medical imaging to improve 
disease diagnosis, which could not be possible with traditional methods that rely 
on manual segmentation. [4, 9, 23, 24]. 

5. Lack of Interpretability The long-term goal of the computational model is 
to present a methodology that is more transparent and reliable, specifically in 
the context of appropriately classifying osteoporosis patients. In the real world, 
health practitioners are apprehensive to utilize AI techniques. Hence, a model 
should be more transparent and robust to ease osteoporosis diagnosis in clinical 
settings. 

6. Severity Estimation Most of the studies have only focused on classifying 
osteoporosis and did not consider the severity of the disorder or its subtypes. 
[6, 9, 13].
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5 Proposed Intelligent Osteoporosis Classifier 

From the exhaustive literature, it has been observed that various researchers have 
developed X-ray imaging data and intelligent systems used for osteoporosis detec-
tion, but no study has been conducted to classify osteoporosis subclasses. Hence, 
there is a need to develop an efficient framework that has the potential capability 
to classify osteoporosis and its subclasses. Figure 4 shows the percentage usage of 
various body regions in detecting early osteoporosis. From this figure; we observed 
that knee regions have very less work down in this field due to the less dataset avail-
ability and heterogeneity in the osteoporosis dataset. Our proposed framework is 
based on knee X-ray images. Keeping this essence in mind, this study proposes an 
intelligent osteoporosis classifier based on knee X-ray imaging data. We proposed 
a deep learning model that can have the potential capability to classify osteoporosis 
and its subclasses. Data collection, data preprocessing, prediction model, and results 
are among the main elements (Fig. 5). 

5.1 Dataset Description 

Data collection is the most important aspect of the diagnosis system, and selecting 
an appropriate sample for machine learning trials is crucial. This dataset will be 
taken from the Kaggle repository and contains knee X-ray data on knee joints (1656 
images). The severity of the offense includes images from a variety of categories. 
The images descriptions are as follows:

Fig. 4 %age usage of various body regions in detecting early osteoporosis
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Fig. 5 Intelligent osteoporosis classifier

CLASSES NO. OF IMAGES 

Class (0) Healthy 639 

Class (1) Doubtful 296 

Class (2) Minimal 447 

Class (3) Moderate 223 

Class (4) Severe 51 

5.2 Data Preprocessing 

After data collection, preprocessing of the dataset will be employed to improve the 
images. The obtained images may be improved so that the data might aid in the early 
detection of osteoporosis cases in various stages. We will resize each input image 
while maintaining the aspect ratio in the initial preprocessing stage to lower the 
training expenses. Additionally, to balance the dataset, we will perform up-sampling 
and down-sampling. During the up-sampling procedure, areas are randomly cropped 
to increase minority classes. Flipping and 90o rotation are commonly used to balance 
the samples of the various classes, improve the dataset, and prevent overfilling. To 
satisfy the cardinality of the smallest class, more instances of majority classes can 
be removed throughout the down-sampling process. Each image in the generated



Prediction of Osteoporosis Using Artificial Intelligence Techniques: … 195

distributions is mean normalized to remove feature bias and minimize training before 
being flipped and rotated. 

5.2.1 Data Labeling 

In a machine learning model, data labeling is an essential part of the data prepro-
cessing stage. The quality of a dataset can be significantly impacted by any error 
or inaccuracy made in this procedure. Additionally, a predictive model’s overall 
effectiveness could be ruined and result in misunderstanding. The proposal uses the 
dataset acquired from the Kaggle repository which further divided the images into 
5 classes: Class 0 is Healthy; Class 1 is Doubtful; Class 2 is Minimal; Class 3 is 
Moderate; Class 4 is Severe. 

5.2.2 Normalization 

Image normalization is a popular method of modifying the pixel intensity range in 
image processing. One option is to utilize a function that creates a normalization of 
the input images. 

5.2.3 Resizing 

Image resizing is essential to make sure that all of the input images are the same 
size because their sizes vary. Deep learning models must scale all input photos to the 
same size before feeding them into the model because they often learn quickly on 
smaller images and accept inputs of the same size. 

5.2.4 Denoising 

The procedure of eliminating noise or distortions from an image is known as image 
denoising. Different types of noise, such as Poisson, Speckle, Gaussian, and Salt & 
Pepper, may be present in an image. Many vision denoising filters, such as fuzzy-
based filters and classical filters, can be used to achieve the purpose of denoising. 

5.2.5 Data Augmentation 

Data augmentation techniques create several duplicates of a dataset to artificially 
increase its size. To collect additional data, we only need to make a few minor 
changes to our old dataset. Minor alterations such as flips or translations, rotations, 
cropping, scaling, zooming, adding noise, and shearing can be made to increase the 
size of the dataset.
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5.2.6 Results and Prediction 

DCNN will be used in the proposed model to identify and categorize images. It makes 
use of a hierarchical model to construct a network that resembles a funnel before 
producing a fully connected layer where the output is processed and all neurons 
are connected. The main advantage of DCNN over the existing techniques is that it 
automatically extracts key elements without the need for human participation. DCNN 
would therefore be a great option for spotting osteoporosis in its early phases. 

6 Conclusion 

After reviewing the existing literature relating to the automated prediction models 
for early osteoporosis detection, the findings suggest that machine learning and deep 
learning techniques have been frequently used in osteoporosis diagnostic field. From 
the exhaustive study, it has been observed that nearly 70% of the studies employed 
machine learning techniques, and 30% of the studies employed deep learning tech-
niques. However, the work in the field of osteoporosis prediction based on deep 
learning techniques is very less. The prime focus of this study is to critically access 
and analyze AI-based models for early osteoporosis prediction using several modal-
ities (X-ray, MRI, CT scans) and AI techniques over the years 2016–2021. After 
carefully examining the existing gaps and challenges, this paper elucidates some 
future directions that need to be addressed and proposed an intelligent osteoporosis 
classifier using X-ray imaging data and a deep convolutional neural network that will 
be implemented in the future and will pose as a potential aid to research scholars and 
health practitioners by providing a more precise, effective, and timely diagnosis of 
osteoporosis. 
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Analyzing Stock Market with Machine 
Learning Techniques 

Kirti Sharma and Rajni Bhalla 

Abstract The financial market is extremely volatile, and this unstable nature of the 
stock market is not easy to understand. But technological advancements have given 
a ray of hope that it might be possible that one can make the machines understand 
this level of volatility and can make accurate predictions about the future market 
prices. This paper emphasizes various techniques by which machines can learn the 
financial markets and their future trends/movements. This paper has made use of 
four such techniques along with sentiment analysis on the news related to the under-
taken tickers. This study shows that classification techniques give a good estimate of 
unusual highs and lows of the market, which in turn can prove helpful for the traders 
in taking timely and accurate decisions, i.e., bullish or bearish trends. This study is 
focused on determining the trends of the market while considering not only the stock 
trends but also the sentiments of the news headlines, using the polarity scores. The 
ensembled technique has given better results than other techniques in terms of R2 
score and mean absolute error. 

Keywords Sentiment analysis · Gradient boosting regressor · Decision tree 
regressor · Ensembled technique ·Machine learning 

1 Introduction 

A number of investors in the stock market are growing enormously every day. From 
the very early days of the stock market, investors are using traditional ways of trading, 
i.e., using statistical analysis, fundamental analysis, the past episodes of any happen-
ings in the markets, and technical indicators. These techniques need continuous 
involvement of the investor and are very time-consuming. Increasing numbers of
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traders are making the investors always look for better, accurate, trustworthy, and 
faster ways to do the predictions. 

Technology advancements are making it possible to make all these things auto-
mated. But matching the accuracy of the predictions with the predictions made by 
experienced and professional traders who are in this field of stocks for generations 
is not easy. With the availability of big data and machine learning techniques, devel-
oping new algorithms or methodology for stock market predictions is very much 
possible. Mehta et al. [1] show in their paper that news related to finances has a 
significant effect on next-day stock prices. News headlines that were scraped from 
reputed web portal, i.e., moneycontrol.com [2] using the customized Python-based 
script, then were classified as per the tickers and the corresponding sentiments which 
were derived from the news dataset. 

Qualitative analysis shows that news data affects the stock price movements [3], 
and these two are interdependent. This study was done considering only news head-
lines instead of the entire news article, presuming that the headlines alone have a 
significant effect on investors, and these headlines are trustworthy and a rapid way 
of influencing the stock market. A quantitative study is done with the data which was 
gathered using yahoo-finance-API. 

2 Review of Literature 

The majority of stock market forecasting revolves around statistical and technical 
analysis, though today various researches have shown clear shreds of evidence of 
great interdependency of news data and the stock movements. Mohan et al. [4] in  
their paper, they have used variations of RNN-LSTM in terms of input, i.e., prices, 
text polarity, text, and multivariate model along with Facebook Prophet and ARIMA. 
The results show a good relationship between stock prices and news data. They have 
got promising results with RNN, and their model failed when it came to lower stock 
prices and high volatility, whereas Mehta et al. [1] have done an implementation of 
SM prediction tool taking in the sentiments, news data, and past data for forecasting 
the SM prices. Authors have used SVM, LR, NB, and long short-term-memory. 

Akhtar et al. [5] have preprocessed the historical dataset and then machine learning 
techniques, i.e., Random Forest and SVM classifier were applied. Authors have 
achieved the accuracy of 78.7% with SVM and 80.8% with RF classifier. As per 
them, additional parameters such as financial ratio and sentiments of masses to figure 
out the interrelationship of clients with employees can be used as input. Emioma and 
Edeki [6] have used the least-square LR model with close price as the dependent 
variable and everyday stock value as an independent variable. Their model made 
good predictions with 1.367% MAPE and 0.512 RMSE. Their model is reusable 
with other tickers of other stock markets also. Sharma et al. [7] have discussed 
technical analysis, fundamental analysis, basic technical indicators, and some of the 
most popular machine learning techniques to make the forecasting. In their further
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study have proposed a hybrid model for forecasting of stock market on the basis of 
news sentiments and historic dossier on Nifty50 data [8]. 

Thormann et al. [9] long short-term memory with lagged closing price served as 
the basis of their study. Their study acts as a guide to use and preprocess Twitter 
data, which in turn is combined with technical indicators to make the forecasting 
of APPL. Their model can do better than the undertaken base model. Kedar [10] 
has used fresh Twitter data and integrated the results of sentiment analysis of these 
tweets along with the results of the ARIMA model’s application over the historical 
dataset. Their study shows that change in the company leads to a change in accuracy 
level due to COVID-19. 

Chen et al. [11] have suggested a hybrid model based on XGBoost integrated 
with firefly algorithm to do forecasting. Firefly helps in the optimization of hyper-
parameters of XGBoost. Then, stocks with high potency are undertaken, and MV 
is applied over them. Their hybrid model is performing way better than the other 
state-of-the-art models. They listed the reasons behind the success of the model as 
they considered characteristics of the SM that may affect the upcoming prices, and 
they have also increased the accuracy using their own IFAXGBoost model and also 
used the MV model to better utilize allocation of the assets. 

Sarkar et al. [12] have proposed a model which uses the ways, investors, and traders 
use for making predictions in combination with technical and financial analysis using, 
news headings and made the predictions about Google prices. They have used senti-
ment analysis for headings of collected news along with a long short-term-memory 
model for historical data. Their approach is showing prominent improvement in the 
forecasting results. 

Gondaliya et al. [13] have worked with the dataset which is influenced by COVID-
19. They have selected and applied the top six algorithms, i.e., DT, KNN, LR, NB, 
RF, and SVM to the data. LR and SVM have shown better forecasting solutions. 
They have suggested that these top algorithms can be used as input for building a 
robust forecasting model. 

Gupta and Chen [14] have analyzed the effect of sentiments derived through 
StockTwits. An analysis is done via extraction of features from the tweets and appli-
cation of ML techniques. The relation between the average SM prices on an everyday 
basis along with daily headlines is studied. The sentiment feature extracted is then 
used with past data to improvise the SM price predictions. 

Li et al. [15] have proposed a new approach with the integration of both tech-
nical indicators along with sentiments. Two-layered LSTM is proposed to under-
stand time-series data of five years. Base models MKL and SVM are used for 
comparison with their proposed approach. LSTM gave better results, i.e., accuracy 
and f1-score in comparison with MKL and SVM. Yadav and Vishwakarma [16] 
have examined various important architectures related to sentimental analysis. They 
have presented DL models such as various types of neural networks including bi-
directional recurrent neural networks. They have derived the conclusion that LSTM is 
giving more appropriate predictions than other DL techniques. They have also high-
lighted various languages being used for performing SA. Authors have concluded that
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researchers find it difficult to do SA, because of constrained textual data’s topic-wise 
categorization. 

Reddy et al. [17] have proposed a ML model based on RF which is optimized 
with PSO. Derivations were depicted on plots. Comparison with other state-of-the-
art techniques was done with Twitter tweet sentiments as well. They have concluded 
that Random Forest is the least expensive among all. In this study, Suhail et al. 
[18] provide a method for trading stocks that utilizes a Reinforcement Learning 
(RL) network and market sentiments. To identify patterns in stock prices, the system 
applies sentiment analysis to the daily market news. Their findings demonstrate the 
impact of market mood on stock price forecasts. 

Subasi et al. [19] have employed prices with both per-day and per-minute frequen-
cies and have utilized SVM to forecast stock prices for both large and small cap stocks 
in the three separate marketplaces. In comparison with the chosen benchmarks, the 
model delivers better profits. 

(Rouf et al. [20]) In this article, studies using a general framework for stock 
market prediction (for 2011–2021) were examined (SMP). Based on inputs and 
methodologies, various performance measures that various studies utilized to quan-
tify performance were examined. Additionally, a thorough comparison analysis was 
conducted, and it was shown that SVM is the most widely utilized method for SMP. 
However, methods like ANN and DNN are frequently employed because they offer 
quicker and more precise forecasts. Raubitzek at el. [21] reviewed the subject of 
stock market as a random walk and seek to ascertain whether there are patterns in 
forecasting and variability for the data under study, whether there is any correlation, 
and what impact inflation has on the data and its certainty. 

3 Proposed System 

3.1 Overview 

This study aimed to categorize the stocks as per the respective industries and derive 
the sentiments from their corresponding news data. Figure 1 shows the architecture 
of the proposed system. There are three major parts (1) data collection using Yahoo 
Finance API and preprocessing of collected news headlines. (2) Categorization of 
tickers using various models. (3) Analyzing the categorized (derived) labels.

3.2 Data Collection 

Yahoo finance API with Python is used to collect the historical dataset of two years, 
whereas a custom Python script is used for scraping news headlines data. This way 
made it possible to get specific words out of the news headlines, which is the basic
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Fig. 1 Overall flow diagram of system

requirement of our model. Specific rules were defined for generating a set of rules 
for the dictionary building. Nifty fifty is one of the topmost indices of India. Features 
included were open, close, volume, and only headline data. Detailed news articles 
were not taken into consideration. The news was gathered on the daily basis to get 
up to the date data about the latest tendency of the stock market. 

3.3 Data Preprocessing 

News headlines from the reputed and trustworthy financial website, i.e., moneycon-
trol.com [2] were used. While collecting the news, some factors like consideration of 
news headlines only specific to undertaken tickers and elimination of detailed news
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articles were kept in mind. After finalizing the list of news, the same were prepro-
cessed with the usage of regular expressions [11]. Hashtags and other references were 
also rejected, so that classification of the text can be done unbiasedly. Preprocessing 
steps including lowercase conversion, stemming, and lemmatization were applied to 
the news data, and preprocessing of historical data was also performed. Features are 
selected on the level at which they affect the close price of the stocks. For both, the 
datasets were checked for any null values and were replaced with the mean values. 

3.4 Application of Various Models 

This study made use of the news headlines which were scraped and filtered with 
a specific ticker, the company name, i.e., INFY. Polarity scores of all the text data 
combined based on the date were calculated. Python libraries nltk, punkt, and vader 
for sentiment analysis were used. After the calculation of polarity scores, datasets 
were combined based on the date column (intersection of dates). As there were days 
when the stock market was closed due to weekends or national holidays, and there 
were days when there was no major or meaningful news available. The news dataset 
was then used as input for different machine learning techniques. Our model has 
used Random Forest Regressor [17], Gradient Boosting Regressor [22], Decision 
Tree Regressor [23], and finally a voting regressor technique that integrates all the 
three listed above. The split ratio used was 0.2 (Figs. 2, 3 and 4). 

Fig. 2 Polarity score as input for close price predictions
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Fig. 3 Polarity Score and open price as inputs for close price predictions 

Fig. 4 Polarity score, open price, no. of trades, low price, high price as inputs for close price 
predictions 

4 Accuracy Test of Various Models 

Accuracies of RF Regressor, GB Regressor, DT Regressor, and ensembled technique 
which was made with the all three previously mentioned models were derived and are 
presented in the summary Table1. The model was built and checked for accuracy with 
three different feature input sets. Firstly, only the polarity score was used as input 
to the model, which did not give the desired results. Then, one more input feature, 
i.e., the open price was included, which resulted in better results as compared to the 
previous one. Then, the input feature set was used which consisted of polarity score, 
no. of trades, open, low, and high prices.
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Table 1 Table for accuracy comparison 

Model name Polarity score Polarity score, open 
price 

Polarity score, open 
price, no. of trades, 
low price, high price 

R2 MAE R2 MAE R2 MAE 

Random forest 
regressor 

0.32792 169.77811 0.9984 16.1495 0.9991 9.1502 

Gradient boosting 
regressor 

0.40803 178.15511 0.99948 17.1172 0.9999 9.4666 

Decision tree 
regressor 

0.412627 183.0247 0.99996 19.54499 1.0 11.377 

Ensembled 
technique 

0.399825 172.72410 0.99961 16.92102 0.9998 8.67906 

As depicted in the summary Table 1, increasing the number of features as input to 
the model gave very good accuracy with our ensembled model over others. Although 
the R2 score with the decision tree regressor achieved the best results but at the same 
time, its mean absolute error was also very high. Comparatively, the R2 score was a 
little lower in the case of our ensembled model but the mean absolute error achieved 
was also the lowest, which is the best of all. 

5 Conclusion 

This paper shows the analysis and comparison of four regression techniques named 
RF Regressor, GB Regressor, DT Regressor, and ensembled regression technique to 
do stock market predictions. Python’s nltk, punkt, and vader APIs were implemented 
for sentiment analysis. The model can be used for forecasting of next three to five 
days for any NIFTY indexed stock. This can be concluded that using polarity as the 
only feature comes out as a non-dominant feature. But when combined with open 
price, it gives excellent results. In the future, better-improved methods of polarity 
score decisions for sentiment analysis of news can be used. To derive sentiments of 
stake holders, financial annual reports or the companies, tweets can also be used, 
which may enhance the prediction results. Moreover, hyperparameters tuning of the 
models can be used further to improve the model. 
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Machine Learning Techniques for Image 
Manipulation Detection: A Review 
and Analysis 

Suhaib Wajahat Iqbal and Bhavna Arora 

Abstract Low-cost modified or tampered image enhancement processes and 
advanced multimedia technologies are becoming easily obtainable as image editing 
methods, different editing software, and image altering tools are becoming advanced. 
These manipulated multimedia images or videos can be used to fool, attract or 
mislead the public or readers, malign a person’s personality, business, political opin-
ions and can affect in criminal inquiry. Most of the research have been undertaken this 
research work to find the solution to the image manipulation using the deep learning 
(DL) methodologies that deal with the problem of determining and distinguishing the 
tempered regions in real and fake images. In this work, we present a study of existing 
machine as well deep learning-based image manipulation detection approaches. The 
survey found that the researchers have paid more attention to image content while 
paying less attention to tempering artifacts and other image features. The primary 
focus of this research is on ML-based solutions of image manipulation detection. 
The presented study examines various techniques for determining whether image 
is genuine or tempered. Besides, the review paper presents a comparative study of 
various effective approaches in image manipulation field. A brief summary of various 
datasets used for image manipulation detection is also presented. Finally, the research 
challenges that open for further research work are listed. Although, lot of work has 
been done to find the manipulations in the images and videos but these approaches 
still fall short in some areas. 
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1 Introduction 

Image manipulation is the use of image editing techniques to create an illusion 
or deception on images using analog or digital means. Splicing, copy-move, and 
removal are the popular tampering techniques [1]. As photo manipulation technology 
advances and is more widely used, it is necessary to evaluate the efficacy of manip-
ulation detection methods against images produced by a variety of tools, manipu-
lations, and manipulation comprehension. Moreover, not even all tampering alters 
the image’s semantics [2]. So, these tempered images are used to mislead the public 
personality, and defame person images can be used to fool or mislead the public, 
defame a person’s character, business, and political opinions as well and affect crim-
inal inquiry. After these tampering techniques, although post-processing such as 
Gaussian smoothing can be used with care, people have had trouble recognizing 
altered areas. As a result, telling the difference between genuine and tampered images 
has become extremely difficult. Image forensic investigation study is important in 
order to prevent hackers from accessing fiddled images for unethical commercial or 
political gain. Unlike existing image recognition systems, that further attempt to iden-
tify all objects in various types of images, image manipulation networks attempt to 
detect only the tampered regions. The significant proportion of these methodologies 
is focused on a specific tinkering method. A newly enacted architecture-based LSTM 
segment altered patches by attempting to learn to identify altered corners, demon-
strating dependability against various tampering techniques [1]. We have seen that 
visual feature on both the physical and conceptual stages can help us identify altered 
images. We have seen that visual features both physical and semantic levels are useful 
for identifying altered images. Bringing together visual data from the frequency and 
pixel domains may thus improve image detection performance. Inherently, not all 
components contribute similarly to the purpose of detecting manipulated images, 
implying that few visual features are more crucial than many in determining whether 
or not a given image has been tempered [3]. 

The primary findings of this work are as follows (a–d): 

(a) The paper presents a taxonomy for the image manipulation detection technique. 
(b) The paper discusses an in-depth study and analysis of several image manipula-

tion literature approaches. 
(c) A brief illustration for the comparison of various datasets available. 
(d) We highlight few open research gaps and challenges in this field of study. 

The organization of the remaining part of this paper is depicted in Fig. 1. The  
remainder of the paper is organized as follows: The Sect. 2 provides an overview 
of image processing in ML, feature extraction, and image processing techniques in 
ML. Section 3 gives a brief about the types of manipulations and Sect. 4 discusses 
about the manipulation detection technique. Section 5 provides a summary of the 
recent literature survey, whereas Sect. 6 discusses about the datasets available for 
image tempering detection. Section 7 discuss about datasets and Sect.8 highlight 
open research challenges and Sect. 9 conclude the paper, respectively.
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2 Image Processing in ML 

ML algorithms learn from data and follow a predefined pipeline or set of steps. To 
begin, ML algorithms require a large amount of high-quality data in order to learn and 
predict highly accurate results. As the scale of data in machine learning increases, so 
does the performance. The images should be well processed, interpret, and generic 
for ML image processing. Computer Vision (CV) comes into play in this which is a 
field concerned with machines’ ability to understand image data.CV can be used to 
process, load, transform, and manipulate images in order to create an ideal dataset 
for the machine learning model [4]. 

Preprocessing steps used are as: 

1. Changing all of the images to the same format. 
2. Removing extraneous areas from images. 
3. Converting them to numbers so that algorithms can learn from them (array of 

numbers). 

These features (processed data) are then used in further steps involved in selecting 
and developing a machine learning models to classify unknown feature vectors by 
classifying the large database of feature vectors. After this, we need to select a 
suitable algorithm like Bayesian Nets, Decision Trees, Genetic Algorithms, Nearest 
Neighbors, and Artificial Neural Networks, etc., can be used for this. 

The Fig. 2 diagram explains the working of a traditional machine learning image 
processing method for image data [4].

2.1 Feature Extraction 

The dimensionality reduction divides and reduces the set of raw data to more manage-
able groups. So that processing becomes simpler. The important feature is the large 
number of variables in these large datasets. These variables help significantly in
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Fig. 2 Machine learning workflow of image processing for image data [4]

the amount of computing power to process. It helps in attaining the best features 
from large datasets by merging the selected and combined variables into feature sets 
which effectively reduces the amount of data. Processing these features is simple 
which helps in identifying the accurate and unique narrating the actual data [5]. 

Feature Extraction Techniques

• Bag of words It is the most commonly used NLP technique. This process involves 
extracting words or attributes from a sentence, manuscript, internet site, or other 
source and categorizing them in terms of frequency of use. As a result, one of the 
most important aspects of this entire process is feature extraction.

• Image Processing Image processing is a fantastic and fascinating field. In this 
domain, you will primarily start playing with your images to understand them. 
We use a variety of methodologies, as well as feature extraction and algorithms, 
to identify and process features such as shapes, edges, or motion in a digital image 
or video.

• Auto-encoders The primary goal auto-encoders is data efficiency which is unsu-
pervised in nature.so the feature extraction procedure is used to identify the key 
features from the data to code by learning from the original data to derives the 
new data [5] 

The last step after the feature extraction is training and modeling the image data 
using various algorithms to learn from the patterns with specific parameters so that 
we can use the trained model to predict the previously unknown data. 

3 Types of Manipulations 

Any operation performed on an image or video that causes the visual content to 
differ from its original version is referred to as a digital manipulation. Moreover,
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many images processing approaches, such as rotation, downsizing, and the applica-
tion of global filters on images, partially manipulates the information represented 
by visual content. As a result, image forensic approaches are becoming increasingly 
effective at detecting maliciously manipulated visual content. Image manipulation 
techniques are classified into two types: content preservation and content altering. 
According to the authors, steganography is also a type of image manipulation tech-
nique because it alters the image content invisibly. The sections of the paper that 
follow explain various types of image tempering and manipulation detection tech-
niques. The manipulations like copy-paste, splicing, and retouching are possible by 
employing both basic image processing techniques and advanced methods based, for 
example, on GAN [6] (Fig. 3). 

Image Manipulation 

Content 
Preserving 

Error due to 
stotrage/noise/transf 
ormation/quantisation 

Format Change 

Geometric 
Transformation 

Enhancement and 
Restoration 

Content Altering 

Addition and Deletion 

Position Change 

Deletion Change of 
texture, color, edge, 
background,shadows 

Fig. 3 Types of manipulations [7]
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4 Manipulation Technique Detection 

It can lead to distinct manipulative tactics thanks to its rich feature illustration. 
Then analyzing the manipulation detection technique and comparing the perfor-
mance. NIST16 includes splicing, removal, and copy-move tempering techniques 
for detecting multi-class image manipulation. To become familiar with unique visual 
tinkering artifacts and acoustic aspects for each class, we change the manipulation 
classification classes. Below is shown performance of each temper class (Table 1). 

Splicing is the simplest and most likely to produce RGB artifacts such as artificial 
corners, contrast discrepancies, and noise artifacts. Because the inpainting which 
occurs after the removal process has a major impact on the noise features, removal 
detection outperforms copy-move. The most difficult tamper technique is copy-move 
which results in same noise distribution perplexes the noise stream resulting in same 
contrast between the two regions [1]. 

The Fig. 4 shows for splicing, copy-move, and removal manipulation detection, 
and the RGB and noise maps focus on providing conflicting information. RGB-N 
produces the recognition accuracy for various tampering techniques by incorporating 
the characteristics from the RGB image with the noise features. 

Table 1 Performance comparison of various detection techniques on NIST16 dataset [1] 

Splicing Removal Copy-Move Mean 

Performance 0.960 0.939 0.903 0.934 

Fig. 4 Multi-class image manipulation detection [1]
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5 Literature Survey 

This section gives us a brief summary of existing image manipulation detection 
approaches. 

Qi et al. [3] used a novel framework for MVNN was suggested for detecting 
fake news by fusing visual and pixel domains. They used a CNN-RNN model 
for extracting visual features in the pixel domain. They used Seino Weibo dataset. 
The evaluation metrics of the paper got 84.6% accuracy outperformed the existing 
approaches by 9.2%. Jin et al. [8] proposed the visual and statistical features for fake 
detection. They also used the Seino Weibo dataset and have applied the Random 
Forest model for this paper. The dataset used was Seino Weibo dataset. They have 
got 83.3% of accuracy for image features than existing image features and have got 
7% more accuracy for non-image features. Zhou et al. [1] in their paper proposed a 
Faster R-CNN network and trained it to detect tampered regions in an image that had 
been manipulated. They used RGB and noise streams to detect manipulation artifacts 
such as intensity variations and unnaturally tampered regions. They also identified 
genuine images derived from tampered images which has been difficult to detect. 
They used the coco dataset and Nist16 dataset for training and testing purposes. 
The training (90%) and testing (10%) sets are separated to make sure that the same 
background and tampered object do not appear. They generated a 42 K image pairs 
that were both tampered with and authentic. They also tested their method against 
standard methods such as NIST Nimble 2016, CASIA, COVER, and the Columbia 
dataset. Tolosana et al. [9] proposed a survey for the detection of face manipulation 
and fake detection. The authors used a technique of deep learning GAN for the detec-
tion of face manipulation. The DFFD database and Celeb-DF database were used 
are only available for public research. The Deepfake database (DFFD) acquired an 
AUC result of 100% while the Celeb database acquired only 60% AUC result. Heller 
et al. [10] proposed a PS-Battles collection of images dataset for the detection of 
image manipulation. The visual domain features were taken from Photoshop battles 
subreddit. The dataset consists of 102,028 original as well as varied images grouped 
in 11,142 subsets. Shi et al. [11] proposed that uses a dual-domain convolution 
neural networks for image manipulation detection and localization. They proposed 
two sub-networks SCNN and FCNN to localize tempered regions. In this paper, 
the model is evaluated on CASIAv2.0, Columbia, and Carvalho datasets. They used 
pixel-wise region localization features. Their proposed model performed efficiently 
to locate the tempered regions and outperforms existing methods of image manipu-
lation. Dong et al .[12] proposed MVSS network for detecting image manipulation. 
They took features from both pixel and image levels. The dataset in the paper was 
CASIAv2 and DEFACTO dataset. The model used was MVSS-Net and ConvGeM. 
It outperformed existing methods in both within and across dataset scenarios. Bayar 
et al. [2] also proposed a novel approach using CNN neural network. They took 
a large-scale dataset for this paper. The model used was CNN and ET classifier 
(Extra Tree). The feature taken was from the image content. They achieved an accu-
racy of 99%. Nataraj et al. [13] suggested a holistic image alteration by using pixel
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matrices. They used the Media Forensics (Medi For) dataset for the proposed work. 
The model used was CNN. They achieved an accuracy of 81%. Kwon et al. [14] 
presented localization and detection of JPEG artifacts for the manipulation of image. 
The feature used is DCT coefficients and JPEG artifacts. They used the CASIA 
dataset, fantastic Reality dataset, and IMD2020 dataset in this paper. The accu-
racy achieved was 81%. (Horvath et al. [15]). In this paper, they used vision trans-
former model for detecting manipulation in satellite taken images. They used the 
xview2 and WorldView3 dataset consisting of satellite manipulated images. Their 
model performed better than previously unsupervised detection techniques. Dang 
et al. [16] gave face image manipulation detection based on CNN. The face region 
features were used. They used framework HF-MANFA and MANFA on the DSI-
1 dataset and Imbalanced dataset. It outperformed existing expert and intelligent 
systems. Shi et al. [17] presented a paper on Image Manipulation Detection Using 
a Global Semantic Uniformity System. The features used to exploit were texture 
and semantic information. The datasets that were used in this paper are NIST2016 
and CASIA. They proposed GSCNet for this paper. It significantly outperforms the 
previous methods in terms of performance. Zhou et al. [18] proposed image manipu-
lation detection using a neural network architecture based on geometric rectification. 
The features extracted were at the pixel level. They gave RNN model for the detec-
tion of manipulation. The datasets used were Pascal VOC07, Imbalanced dataset, 
and CASIA. It achieved the desirable performance with common tempering arti-
facts. Wei et al. [19] developed an algorithm based on Edge Detection and Faster 
R-CNN. The tamper feature and edge were used. They used the model using Faster 
R-CNN and RPN. The datasets used were NIST2016, Columbia, and CASIA. The 
proposed model was more effective than other traditional algorithms. In 2021, Bekci 
et al. [20] presented Cross-Dataset Face Manipulation Detection utilized Deepfake. 
They used metric learning and steganalysis-rich model. The datasets on which exper-
iments were done are FaceForensics++, DeepfakeTIMIT, CelebDF. They also gave 
a Deepfakes detection framework for the face manipulation detection. Under unseen 
manipulations, the framework improved accuracy by 5% to 15% and showed high 
degree of generalization. 

6 Comparative Analysis and Discussion 

A comparison of various manipulating detection approaches: Table 2 summarizes the 
findings of a study of several machine learning and deep learning-based manipulation 
detection and tempered regions proposed by various researchers.

The above survey shows an insight of common image fudging forms, publicly 
available image tampered datasets, and cutting-edge tamper methodologies. It 
provides a distinct viewpoint on rethinking varied opinions of manipulation indica-
tions beside various detection methods. People have an incredibly limited potential 
to perceive and locate photo manipulation in real pictures even though no original 
images are provided for comparing. The method proposed in [1] experimented on



Machine Learning Techniques for Image Manipulation Detection: … 217

Ta
bl
e 
2 

L
ite

ra
tu
re
 s
ur
ve
y 
of
 v
ar
io
us
 im

ag
e 
m
an
ip
ul
at
io
n 
de
te
ct
io
n 

Y
ea
r 

A
ut
ho
rs
 
O
bj
ec
tiv

e
Fe

at
ur
es
 

us
ed
 

M
od

al
D
at
as
et

M
at
ri
ce
s

R
es
ul
ts
 

20
17

 
Ji
n 

et
 a
l. 

[8
] 

N
ov
el
 v
is
ua
l a
nd

 
st
at
is
tic
al
 im

ag
e 

fe
at
ur
es
 f
or
 

m
ic
ro
bl
og
 n
ew

s 
ve
ri
fic
at
io
n 

V
is
ua
l 

co
nt
en
t a
nd

 
st
at
is
tic
al
 

fe
at
ur
es
 

R
an
do

m
 F
or
es
t

Se
in
o 
W
ei
bo

 
D
at
as
et
 

A
C
C
U
R
A
C
Y
 
83

.6
%
 

20
18

 
Z
ho

u 
et
 a
l. 

[1
] 

Im
ag
e 

m
an
ip
ul
at
io
n 

de
te
ct
io
n 
W
ith

 
le
ar
ni
ng
-r
ic
h 

fe
at
ur
es
 

R
G
B
 

st
re
am

, 
no
is
e 
st
re
am

 

Fa
st
er
 R
-C
N
N

C
oC

O
 d
at
as
et
, 

N
is
t1
6 
da
ta
se
t 

A
C
C
U
R
A
C
Y
 
It
 p
er
fo
rm

ed
 b
et
te
r 

th
an
 in

di
vi
du

al
 R
G
B
 

st
re
am

 

20
18

 
H
el
le
r 

et
 a
l. 

[1
0]
 

T
he
 P
S-
B
at
tle
s 

da
ta
se
t i
s 
a 
se
t o

f 
im

ag
es
 u
se
d 
to
 

de
te
ct
 im

ag
e 

m
an
ip
ul
at
io
n 

V
is
ua
l 

do
m
ai
n 

Ph
ot
os
ho

p 
ba
ttl
es
 s
ub

re
dd

it
PS

-B
at
tle
s 

da
ta
se
t 

A
C
C
U
R
A
C
Y
 
D
oe
s 
no

t a
ch
ie
ve
 

hi
gh

er
 a
cc
ur
ac
y 

20
18

 
Sh

i 
et
 a
l. 

[1
1]
 

D
et
ec
tio

n 
an
d 

lo
ca
liz
at
io
n 
of
 

im
ag
e 

m
an
ip
ul
at
io
n 

us
in
g 

du
al
-d
om

ai
n 

co
nv
ol
ut
io
na
l 

ne
ur
al
 n
et
w
or
ks
 

Pi
xe
l-
w
is
e 

re
gi
on
 

lo
ca
liz
at
io
n 

C
N
N

C
A
SI
A
v2

.0
, 

C
ol
um

bi
a,
 

C
ar
va
lh
o 
da
ta
se
ts
 

A
C
C
U
R
A
C
Y
 
It
 e
ffi
ci
en
tly

 d
et
ec
ts
 

th
e 
te
m
pe
re
d 
ar
ea
s 

an
d 
ou

tp
er
fo
rm

s 
cu
rr
en
t i
m
ag
e 

m
an
ip
ul
at
io
n 
m
et
ho

ds

(c
on

tin
ue
d)



218 S. W. Iqbal and B. Arora

Ta
bl
e
2

(c
on
tin

ue
d)

Y
ea
r

A
ut
ho
rs

O
bj
ec
tiv

e
Fe

at
ur
es

us
ed

M
od

al
D
at
as
et

M
at
ri
ce
s

R
es
ul
ts

20
18

 
B
ay
ar
 

et
 a
l. 

[2
] 

C
on
st
ra
in
ed
 

co
nv
ol
ut
io
na
l 

ne
ur
al
 n
et
w
or
ks
: 

A
 n
ov
el
 a
pp

ro
ac
h 

to
 d
et
ec
t i
m
ag
e 

m
an
ip
ul
at
io
n 

Im
ag
e 

co
nt
en
t 

C
N
N
, E

T
 c
la
ss
ifi
er

L
ar
ge
-s
ca
le
 

da
ta
se
t 

A
C
C
U
R
A
C
Y
 
99

%
 

20
19

 
Q
i e
t a
l. 

[3
] 

D
et
ec
tin

g 
fa
ke
 

ne
w
s 
us
in
g 

m
ul
ti-
do
m
ai
n 

vi
su
al
 in

fo
rm

at
io
n 

V
is
ua
l 

fe
at
ur
e,
 

pi
xe
l 

do
m
ai
n 

C
N
N
 a
nd
 C
N
N
-R
N
N

Se
in
o 
W
ei
bo

 
da
ta
se
t 

A
C
C
U
R
A
C
Y
 
84

.6
%
 

20
20

 
To

lo
so
n 

et
 a
l. 

[9
] 

D
ee
pf
ak
es
 a
nd

 
be
yo

nd
: F

ac
ia
l 

m
an
ip
ul
at
io
n 
an
d 

fa
ke
 d
et
ec
tio

n 

Im
ag
e 

co
nt
en
t 

G
A
N

D
FF

D
 d
at
ab
as
e,
 

C
el
eb
-D

F 
da
ta
ba
se
 

A
C
C
U
R
A
C
Y
 
10

0%
 b
ut
 C
el
eb
-D

F 
da
ta
ba
se
 s
ho
w
ed
 o
nl
y 

60
%
 A
U
C
 A
cc
ur
ac
y 

20
21

 
D
on

g 
et
 a
l. 

[1
2]
 

M
V
SS

-N
et
: 

Im
ag
e 

m
an
ip
ul
at
io
n 

de
te
ct
io
n 
us
in
g 

m
ul
ti-
vi
ew

 
m
ul
ti-
sc
al
e 

su
pe
rv
is
ed
 

ne
tw
or
ks
 

Pi
xe
l l
ev
el
, 

im
ag
e 
le
ve
l 

M
V
SS

-N
et
, C

on
vG

eM
C
A
SI
A
v2

, 
D
E
FA

C
T
O
 

da
ta
se
t 

A
C
C
U
R
A
C
Y
 
It
 

ou
tp
er
fo
rm

ed
 e
xi
st
in
g 

m
et
ho

ds
 f
or
 b
ot
h 

in
si
de
 o
f 
an
d 

th
ro
ug

ho
ut
 d
at
as
et
 

si
tu
at
io
ns

(c
on

tin
ue
d)



Machine Learning Techniques for Image Manipulation Detection: … 219

Ta
bl
e
2

(c
on
tin

ue
d)

Y
ea
r

A
ut
ho
rs

O
bj
ec
tiv

e
Fe

at
ur
es

us
ed

M
od

al
D
at
as
et

M
at
ri
ce
s

R
es
ul
ts

20
21

 
N
at
ar
aj
 

et
 a
l. 

[1
3]
 

D
et
ec
tio

n 
of
 

ho
lis
tic
 im

ag
e 

m
an
ip
ul
at
io
n 

us
in
g 
pi
xe
l 

co
-o
cc
ur
re
nc
e 

m
at
ri
ce
s 

Pi
xe
l 

do
m
ai
n 

C
N
N

M
ed
ia
 F
or
en
si
cs
 

(M
ed
iF
or
) 

A
C
C
U
R
A
C
Y
 
81

%
 

20
21

 
K
w
on
 

et
 a
l. 

[1
4]
 

L
ea
rn
in
g 
to
 d
et
ec
t 

an
d 
lo
ca
liz

e 
JP
E
G
 

co
m
pr
es
si
on

 
ar
tif
ac
ts
 o
f 
im

ag
e 

m
an
ip
ul
at
io
n 

D
C
T
 

co
ef
fic

ie
nt
s 

JP
E
G
 

co
m
pr
es
si
on

 
ar
tif
ac
ts
 

C
N
N
, D

C
T
 s
tr
ea
m

Pa
rk
 e
t a
l. 

pr
ov
id
ed
 J
PE

G
 

im
ag
es
, C

A
SI
A
 

v2
, F

an
ta
st
ic
 

R
ea
lit
y,
 

IM
D
20

20
 

A
C
C
U
R
A
C
Y
 
93

%
 

20
21

 
H
or
va
th
 

et
 a
l. 

[1
5]
 

D
et
ec
tin

g 
m
an
ip
ul
at
io
n 
in
 

sa
te
lli
te
 im

ag
es
 

us
in
g 
vi
si
on
 

tr
an
sf
or
m
er
 

Im
ag
e 

sp
lic
in
g 

de
te
ct
io
n 

V
is
io
n 
tr
an
sf
or
m
er

xV
ie
w
2 
da
ta
se
t, 

W
or
ld
V
ie
w
3 

da
ta
se
t 

A
C
C
U
R
A
C
Y
 
Su

pe
ri
or
 p
er
fo
rm

an
ce
 

to
 p
re
vi
ou
sl
y 

un
su
pe
rv
is
ed
 s
pl
ic
in
g 

de
te
ct
io
n 
te
ch
ni
qu

es
 

20
20

 
B
as
si
 

et
 a
l. 

[2
1]
 

A
 r
ev
ie
w
 o
f 
fa
ke
 

ne
w
s 

id
en
tifi

ca
tio

n 
m
et
ho

ds
 a
nd

 
te
ch
ni
qu

es
 

C
on

te
nt
 a
nd

 
so
ci
al
 

co
nt
ex
t 

M
V
A
E
,S
A
FE

,C
A
R
M
N
,F
A
N
G
,F
A
K
E
D
E
T
E
C
T
O
R
 
B
uz
zF
ac
e,
 

C
re
dB

an
k,
 

E
m
er
ge
nt
, F

ev
er
, 

L
IA

R
 

A
C
C
U
R
A
C
Y
 
D
oe
s 
no

t a
ch
ie
ve
 

hi
gh

er
 a
cc
ur
ac
y 

20
19

 
D
an
g 

et
 a
l. 

[1
6]
 

A
 C
N
N
 is
 u
se
d 
to
 

de
te
ct
 f
ac
e 
im

ag
e 

m
an
ip
ul
at
io
n 

Fa
ce
 r
eg
io
ns
 
M
A
N
FA

 &
 H
F-
M
A
N
FA

D
SI
-1
, 

Im
ba
la
nc
ed
 

da
ta
se
t 

A
C
C
U
R
A
C
Y
 
It
 o
ut
pe
rf
or
m
ed
 

ex
is
tin

g 
ex
pe
rt
 a
nd
 

in
te
lli
ge
nt
 s
ys
te
m
s

(c
on

tin
ue
d)



220 S. W. Iqbal and B. Arora

Ta
bl
e
2

(c
on
tin

ue
d)

Y
ea
r

A
ut
ho
rs

O
bj
ec
tiv

e
Fe

at
ur
es

us
ed

M
od

al
D
at
as
et

M
at
ri
ce
s

R
es
ul
ts

20
20

 
Sh

i 
et
 a
l. 

[1
7]
 

Im
ag
e 

M
an
ip
ul
at
io
n 

D
et
ec
tio

n 
U
si
ng
 a
 

G
lo
ba
l S

em
an
tic
 

U
ni
fo
rm

ity
 

Sy
st
em

 

Te
xt
ur
e 
an
d 

se
m
an
tic
 

G
SC

N
et

N
IS
T
20

16
 a
nd

 
C
A
SI
A
 

A
C
C
U
R
A
C
Y
 
It
 o
ut
pe
rf
or
m
ed
 

pr
ev
io
us
ly
 c
om

pa
re
d 

m
et
ho
ds
 w
ith

 
im

pr
ov
ed
 

pe
rf
or
m
an
ce
 

20
21

 
Z
ho

u 
et
 a
l. 

[1
8]
 

G
eo
m
et
ri
c 

re
ct
ifi
ca
tio

n-
ba
se
d 

ne
ur
al
 n
et
w
or
k 

ar
ch
ite
ct
ur
e 
fo
r 

im
ag
e 

m
an
ip
ul
at
io
n 

de
te
ct
io
n 

Pi
xe
l l
ev
el

R
N
N

Pa
sc
al
 V
O
C
07

, 
Im

ba
la
nc
ed
 

da
ta
se
t, 
C
A
SI
A
 

A
C
C
U
R
A
C
Y
 
It
 a
ch
ie
ve
d 
th
e 

de
si
ra
bl
e 
pe
rf
or
m
an
ce
 

w
ith

 c
om

m
on
 

te
m
pe
ri
ng
 a
rt
if
ac
ts
 

20
19

 
W
ei
 

et
 a
l. 

[1
9]
 

C
re
at
in
g 
a 
Fa
st
er
 

R
-C
N
N
 im

ag
e 

m
an
ip
ul
at
io
n 

de
te
ct
io
n 

al
go
ri
th
m
 u
si
ng
 

ed
ge
 d
et
ec
tio

n 

Ta
m
pe
r 

fe
at
ur
e,
 

ed
ge
 

de
te
ct
io
n 

Fa
st
er
 R
-C
N
N
, R

PN
N
IS
T
20

16
, 

C
ol
um

bi
a,
 a
nd
 

C
A
SI
A
 

A
C
C
U
R
A
C
Y
 
It
 w
as
 m

or
e 
ef
fe
ct
iv
e 

th
an
 o
th
er
 tr
ad
iti
on
al
 

al
go
ri
th
m
s 

20
21

 
B
ek
ci
 

et
 a
l. 

[2
0]
 

C
ro
ss
-D

at
as
et
 

fa
ce
 m

an
ip
ul
at
io
n 

de
te
ct
io
n 

D
ee
pf
ak
es

D
ee
pf
ak
es
 d
et
ec
tio

n 
fr
am

ew
or
k

Fa
ce
Fo

re
ns
ic
s+
+
, 

D
ee
pf
ak
eT

IM
IT
, 

C
el
eb
-D

F 

A
C
C
U
R
A
C
Y
 
It
 im

pr
ov
ed
 th

e 
ac
cu
ra
cy
 b
y 
5%

 to
 

15
%



Machine Learning Techniques for Image Manipulation Detection: … 221

four standard image manipulation datasets using two stream Faster R-CNN frame-
work showed that method used not only detects tempering artifacts but also differ-
entiates various tempering techniques with improved performance. The Random 
Forest approach in [10] achieves an accuracy of 83.6%; accuracy on Seino Weibo 
dataset means it does not achieve higher accuracy, while researchers build a MVSS-
Net approach [14] which outperformed recent studies that have attempted in both 
intra- and inter-database instances. The CNN ET classifier approach [2] uses large-
scale dataset and achieves an accuracy of 99%. Furthermore, the vision transformer 
approach in [16] uses image splicing detection on xview2 dataset which achieves 
superior performance to previously unsupervised splicing techniques, while the deep 
flakes and beyond approach proposed in [11] achieves an accuracy of 100% but 
Celeb-DF database showed only 60% AUC accuracy on GAN model. 

7 Datasets for Image Tempering Detection 

This section outlines the datasets that are accessible for image manipulation detec-
tion (IMD). Table 3 compares and contrasts several commonly used datasets. These 
datasets were gathered from different online platforms and mainstream media portals. 

When comparing datasets, few trends emerge out. CASIA provides spliced 
and copy-move images of various objects. The tampered portions are specifi-
cally selected, and post-processing techniques such as filtering and obscuring are

Table 3 Comparison of various available datasets [22] 

Dataset Release 
Year 

Tampering 
Types 

Authentic 
/ 
Tempered 

Image 
Size 

Format Mask Post-processing 

CASIA v1.0 2009 Cut-paste 800/921 384 × 
256 

JPEG NO NO 

CASIA v2.0 2009 Cut-paste 
Copy-move 

7491/5123 240 × 
160/ 
900 × 
600 

TIFF/JPEG NO YES 

IMD 2012 Copy-move 48/48** 3000 × 
2300 

JPEG/PNG YES Optional 

CoMoFoD 2013 Copy-Move 5200/5200 512 × 
512 

JPEG/PNG YES YES 

Wild Web 2015 Cut-paste 
Copy-move 
Erase-fill 

0/10646 Various Various YES YES 

COVERAGE 2016 Copy-move 100/100 Various TIFF YES NO 
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employed. The differential among both manipulated and authentic images is fuzzi-
fied to create ground truth masks. COVER is a tiny dataset that focuses on copy-
move operations. It conceals tampering artifacts by covering common items as spliced 
areas, and it also includes ground truth masks. The Columbia dataset concentrates on 
lossless copy-move. Masks with underlying data are presented [1]. The CoMoFoD 
dataset was created to detect counterfeit of a copy-move. It includes 260 crafted 
pictures categorized into two: tiny (512 × 512 pixels) and big (512 × 512 pixels) 
(3000 × 2000 pixels). Each set comes with a forgery, a mask of the tampered area, 
and the authentic image. The manipulation of images is classified into five cate-
gories: translation, rotation, scaling, combination, and distortion [6]. Datasets that 
are provided are outdated and out of date. Such datasets are inadequate for tack-
ling the issue of image manipulation for recent image data because manipulating 
image data producers’ techniques change over time. The altered area in the CASIA 
v2.0 dataset has linguistic features besides a living creature or a vehicle, and certain 
relevant data could be derived from the uniformity in between two datasets. The 
pixel value in the feature space is close together. Furthermore, the image and consis-
tency are divided using correlation among nearby pixels. The term region is used by 
some clustering algorithms. As a result, 3 tests are carried out depending on multiple 
traditional features extraction in order to split the pictures into various portions. 

8 Research Gaps and Challenges 

There are several challenges associated with detecting image manipulation in order 
to identify and locate the manipulated regions on the image, which are as follows: 

(a) Real-time Data Collection The manual task of identifying image manipulation 
is extremely subjective. Typically, it needs to detect the manipulated image from 
various sources using manual detection techniques. Detecting these manipulated 
images can impose a considerable challenge. 

(b) Less Distinct Data The disparity in the number of datasets available has less 
distinct images presents a challenge in image detection. 

(c) Exploring More Features For this problem, researchers in the field of detecting 
image manipulation are trying to construct a larger multimodal dataset by fusing 
current datasets available to explore more generalization on different datasets 
is still a challenging task. 

(d) Other Challenges The existing integration of the machine learning prepro-
cessing and post-processing operation to search for higher level cues informa-
tion for effective detection and identifying tempered regions in manipulated is 
a challenging task.



Machine Learning Techniques for Image Manipulation Detection: … 223

9 Conclusion 

In this modern world, the manipulation of digital images has become very popular. 
The easily available editing software, tools, and many image altering tools have 
become widely used to alter the image. These manipulations on an image can mislead 
the public and can malign person’s character, business, criminal inquiry, and political 
opinions. Hence, it has become very important for us to detect if the image is tempered 
or not. The present survey shows that various techniques are available to detect 
image manipulation using machine and deep learning technique but because of the 
high complexity of deep learning models, machine learning approaches are more 
preferred. Also, they do not perform well when the data is very small so they require 
a vast data, training them requires a lot of computational power, which makes them 
more time-consuming and resource intensive. The CNN, RNN, and LSTM models are 
among the deep learning techniques used for this purpose of manipulation detection. 
Faster R-CNN outperforms the MFCN and LSTM. So, to address these challenges, 
machine learning techniques will be better to use as these techniques use large amount 
of data to learn from the patterns and creates self-learning algorithms so that machines 
can learn fast by themselves and make decisions based on that learned data. This 
study investigates various datasets available for detecting tempered regions. Even 
though several methods and techniques for combating manipulation have advanced 
over the last decade, there are still several ongoing research challenges such as Jpeg 
compression, low accuracy, less data available, lack of rapid, and real-time discovery. 
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Improving Real-Time Intelligent 
Transportation Systems in Predicting 
Road Accident 

Omolola Faith Ademola, Sanjay Misra, and Akshat Agrawal 

Abstract Advances in the use of an intelligent transportation system (ITS) have 
been deployed in most of the world, which presents new opportunities for devel-
oping sustainable transportation system. This paper focuses on improving intelligent 
transportation systems using Big Data tools in predicting road accidents in Nigeria, 
based on real-time data gotten from Twitter. The work gives a review of common 
problems associated with the intelligent transportation system, and how this can be 
improved by utilizing Apache Spark Big Data. The revolution in intelligent trans-
portation systems can be impacted by the availability of large data that can be used to 
generate new functions and services in intelligent transportation systems. The frame-
work for utilizing Big Data Apache Spark will be discussed. The Big Data Apache 
Spark applications will be used to collect a large amount of data from various sources 
in intelligent transportation system; in return, this will help in predicting road acci-
dents before it happens, and also, a feedback system for alerting can be projected. 
The use of machine learning algorithms is being used to make necessary predictions 
for the intelligent transportation system. The result obtained shows that for the clas-
sified data relating to road accidents, KNN gave a 94% accuracy when compared to 
other classification algorithms such as the Naïve Bayes, support vector machine, and 
the decision tree. 
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1 Introduction 

Almost 15 million people die every year as a result of traffic collision which indicates 
that more than 3000 deaths are recorded every day; also, 2 to 5 million people get 
injured due to road accident [1]. 

We can say that one of the worst affected countries of road accident is Nigeria, 
despite integrated efforts to reduce fatal road accidents, yet the country still falls 
victim of such mishap. With a human population of approximately 207 million, a 
high vehicle population estimated at more than 30 million, a total road length of about 
194,000 km (34,120 km of federal, 30,500 km of state and 129,580 km of local roads), 
and the country have suffered severe losses due to fatal car accidents [1]. Survey 
results have shown that the death rate in road accidents among young adults is very 
high, which is a major part of the global economy [2]. The problem of road accident 
can worsen in the future due to high increase of population growth and migration to 
urban areas around the country. Various road safety strategies, methods, and counter-
measures have been proposed and applied in resolving this problem. Such as training 
and retraining of drivers in adherence to safety tips Federal Road Safety Corps 
(FRSC) and Vehicle Inspection Officers are responsible for ensuring compliance 
with speed limit regulations, ensuring that vehicles are in perfect condition, building 
sustainable roads, and repairing damaged roads. Hence, it is vital to develop more 
technologically driven and practical solutions to reduce road accidents. 

Advances in the use of an intelligent transportation system (ITS) have been 
deployed in most of the world, which presents new opportunities for developing 
sustainable transportation system [3]. In several cities around the world, especially 
the developed countries incorporate the use of ITS. One might claim that ITS stands 
out to be one of the oldest technology that constitutes the Internet of Things, but 
still presently it can be seen as a leading-edge in sustainable cities. In Madrid, for 
example, every public transport network and part, including trains, trams, busses, 
and bus stops, is linked to a central control center, which collects and processes data 
in real time to deliver smart and efficient services and applications to end users [4]. 
A large amount of data can be generated using intelligent transport systems. The 
technology advancement in ITS, such as smart card, GPS, sensors, video detectors, 
social media, and so on, has increased the complexity, the variety, and quantity of 
information generated and collected from vehicles and the movements of persons 
[5]. Massive volume of data is being recorded from different device that makes up 
the ITS; however, traditional data management systems are inefficient and cannot 
fully analyze the data being produced for deployment of an effective transportation 
system. This is because the data volume and complexity are not compactible. To 
combat this problem, a candidate solution is the use of Big Data analytics tools such 
as Apache Spark, has been found to process vast volumes of data, and has been 
used extensively in academies, stock markets, organizations, and industries [6]. An 
efficient structure is necessary to design, implement, and manage the transportation 
system in order to meet the computational necessity of the massive data analysis. In 
this context, Apache Spark has become a centralized engine for large-scale analysis
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of data across a variety of ITS services. The deployment of the Apache Spark in 
intelligent transportation system can be developed for applications, in the area of 
real-time traffic control, and estimating the average speed and the congested sections 
of a highway. Apache Spark is much quicker and simpler to use with this advanced 
model [7]. Apache Spark uses the memory of a computer cluster to minimize reliance 
on the distributed network underlying it, which results in significant improvements 
of Hadoop’s map reduction. 

The contribution this paper offers will be the use of Apache Spark in filtering out 
data gotten from Twitter that is relating to road accident. This data will be used to 
predict the likelihood of road accident occurring with the use of machine learning 
algorithms, and based on those predictions, the algorithm that predicts best can be 
deployed for use in the intelligent transportation system. 

The rest of this paper is divided into four sections. In Sect. 2, we discuss related 
works and identified research gaps which has led to this study. In Sect. 3, the method-
ology of the research which deploys the use of the Apache Spark in organizing and 
cleaning of the raw data, this processed data are then analyzed using the machine 
earning algorithm to make predictions. Furthermore, the results and discussion is 
given in Sects. 4, and 5 concludes on the research study. 

2 Literature Review 

The digitization of trackers, nomadic sensors, and smart meters, summarized as 
Internet of Things (IoT), has been incorporated into the world at large [8]. This linked 
system contributes to advanced transport management techniques, for example, the 
possibility of gathering the quantity of multi-source traffic data required to make 
precise forecasts of traffic [9]. 

Some researchers have installed equipment used on vehicles such as RADAR 
sensor, GPS, infrared sensor, GLONASS, and cameras. These devices are used in 
order to gather data about road conditions, environmental settings, as well as tech-
nical details of vehicles involved in road accidents, information about the behavior 
of the driver like drowsiness or stress level, geographical position, and other rele-
vant information, were gathered from the installed equipment, which was used in 
analyzing inevitable road accident occurrence [10]. 

In similar research, data sources about road accidents were gotten from Waze, 
Google Maps, Twitter, and Inrix. Social media were used in traffic and road collisions 
as a data source [11]. Although the use of social media can be seen to be efficient 
in gathering all information about road accident, yet it can be termed unreliable 
because of the inability to authenticate its source or publisher. Also, the social media 
information can be challenging to interpret because users use local terminology 
to publish their contents and text may include ideology and grammar errors. As a 
result, social media data may be classified as inaccurate, incomplete, and hard to read. 
However, there is a need to work on the data by filtering it and make the information 
gotten online to be efficient for use in improving the intelligent transportation system.
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ITS devices such as microwave vehicle detection system (MVDS) are also considered 
as means of collecting road accident data, data relating to vehicle speed, distance, 
occupancy, and vehicle type; these road devices can generate thousands of records 
weekly of the road activities [12]. 

The use of decision tree classifiers, PART induction rules, Naive Bayes, and multi-
layer perceptron was used by [13] to establish essential variables for the prevention 
of accident seriousness. Through comparing the various models obtained, the authors 
concluded that with a value of 0.08218, the tree classification and the rule induction 
are the most accurate. Age, gender, nationality, year of the accident, and accident 
form were the most significant variables in accident fatality. 

A proposed software structure by [14], draw a significant relationship between 
the variables linked to the road accident, applied to the dataset on road accidents 
in Morocco, the proposed work selected the appropriate rules employing multiple 
criteria analysis. Ultimately, the system will forecast death and injury based on time 
series analysis using the selected regulations. The consistency of the regulations is 
calculated by the assist value or the occurrence frequency of rules and compliance. 

A study examined the use of Twitter as a data source and natural language 
processing to improve the efficacy of road incident detection by [15]. The results 
showed that only 5 percent of the information received was useful after analysis, 
suggesting that the tweets were connected with traffic accidents and were able to 
geocode information on a map. For the complete classification of the dataset as traffic 
accidents, the researchers registered an accuracy of 0.9500. On the other hand, the 
precision value for the geocoding phase from tweets was 0.5200. Public data sources, 
such as the road monitoring network and the police recording of incidents of traffic, 
have been checked. The authors affirmed that the frequency of the postings, which 
culminated at weekends, was steady. 

The results of a proposed ANN were evaluated, and a correlation of 0.991, 
an R-squared value of 0.9824, and an average 4,115 square error, a root mean 
square (RMSE) error of 2.0274 were reported by [16]. The model was proposed 
for predicting road accidents based on an artificial neural network and taking into 
account not only the accident details, such as the behavior of drivers, cars, time and 
hour, and road structure but also rather certain information on the geometry of road 
transport and road volume statistics. The authors consider the variable vertical degree 
of road curvature to be the critical parameter influencing the number of road acci-
dents. Artificial neural networks have been developed by [17] to predict the severity 
of road accidents by preprocessing road accident data using a K-means cluster to 
sort the data and improve the prediction. To verify the results obtained, the authors 
applied the ordered test model, finding that the ANN yields a higher precision, with 
a value of 0.7460 above the 0.5990, which was obtained from the other models. 

Predictive analyzes were performed using supervised learning perspective incor-
porated with autoregressive integrated moving average (SARIMA), and a Kalman 
filter was developed by [18]. The work done in [19], suggested multi-task learning 
(MTL) can be integrated into a deep learning model in order to learn the efficiency 
of unattended flow prediction features. This profound learning model allowed for 
the automatic prediction process while guaranteeing a high level of precise learning.
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Another work considers the use of deep learning approach in finding the range in 
object detection in this case car which aid in improving the safety in self-service 
vehicles [20]. For highway scenarios, the model may reduce errors in the range esti-
mation to an appropriate amount. The behavior of drivers in delivering the required 
support to ensure safety is often taken into account in independent vehicles. 

The research reported by [21], as used the Bayesian network, the J48 decision 
treaties, and the neural network artificially to identify the most significant variables 
in order to predict the frequency of road accidents. This research shows that the 
Bayesian network has produced the most accurate 0.8159, 0.7239, 0.7239, and an 
F-measure of 0.723. Findings showed that the lighting, road condition, and weather 
condition could result to accidents on the road. Bad roads were identified by the 
system and were marked as a likelihood of causing road accident. 

In [22], the authors proposed a method for automated detection by machine 
learning and Big Data technologies of road traffic events from tweets in the Saudi 
Dialect. First, they create a classifier and train it with four machine learning algo-
rithms for the filtering of tweets in a relevant and irrelevant way, support vector 
machine, decision tree algorithms, k-nearest neighbor (KNN), and Naïve Bayes algo-
rithm. Then, they train other rank classifiers for the identification of different types 
of accidents, bridges, road closures, traffic damage, fire, weather and social occur-
rences. Analyzes of one million tweets have shown that their method automatically 
detects road traffic events, their location and time without having been aware of the 
events beforehand. To the best of their knowledge, the Apache Spark Big Data Plat-
form was the first task in detecting traffic events from Arabic tweets. The research 
gap in this paper couldn’t extract the exact location of events that occurred in the 
location detection approach, and the variety of data gotten from this work was well 
filtered enough to get the relevant information about road accidents. 

If we are to consider real-time processing data, Apache Spark is of best choice. 
It has a function called Spark Streaming which has the advantage manage lots and 
stream workloads by a single execution engine, thus overcoming the constraints of 
conventional streaming systems. Spark Streaming allows Spark to improve its core 
planning capacity to display data in real time. 

3 Methodology 

The intelligent transportation system (ITS) incorporates evolutionary technologies 
such as smart control technologies, Transmission of data technologies and also 
different sensors are being used in the intelligent transportation system. The advances 
in these technologies produce a lot of data got from diverse sources incorporated into 
the system. This large amount of data must be run, tracked, and controlled by data-
driven models like Apache Spark. With the use of a Big Data analytics, the problem 
of data storage, data analysis, and data management is resolved. Sometimes handling 
this data to make accurate and precise decision about the intelligent transportation 
system can sometimes be challenging and difficult to handle. However, it is becoming
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highly difficult to process huge data in reasonable time and make decisions in real 
time. A number of important problems, namely the right preprocessing, real-time 
analytics, and a model of communication, are posed from literature. Therefore, we 
are exploring the criteria for a resourceful communication model based on big data 
analysis and proposing a standardized architecture in an intelligent transport network 
for processing data in real time. We will make use of data gotten from twitter based on 
the transportation system, which will help us improve the intelligent transportation 
system. 

The Spark Streaming is used for real-time data processing. With the Spark 
Streaming, live data are processed, scalable and fault-tolerant, high throughput, and 
real-time data support of about 0.5 s. Spark uses RDD to arrange data and recover 
from failures. 

To illustrate the proposed architecture for predicting road accident using Apache 
Spark. It consists of four main section: Big Data gathering and regulation, data 
preprocessing, data processing, data prediction. 

3.1 Big Data Gathering and Regulation 

Data are collected using Twitter streaming API. A social media accounts will be 
created, and keyword sets will be defined making use of the hashtag. This accounts 
will be used to trend about the keyword relating to road accidents tweets consisting 
different road accidents occurring in different locations will be posted using the 
hashtag. This data can be logged and kept for record purpose in order to be used in 
making a decision. 

The raw data are gotten and stored as Javascript Object notation (JSON) file exten-
sion. This file extension is stored in MongoDB. For the proposed work, attributes 
are used for the event prediction. The attribute is defined by; the timestamp, a user 
who has made a post using the hashtag, the location the accident occurred, the text 
context of the user, and the road name detected location of event. Each attribute will 
be separated by a delimiter “\\” character. 

3.2 Data Preprocessing 

The next action to take after collecting the data is preprocessing. The data gotten from 
social media are vulnerable to incompatible data from various foundations, misplaced 
text, unnecessary words, illegal characters, and noise. The preprocessing technique 
helps to filter out unnecessary information and reduce the noise. The preprocessing 
will be applied before the actual processing. This preprocessing helps to clean out 
the inaccuracy of the collected information. Spark SQL is utilized to preprocess 
the data. The words or text gotten from tweets can be transformed into Token. The 
tweets gotten from social media cannot be analyzed directly upon because of the
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noise. A supervised machine learning is then feed with this preprocessed data. The 
preprocessed data are stored back to the MongoDB as cleaned and parsing data. 
Social media comprises of different kind of noise; this noise can be reduced by 
making use of an optimal estimator known as Kalman filter. The Kalman filter is 
utilized for fast response of the data processing in filtering out the noisy data. The 
expression for the Kalman filter is given below: 

fk = M fk−1 + Avk−1 + wk−1 (1) 

M is the state estimation matrix applied to the former state f (k−1), 

A is the input control matrix applied to the controller vectorvg (k − 1), 
w(k−1) is the noise vector. 
The actual processing is then conducted which is based on the idea of parallel 

processing in which multiple processes are conducted simultaneously in order to 
save time. The formulations of a program to run faster since it runs multiple engines 
(CPUs) are parallel processing. Parallel processing is the principle of load balancing. 
Load management increases workload distribution over multiple computer proces-
sors. The implementation is performed using the MapReduce programming method 
in order to be really accurate in the data processing scenario. In this step, MapReduce 
and HDFS are used for the same structure. The MapReduce removes all numbers 
and punctuations such as commas, (,), period (.), semi-colons (;), and question marks 
(?). The removal of these punctuation marks reduces the size of the text we want 
to analyze and make it easy for us to identify our input. However, we can say, it is 
possible for a punctuation mark not to be used properly, since the tweets on social 
media are informal and not formal, and sometimes the words used with the hashtag 
(#) may not add up. 

In addition, other than HDFS, we may also use the alleged HBASE and HIVE 
SQL to store historical information for the administration of a database (offline or 
in-memory) in regulating the data. 

Stream processing and memory retaining competencies, Spark ecosystem operates 
alongside a high-speed resilience distributed dataset (RDD), are also carried out. 
Spark-based large data ecosystem is considered when processing data streaming on 
a large scale in the memory phase is needed for nearly real time. 

Additionally, the preprocessed words are checked before going ahead to the 
processing stage, and any words that cannot be transformed to a tokenized form 
is removed as this word may be written in error. Figure 1 shows the applied step to 
the sample tweet.
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Fig. 1 Preprocessing steps 
applied to a sample tweet 

3.3 Data Processing 

Text Feature Extraction 

We will make use of frequency–inverse document frequency method (TF–IDF) for 
the text feature extraction. The TF–IDF can perform good result for learning and 
used widely in the area of text mining. This is provided in the Spark ML package. 
The TF–IDF measures important words that are used in the tweets. The product of 
term frequency (TF) and inverse document frequency (IDF) will give TF–IDF. The 
TF (j, n) term is a frequency, which is said to be a function of t and d, is how many 
appearance the term t makes in a tweets d while IDF measures the number of tweets 
that term j provides. The IDF is a numerical approach and calculated by: 

IDF(t, D) = log 
|D| 

DF( j, N ) 
(2) 

|N| is denoted as the total number of documents in the collection N. 
DF (j, N) is denoted as the number of documents where the term j appears. 
The resultant logarithm used in the above equation will return 0 for terms 

appearing in all documents. Therefore, the product of TF and IDF is written as 

TFIDF ( j, n, D) = TF (j, n) ∗ IDF ( j, N ) (3) 

The algorithm converts the input which will be the lists of tokens into vector 
matrix of tokens. The results of the term frequency will be transferred to the IDF
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algorithm. After which, the IDF will sort content vector producing an output that will 
be stored in the content set. The content set is passed as an input to the classification 
algorithm. 

Tweet Classification 

The collected tweet, as we know, is not all relating to traffic. A sort of binary classi-
fication will be applied that will categorize the tweets to two classes: traffic related 
or non-traffic related. 

After that a model is build which can be evaluated using evaluation metrics such 
as accuracy, recall, specificity, and precision. The four classification models used are 
support vector machine, decision tree algorithms, k-nearest neighbor (KNN), and 
Naïve Bayes. The model of best fit with the traffic event detection will be used in 
classifying real-time data relating to areas in Nigeria. 

Parallel computing is employed for building and training a model using MLlib in 
Apache Spark. Label 1 and label 0 are given which signifies traffic related and non-
traffic, respectively. The models are built and trained with the default input parame-
ters. Training data are incorporated which the models learns from; the pattern is found 
from label of each tweet text with the training data. Next, the model’s accuracy is 
evaluated using evaluation metrics and cross-validation approach. Furthermore, with 
the best selected model, new tweets are predicted and categorized as 0 and 1 itera-
tively. For further processing, we filter out tweets that are not associated with traffic. 
We also summarize the data for interpretation and gain insight through the applica-
tion of various data, such as hourly counting of number of tweets and the show of 
the traffic events distribution place. 

3.4 Data Prediction 

For training set and test set, we use a ratio 70/30 test split. We need to know the output 
of our model, in particular with unnoticed data. The first is to split the dataset into 
training and tests using the cross-validation approach. Finally, through measurement 
metrics, we analyze the prediction results from test data. The output of four classifi-
cation models (Support vector machine, decision tree algorithms, k-nearest neighbor 
(KNN), and Naïve Bayes) was compared. Moreover, to forecast actual twitter data 
in the world, we pick the best model. 

In our experiment, we use different training/test split data ratios, includes 50/50, 
60/40, 70/30, and 80/20. We use a train test break, one of the methods of cross-
validation assessment. We divides our dataset into two un-overlapping sections 
(workout set and test set). It is easy but efficient for validation purposes. The training 
package is used to train our model while a test set and/or stop set are used to evaluate 
our models’ output using the evaluation calculation for handling invisible data. 

In the context of a geo-mapping, we need to locate spatial positions for the distri-
bution of the traffic status in the context of a Cartesian coordinate (latitude, longitude) 
in order to define the geographical distribution of traffic status. This helps to analyze
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tweets and to extract valuable information. Google Maps Geocoding API is used 
for this. Geocode is a transformation of certain addresses into geographical coordi-
nates (latitude, longitude) to identify a position of the input given on the map. The 
opposite is facilitated by reverse geocoding. It transforms geographical coordinates 
into a readable address for humans. Geocoding reverse provides information for the 
location of the particular place, which can be read and understood by people like 
postal code, the name of the road, the town, the road number and area. 

4 Results and Discussion 

This section shows the result of the application of four models using support vector 
machine, decision tree algorithms, k-nearest neighbor (KNN), and Naïve Bayes 
models in predicting the certainty of the causes of road accidents and what might 
actually make this road accident to occur. 

Before we look into the models used in predicting road accidents, we have 
observed that a number of attribute such as relating to a person being involved in 
a crash, or due to roadway reconstruction and environmental conditions results to 
factors that are used to study the causes which are fire, road closure, road damage, 
social events, weather condition such as heavy rainfall can also be said to be a cause 
of road accidents. These attributes that are likely to occur can be calculated using 
statistics as demonstrated below. The formula for the statistic is expressed below and 
as well as descriptive statistics of the explanatory variables is presented in Eq. (4). 

Z = 
nΣ  

k=1 

ẑkt1 
n 

(4) 

where ẑkt1 is the random variable individually drawn from the sample data collected 
from various event relating to road accident. 

n is the finite sample size of the various events relating to road accident. 
From Table 1, the result obtained for the standard deviation shows that, with the 

different events that have occurred, the higher the value of the standard deviation, 
the more likely that variable will occur more often.

4.1 Result for the Filtered Tweets 

Figure 2, support vector machine, decision tree algorithms, k-nearest neighbor 
(KNN), and Naïve Bayes algorithm are the four classification algorithm considered 
in this paper. The performance of this four algorithm was measured using the accu-
racy, recall, specificity, and precision evaluation metrics. Figure 3 shows that KNN 
performs better than support vector machine (SVM), decision tree, and Naïve Bayes



Improving Real-Time Intelligent Transportation Systems in Predicting … 235

Table 1 Descriptive statistics of road traffic crashes data 

Variable Number of months Minimum Maximum Mean Standard Deviation 

Accident 108 0 32 16.89 9.66954 

Fire 108 0 10 5.80 3.316625 

Road shutdown 108 0 17 8.50 5.338539 

Road damage 108 0 6 3.00 2.160247 

Social events 108 0 24 12.00 7.359801 

Traffic congestion 108 0 19 9.472 5.91608 

Weather condition 108 0 9 4.62 3.02765 

Road work 108 0 14 6.667 4.472136
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0.2 
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0.6 

0.8 

1 

SVM Decision Tree KNN Naïve Bayes 

Accuracy Precision Recall Specificity 

Fig. 2 Result for the evaluation of filtered tweets

in terms of accuracy, specificity, and precision. However, 92% recall was achieved 
for both KNN and support vector machine. 

Different events have also been measured using the classification models of 
support vector machine, decision tree algorithms, k-nearest neighbor (KNN) algo-
rithm, and Naïve Bayes algorithm when measured with the evaluation metrics. These 
events, which are also referred to as the variable as seen in Table 1, are likely causes 
of road accident, and they have been evaluated using the four classification models 
considered in this paper. The result obtained shows that the one with a better perfor-
mance is KNN. The chart in Fig. 3 shows that damaged roads, accidents, traffic, 
weather condition, road shutdown, social events, road work, and fire using the KNN 
give a better yield. 

Figure 4 represents the number of vehicles in one of the roads in Port Harcourt city 
at a particular time, which amounts to causing traffic. As at 7:00am–9:00am (during 
the breaking of the day) and 11:25am–12:30 pm (when the sun is up), the roads tends 
to be extremely busy with high traffic when many vehicles are on the road. This is 
due to the fact that from 7:00am–9:00am, office time resumes, school children on
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Fig. 3 Machine learning results for the analyzed data

their way to school, and much people tend to be on the road at that time. Therefore, 
this system tells us when and where the traffic is at the highest at a particular time. 
The system has the ability to recognize obstacles on the road; information from the 
tweet is being extracted about the cause of the current traffic, and information about 
the number of cars at a particular road can be extracted. Large amount of cars on 
the road can result to road accident as this vehicles struggle to move forward; this 
can give a possible red flag as care must be taken in ensuring angry drivers don’t 
create a scene of causing accident on that path, due to hesitation of one getting to 
their destination on time (Fig. 5).

The tweets gotten are measured in millions. The words extracted from these tweets 
are road, congestion, highway; after gathering the tweets, it was observed that the 
major cause of the traffic congestion was due to blockage of one side of the main 
roads making it difficult for drivers to get to their stipulated destination on time; at 
another time, there was a heavy tanker that fell on the road and caught fire, making it 
difficult for cars to pass as it may also make those cars passing to catch fire as well. 

The more the number of vehicles on the road the lesser the average speed of the 
cars, which will as well result to longer time in getting to one’s destination. We can 
as well get real-time traffic information to estimate the best path between two points. 
The objective of this paper is to process data gotten from tweets concerning road 
accidents, road traffic, road events, and other various road activities that occur on 
the road using Apache Spark to yield intelligent transportation system. Based on 
the results given, we can conclude that the system operates well in real time when 
implementing it on Apache Spark system. The Apache Spark system has helped in 
classification of the Big Data gotten from tweets and categorized in a format where 
we can make better prediction of when road accident is likely to occur.
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Fig. 4 Number of vehicle on the road at a particular point in time 
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Fig. 5 Number of tweets per hour for the traffic condition

5 Conclusion 

The data collected from the tweets are used to make predictions for the intelligent 
transport system. The Apache Spark was used to filter out irrelevant tweets from the 
raw data. The models support vector machine, decision tree algorithms, k-nearest 
neighbors (KNNs), and Naïve Bayes algorithm were used to make predictions based 
on the relevant tweets of occurrence of road accidents happening around Nigeria.
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The location of happenings was extracted. The models showed it was able to detect 
the events of road accidents and make further predictions of how the intelligence 
transportation systems is effective. Future research area can be on incorporating an 
alarming system that sends information to the intelligent transportation system to 
avoid road accidents from occurring. Given huge amount of data size, this system 
is efficient enough for processing and offers the solution for real-time processing 
in an intelligent transportation system. The incorporation of the Apache Spark into 
intelligent transportation system is of great advantage in reducing the number of 
road accident. Additionally, it will be helpful to equate prediction output with other 
sophisticated simulation methods, such as the artificial neural network. 
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Consumer Buying Behavior Analysis 
During COVID-19 Phase Using 
Statistical Data Mining and Multi-verse 
Stochastic Algorithm 

Anurag Sinha , Mopuru Bhargavi, N. K. Singh , Devendra Narayan, 
Namit Garg , and Siddhartha Pal 

Abstract COVID-19 has changed particularly the marketing and retail sectors, 
the epidemic has changed peoples’ habits. Analyzing client purchase patterns 
and flows is a common use for consumer behavior analysis. For the purpose of 
analyzing consumer behavior and purchase trends across the COVID-19 era, this 
work combined a statistical strategy with a data mining approach. Furthermore, a 
survey-based (online) data analysis was conducted for the evaluation by retailers 
and customers, filling out a questionnaire that comprised demographic information 
and product associations obtained during the epidemic. In order to test the associa-
tion rule of data mining, the information for this study was gathered from a nearby 
grocery. Additionally, main data was converted to secondary data using the meta-
verse algorithm (MOA) (balanced). One of the newest meta-heuristic optimization 
algorithms, multi-verse optimization (MVO), imitates the multiversity hypothesis 
of physics and simulates the interaction of many universes. This MOA is based 
on natural phenomena that employed a stochastic method to accomplish its objec-
tive. Finally, statistical analysis has been carried out to look into the purchasing and 
selling trends of retailers within the dataset. In this method, association rules are 
generated via pincher search. It counts the supports of the candidate in each run
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using a bottom-up approach in addition to the supports of chosen item sets using 
a top-down approach. The Maximum Frequent Candidate Set refers to these. The 
proposed binary versions transfer a continuous version of the MVO algorithm to its 
binary counterparts using the idea of transformation functions. 

Keywords Consumer behavior · Buying pattern · Data mining · Statistics ·
Association rule mining · Multi-verse algorithm · Swarm intelligence · Data 
optimization 

1 Introduction 

A sizable amount of consumer transactional information, such as credit card transac-
tions, is recorded every day. This information describes the trajectories of consumer 
activities. It is a well-known fact that past behaviors can anticipate future ones. In 
order to anticipate future risk based on past behavior, credit risk models are among the 
most frequently employed to rely on this observation. In reality, a variety of models, 
including those for acquiring new customers, maintaining accounts, and queuing 
collections, are frequently used to help decision-makers in the card industry make 
daily decisions throughout the credit cycle [1, 2]. The models’ complexity must be at 
least as advanced as the related behaviors they are forecasting. Consumer behavior 
analysis is the activity of examining the customer’s buying pattern and his interest in 
a particular set of products. In some cases, customer behavior is far more complex 
than a straightforward model can capture, and this means that crucial information 
may be concealed in the subtle interactions and correlations between the variables 
[3]. An example of this is the credit card fraud detection model, where the inter-
actions between the transaction variables offer crucial hints about the nature of the 
transactions, such as whether they are fraudulent or not. A model’s improvement due 
to multivariate interactions can be discovered by contrasting non-interactive models 
against models constructed taking into account all potential interactions [3–6]. 

It is clear that the apriori algorithm uses a bottom-up, breadth-first search strategy. 
The computation progresses upward from the lowest set of frequent item sets to the 
largest frequent item set. The maximal size of the frequent item set and the number 
of database passes are equivalent. The method must go through numerous rounds as 
a result of the lengthening of any one of the frequent item sets, which lowers perfor-
mance [4]. Customers have different kinds of needs and inclinations toward different 
sets of products. Thus, the buying patterns of the customers cannot be equivalent 
to each other due to different parameters such as financial condition, psychological 
inclination, or other kinds of factors associated with the customer. Ultimately, this 
factor affects the shopping behavior of a particular customer. In today’s era, with 
the rise of e-commerce, the buying patterns of the maximum customer segment are 
inclined toward online purchasing habits. Due to the limited physical availability of 
markets, many customers have turned to e-commerce websites to purchase groceries 
and other everyday items. In recent years, transaction data has been vitally used for
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this kind of research, where the associations between the product and the buying 
investigation have to be measured [7, 8]. The major problem with this data is the 
clustering and establishing the correlation between each other. Thus, with the intro-
duction of meta-heuristic algorithms, the more complex kinds of optimization prob-
lems have been solved. A multi-verse algorithm has been recently proposed based 
on a meta-heuristic swarm intelligence algorithm, which is inspired by multi-verse 
astrophysics. In this paper, we have used this MVO algorithm for the data [9]. 

To overcome the complexity of the distance measures between datasets, the 
Manhattan and Euclidean distance clustering optimizations are implemented. Data 
mining is one of the most widely used methods for consumer behavior analysis by 
implementing association rule mining. In this paper, we have used an association rule 
mining-based statistical mining approach for examining the frequent set of items that 
have been purchased during COVID-19 by the same set of customers. In the part of 
statistical data mining in which we have examined the maximum threshold associa-
tions of products with the data mining approach, business decision-making is one of 
the critical factors that can be improved when a company comes into contact with a 
customer segment and their preferences for a product, whether through an offline or 
online marketing framework. As a result, implementing consumer behavior analysis 
using a data mining approach increases business efficiency and productivity [4]. The 
major contribution of this paper is that in feature selection, a collection of M features 
is selected features from a collection of N features in the data, MN, so that the value of 
a certain evaluation criterion or function is optimized over the set of every conceivable 
feature subset. In this article, we suggest, test, and discuss an effective strategy based 
on the most recent multi-verse optimizer (MVO) for feature selection and parameter 
optimization to increase the apriori algorithm’s accuracy of variable. To the best of 
our knowledge, this is the first time using data optimization using MVO. I suggested 
an enhanced architecture to increase the data resilience and generalization ability. 
This paper is arranged in a chronological fashion where Sect. 1 contains an introduc-
tion, Sect. 2 literature review, Sect. 3 materials and method, Sect. 4 proposed method, 
Sect. 5 result and discussion, Sect. 6 conclusion, and future work, respectively. 

2 Literature Review 

In Ref. [1], author has used consumer behavior analysis for neuro-marketing appli-
cation in which the maximum threshold of 90% was obtained from the features that 
have been collected from that 20 people. It was used for obtaining the maximum 
efficiency in the application area of the marketing using the EEG signal. In Ref. [2], 
author has used association rule mining for consumer behavior analysis on the super-
market data for examining the buying pattern of the consumer toward the products of 
the supermarket using conventional data mining approach. In Ref. [10], Author has 
used web-based association rule mining for examining the customer factor toward 
the particular association of the product on e-commerce website using conventional 
data mining approach. In Ref. [4], author has used association rule-based market
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basket analysis for examining the engagement of the customer in one supermarket in 
Thailand country based on the different threshold metrics on the product like support 
and gain that is converted on the feature vector after calculation. In Ref. [5], author 
has employed data mining-based association rule mining approach for increasing 
the sales and predicting the consumer behavior with the accuracy of the confidence 
level. In Ref. [3], to create voltage amplitude and discrete phase distributions in the 
dipole elements for the creation of flat-top beam/pencil beam patterns, the multi-verse 
optimization algorithm is used. While the phase distributions of these two patterns 
are different, they both have similar amplitude distributions. Simulation findings 
show that this algorithm completed its mission successfully and that it is also better 
than other algorithms like Particle Swarm Optimization, Gray Wolf Optimization, 
and Imperialist Competitive Optimization algorithms. In Ref. [6], author has used 
different statistical approach for consumer behavior analysis, such as chi-square and 
ANOVA test, which gives the maximum entropy on the validation data that have been 
performed on the secondary dataset. In Ref. [11], author has used different machine 
learning algorithms which have been implemented on Python for consumer behavior 
analysis based on the supermarket data with the optimized algorithm, which gives the 
maximum threshold confidence level of the model. In few work, the high exploration 
and local optima avoidance of the MVO algorithm are the source of the MVO-based 
SVM’s dependability and robustness. The rapid shifts in the solutions produced by 
the use of white/black holes highlight the exploration process and aid in the removal 
of the local optima stagnation. The WEP and TDR parameters also help MVO to accu-
rately utilize the promising regions during the course of iterations in order to increase 
the generalization power and resilience of the SVM after initially performing a thor-
ough broad search of the search space [9, 12]. Anxiety, COVID-related dread, and 
sadness all predicted consumer behavior toward necessities, whereas necessities-
only behavior was predicted by anxiety. Furthermore, personality characteristics, 
perceived economic stability, and self-justifications for buying were all found to 
predict consumer behavior toward needs and non-necessities. We now know more 
about how consumer behavior changed during the COVID-19 pandemic thanks to the 
current study. The findings may be used to create marketing plans that take psycho-
logical elements into account in order to cater to the requirements and feelings of 
genuine consumers [13]. Due to the development of new optimization approaches 
that were effectively used to address such stochastic mining challenges, data mining 
optimization has drawn a lot of interest in recent years. In order to build evolutionary 
optimization algorithms (EOAs) for mining two well-known machine learning data 
sets, this research applies four alternative optimization strategies. Iris dataset and 
Breast Cancer dataset are the chosen datasets utilized to assess the proposed opti-
mization strategies [9]. [14] discusses how actions like increasing home cold storage 
capacity could undermine system resilience by exacerbating bullwhip effects, or 
amplifying consumer demand shocks that are propagated to upstream food supply 
chain actors, whereas responses like improving food skills can reduce the propa-
gation of shocks through the supply chain by allowing greater flexibility and less 
waste.
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Fig. 1 Sample of responses 

3 Materials and Methods 

3.1 Dataset Description 

For this particular research, we have conducted a survey in which we gathered data 
in the form of categorical values where the several sections like demographic data, 
psychological buying pattern, and products that they have bought during COVID is 
segmented [2]. The data is then further combined to close values using secondary 
form of the data, which is later converted into secondary form in which we have 
implemented statistical analysis for getting entropy-level, variance, and for hypoth-
esis testing, which is discussed in the later part of the paper. The data question-
naire is represented in the figure below. We have also gathered associations of prod-
ucts which they have brought by collecting payment receipt data from various local 
markets, which has been later preprocessed using data discretization and a multi-verse 
stochastic algorithm as shown in Fig. 1. [4, 5, 10] 

3.2 Multi-verse Algorithm 

The multi-verse algorithm is one of the recently developed areas in the field of 
metaheuristics and nature-inspired optimizers. As per the concept of the multi-vision 
algorithm, it shows that the universe has an infinite number of universes within 
itself which exist, and the theories which underline the different warm holes and 
white holes. So in this algorithm, the wormholes represent the total exploration and
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exploitation parts combined with white and black holes and the total variables are 
referred to as the object which is used as the inflation rate for the solution finiteness 
problem and finally refers to the iterations [6, 11]. The core mathematical model of 
the MVO method is Eq. (1), which are as follows: 

X j − 1 = X jk, r1 < N I  (Ui)X ji  , r1 ≥ N I  (Ui  )2 (1) 

The multi-verse algorithm’s mathematical modeling depicts the object having the 
interchange particles between the universes, and this is done using the roulette wheel 
selection. And in every iteration, this universe is depicted as being the best one where 
the D is used as the variable. And N is used as the number of universes, and U is 
the total solution formulated for the total set of these universes, where the universe 
is categorized as a normalized inflammation rate of the M universe [10]. 

3.3 Data Preprocessing 

Data preprocessing is the total scheduling and cleaning of the data that has been 
collected and transformed from the various sources of data by employing the different 
noising techniques. The data cleaning is done, and the segregated part of the data is 
transformed to the normalized form. In this process, several anomalies and irregu-
larities are eliminated from the data. As an outcome, the information that is being 
mined in the use of the data is shown using the abstracted form of the information 
and the portrayal of this total in the collection of the data delivers total equivalent 
logical outcomes of the total information being processed [15]. In dimensionality 
decrease, information encoding plans are applied in order to get a decreased or 
“packed” portrayal of the first information. Models also include information pres-
sure procedures (such as wavelet changes and head part examination). As for trait 
subset choice (e.g., eliminating unessential characteristics) and quality development 
(e.g., where a little arrangement of more helpful properties is gotten from the first 
set) [4]. You have chosen, say, that you might want to utilize a distance-based digging 
calculation for your investigation, like brain organization, closest neighbor classi-
fiers, or clustering. 1 Such strategies produce better results if the information to be 
dissected is standardized, or at the very least scaled to a more modest reach, such as 
[0.0, 1.0] [5]. The client information, for instance, contains the credit age and yearly 
compensation. The annual compensation trait generally prioritizes quality over age. 
Hence, assuming that the qualities are left normalized, the distance estimations taken 
on yearly compensation will, for the most part, offset the distance estimations taken 
on age. Discretization and idea order age can also be beneficial in cases where raw 
information values for credits are replaced by ranges or higher applied levels [3]. For 
instance, crude qualities for age might be supported by more elevated levels of ideas, 
like youth, grown-up, or senior [6]. Furthermore, idea ordered progression age is 
an integral asset for information mining in that it permits the mining of information 
at various degrees of deliberation. For instance, the expulsion of excess information
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might be viewed as a type of information cleaning, as well as an information decrease 
[4, 16]. 

3.4 Association Rule Mining 

An everyday example of a many-to-many interaction between two different types 
of things is described by the market basket model of data. We have things, or what 
are sometimes referred to as “transactions”, on the one hand, and baskets, on the 
each basket contains an assortment of objects, or an item set, and often we suppose 
that small compared to the overall number of objects, a basket contains few items of 
things. Typically, a much higher, larger number of baskets is assumed beyond what 
can fit in the primary memory [17]. We define the interest of an association rule I j 
as the difference between its confidence and the percentage of baskets containing j. 
In other words, if I has no bearing on j, then we would anticipate that the proportion 
of baskets that include I and contain j would match identically. Such a rule has no 
interest. However, it is intriguing if a rule has either high interest, which denotes that 
the existence of I in a basket somehow encourages the presence of j, or significantly 
negative interest, which denotes that the presence of I prevents the appearance of j 
[11, 18]. Let us say that we have identified all item sets that have support levels that 
are above a certain threshold and that we have the precise support figures generated 
for each of these item sets. All of the association rules that have broad acceptance and 
high confidence can be found in them. To put it another way, if J is a set of n items 
that is discovered to be frequent, then there are only n potential association rules 
involving this set of items, namely Jj for each j in J. J must be at least as frequent as 
J if J is. Therefore, it too is a common item set, and we have previously determined 
the support of both J and Jj. Their ratio is the rule Jjj’s confidence quotient. 

4 Proposed Method 

4.1 Data Optimization Using Multi-verse Algorithm 

The multi-verse-based data optimization methodology that has been suggested. It 
is composed of four distinct stages, the first of which is the tenderization stage, the 
second of which is the wellness evaluation, and the third of which is the updating 
of the total centroid variables. In this complete process, the total connection with 
the universe U1 and U2 is introduced. The overall randomization value, which is 
provided at each node of this space where UI exists in the universe, displays the 
overall standardization vectors of these syndrome aids. And this centralizes since the 
range from Cij−1 to Cij+1 is the predetermined group centroid value, which is equal 
to the total number of universe variables. Each centroid in this paragraph emphasizes
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Fig. 2 Proposed method 

this subvector, which contains the M components of the dataset’s quantities [15, 16]. 
In Fig. 2, the model is proposed which shows the hierarchy of work. 

sse = 
1x∑

x 

gcσ (cj, ri  ) (2) 

The equation gives the Euclidean distance between the centroid cj and the Ith data 
point ri, which is represented with m-dimensions as ri (ri1, ri2,…, rim). 

σ
(
c j , ri

) =
∑

1 × gc σ
(
c j , ri

)
(3) 

4.2 Statistical Analysis 

We have conducted a statistical analysis using an analytical hierarchical process on 
the data that we have collected. It shows that the total segments of the responses 
are categorized into the nine different items in the pair-wise comparison of the total 
association of the product, which has the highest frequency rate in the transactional
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data. This data indicates how many characteristics are preferred. Total support is 
preferred on the point scale. Then, the respondents are asked to show the pair-wise 
comparisons in the meantime, the range of attributes, which depicts the relative 
importance of each of them [11, 19]. The two-way steps show that the pair-wise 
comparison with the metrics N attributes is taken to show the K th individual variable 
where the pair-wise comparison variable shows. The greater the importance of the 
reciprocal, the more the data is reformatted into the pair-wise comparison metrics 
format. This particular case shows the conducting AHP as an integrated part of the 
data. It denotes the importance of the total variable, where the support of the variables 
is reciprocal to the pair-wise matrix and this coded information. Either shows a true 
or false positive in nature and a false negative in nature. Association rule mining 
is a well-researched approach for finding the interrelation between the variables of 
the items within a large, scalable transactional database. It is done to identify these 
strong rules within the data using the different measures of the variables based on 
this concept. 

The total items in the database have N attributes, which is called items. And the 
total transactions within those items are what is called in the database. And each 
transaction has a unique transaction ID and attributes ID where it shows the rule can 
be defined as a support, confidence, and antecedent between the data [4]. 

s =
∑

ta + tc 
1∑
t 

(4) 

support = 
the number of transaction on a 

total transaction 
(5) 

where S is support; ta + tc1
/(∑

t
)
is the number of transaction that contains 

antecedent and consequent; and is the number of transaction. 

Confidence = number of transaction on A and b 

total number of transaction a contains 
(6) 

where C is the confidence; is the number of transaction that contains antecedent and 
consequent; and is the number of transaction that contains antecedent [11] of given  
series [t1 + t2...tn]. However, there is a chance that this point estimate will be off 
by a little bit. Therefore, creating an interval that includes the value would be a better 
estimate a population-level variable. The range known as the confidence interval 
consists of the point estimate and conceivable error margin. How likely is it that the 
selected confidence interval typically contains the population parameter as 0.95. The 
confidence level refers to this probability. 

Here, y predicted is the predicted value of the response variable (y), x is the 
explanatory variable, a is the intercept with regard to y, and b is referred to as the 
slope of the regression line. There will typically be some disparity between the 
expected and observed values of the data when you fit a linear regression line to 
a collection of data (say y observed). The residual is the difference between the
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observed value and the expected value, expressed as (y observed − y predicted). The 
least squares method, which minimizes the sum of squares of these residuals, is one 
of the most used techniques for locating the regression line. For computing residual, 
use the following equations: 

Residual of item shingles = 
y observed set 

number of otliers 
(7) 

5 Result and Discussion 

• Accuracy: The number of real positive tests compared to the total number of 
predicted benefits. 

Accuracy = TP
/
TP + FP (8) 

• Review: The number of authentic positive tests among the true positive instances 
is taken into account. 

TP
/
TP + FN (9) 

• F1-measure: The weighted normal of accuracy and review represents the two 
measures. It may give precedence to pieces of information over accuracy due to 
the lopsidedness of the classifications. 

In Fig. 3, the frequent item purchased during lockdown that has been retrieved 
from transaction data is shown metrics [7, 18, 19]. In Fig. 3, the maximum confidence 
metrics of product association is shown. In retail and e-commerce settings, its any 
particular item is likely to account for a small share of transactions. Here, we have 
aggregated up to the product category level and very popular categories are still only 
present in 5% of transactions. Consequently, item sets with 2 or more item categories 
will account for a vanishingly small share of total transactions (e.g., 0.01%). Only 
0.014% of transactions contain a product from both the sports and leisure and health 
and beauty categories. These are typically the type of numbers we will work with 
when we set pruning thresholds in the following section [4].In Fig. 4, the frequency 
range of data in cluster is given based on internal data coverage distance and its 
skewness is measured in Fig. 4, the result of customer segment as per their income 
and purchasing habit shown using clustering. Figure 5 shown confusion matrix of 
classified accurate data. The frequency level of data in e-commerce can vary widely 
depending on the specific type of data being analyzed. The convergence plot MVO 
is given below which shows the correction in data optimization also a box plot graph 
is given to depict the accuracy of classification based on SSE aftereffects of MVO,
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Fig. 3 Frequent item set cluster 1

PSO, DE, and GA in treating all experiments. According to results on Figs. 3 and 4, 
it is seen that the MVO can recognize the moderately best groups with the base SSE 
results for all datasets. The same data is classified and test in data mining testing 
environment using j48 classifier [4]. 

6 Conclusions and Future Scope 

In this paper, we have shown that how data processing can optimize and enhance 
the result of model. The result of the paper discusses the classification and segmen-
tation of customer purchasing patterns during COVID-19, which submit based on 
the response which is collected from the custom on their transaction data where 
the co-relation of their response is tested using AHP method. We have also used 
multiple optimizations for data clustering and Manhattan distance analysis after the 
data preprocessing. We have implemented apriori algorithm and customers buying 
pattern based on association run by which gives the 87% of the accuracy which 
have been tested on the weaker data mining environment and machine learning algo-
rithm. We have amalgamated fuzzy-c clustering method with association mining to 
segment the customer type based on data collected in the survey. The major limi-
tation of proposed system is that it is tested on smaller dataset, more imbalanced 
and unstructured data lies on web to be tested for consumer behavior analysis and 
usability prediction.
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Fig. 4 Predicted association
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Fig. 5 Types of purchasing habit of customer as per their income
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Addressing Role of Ambient Intelligence 
and Pervasive Computing in Today’s 
World 

Jaspreet Singh, Chander Prabha, Gurpreet Singh, Muskan, and Amit Verma 

Abstract Intelligence refers to the ability to learn and apply knowledge in new 
innovative situations. Recent computational and electronic advances have increased 
the level of autonomous semi-intelligent behavior exhibited by systems, so the new 
terms like ambient intelligence and pervasive computing started to emerge. Artificial 
intelligence (AI) and ambient intelligence (AmI) are inextricably technology cooper-
ation agreements with each other. Artificial is something made by human beings and 
ambience is something that surrounds us while ambient intelligence assumed to be 
something artificial. Pervasive computing is the growing trend of embedding compu-
tational capability into everyday objects to make them effectively communicate and 
perform useful tasks to satisfy end user’s resource needs. The paper provides a biblio-
metric information using VosViewer software about the present trends of ambient 
intelligence and pervasive computing technologies using Scopus and Web of Science 
databases, which will help researchers getting ideas toward research development in 
these domains. It also highlights a comprehensive study on ambient intelligence and 
pervasive computing covering the application areas that are dramatically affected by 
them in today’s world. Undoubtedly, both clean technologies have strongly influ-
enced the recent developments in the past few years. Furthermore, we can expect 
that the scope will continue to multiply in upcoming years.
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1 Introduction 

In coming future, explicit source and destination devices would not be an issue 
since sensors as well as processors will be built throughout ordinary objects, and the 
system would smoothly adjust to that same user’s needs and preferences. Here is what 
ambient intelligence (AmI) envisions regarding intelligent computing. A complex 
AI system called ambient intelligence can respond immediately to human presence. 
The response users receive from Siri or Alexa when it recognizes that your voice 
is one specific example of ambient intelligence. Using ambient intelligence that is 
concealed in the network connecting multiple devices, ambient intelligence would 
enable gadgets to work together to support persons in carrying out routine activi-
ties, chores, and traditions inside of an intuitive way [1]. Pervasive computing is the 
capacity of implanting knowledge in regular objects such that the individual who 
interacts with this object diminishes the degree of interaction with the electronic 
gadget [2]. Pervasive as well as ubiquitous are phrases that often are frequently 
misused and confused with one another. Pervasive is related with the term pene-
trate, which means to distribute throughout, whereas pervasive is derived from either 
the word ubiquity, which means to be something else. In other words, it refers to 
that same transparency between technology-embedded different objects since there 
is man-to-machine conversation. In contrast, pervasive computing corresponds to 
the public accountability in a level where certain technology-embedded objects are 
completely invisible or are embraced mostly by environment, i.e., beyond man-to-
machine interaction. In contradiction to pervasive computing, which is seen as an 
effective implications, usage of Internet is viewed as a paradigm. 

Furthermore, the paper is organized in such a way that Section II represents a 
bibliometric analysis on the ambient intelligence and pervasive computing fields. 
In Section III, lights have been thrown on the technology of ambient intelligence 
covering its properties and applications in today’s world. The Section IV unfolds the 
prospect related to pervasive computing covering its properties and applications in 
today’s world. At last, in Section V, paper summarizes current challenges for ambient 
intelligence and pervasive computing.
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Fig. 1 Web of science core collection 

2 Bibliometric Analysis for Ambient Intelligence 
and Pervasive Computing 

2.1 Bibliometric Analysis Web of Science Data 

Web of Science Data Core Collection 
The keywords ambient intelligence “AND pervasive computing” are used to search 
the documents from the Web of Science database and total of 548 documents are 
found using the search; Fig. 1 graph shows the year wise distribution of the documents 
found using the keywords. The documents or the research starts from the year 2001, 
and there is increase in the numbers from 2004 to 2015. Then, from 2015 to 2022, 
there is decline in the number of publications. 

Citations and Publications Report 
548 results from Web of Science Core Collection. Keywords Used: pervasive 
computing AND ambient intelligence (All Fields). 

The figure has been retrieved from Web of Science database. The graph shows 
the number of publications and number of citations trend year wise. Number of 
publications is highest in the year 2009 as shown in Fig. 2.

2.2 Bibliometric Analysis SCOPUS Data 

SCOPUS Core Collection 
For the country-wise research and number of publication published, the keywords 
ambient intelligence “AND pervasive computing” are used to search from the Scopus
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Fig. 2 Citations’ and publications’ year-wise report

database. The total of 405 documents was found from the database. The UK leads the 
list with highest number of publications 53. India is at number 9 with 13 publications. 
The result given in Fig. 3 graph shows the top 14 countries of the world with highest 
number of publications. We use the filter of minimum of nine number of publications, 
and the graph shows the countries which matched the said condition. About 405 
document results are retrieved from the Scopus database. Keywords Used: “pervasive 
computing” AND “ambient intelligence”. 

Fig. 3 SCOPUS core collection
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Fig. 4 Co-occurrence keywords with ambient intelligence and pervasive computing 

Co-occurrence Keywords 
Out of 2944 keywords, 63 meet the threshold (minimum number of occurrences of 
a keyword is 10). Highest occurrences are of ambient intelligence with 254 number 
of occurrences. Occurrences of pervasive computing are 119 as shown in Figs. 4, 5, 
and 6.

3 Ambient Intelligence 

A new field called ambient intelligence adds intelligence to the surroundings we live 
in. Research addressing ambient intelligence (AmI) draws on advancements made in 
pervasive computing, artificial intelligence, including sensor networks. Intelligent, 
pervasive, highly unobtrusive electronic systems that are integrated often in human 
made systems and therefore are adapted to the demands of the individuals include 
known as ambient intelligence as well as pervasive computing. Such interactions of 
different contemporary information and communication technology (ICT) aid people
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Fig. 5 Ambient intelligence with occurrence keywords

by providing knowledge as well as direction across a range of application domains. 
The properties of AmI systems [3] are given in Table 1.

3.1 Applications of Ambient Intelligence in Today’s World 

Ambient intelligence can always have a significant impact on life in a variety of 
contexts. AmI experts have already researched several of these applications. Current 
AmI implementations are highlighted below.

1. Smart homes: A smart home “would be an illustration of a surroundings enhanced 
by ambient intelligence”. The above-mentioned intelligence looks into home 
automation technology. A home can always be enhanced with sensors to learn 
more about how they are used and, inside some situations, to operate without 
personal communication [4]. 

2. Ambient-assisted living and e-health care: E-health care with ambient group 
homes could provide intelligent services that help people with their real activi-
ties. A living person smart environment is created by an ambient-assisted living
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Fig. 6 Occurrence keywords with pervasive computing

Table 1 Properties of AmI systems 

Properties Description 

Embedded Instruments that are embedded become “invisible” to that same environment 

Context-aware They identify a consumer, maybe along with all the person’s current 
condition and the context in which it occurs 

Personalized They frequently take the participant’s wants into account 

Adaptive As the recipient’s physically or psychologically state varies, Aml systems 
adapt their functionality 

Anticipatory It are able to foresee user wants despite active cognitive involvement 

Unobtrusive Discreet only giving additional gadgets and humans everything information 
they need to know more about individual 

Non-invasive It act independently and thus do not enable the company to take any action
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platform that is attentive, adaptive, as well as responsive to human requirements, 
habits, gestures, as well as emotions. Ambient intelligence is a good choice 
for geriatric care due to the novel communication between humans and their 
surroundings [5].

3. Transportation: Humans travel extensively during our lives in a variety of ways. It 
is possible to install technology in automobiles, buses, as well as train stations that 
can provide users a basic understanding of how well the system is operating right 
now. Based on this knowledge, preventive measures can be taken, and by using 
the system more efficiently, the pleasure of those who use that conveyance can be 
improved. AmI technology, which includes GPS-based spatial location, vehicle 
identification, as well as image processing, can help public transportation become 
more fluid, efficient, and safe [6]. By offering route planners, Microsoft also 
uses AmI technology for driver assistance. Additionally, they produce inferences 
regarding potential preferred routes and offer drivers personalized route ideas [7]. 

4. Education: There is a difficulty in learning concerning technology like ambient 
intelligence (Aml) in the classroom, but support of AmI will enhance the educa-
tional experience. Institutions involved in education can utilize software to ensure 
students’ progress on assignments as well as how frequently they attend impor-
tant events. AmI techniques have many opportunities to carefully analyze and 
classify the learners’ qualities as well as learning demands as a result of the novel 
pedagogical as well as interactional approaches used by learners and indeed the 
e-learning platforms that enable them [3]. 

5. Emergency services: Fire departments and some other safety-related services 
should enhance the response to a concern by many more accurately locating the 
scene of an accident and by planning any path to get there in conjunction with 
street services. The e-road program’s image processing and traffic monitoring 
can be used to achieve this. Additionally, this tool may immediately identify a 
location where such a risk has been present or imminent and set up improved 
access and security staff to a certain location [8]. 

4 Pervasive Computing 

Pervasive computing, furthermore referred to as interconnected devices, is the 
growing trend of integrating computing power in terms of microchips into common 
objects because even though that they can effectively communicate with one another 
and carry out useful tasks while minimizing the need for end consumers to engage 
with machines as computers [9]. Technology for ubiquitous computing is continually 
active and connected to the network. In contrast to conventional computing, ubiqui-
tous computing can occur with almost any device, at anytime, anywhere, and in any 
standard format across such a networking. In the near future, ubiquitous computing 
the next stage of personal computing will surely improve our workplace communi-
cation and interaction practices [10]. The pervasive computing, compact, portable 
personal secretarial devices including high speed, wireless connectivity, decreased
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real-time energy rate, cloud computing with everlasting memory, coin-sized disk 
device, small color display video, as well as voice processing technologies, will 
be available. Users would be able to communicate and access the data at anytime 
from anywhere else in the world thanks to most of these capabilities [11]. Three 
technologies have converged together form ubiquitous computing [12]: 

– Compact, powerful, as well as energy-efficient devices as well as displays are 
produced by microelectronic technology. 

– Universal roaming and enhanced bandwidth as well as data transfer rates are also 
benefits of modern telecommunication technology. 

– In order to include a foundation for connecting various components into an inter-
connected power system comprising security, service, and billing systems, the 
Internet has been regulated by numerous management system standards as well 
as industry. 

Homogeneous environment featuring complete Internet connectivity is delivered 
through pervasive computing. A variety of techniques, including Internet connec-
tivity, speech recognition, networking, artificial intelligence, and wireless computing, 
provide pervasive computing. Daily computer operations are incredibly approach-
able because to pervasive computing devices. Numerous possible implementations 
for pervasive computing exist ranging from intelligent transport system but also 
geographic tracking to home care and other services. The properties of pervasive 
computing are enlisted below in Table 2.

4.1 Applications of Pervasive Computing in Today’s World 

Pervasive computing has the potential to significantly alter a variety of contexts in 
our life. Current pervasive computing implementations are highlighted below [14]:

1. Retail: There has been a need in the retail industry toward quicker and less expen-
sive method of delivering goods from stores to customers online. Computers are 
now used by individuals to make purchases. The list of items to be purchased 
can then be completed on these devices, registered to the store, and indeed, the 
transaction can be mailed to that same customer. 

2. Airlines booking and check-in: Carriers are interested in targeting bags of 
clothing from verification to baggage claim thanks to tagging that are attached 
toward each travel case and recognized at various points all across the journey. 

3. Sales force automation: Portable computers are necessary for workforces 
to access and analyze data while traveling. They can now access business 
information while on the go thanks to the availability of portable modems. 

4. Health care: In healthcare provision, a sizable emergence of digital devices, 
sensors, and agents are already in use. Access to diagnostic results, surgical 
reports, procurement procedures, as well as medical directory searches can all be
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Table 2 Pervasive computing in today’s world [13] 

Accessibility Members can view information with ubiquitous computing 
systems from any location, at whichever time 

Immediacy A ubiquitous computing system provides quick, useful 
information at all times 

Interactivity A ubiquitous computing system links among peers, analysts, 
instructors, students, and coaches even during process of 
learning 

Dynamic connection That whenever a sensor is momentarily unreliable, it 
constitutes a lost or unavailable link that needs to somehow 
be established as soon as it is time after time easily accessible 

Adaptability and personalization A context-aware system should be able and customizable 
One of the most crucial elements of learning purposes is this 
omnipresent computing system that gathers the right thing at 
the right moment everywhere 

Privacy and security Technologies that are context-aware are particularly private 
and secure. Proactiveness: the context-aware method detects 
behavior and anticipates what the user intends to really do 

Presentation delivering The precise services as well as information offered to both 
the end user 

Programmed delivery A introduction of improved independently 

Marking Wording showing vendors with outside data collection along 
with data

expanded [6]. It would be necessary for administrative essential nursing statis-
tics to be exchangeable and accessible when required, but mostly in specific 
circumstances.

5. Tracking: Numerous industries have been converted through use of barcodes. 
Only a small number of participants can be encoded by a one-dimensional 
barcode. 

5 Current Challenges for Ambient Intelligence 
and Pervasive Computing 

– New distributed gadgets and services would have to be incredibly easy to use 
and install because professional administrators are really not typically found in 
home situations. They would not need to be configured, updated, or retired by 
professional programmers. Users must therefore be given the ability to control the 
settings and activities of respective home environments, while somehow allowing 
for some degree of “autonomy” throughout the form of self-configuration and 
self-adaptation of those ecosystems [15]. 

– It is necessary that AmI systems are informed of the preferences, intentions, and 
needs of the user. AmI technologies should be aware of when it is more practical
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to withhold from providing a recommendation, and that it is more practical to 
interrupting a user, and when it is both. At times, taking action may be necessary to 
save a life or stop an accident. If the user becomes weary of the system’s assistance 
and are decided to stop paying attention, the systems may be insufficient or even 
rendered worthless. The social skills that people acquire across their lives are not 
easy to master [16, 17]. 

– The major problem of ubiquitous computing is to provide a framework capable 
of responding to everyday life situations while still providing privacy to each 
and every single user in an extremely dynamic pervasive environment. Pervasive 
computing delivers applications of ambient administrations that enable people 
and gadgets in many physical places to communicate organically [18, 19]. 

– The fact that pervasive computing is seriously unsafe is one of its main problems. 
Traditional data security is not very well matched to the hardware and software 
used in ubiquitous computing. This is because to the random way in which they 
join the omnipresent network [20]. As a result, trust mechanisms need to be built 
with improved security in mind. Numerous other disadvantages of ubiquitous 
computing included frequently downed lines, slow connections, severe financial 
requirements, host efficient utilization of the few resources available, and desti-
nation data. All of these conditions expose various system weaknesses, putting 
the security of pervasive computing at risk [21]. 

6 Conclusion 

The current scenario and research potential in said fields using bibliometric analysis, 
numerous applications in real world for said technologies, and current challenges in 
underlying fields are envisaged in this paper. Bibliometric analysis conducted in this 
paper which unfolds the trend, i.e., user interest in the field of ambient intelligence 
and pervasive computing technologies according to various parameters considered 
such as country-wise and year-wise publications. Around the globe, these fields are 
gaining attentions. The scope of the keywords with their respective keywords and 
citations of the respective documents is analyzed and results that are achieved are 
presented with figures, which are showing the continuous increase in the publications 
and research trends in the utilizations of respective fields. In recent years, the scope 
of ambient intelligence and pervasive computing has expanded tremendously, with 
almost all branches of software research and practice strongly feeling its impact. In 
the context of this paper, increasing use of ambient intelligence as well as pervasive 
computing environments and applications has been determined, and study presented 
will give the most important suggestions for the future researchers in developing 
and employing enhanced applications. We are aware that the goals put forth for AmI 
and pervasive systems are not easily achievable, but the field is gaining momentum 
at fast pace. So, looking at current growth in future, we need the researchers who 
can build effective systems utilizing the properties of above-said technologies for 
implementation in numerous sectors which will be the need of time in nearby future.
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Improving the AODV Routing Protocol 
Against Network Layer Attacks Using 
AntNet Algorithm in VANETs 

Rand S. Majeed, Mohammed A. Abdala, and Dulfiqar A. Alwahab 

Abstract Vehicular Ad Hoc Network (VANET) is the ad hoc wireless technology 
which uses vehicle nodes connected with each other’s to form a network. The basic 
function of this network is providing a connection between vehicles to enable the 
transmission of data. Security is an important issue that must be provided by VANETs. 
Moreover, one of the most challenges of this network is their vulnerability of security 
since it has a large number with high speed of vehicles which may lead it to lay under 
different types of security attacks. Attacks of the network layer can be classified based 
on routing operation phase. One of the most widely used routing protocols is Ad Hoc 
on Demands Distance Vector (AODV). AODV is a reactive routing protocol, which is 
established to make connection between nodes only as required. This research aims 
to eliminate the effect of attacks and improve the performance of AODV in VANET. 
Three types of network layer attacks were used to examine their effect on VANET 
(blackhole, flooding, and rushing attacks). In addition to proposing the combination 
of more than one type of routing attacks at the same time to show their effect on AODV 
in VANET, we also proposed the use of AntNet algorithm to eliminate the effect of 
attacks. The simulation results show that the blackhole attack has a higher effect on 
AODV compared with the flooding and rushing attacks. The proposed combination 
of attacks on network showed a high damage on its performance compared with 
using individual network attacks on AODV in VANET. Simulation results also show 
various AntNet algorithm efficiencies in the improvement of VANET performance 
under network attacks. They show in this research that the AntNet has higher effi-
ciency in reducing blackhole attack effect with 29.83%, then, with rushing attack,
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the percentage of enhancement is 16.82%, and with flooding attack, AntNet has the 
lowest enhancement efficiency with value of 9.04%. 

Keywords VANET · AODV · Blackhole attack · Rushing attack · Flooding 
attack · Hybrid attacks · AntNet algorithm 

1 Introduction 

Because of the latest controlling packages of software’s and automatic electronic 
innovation, communication networks become one of the wide domain services in all 
fields used by human. The communication journey started from telephone landline 
to communication entity like Internet of Things (IoT). As communication of real-
world objects is started, it is motivated to find solutions for traffic managements 
using vehicular networks. In these types of networks, vehicles are using wireless 
connection type to share information with each other’s [1]. 

VANET is a technology that creates a mobile network using moving cars. It 
converts every car into a wireless router or node, allowing them to be connected 
approximately 100 up to 300 m with each other to create a network with a wide 
range [2]. The vehicular network architecture categories can be divided into (as 
shown in Fig. 1): 

• Vehicle-to-vehicle communication (V2V): This type of communication allows 
vehicles to communicate effectively with each other’s [3]. 

• Vehicle-to-infrastructure communication (V2I): It allows vehicles to commu-
nicate with infrastructures laid on the road [3]. 

• Roadside units (RSUs) to roadside unites (R2R): It allows the RSUs to connect 
with the other RSUs with wired or wireless medium [1].

Fig. 1 VANET architecture categories [1]
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• RSUs to trusted authority (TA): TA also transfers some traffic-related policies 
or emergency messages to all RSUs [1]. 

• TA to TA: This communication type between TAs is used for sharing common 
information between them [1]. 

1.1 VANET Security Challenges 

Security is the most serious issue that impacts the performance of VANET. Due to 
scale of network and mobility of node, it is vulnerable to different types of attacks 
and also may lead VANET to be vulnerable to jamming [4]. Due to sensitivity nature 
of data being transmitted by VANET, there is need for designing applications to 
be protected from malicious nodes’ manipulation and losing. In network security, 
attacks can be divided into three main classifications of threats; threats deal with 
Authenticity, Confidentiality, and Availability of resources [5]. 

Attacks may affect the vehicular networks in different situations, and some of 
them may raise the network delay. Others may cause congestion of network and 
create routing loops. Other types of attacks may prevent the sending vehicle node 
from finding correct route to destination [6]. Three types of attacks at the network 
layer are tested in this research, these are: 

• Blackhole attack: This type of attack shows itself as having a shortest path to 
the received node that wants to attack its packets. The intermediate nodes in the 
vehicular network advertise its availability of fresh routes and always have the 
ability to reply the route requests and take the data packets [7]. Figure 2 shows 
blackhole attacker node function on ad hoc network. Source node S wants to 
send packets to the receiver node D. Firstly, it will send a Route Request (RREQ) 
message to all neighbor nodes (nodes A, B, and C). Assuming node C has the best 
route to node S, it replies with Route Reply (RREP) message firstly to the node 
S. Before this, the blackhole node M sends a false RREP to node A with form of 
having a high sequence number than the destination node, so node S sends the 
packets among node A, assuming that it has the shortest path to the receiver node. 
After that, the attacker node M will receive the packets and dropped them [8].

• Flooding attack: The main goal of this type of attack is to spend the resources 
of network like bandwidth by broadcasting fake packets to non-existence nodes 
in the network and make it go down, so that users become unable to access the 
network [9]. The flooding attack can be classified into: data flooding, RREQ 
flooding, and synchronization flooding. The RREQ flooding type is used in this 
research. The attacker vehicle node floods RREQ packets to exist or not exist 
nodes in the network. It will fill the routing table of neighbor nodes with RREQs. 
So, only few numbers of data packets will be able to reach to destination. It will 
spend the bandwidth and resources of the network. The high mobility of ad hoc 
network makes it difficult to recognize this attack in network. Figure 3 shows the 
RREQ flooding attack, which was used in this research [10].
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Fig. 2 Blackhole node function in ad hoc network [8]

Fig. 3 RREQ flooding attack [8] 

• Rushing attack: This type of attack (also known as denial of service or novel 
attack) behaves as denial-of-service attack with all currently proposed ad hoc 
routing protocols in network (e.g., AODV). Usually, the source node finds a suit-
able route by looking for route cache of previously learned routes. In this attack, 
the attacker node exploits property of the operation of route discovery [11] as  
shown in Fig. 4.

1.2 AODV Routing Protocol 

AODV is a reactive routing protocol which establishes to make connection between 
nodes only as required by sending nodes and it helps them to maintain the routes if 
needed [13]. AODV protocol algorithm contains the following steps [14]:

• Step 1: Before sending the data, the node firstly checks the route availability by 
sending Route Request (RREQ) message to find destination. Otherwise, it will 
broadcast RREQ to find another path by another node.
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Fig. 4 Rushing attack [12]

• Step 2: If the received node is a ready destination node, it will reply by sending 
an Route Reply (RREP) message to the source node in order to start transmission 
of data. If not, it will start a search of a local route over neighboring node to find 
available route to destination. 

• Step 3: Finally, the checking of transmission will be done. If it is not successful, the 
route discovery procedure will be started again by activating route maintenance 
to find the available transmission path. 

1.3 AntNet Algorithm 

An AntNet routing algorithm is one of optimization algorithms inspired by the real 
behavior of ants. It is the first intelligence routing protocol that developed and used 
for finding the optimal route between the source and target (destination) nodes. There 
are two types of the agents in the AntNet algorithm: backward ants and forward ants. 
The forward ant’s behavior uses the data collection of topology status from a source 
node to a group of destination nodes. The backward ants handle the information and 
updates of the routing table [15]. In an ant colony algorithm, the effect of malicious 
nodes is eliminated by using an anomaly detection to eliminate the effect of attacks 
by using a colony of asynchronous ants that move among the problem situation and 
provide a partial solution of the problems. Attacks’ elimination and network perfor-
mance enhancement with this solution can be achieved in several steps. Firstly, the 
AODV features are used to discover the initial path. Secondly, if exist, activating the 
anomaly detection for attacks using AntNet Colony algorithm. Finally, rediscovering 
path again using the same algorithm [16]. 

The information and updates of AODV routing table are handled by backward 
ant. The following are a repetitive process to give better solutions to a problem [15]:
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1. Using artificial agents called ants to generate a solution to the given problem. 
2. Using the collected information during the past to create better future solutions. 

2 Proposed Method 

In this research, three types of network layer attacks were used to examine their effect 
on VANET (blackhole, flooding, and rushing attacks). In addition to proposing the 
combination of more than one type of routing attacks at the same time to show their 
effect on AODV. The solution used in this research for eliminating the effect of 
network attacks was the AntNet Colony Optimization (ACO) algorithm. 

The process of VANET network using AntNet solution to blackhole attack 
includes the following steps as shown in Figs. 5 and 6: 

• First, to find destination, the node who wants to transmit data will send RREQ 
message to all nodes in the network. 

• If the blackhole node received the RREQ message, it advertises its ability of fresh 
route. Otherwise, the procedure to find destination will continue and start data 
transmission if it is successful. 

• If the ACO algorithm is used, it will detect the attacker node and find suitable 
route to destination by rediscovering suitable path again. Otherwise, the network 
performance will be bad. 

• Finally, the data transmission will be started successfully with attack effect 
elimination.

Fig. 5 Flowchart of blackhole with AntNet algorithm
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Fig. 6 AntNet algorithm flowchart

For the rushing, flooding attacks, and using hybrid attacks including combination 
of (blackhole + rushing) and (blackhole + flooding) on the same time on VANET, 
the same process of eliminating using ACO algorithm is also used to eliminate their 
effect on AODV as shown in Fig. 7. 

Fig. 7 Integration between SUMO and NS2
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Fig. 8 Total number of dropped packets of VANET for situations: without, with attacks and after 
implementing the ACO algorithm with speed of cars equals to 30 kmph for a the blackhole (Bkh), 
b rushing and using hybrid of (Bkh + rushing at the same time), and c flooding and using hybrid 
of (Bkh + flooding at the same time) 

2.1 Simulation Design 

Two simulators were jointly used to build the VANET simulation: SUMO [17] 0.25.0 
which is used as a traffic simulator to simulate vehicular real-time simulation and 
NS2 (network simulation) [18] with version 2.35 as a network simulation to configure 
suitable parameters for VANET network as shown in Fig. 8. 

Table 1 shows the parameters used for the simulation. In this simulation, for 
wireless connection, the wireless channel was chosen; the AODV routing protocol 
was used; for the signal propagation, omni antenna was used; the number of nodes 
equals to 50, 100, 150, and 200 were positioned randomly over (2700 * 2700) m2 of 
area; the simulation time was 600 s, and the IEEE 802.11p protocol is used as the 
VANET MAC protocol. The following three sets of scenarios were simulated and 
analyzed:

• The first set of scenarios includes running the simulation of AODV routing 
protocol to analyze the performance of the network while changing speeds and 
number of nodes. 

• The second set of scenarios includes running the simulation of AODV under the 
effect of attacks to see how it affects the performance of VANET. 

• The third set of scenarios includes running simulation after implementing the 
ACO algorithm and then compares the results of all scenarios.
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Table 1 Network simulation 
parameters 

Parameters Value 

Type of channel Wireless channel 

Type of antenna Omnidirectional 

Propagation model Two-ray ground 

Packet length 512 bytes 

Traffic type UDP 

Simulation time 600 s 

Routing protocols AODV 

Type of channel Wireless channel 

No. of nodes 50, 100, 150, 200 

Speeds (kmph) 30, 80 

Simulation area (m2) 2700 * 2700

3 Results 

In this research, the total dropped packets and throughput metrics were measured to 
study and analyze the overall performance of VANET network under the effect of 
flooding, blackhole, and rushing attacks with combination between them and how 
network performance was improved after implementing the proposed ACO algorithm 
solutions. 

The following performance metrics are chosen: 

• Total number of dropped packets is the difference between sent and received 
packets. 

• Average throughput [19] is the rate of successful packet delivery over a communi-
cation channel. In Eq. (1), the number 8 indicates the packets received converted 
to bits. It is usually measured in bps, Kbps, or Mbps. 

Avg Thr = (Pr ∗ 8)/(Tr − Ts), (1) 

where Avg Thr is average throughput; Pr is number of packets received; Tr is the 
time of last received packet; and Ts is the time of the first packet sent. 

Figures 8 and 9 show the results of total dropped packets and average throughput 
performance of VANET with vehicles’ speed equal to 30 kmph.

Figures 10 and 11 show the results of total dropped packets and average throughput 
performance of VANET with vehicles speed equal to 80 kmph.
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Fig. 9 Average throughput of VANET for situations: without, with attacks and after implementing 
the ACO algorithm with speed of cars equals to 30 kmph for a the blackhole (Bkh), b rushing 
and using hybrid of (Bkh + rushing at the same time), and c flooding and using hybrid of (Bkh + 
flooding at the same time)

4 Discussion 

After computing and analyzing the results of the total number of dropped packets 
and average throughput for 50–150 nodes with all situations implemented, a compar-
ison between results is done and discussed to show how the network security 
attacks affect the performance of AODV in VANET and how the implementation of 
AntNet algorithm eliminated the effect of these attacks. Table 2 shows the percentage 
of effected values of total number of dropped packets without and with attacks and 
after implementing ACO algorithm nodes as follows:

• The percentage of effected values for total dropped packets with blackhole attack 
is highly compared with flooding and rushing attacks. 

• Increasing speed of nodes from 30 to 80 kmph leads to increase the percentage 
of effected values of total dropped packets. 

• The hybrid of rushing with blackhole attack at the same time values is few 
compared with using only blackhole attack. 

• ACO percentage values with blackhole are few compared with other attacks; 
for example, with the number of nodes 50 and speed of 30 kmph, the effect of 
blackhole attack is decreased from 53.86% into 16.84%.



Improving the AODVRouting Protocol Against Network Layer Attacks… 281

Fig. 10 Total number of dropped packets of VANET for situations: without, with attacks and after 
implementing the ACO algorithm with speed of cars equals to 80 kmph for a the blackhole (Bkh), 
b rushing and using hybrid of (Bkh + rushing at the same time), and c flooding and using hybrid 
of (Bkh + flooding at the same time) 

Fig. 11 Average throughput of VANET for situations: without, with attacks and after implementing 
the ACO algorithm with speed of cars equals to 80 kmph for a the blackhole (Bkh), b rushing and 
using hybrid of (Bkh + rushing at the same time), and c flooding and using hybrid of (Bkh + 
flooding at the same time)
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Table 2 Percentage values (%) of total dropped packets for VANET with attacks and ACO 

Network status 30 kmph 80 kmph 

50 100 150 200 50 100 150 200 

Without attack 0.013 3.67 3.29 6.15 0.47 4.4 10.44 12.44 

Bkh 53.85 44.48 57.45 32.39 37.02 44.6 99.3 26.83 

ACO (Bkh) 16.84 23.64 51.56 14.00 31.97 34.2 55.94 10.5 

Rushing 0.014 37.53 8.29 14.80 0.014 43.04 2.67 13.41 

ACO (rushing) 0.014 24.45 30.19 13.34 0.014 42.44 9.57 14.66 

Bkh + rushing 42.06 37.65 75.43 30.14 26.92 41.28 95.12 18.41 

ACO (Bkh + rushing) 15.15 22.64 75.46 12.63 56.73 16.38 98.42 12.64 

Flooding 0.014 40.45 3.35 6.15 0.014 8.55 10.53 4.73 

ACO (flooding) 0 31.23 5.76 13.12 0 2.95 8.36 10.97 

Bkh + flooding 60.57 41.20 60.96 31.95 72.35 46.44 97.82 26.30 

ACO (Bkh + flooding) 45.43 23.61 37.66 16.49 77.40 30.22 56.90 10.97

5 Conclusions 

After implementing the AntNet algorithm on AODV in VANET, computing and 
comparing the results of all situations used in this research, the following were 
concluded: 

• The effect of blackhole attack is very highly compared with flooding and rushing 
attacks, because of its function that it hacks and deletes along its path, while 
flooding attack affects the network bandwidth only and rushing attack function 
specializes in finding the received node and starts packets’ transmission quickly. 

• The performance of VANET network is affected by the number of nodes and 
speed. In this research, it was seen that with increasing the number of nodes and 
speed, the number of totals dropped packets was increased which leads to decrease 
throughput values. 

• ACO algorithm solution has a higher efficiency in reducing the blackhole attack 
compared with rushing and flooding attacks. 

• There is an opposite relationship between the total number of dropped packets and 
average throughput values. When the total number of drop packets is increased, 
the values of average throughput are reduced. 

• Using hybrid of blackhole with rushing attacks at the same time on VANET has 
a less bad effect on network compared with using blackhole attack only. This 
is because of the nature of rushing attack, that quickly forwards route request 
(RREQ) packet to gain access firstly to the forwarding group. Because of this 
high-speed transmission, the forwarded packet by the rushing node will reach 
firstly to the destination node. The destination will accept rushing RREQ and 
discard it from the other nodes. In this way, rushing node will successfully access 
in the communication between sender and receiver nodes faster than blackhole
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attacker node. This will lead to decrease its effect on VANET and hence decrease 
the number of total dropped packets which is high with blackhole attack. 

• Implementing the hybrid of (Bkh + flooding) has a higher bad effect on VANET 
than (Bkh + rushing), because both of blackhole and flooding attacks aim to 
increase the values of drop packets while the goal of rushing attack is to gain 
access the communication between source and destination nodes. 

• The speed and number of nodes in the network affects ACO algorithm solution. 
The efficiency of algorithm is reduced with increasing those parameters. 
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A Comparative Study of IoT-Based 
Automated Hydroponic Smart Farms: 
An Urban Farming Perspective 

Swati Jain and Mandeep Kaur 

Abstract With the increase in world population and the simultaneous decline in the 
resources available for farming, meeting the food demands of all the inhabitants is 
a substantial challenge. Adopting advanced technologies to maximize agricultural 
yield with the judicious use of available resources is the means to tackle these chal-
lenges. Internet of Things (IoT), one such budding technology, has made automation 
possible in various facets of human lives and changed the way human–machine inter-
action takes place. IoT is a network of inter-related things which have the ability to 
transfer data within each other and the surrounding environment. Integration of IoT 
technology with modern farming facilitates various cost-effective intelligent farming 
methods such as indoor farming and precision agriculture which, subsequently, leads 
to a reduction in resource wastage and optimal utilization of resources such as land, 
water, labor and fertilizers. This paper aims to review the most recent papers in the 
IoT-assisted smart farming domain. The intention is to provide a comparative anal-
ysis of all the recent developments in the area of IoT-based hydroponic smart farms 
to future researchers. 

Keywords Internet of things (IoT) · Smart farming · Precision agriculture · Indoor 
farms · Hydroponics 

1 Introduction 

Farming is the eldest means of support in the history of mankind. With global popu-
lation explosion, high urbanization rate, climate change and resource crisis, the gap 
between demand and supply of food is widening at a significant and alarming rate. 
Total arable land area used for agriculture has reduced from 39.47% in 1991 to 
37. 73% in 2015 [1]. This has put the agriculture industry under immense pres-
sure to produce more food even when the available resources are declining. Luckily,
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modern-age technologies have introduced new ways to meet challenges of tradi-
tional farming. IoT-based smart farms adapt the use of sensors, precision agriculture 
and take predictive measures against the changes in farm [2]. With the automation 
of multiple aspects of farming, production of higher quantities of food with less 
use of resources is possible even in the areas with climate conditions not suitable 
for farming. To achieve these automations, researches have integrated IoT with the 
farming methods to create different monitoring systems for the farm with varied 
levels of automation [3, 4]. 

In this paper, systematic literature review (SLR) technique is applied to review the 
recent developments in the field of IoT-based smart hydroponic systems from multiple 
perspectives—IoT components (i.e., sensors and actuators), type of automation, level 
of automation, farm type (i.e., indoor or outdoor). The rest of the work is organized as 
follows. Related work is presented in Sect. 2 followed by the review article selection 
methodology in Sect. 3. In Sect. 4, existing smart farms are categorized and studied 
based on the kind of automations implemented, and in Sect. 5, the comparative study 
and analysis of the recent work on the above-said parameters are discussed followed 
by the summarization in a tabular form. Study conclusion, additional developments 
and future scope are discussed in Sects. 6 and 7 of the paper. 

2 Related Work 

Related surveys by Srilakshmi et al. [5], Elijah et al. [6], Farooq et al. [7], Raneesha 
et al. [8] and Farooq et al. [9] have been published in the past few years in the use of 
IoT in the agriculture domain. 

Srilakshmi et al. [5] analyzed the three major implementations of IoT in smart 
agriculture as irrigation system automation using Smart Irrigation Decision Support 
System (SIDSS), use of IoT in detecting Nitrate levels in the soil through the use of 
planar-type interdigital sensors and the use of IoT in precision agriculture to sense 
all the environmental parameters remotely and maintain them remotely. Elijah et al. 
[6] identified five broad categories of the applications of IoT in the agriculture sector 
as: (a) monitoring and maintenance of farm and livestock, (b) tracking and tracing of 
parameters, (c) IoT-assisted agricultural machinery, (d) IoT-based precision agricul-
ture and (e) greenhouse production. The study also discussed already existing IoT 
solutions for agriculture in the market and compared them based on their features. 
Farooq et al. [7] discussed three main IoT applications in agriculture as follows: (a) 
precision farming which includes climate and irrigation monitoring, disease moni-
toring, farm management, etc.; (b) livestock management which includes animal 
health monitoring, GPS-based monitoring, heat stress level, etc.; and (c) greenhouse 
monitoring which includes weather monitoring, water management, plant monitoring 
and agricultural drones. In this article, the authors also identified over 60 smartphone 
applications for agricultural practices along with their features. Raneesha et al. [8] 
reviewed 60 scientific publications of recent IoT applications in the farming sector 
based on their sensors, used technology and IoT sub-vertical. The study identified that
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water and crop management are the sub-verticals with the highest ratios and livestock 
and irrigation management with the lowest ratios for making the use of IoT. Environ-
ment temperature was the most commonly used sensor, and Wi-Fi is being the most 
used communication technology. Farooq et al. [7] conducted a review of research 
work published during the years 2015–2020 on the IoT-based farming domain. The 
study reviewed existing literature of IoT frameworks for water management, intel-
ligent irrigation systems, crop monitoring, pest control, etc., by highlighting their 
scope and methodology along with a comparison of their architecture and pros and 
cons. 

3 Review Selection Methodology 

The aim of this study is to properly recognize current advancements of IoT for the 
automation of smart farms, and the study has been done carefully by examining, 
comparing and analyzing the published work in the domain. This comprehensive 
study acts as a resource to support the understanding of the basics of IoT in smart 
agriculture in a very precise way and helps future researchers to conduct further 
research in the domain. A thorough and systematic review of the existing literature 
is conducted to meet the aim of this study. 

To identify vital literature, following keywords were searched in the scholarly 
databases: “Smart Farming” OR “IoT Farming” OR “Precision Agriculture” OR 
“IoT in Hydroponics” OR “Indoor Farming” OR “Automated Indoor Farms” OR 
“Automated Irrigation” OR “Automated Nutrient Control”. 

In total, 64 papers were identified through the keyword search. After identifying 
papers, the first level of paper selection was on the basis of title, abstract and text, 
and then, the selected papers were shortlisted again based on the type of indoor farm, 
technology used, type of automation implemented. With this two-step shortlisting 
procedure, 38 were selected for this study. 

4 IoT-Based Smart Hydroponic Farms 

Based on the existing research work, three broad categories of IoT-based smart 
hydroponic farms have been formulated and discussed in this paper, namely, IoT-
based farm climate monitoring and control systems, IoT-based automated irrigation 
systems and IoT-based nutrient control systems. 

Jaiswal et al. [10] designed a prototype for a fully automated greenhouse for 
hydroponics and vertical farming with security provisions using machine learning. 
The greenhouse farm is equipped with sensors to measure the parameters which are 
sent to the cloud for decision-making. When the temperature, humidity and light 
intensity reach their threshold values, automatic actions are taken by the system
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to control the parameters. It is equipped with the security feature through facial 
recognition, and livestream surveillance is available to users at all times. 

Dholu et al. [11] proposed to implement precision agriculture using cloud-based 
IoT application by sensing all the required parameters and controlling the actuations. 
The proposed system contains sensors which collect data of soil moisture level, 
temperature and humidity of the farm and send it to the microcontroller unit which 
forwards the data to the ThingSpeak platform for data analysis. Users can see the 
current sensor reading through a mobile application which fetches data from the 
cloud. 

Bhojwani et al. [12] proposed an IoT-based model to monitor and analyze different 
parameters affecting the growth and production of crops in an agricultural field. 
Sensors are used to send live weather and soil condition data to the cloud server 
where they are analyzed and presented to the user in the form of graphs. Proposed 
model helps the farmers in deciding the ideal crop for farming by analyzing the 
weather and soil conditions of the field. 

Doshi et al.  [13] developed an IoT-based plug and sense, portable prototype 
powered by a power bank notification system to send farm updates to remote farmers. 
Greenhouse was equipped with the prototype, and ESP32s takes readings from the 
sensor, sends it to the cloud for notification and then goes to sleep for 18 min. LEDs 
are also used to notify the  farmers.  

Herman et al. [14] proposed a monitoring and controlling system for hydroponics 
based on IoT and fuzzy logic to control the parameters for precision agriculture. 
Data from sensors will be read by the Arduino Uno, and with the application of 
fuzzy logic, a decision will be made based on the range of values determined for the 
parameter. Output of the fuzzy logic will determine the time duration to turn on the 
tap valve for pH tube, nutrition water and open/close para net curtain. 

Palande et al. [15] built a cost-effective and completely automated hydroponic 
system which requires no human interaction for the control of parameters of plant 
growth. The system consists of two Arduino nodes and Raspberry Pi as the main 
controller. Nodes collect the data from the sensors and send it to a gateway connected 
to Raspberry Pi. It makes all the data available on the web interface which can 
also take user inputs. The system controls the growth parameters automatically and 
informs the user of any abnormal data from sensors. 

Aliac et al. [16] designed an integrated IoT system for surveillance and main-
tenance of the hydroponic garden with the aim to provide the perfect habitat for 
the plants to grow. Raspberry Pi controls the data received from the sensors in real 
time and uploads into the firebase database and takes necessary actions based on the 
commands received in return to maintain the ideal growth conditions and control 
the irrigation and nutrient solution intake for the crops. Fully functional automated 
system was built where a web application monitored and controlled the drainage 
system, fan, sprinkler and water pump of the farm and a warning system was built to 
notify users for the farm conditions, and the recommended conditions for crop types 
are displayed on the application. 

Nurhasan et al. [17] implemented an automated water level monitor and control 
using fuzzy Sugeno and website application. The system obtains data from the sensors
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and stores it in a database contained in MCU. Ignition of water pumps is controlled 
by the output of fuzzy based on current data received from sensors. The system 
automatically monitors and controls the water level of DFT at all times using fuzzy 
to control the relay switch of the water pump. Trial tests were conducted on automated 
and manual systems, and automated systems performed better in terms of height and 
number of leaves that grow. 

5 Comparative Study and Analysis 

This section presents a comparative study of 38 IoT-based smart hydroponic farms 
identified from existing research work (Table 1). These recognized farms are analyzed 
on the basis of following four criteria (Fig. 1):

(i) Type of Sensing is implemented which is further categorized into Weather 
Monitoring achieved through temperature, humidity, light and CO2 sensors, 
Irrigation and Nutrient Monitoring achieved through pH, EC, water tempera-
ture, water level and soil moisture sensors. 

(ii) Type of Automation control is implemented and then further categorized into 
Weather Control, Irrigation Control and Nutrient Control. 

(iii) Level of Automation implemented is whether full automation or semi-
automation. 

(iv) Type of user interface available is whether mobile application or web 
application. 

From the comparison of sub-vertical automations implemented in the recent 38 
studies (Table 1), it is identified that irrigation automation, weather monitoring and 
control and nutrient feeding were achieved in 53%, 47% and 21% of the IoT smart 
systems, respectively (Fig. 2a), while there was no system which implemented all 
three automations in a single system.

Second observation from the study was that for all the automations implemented, 
only 45% of them were full automation, while the remaining 55% were semi-
automation needing human intervention in some form (Fig. 2b). Lastly, only 50% of 
the systems were equipped with either a mobile or a web application to monitor and 
control the system remotely without the need of physical presence. 

6 Conclusion 

IoT empowers hydroponics and makes urban farming and precision agriculture attain-
able. With the implementation of IoT, the precision agriculture aspect of hydroponics 
can be automated. This will lead to intelligent use of available resources and mini-
mize the resource wastage associated with the human intervention in the farm. The
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Fig. 1 Classification criteria for existing IoT-based smart hydroponic farms

Fig. 2 a Percentage of each sub-vertical automation implemented in the 38 smart hydroponic 
systems studied; b level of automation achieved category wise in 38 IoT systems

conclusion drawn from the study is that IoT is an evolutionary technology and when 
implemented with hydroponics can open a new level of urban farming. This research 
study brings forth a thorough literature survey on the existing IoT which enables 
hydroponic farms and highlights that the need for an IoT-based hydroponic farm 
with automation for climate monitoring and control, irrigation control and nutrient 
manipulation and control. A system with all the before-stated automations will be 
fully automated farm in truest sense and will have the capabilities of revolutionizing 
urban farming.
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7 Future Scope 

From the analysis of farms presented in Sect. 5, following research gaps were 
identified:

• Less than 50 percent farms were automated with weather monitoring and control.
• Less than 25% systems were equipped with automated nutrient control.
• Further, less than 50% of the systems were able to implement full automation of 

their respective verticals, and yet no systems had provisions for all three cate-
gories of automation, i.e., weather automation, irrigation automation and nutrient 
automation identified in Sect. 4. 

Thus, it is self-evident that an indoor hydroponic farm with complete automations 
for all levels has not been designed yet. Thus, to be capable of promoting urban 
farming using indoor hydroponic plants and make the use of available resources 
judiciously, the research gap in the existing work needs to be bridged and a hydroponic 
system which is automated on all levels of its day-to-day activity is the pressing 
priority. 
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Smart Healthcare System Based on AIoT 
Emerging Technologies: A Brief Review 
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Abstract The artificial intelligence Internet of Things (AIoT), one of the most rising 
topics, has become a hot topic of conversation all the times. In recent years, it has been 
successful in attracting the attention of many people. Many researchers have focused 
now their research on AIoT; however, in health care, the research is still in the Stone 
Age. Smart Healthcare System is nothing new but introducing an innovative and more 
helpful version of traditional medical facilities, artificial Intelligence, IoT, and cloud 
computing which will surely take our healthcare system to new heights. This new 
technology is getting more important with increasing days as it is more convenient 
and more personalized for both doctors and of course for patients too. Role in the 
healthcare domain is also mandatory, as it focuses on intrabody monitoring services 
as well as maintains the healthcare records of patients. In the introductory part of 
this paper, the discussion is made on the great use of Smart Healthcare Systems by 
humans. In a brief literature survey, ideas about various techniques proposed in smart 
health care are presented. The later section expounds on various sensors used in smart 
health care and is of great benefit for old-age people. Sensors like nap monitors or 
breath monitors also help people to take care of their health and reduce the risk of 
any type of health issues in the future. The existing challenges with the use of AIoT 
in smart health care are discussed along with their applications favoring real-life 
examples used in the healthcare industry which are also part of this research paper.
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1 Introduction 

Can machines think? A question raised by Alan Turing in 1950 during the Second 
World War to break German’s Computer Code gave a great idea of how AI improves 
the living standards of an individual. In the journey of answering this question, giving 
thought that how the Smart Healthcare System can be considered a milestone turned 
in favor of human evolution. The innovative idea of smart health care was born out 
of the concept of “Smart Planet” proposed by IBM (Armonk, NY, USA) in 2009 [1]. 
Smart health care is a health service system that uses technology such as wearable 
devices, IoT, and mobile internet to dynamically access information [1]. The idea 
of AIoT came into existence when artificial intelligence was tried to implement in 
combination with the Internet of Things (IoT). AIoT establishes itself in various 
aspects of everyday life by providing the users an ambient living, working, and 
domestics [2]. AIoT is flourishing its wings in e-health. In health care, AI along 
with IoT is used to improve the methods of treatment, for doing predictive analysis 
of disease, to monitor patients in real-time, and for patient care and medication. 
Smart Healthcare System is a relatively recent concept, whose diffusion has been 
rapidly increasing in the last years [3]. There are still many nations in the world 
that still need to go far to satisfy the condition of the WHO to have at least one 
doctor over thousand patients. So, this new technology can resolve today’s one of 
the biggest problems in a very efficient manner. For the improvement of the quality 
of healthcare services provided by government or private hospitals and in reducing 
the burden on health professionals, smart health applications will act as a catalyst 
[4]. In the healthcare field, it can promote interaction between all parties, help the 
parties make informed decisions, ensure that participants get the services they need, 
and facilitate the rational allocation of resources [1]. 

Various studies by other prominent authors have been discussed in Sect. 2 as a 
part of the literature survey. Section 3 of the paper discusses various sensors used in 
different types of devices to achieve a Smart Healthcare System. Section 4 discussed 
the challenges faced in smart health care that we need to overcome so that no problems 
could be created in the future due to this technological development. Some of the 
applications of AIoT are discussed in Sect. 5. Finally, Sect. 6 concludes the research 
paper and discussed the doors for future scope.
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2 Literature Survey 

Many research papers, journals, and magazines have already discussed the concept of 
a Smart Healthcare System using AIoT. Some of the studies done by various authors 
have been discussed below. 

Tian et al. [1] give the great view that smart health care is a boon to today’s 
scenario. This research paper makes us aware of the born-out idea of smart health 
care from the smart planet. This paper mainly focuses on applications of the Smart 
Healthcare System. It also introduces the concept of Smart Hospitals and virtual 
assistance. Then, it discusses various problems and solutions associated with the 
innovative new idea of medical facilities. 

Priyadarshini et al. [2] explained various technologies for IoT. The work in this 
paper focuses on devices that gather and share information directly with every other 
connected cloud. This paper is also focusing on Internet of Nano-Things (IoNT) and 
Internet of Bio-Nano Things (IoBNT). This study does not comprise any profound 
concept of overcoming the challenges talked about in the research paper. 

Ivan-Garcia et al. [5] emphasize the fact that wearable technology and applications 
improve the quality of life. It gave an idea that the new technology implemented in 
daily life can evaluate the risk of disease in the future by keeping a regular record 
of our physical activity and symptoms and warning us to take preventive measures. 
Mobile applications can also keep track of our emotional evaluation. 

Shweta et al. [6] explained the IoT in big healthcare data. This research mainly 
prioritizes the usage of IoT and machine learning for disease prediction and diagnosis 
systems for health care. In the world, death is caused by various diseases and some of 
those diseases can be rehabilitated if the problem is identified earlier. The chance of 
death can be reduced. This work gathers an analysis based on data collection. Based 
on the survey, the work in this paper discusses various diseases like early detection of 
dementia, brain tumor, heart diseases, and the IoT model for predicting lung cancer. 
The work in this paper also focuses on healthcare applications of ML and IoT and 
briefly describes and also talks about their advantages. The study in this paper does 
not describe the disadvantages of devices used for health care. 

Chander et al. [7] provides details about case studies and success stories on 
machine learning and data mining for cancer prediction. Among the copious diseases, 
cancer still stays on the top of the list for the deadliest disease to cure, and an early 
prediction can be helpful for rehabilitation. To analyze that, this paper proposed 
machine learning and data mining, and the techniques can work with unusual opti-
mization procedures to classify the patterns on the other hand data mining, in brief, 
which involve finding patterns in data. Discussed various kinds of cancer in the body 
for both males and females and their detection. Also, includes a comparative anal-
ysis of work done by various researchers on various types of cancers. Issues and 
challenges are also a part of discussion but no substantial concept to overcome those 
challenges is presented. 

Ganapathy et al. [8] show confidence in drones used in health care and to provide 
various facilities. This research paper mainly focuses on how drones ease the process
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of providing medical facilities in a limited time as in Africa drones speed up the 
process of HIV testing. The paper also gives a great example of Rawandi, where 
7000 units of blood were supplied without the wastage of a single drop of blood. It 
also gives an idea of the design and working of drones. Some challenges that need to 
be overcome are also discussed, leaving behind the idea and initial of using drones 
in health care for better outcomes. 

Gagandeep et al. [9] considered AIoT in health care as a novel concept and 
can create an intelligent environment. This research paper divides the work into 
different layers such as the observation layer, middleware layer, application layer, 
and business layer. It introduces different wearable gadgets which can give new wings 
to traditional methods of medical care along with various applications in health care. 
Smartphone applications that can provide virtual assistance can detect disease and 
can advise precautionary measures to patients are also very well described. In short, 
this writing considered the Smart Healthcare System as a great boon to technological 
development. 

3 Sensors Used in Health Care 

Figure 1 shows how the data is collected from the sensors on the devices and then 
further processed and stored in the cloud for analytic processing for a future prescrip-
tion from past reports which are also helpful for doctors for diagnosis. The data which 
was stored on the cloud also sends real-time alerts and healthcare reports onto the 
devices.

Table 1 shows some of the sensors used in health care. AIoT is nothing new 
but a traditional way of problem-solving with innovative ideas. The applications 
of AIoT are using already invented ideas fitted with new invented and intelligent 
sensors which give new wings to problem-solving. Different sensors are designed 
for different purposes. Some sensors can detect changes in the environment and give 
the required amazing results.

4 Challenges 

The challenges in front of the materialization of the Smart Healthcare System 
equipped with IoT are copious which are technical as well as social. The challenges 
can be sub-classified into Security, Privacy, Legal/Accountability, and General [13]. 
The challenges faced in health care are depicted in Fig. 2.

High cost: Good and proper medical assistance can be counted as the fourth 
basic need for the survival of mankind. It must be cheap and accessible to every 
single human being. According to the census, a big ratio of people is beneath the 
poverty line [14]. They can hardly manage two–three meals a day. The software 
and hardware requirements of AI are very expensive because it requires plenty of
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Fig. 1 Data tracking and processing using sensors

renovation to satisfy current global necessities. Dealing with the cost issues of the 
Smart Healthcare System is the biggest challenge. 

Limited thinking: Many times, doctors opt for a treatment that is not acceptable 
to laws and rules of medical science and pop out with a declaration that claims “It’s 
unbelievable, it’s a miracle!!!” But, the machines cannot think out of the field and 
treat every different patient in the same way they are trained for. AI machines cannot 
be innovative and ingenious as they cannot beat the power of human intelligence. 
Without creating machines that can sincerely think like humans, smart health care is 
barely viable. 

No feelings and emotions: For suitable treatment and medical help, a healthy 
doctor–patient relationship is necessary. A doctor cannot treat his patient unless he 
cannot feel his pain. The doctor has to introduce his different forms while treating 
the patient. Sometimes hard as a stone and sometimes soft as a flower. AI machines 
can be excellent performers, but still, it does not have the feeling. This results in 
non-emotional attachment with humans and may sometimes be noxious to users if 
the right care is not taken. 

Increase dependency on machines: Human beings need to apprehend and take 
delivery of the reality that extra of the entirety is awful. If this practice of dependency 
on machines for even small tasks exists, then in the future the glorious solar will set 
no matter how high we touch the height of technology and development. Technology 
is there to assist us, not to make us lazy. So, creating stability between healthful 
lifestyles and smart destiny is vital. Technological development is amazing, and it 
handiest goes wrong when machines remind you of how powerful you are.
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Security and privacy: The ubiquitous connected sensors [15] collect massive 
user data. Through IoT networks, this data is transmitted and stored in the cloud. 
The biometric information is contained within this data which adds a level of security. 
Data leakage may occur due to ciphertext on the AIoT system as in the universe, data 
doubles every two years, and quintillions of bytes of data are generated every day 
[16]. So, data security and privacy are crucial areas of concern in AIoT applications. 

Multi-model data: In health care, AIoT consists of a large number of hetero-
geneous sensors, generating a huge stream of data of numerous formats and sizes 
(multi-model data), thereby challenging further their processing, storage, and trans-
mission [17]. This results in transmission delay at the cloud/edge/fog node of the 
AIoT system, and managing and increasing the efficiency are still a challenge.

Table 1 Features and functions of sensors used in health care 

Sensors Functions and features 

Infrared (IR) temperature sensors • Enable specific non-contact temperature quantification in 
medical devices. Calculating ear temperature, forehead 
temperature, or pores and skin temperature can be 
considered one of the finest applications of the temperature 
sensor. The object’s infrared energy is calculated by 
multiple thermos couples on a silicon chip fitted in the 
sensing element 

• IR sensors sense electromagnetic waves in the 
700 nm–14,000 nm range. The sensors used a very thin 
plastic that acts as a transparent medium for 
electromagnetic waves and protects the sensor from dust, 
dirt, and other foreign objects. The IR thermometer boasts 
a wide temperature range of 0–710 °C and can be used at 
temperatures of up to 85 °C without additional cooling 

Skin vision sensor • Skin vision is an awareness tracking mobile application 
that supports one in detecting suspicious moles and 
skin situations in the comfort of their houses with the aid 
of using their smartphones 

• Application’s advanced and finest camera quality provides 
the opportunity of clicking high-quality pictures which can 
easily detect skin cancer. Risk within the short duration of 
just 30 s 

Pedometer sensor • Pedometer readings conventionally assist as a motivational 
aspect for physical activity behavior change. Pedometers 
are designed to stumble on the vertical motion on the hip 
and so measure the wide variety of steps and offer an 
estimate of the gap walked 

• Pedometer sensors are very fast and accurate. It is 
power-saving device as continues to work while the rest of 
the system can be turned off. They cannot provide 
information on the temporal pattern of physical activity or 
the time spent in different activities at different intensities

(continued)
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Table 1 (continued)

Sensors Functions and features

Heart rate monitor • These monitors perform by calculating electrical signals 
from your heart. They are transmitted to a wristwatch or 
data center 

• Many models analyze data via a computer and are having 
that data allows you to interpret your workout and better 
understand the benefits of exercise done 

• Hard estimate can be gotten with the aid of monitoring 
your pulse the old-fashioned way, feeling it in your wrist or 
neck, but that can be disruptive to your actual workout 

• A digital heart rate monitor can give you precise, 
genuine-time records 

• Heart rate monitors used in hospitals are wired and contain 
multiple sensors. Consumer heart rate monitors are for 
everyday use and do not contain wires 

• Modern heart rate monitors use either optical or electrical 
signals to record heart signals 

• They are usually 90% accurate in their readings, but 
sometimes more than 30% error can persist for several 
minutes 

Calorie counter • Counting calories can assist you to lose weight via 
bringing awareness to what you orally consume each day 

• This can also act as a helping hand that can guide you 
about the ingesting patterns that you may need to alter, 
retaining you on course to lead a healthy life 

Pulse oximeter • It is an affordable sensor used to quantify the oxygen 
saturation degree of hemoglobin in the blood 

• The sensor is very easy to use as it is simply positioned on 
the fingertip and the photodetector in the sensor measures 
the intensity of transmitted light at each wavelength; thus, 
oxygen quantity is calculated within the blood 

• It is a very quick device as it gives results within 5 s. It has 
a bright screen for easy readability. The device can give an 
incorrect reading when indicates a low battery sign on the 
screen [10] 

CT/MRI/ultrasound scanner • Helpful examining the X-ray images of body components 
using X-rays, electromagnetic waves, or magnetic waves 

• CT scan is not suggested during pregnancy. It can also 
cause a small dose of radiation, but it is not harmful. Ct 
scanner takes 5 min while MRI takes approximately 
30 min [11] 

Breathe monitor • The respiratory steps, i.e., inhaling and exhaling flow of air 
in the trachea can be examined by breathe monitor 

• It is placed on the throat to detect the breathing frequency 
and alert the doctors for sudden clinical response. It is 
helpful in cases where death occurs due to late detection of 
respiratory deterioration 

• Spire (the breathing monitor device) has a battery life of 
around 7 days and is charged wirelessly, using a special 
pad that the device can simply be placed upon, negating 
the need for extra wires and plugs [12]

(continued)
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Table 1 (continued)

Sensors Functions and features

Nap monitor • It uses accelerometers to track the quantity and quality of 
sleep 

• It consists of small motion detectors. It measures the 
movement a person makes while he is asleep

Challenges 
faced in 
Smart 

HealthCare 
System 

•High Cost 
•Limited Thinking 
•No Feelings and Emotions 

Challenges 
faced in 
Smart 

HealthCare 
System 

•Security and Privacy 
•Multi-Model Data 
•Increase Dependency on Machines 

Challenges 
faced in 
Smart 

HealthCare 
System 

•Managing Computational Power at Edge Devices 
•Computational Scheduling 
•Data Monolpoly 
•Energy Consumption at Data Centres 

Fig. 2 Challenges faced in the smart healthcare system

Managing computational power at edge devices: The edge devices are having 
the limitation of limited computational and storage power. The real-time deployment 
of models on these devices is crucial. Further, on data, network pruning, quantization, 
and compression need to be done that still a challenge. 

Computational scheduling: A computational scheduling challenge may occur 
in real-world AIoT systems, as from the edge devices to the cloud center or fog 
node, some deep computation might be needed to offload. Further, to deal with 
user requirements over time and with unbalanced data, a more robust and dynamic 
scheduling strategy would be needed [18]. 

Data monopoly: Most data collected in AIoT is unlabeled. It would be expensive 
and time-consuming to label unlabeled data [19]. A lot of advancements have been 
done in unsupervised learning in terms of self-supervised learning for leveraging 
AIoT multi-model data and providing solutions to challenges of rare cases and new 
classes of healthcare problems. Data monopoly might be another challenge in the 
AI era, as AIoT companies providing AIoT support in smart health care, restrict 
market entry to new competitors. This challenge faced by new entities is due to 
the non-accessibility and non-availability of vast data collected/protected by already 
established parties.
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Energy consumption at data centers: According to [20], another important chal-
lenge is the increase in energy consumption at data centers. Out of the total global 
usage, 21% of the electricity is consumed by various communication technologies, 
and data centers’ contribution is more than one-third to this. Therefore, for a sustain-
able future, techniques are required to enhance energy efficiency at data centers. The 
increasing growth in the quantity of cloud data centers depicts the growth of AIoT 
applications. Therefore, continuous efforts are needed to address the challenge of 
energy consumption at data centers. 

5 Applications of AIoT in Smart Health Care 

The applications of AIoT are uncountable. In every field, AIoT has spread its roots. 
It plays a momentous role in a wide range of healthcare applications as it allows 
patients and the elderly to live self-sufficiently [4]. The healthcare industry remains 
reckless to adopt AIoT, and the reason to adopt this drift is due to the integration 
of AIoT features into medical devices. This greatly improves the quality of life 
and effectiveness of the service, especially in cases of elderly patients with chronic 
conditions and who require regular supervision. Moreover, in case minor problems 
persist or are identified, the IoT system itself can advise patients accordingly [21]. 
AI has proven to be a boon for the healthcare industry. 

Some of the applications of AIoT are presented in this section, and Fig. 3 gives 
the pictorial idea of the applications of AIoT in the healthcare system. It shows that 
the health data is collected from the person using wearable devices or devices used in 
hospitals, and then, the cloud gateway streams the collected data. The unstructured 
data is processed in the data lake. Then, the data warehouse stores the processed 
data. Further, processing of data is done using machine learning (ML) algorithms 
and ML models, analysis is done, and the cloud server processes all the information 
in the form of Electronic Health Records (EHRs), which is further analyzed and 
inspected by medical staff, patient, and admin interface showing the transparency 
in the system. AI comprises machine learning (ML), neural networks (NNs), and 
deep learning (DL). The ML is further divided into supervised, (a) unsupervised, 
(b) semi-supervised, and (c) reinforcement learning. The artificial neural networks 
(ANNs) are trained in deep learning and further categorized into convolution neural 
networks (CNNs) and recurrent neural networks (RNNs). All the above approaches 
are used in health care to make systems more robust and as per patients’ needs to 
develop smart healthcare instruments to be managed either remotely or at a specific 
doctor’s/hospital location. AI along with IoT is used in the following areas of health 
care as shown in Fig. 4. The further section discusses various applications, where 
AIoT is used as a technology.

Wearable technology: Wearable technology has boosted several solutions to 
improve the health and quality of people’s lives. Wearable belts are of great use. 
It helps to monitor physical activity by counting steps during the day and ensure that
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Fig. 3 AIoT applications in health care 

Fig. 4 AIoT areas of health 
care

the wearer’s activity keeps the heart rate in a non-risky and healthy range by tracking 
the heart’s activity [5]. 

Blood pressure monitoring system: Irregular downfall or sudden rise in blood 
pressure is one of the biggest problems people are facing these days. There are many 
popular blood pressure devices that are safe and simple to use [22]. To collect the 
patient’s BP in real time, an electronic BP monitor is attached to an IoT sensor. It 
is of great advantage to both doctors and patients as it provides quick service in the 
condition of a medical emergency. 

Wheelchair management: The AIoT comes out with a very innovative solution, 
i.e., Smart Wheelchairs [23]. They are genuinely considered to be of great help for 
elderly and incapacitated individuals who cannot move their chairs genuinely, rather 
they will be given the benefit of moving them through hand gestures.
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Remote diagnostics and telemedicine: In such a large population of 7.9 billion, 
it is very difficult to reach every patient and provide medical facilities as we hardly 
have one doctor for over a thousand patients. In this condition, remote monitoring 
allows the user to access the medical facilities wirelessly via text, voice, audio, or 
video [6]. 

Drones: Some tasks demand a lot of manpower and time. In that case, drones 
provide us the opportunity to complete the tasks in minimum time with utmost effi-
ciency. During the COVID pandemic period, drones helped a lot in sanitizing hospital 
areas, remote monitoring, spraying disinfectants, and many others [6]. Drones are 
also being used by drowning victims at beaches as a public health surveillance 
modality and in the identification of mosquito habitats [8]. 

Smart Trash Bin: It is popularly said that clean surroundings lead to a satisfied 
and healthful existence [24]; however, usage of the common bin in public locations 
can lead to the spread of communicable sickness as a healthy person indirectly comes 
in contact with an unhealthy person. Smart Trash Bin is the approach to this hassle. 
Smart Trash Bin automatically senses the person or object using an ultrasonic sensor 
and sends the message to the servo motor using Arduino Uno. As a result, the instance 
a person comes in the direction of the bin, the bin cap opens and closes after some 
time on its very own. This innovation is of great use in public areas specifically in 
hospital areas. 

6 Conclusion and Future Scope 

The AIoT holds the promise of ameliorating life quality of people. If technology is 
at the next level today, then it is only because of remarkable work done in the area 
of AI along with the IoT. Now, we are aiming to achieve much more like this as 
technology is considered a great growling engine of change. This paper surveys how 
AIoT when implemented in traditional medical facilities became a major benefactor 
to our medical distribution system, and no doubt, we came up with the idea of a Smart 
Healthcare System. To provide health care to everybody at all times and anywhere, 
smart health care plays an active role and simultaneously increases its attention in 
society by keeping quality high. The main aim of this review paper is to give an 
idea about the Smart Healthcare System, the challenges faced, the solutions to the 
problems which are yet to be discovered, and many more. In short, it is considered 
a stepping stone for those researchers who are interested in the field of AIoT, and 
particularly, a smart and intelligent way of dealing with medical health issues of 
generations.
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Intelligent Communication for Internet 
of Things (IoRT) 

Kaleem Ullah Bhat, Neerendra Kumar, Neha Koul, Chaman Verma, 
Florentina Magda Enescu, and Maria Simona Raboaca 

Abstract To enable Machine-to-Machine (M2M) communication and data trans-
mission using fundamental network protocols like TCP/IP, the Internet of Things 
(IoT) provides a sturdy framework for attaching things to the internet. Its cutting-
edge technology is having an impact on numerous fields of study and development 
of smart solutions. IoRT is the integration of diverse technologies which encom-
passes cloud computing, machine learning, artificial intelligence, and Internet of 
Things (IoT). With so many devices and so few resources, security issues like device 
authorization and authentication and maintaining the integrity and privacy of data 
arise. IoT was forced to apply conventional security techniques because of a variety 
of new circumstances, including restricted computational power, RAM size, ROM 
size, register width, different operating environments, and others. The consequences 
of the several cryptanalyses performed on these ciphers by various cryptanalysts 
are also examined in this study. This paper provides background information on 
lightweight block ciphers in order to protect transmitted data within the network. For 
more secure communication, we have also implemented the PRESENT block cipher 
due to its lightweight behavior. A future dimension is also proposed to develop a 
good lightweight cipher.
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1 Introduction 

With the use of Internet of Things (IoT) technology, consumers may make their 
current equipment smarter and connect it to the Internet so that it can communicate 
with other devices. The Internet of Things is growing immensely, and large number 
of devices are getting associated with IoT making the industry enter $300 billion 
business. IoT is the idea of connecting any contraption to the Internet and other asso-
ciated gadgets (as long as it has an on/off switch). IoT is a vast network of connected 
humans and objects that all gather and share information about how they are used 
and their environment. The usage of an IP address as a distinctive identification is 
implied by this incorporation with the Internet by the devices. The idea is to manage 
objects through the Internet, and Arduino is the ideal model for these applications 
[1]. Technologies like sensors and actuators are widely used to integrate people, 
process device in Internet of Things. In terms of communications, cooperation, and 
technical analytics, this total integration of IoT with humans allows for real-time 
decision-making. Robotics is one area where the technology of Internet of Things is 
gaining traction. Robotics is a cutting-edge, rapidly expanding technology that has 
radically altered various elements of human society in recent decades. 

Robotics generally perform tasks which are tedious and repetitive in nature; also, 
dangerous and critical tasks which are unaffordable by a human being are performed 
by robots. Initially, the robots utilized in these applications were single machines 
with hardware and computational capabilities that limited them. To address these 
concerns, the robots were first associated in a correspondence organization [2], either 
wired a or remote association, resulting in the creation of a Networked Robotic 
System. Nowadays, the concept of “Cloud Robotics” is evolving which is another 
type of proficient mechanical frameworks that depends of “Distributed computing” 
foundation to get to a huge volume of registering power and information to empower 
its tasks. Contrary to networked robots, no one independent system is used for all 
sensing, processing, and memory. There are many open issues and challenges faced. 
Maintaining a balance between the real-time requirements of diverse situations and 
performance precision is a difficult task [3], even for robot memory, because the 
notion of cloud robotics is founded on real-time requirements. Because cloud storage 
refers to data that is stored remotely, there is a requirement for better cloud security. 
Other challenges that tend to stand in the way of the efficient performance of cloud 
robots are Rapidity, Remoteness, Network, etc.
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1.1 Internet of Robotic Things 

The Internet of Robotic Things is an idea in which events can be tracked by intelli-
gent devices, coordinate sensor information from a number of sources, utilize nearby 
and circulated knowledge to sort out the fitting methodologies, and afterward act to 
modify or control objects in the real world, sometimes while physically moving 
through it. IoRT has many technologies such as sensors and actuators, communica-
tion technologies, processing, data fusion, modelling and dynamic mapping, virtual 
and augmented reality, voice recognition, voice control, decentralized cloud [4], 
adaptation, machine learning, end-to-end operation, and internet technologies safety 
and security framework [5]. Robotic devices act intelligently in the sense that they 
have monitoring (and sensing) capabilities while also being able to obtain sensor data 
from other sources that are fused for the device’s “acting” purpose. The machine can 
also use local and distributed “intelligence”, which is another “intelligent” feature. 
In other words, it may analyze data from the events it watches (which, in many cases, 
entails the use of edge computing or fog computing) and has access to analyzed data. 
IoRT takes use of the IP protocol and its IPv6 version to achieve the benefits of 
current communication and cloud-based interoperable technologies. By connecting 
external resources to robots through the Internet, IoRT aims to increase Internet usage 
[6]. IoRT delivers sophisticated robotic capabilities, allowing multidisciplinary solu-
tions to emerge for a variety of fields. The Robotic Internet Things is envisioned 
as being built on top of the cloud*robotics*paradigm, utilizing characteristics of 
cloud*computing such as cloud storage. Three service models and virtualization 
technology, i.e., software, platform, and infrastructure, while taking advantage of The 
Internet of Things (IoT) and its enabling technologies have the potential to enable 
enormous amounts of data. To meet the provisional goal for networked robotics new 
application design and implementation flexibility are suggested. As a core utility, 
distributed computer resources are used. Other technologies, such as multi radio 
access to link smart devices, artificial intelligence to provide optimized solutions 
for difficult challenges, and intelligent systems to provide superior service, support 
IoRT solutions in addition to IoT capabilities. The Internet of Robotic Objects (IoRT) 
is positioned at the pinnacle of cloud robotics, combining IoT technology with the 
independent and self-instructed behavior of associated automated things to foster 
refined and creative arrangements that utilize appropriated assets. 

2 Architecture 

The architecture of an Internet of Robotic Things system is mainly composed of 
three layers, Physical, Network and Control, Service and Application. The robotic 
part of IoRT is integrated into the OSI model with a different perspective.
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2.1 Physical Layer 

The physical layer comprises the bottom layer of the IoRT architecture. It comprises 
the hardware part which is related to components, such as vehicles, robots, mobile 
phones [7], healthcare equipment’s, home appliances, sensors, and actuators. Robots 
work as perceptive agents, collaborative with each other to perform specific tasks 
and achieve desired objectives in a distributed fashion. A robot can be described, for 
example, a healthcare assistant which helps a person to reinstate the walking ability 
and a “TUG” robot that is intended to independently move around a hospital to 
provide supplies like medication and clean linens. The sensors installed in them are 
used for the perception of data from the external environment, sense the movement of 
objects, actions happening around while actuators perform the required actions like 
turn on/off smart lights, air conditioning, etc. Sensors and actuators can both be incor-
porated into a single system to improve and optimize performance and accomplish 
a shared objective through dispersed operations. 

2.2 Network Layer 

Network layer is the second layer arriving after physical layer. It provides for the 
connectivity of the robotic systems such as cellular network connectivity including 
3G and LTE/4G. Internet of Things (IoT) development will speed up thanks to 5G 
technology [8]. To provide constant connectivity, some short-range technologies 
are employed between the robotic objects, including WiFi, Bluetooth Low Energy 
(BLE) [7], 6LoWPAN Broad Band Global Area Network (BGAN) [9], and Near-
Field Communication. Common long-range protocols are Sigfox, LoRa WAN, and 
NB0IoT, while NB-IoT operates on a licensed spectrum with less interference than 
Sigfox and LoRaWAN [5], which operate on unlicensed frequency bands. Zigbee 
and 6LowPAN are based on IEEE 802.15.4. The Routing Protocol for Low Power 
and Lossy Networks and 6LowPAN is popular IoT protocols used at the network 
layer (RPL) [10]. For efficient information transmission among the robotic network 
infrastructure located at a greater distance [10], LoRA has been implemented [1]. 

2.3 Service Layer and Application Layer 

The IoRT architecture’s top layer, which handles end-user actions, is entirely depen-
dent on software implementations. Standard and user programs for monitoring, 
processing, and managing environmental elements and agents are necessary to 
achieve the objectives of the integrated Internet of Robotic Things. Sensors, actu-
ators, and robotics are installed and used in the smart environment at the service 
and application layer. A variety of settings, such as commercial organizations, R&D
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facilities, data centers, can use cloud computing. IoRT can be thought of as a field 
with endless potential. Modern robotics must include machine learning techniques 
because they may be applied to tasks like mapping, localization (knowing where a 
robot is), and learning the environment. 

3 Application Domains 

The socioeconomic circumstances of people have undergone a significant transfor-
mation as a result of the Internet of Robotic Things. The development of a digital, 
networked society where each “thing” can sense its environment, share information, 
solicit feedback, and act is facilitated by the Internet of Things. By fusing IoT/IIoT 
technology with robotics, the Internet of Robotics Things improves robotic capa-
bilities. Robots are becoming more autonomous as a logical by-product of having 
connected IoT deployment systems with robotic systems. If they are a component of 
ubiquitous intelligence solutions, they are just more effective and efficient overall. 

3.1 Manufacturing 

With the advancement of the Fourth Industrial Revolution, the manufacturing tech-
nology has developed responding to new inventive technologies creating high-quality 
goods and services. It has resulted in smart manufacturing, which incorporates adapt-
ability, monitoring, and change. The Fourth Industrial Revolution’s increased digital 
technology breakthroughs which must be expanded with improvements in produc-
tion methods and raw materials. Task scheduling in manufacturing has become more 
adaptable and expandable with the arrival of cloud robotics. Robotic fleets are used 
for planning, delivery, and the moving of various items like equipment and cartons. 
Robots communicate with the cloud to obtain information about the industrial archi-
tecture and other robots already installed in the system. Robotics has adapted to 
manufacturing uncertainties. 

3.2 Agriculture 

Agriculture has benefited greatly from advanced technology as part of Industry 
4.0. Due to the integration of IoT-based systems in the agriculture sector, effec-
tive changes are seen with heavy labor-intensive tasks being performed by robots 
such as harvesting of fruit, remote controlling of tractors by hosting agricultural 
machinery with smartphones. Rough patches’ codes are memorized and gears are 
altered accordingly while smooth navigation for the protection of crops and equip-
ment is being employed [12, 13]. Automatic harvesting of crops is done through
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robots preventing from untimely harvests. There are numerous factors that affect 
agricultural productivity, including the weather, poorly trained staff, and inadequate 
farm management. Through the application of internet of robotic things technologies, 
farmers may raise high-value crops. Self-guiding robotic drones use ground control 
systems, GPS, image processing, and infrared cameras. Farmers employ drones as 
a service (DaaS) to monitor fields, forecast crop yields, and identify insect infes-
tations. These robots come with a variety of sensors, including ones that measure 
temperature, humidity, and crop hazards. 

3.3 Health Care 

IoRT has several uses and offers health, societal, and economic benefits, especially 
for patients who require specialized treatment, such as those with mental disabilities, 
patients at higher risk for stroke. The future of edge computing includes applications 
for virtual reality and wireless health monitoring [14] and robotics where a quick 
response to sensor input is required. Robotics combined with sensors and Internet 
of Things devices offers various benefits [4], by providing real-time health informa-
tion, identifying patient problems, lowering the likelihood of an incorrect diagnosis, 
adjusting prescription dosages, etc. [15]. 

3.4 Education 

Adaptable and intelligent tactics are applied by robotics in education domain in order 
to build and maintain social interactions with humans. Robotics also provide support 
services such as homework and learning. Electrodermal activity (EDA) is a shift in 
skin reflectivity [16] that furthermore, because minors are unable to respond to these 
impulses in the same way that adults do, the EDA feedback in children may differ 
significantly from the average adult response. 

3.5 Surveillance 

To safeguard a specific region, IoRT systems are created and deployed providing rapid 
and reliable information. Monitoring of sites and individuals is essential to reduce the 
security risks in sensitive regions, military areas, public places, and common houses. 
In order to reduce the limitation of blind areas, a number of CCTV cameras can be 
installed outdoors as well indoors which cover most of the areas. A versatile field 
monitoring robot was used to identify mines and hazardous chemicals. NodeMCU 
stands for NodeMCU WiFi, which is used to connect controllers and develop robots 
that can navigate and collect data on any terrain. The data assembled by the robot’s
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sensors is shipped off cloud servers [17]. An embedded web server makes it simple 
to monitor and control any device that is located in a remote location [18]. 

3.6 Disaster Response 

Every year, a number of catastrophes like typhoons, earthquakes, and tsunamis occur. 
When a catastrophe of this size occurs, time is extremely valuable. The current 
top priority is to save as many lives as possible, minimize casualties, and quickly 
restore vital services. After receiving deep learning training, robots can be quite 
helpful in these kinds of circumstances. The first step in achieving this is to utilize 
robots to collect data about the immediate area. An external network expands on 
these inputs to produce an AI model, in which the inside system then evaluates. For 
extra performance testing, the prototype was also transferred from the cloud to the 
local computer. Once the model reaches a certain level of reliability, it is eventually 
implemented into the robots for the following stage of the learning process (Fig. 1). 

Fig. 1 Application areas
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4 Literature Survey 

Craft is a flexible block cipher designed to defend against differentiable fault analysis 
attacks. The 64-bit plaintext, 128-bit key, and 64-bit public tweak make up the algo-
rithm’s structure, which is based on involuntary building blocks. The round function 
implements S-box, mixing columns, permutations based on data nibble positions, 
constant addition, and tweaked addition processes [19]. 

Block cipher CHAM was only invented in 2017 by Korean experts. The algo-
rithm’s generalized four-branch FN structure is designed for IoT devices with limited 
resources. The key schedule is quite easy to utilize [19]. 

Lilliput with Extended Generalized Feistel Network is a lightweight block cipher 
that Mumthaz and Geethu optimized (EGFN). The suggested strategy has put in 
place the PRESENT S-Box [7] and key schedule corresponding to the DES key 
schedule. LILLIPUT uses an 80-bit key, a 64-bit block size, and 30 rounds, where a 
nibble-level round function is acting [20]. 

By enhancing PRESENT, Subhadeep Baniket et al. proposed GIFT, a tiny, quick, 
energy-efficient, and more secure SPN block cipher. Bit permutation is employed 
for diffusion since the S-box of PRESENT is expensive. By combining permutation 
with the Difference Distribution Table (DDT)/Linear Approximation Table (LAT) 
of the S-Box, GIFT enhanced the PRESENT cipher. GIFT-64, with 28 rounds, and 
GIFT-128, with 40 rounds, are the two variations of GIFT that have been proposed. 
The key size for both variants is 128 bits. To improve resistance against linear and 
differential cryptanalysts, linear hulls, and clustering effect, GIFT uses a smaller, 
less expensive S-box than PRESENT [21]. 

Proposed SIT (Secure IoT) is a compact 64-bit symmetric key block cipher with 
five rounds and a key size of 64 bits. SIT is a hybrid strategy that combines SPN 
with Feistel structure. The suggested method incorporates a few logical processes 
as well as some switching and replacement. Energy efficiency is increased by using 
five distinct keys for five rounds of encryption. SIT algorithm uses a Feistel network 
of substitution diffusion functions for confusion and diffusion. Key expansion block 
makes use of a 64-bit cipher key supplied by the user. Key generation F-function is 
based on modified KHAZAD [22]. 

By utilizing several guidelines and suggestions provided by the authors of, 
Sufyan Salim Mahmood AlDabbagh [23] suggested a new lightweight Feistel 
block cipher algorithm called Design 32-bit Lightweight Block Cipher Algorithm 
(DLBCA). With 15 rounds and an 80-bit key size, DLBCA is built with 32-bit 
block size. On the four levels, DLBCA performs the following operations: S-box, 
bit-permutation, Exclusive-OR rotation, and key operations. It offers strong defense 
against boomerang and differential strikes. 

SKINNY and MANTIS were presented by Christof Beierle et al. in 2016. SPN is 
used by the SKINNY family of adaptable block ciphers. By deleting the final NOT 
gate at the end, it uses a small S-box S4 that is extremely similar to the S-Box of 
PICCOLO. Block, key, and tweak sizes are all movable in SKINNY, and data is
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loaded in rows like in AES. A new sparse diffusion layer and a new, light-colored 
key schedule were both introduced by SKINNY [24]. 

In order to provide greater search space, SKINNY makes advantage of a larger 
key size compared to block size and fewer rounds. Implementations that are leakage 
resilient are provided via SKINNY’s tweakable capabilities. 

MANTIS is a low latency, 64-bit block size, 128-bit key-size, 64-bit tweakable 
block cipher. By employing its S-box and linear layer for quick diffusion, it improves 
upon MIDORI. Mantis employs the row-wise added round constant of PRINCE. In 
MANTIS, tweak-scheduling is used to guarantee a large number of active S-boxes 
and boost security against related tweakey attacks by increasing the number of rounds. 
Because MANTIS is primarily a copy of its identical MIDORI counterpart, security 
analysis is not performed effectively [24]. 

A series of lightweight symmetric-key block ciphers called SPARX and LAX 
based on the ARX (Modular Addition/Bitwise Rotation/XOR) algorithm was 
proposed by Daniel Dinu and colleagues in 2016. To add nonlinearity and enough 
diffusion, LTS uses sparse linear layers and a huge ARX-based S-Box termed arx-
box. Through the avoidance of database lookups, ARX lessens the impact of side-
channel attacks. By reducing the number of actions needed, this design style enables 
quick software implementations. The LTS (a dual of WTS and LAX complete) long 
trail design technique was used to create the cipher SPARX. Sparx-64/128 has eight 
steps with three rounds each, and Sparx-128/256 has eight stages with four rounds, 
each use 10 phases with 4 cycles [26]. 

5 Research Challenges 

5.1 Data Processing 

IoRT’s dual cyber-physical nature makes it necessary to gather enormous volumes of 
data in a wide variety of forms from a wide variety of sources, containing information 
for robot control or data from several sorts of sensors. To be processed remotely, these 
data must be sent from the nodes to the cloud. This calls for more advanced data 
processing capabilities than a normal IoT application and may result in the following 
problems. 

In an IoRT network, large amounts of data processing and streaming typically 
call for a lot of communication capacity. For instance, when on patrol, a group of 
security robots would need to simultaneously disseminate a variety of visual and 
auditory data. To ensure that the system can react quickly to any issues, fast data 
processing is necessary. 

In a complex environment, unstable communication can greatly impact system 
performance. For instance, the complicated indoor layout of a hospital and interfer-
ence from other medical devices like magnetic resonance imaging may be a problem 
for a medical IoRT system there (MRI) [11].
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5.2 Robot Ethics 

The major concern for IoRT is cooperation as a result of coexistence of robotics 
and humans within a common space. The effective handling of those challenges 
is essential for the peaceful cohabitation of humans and robots in contemporary 
civilization. Since the beginning of the robot concept, there have been discussions 
on the ethics of robot systems [26]. The core concept is simple: Consumers should not 
be harmed by robots. IoRT, a technology with ethical implications, cannot, however, 
achieve this objective on its own. Instead, to stop the misuse of robots, the relevant 
society—including governments, users, and creators of robots—must take action on 
effective policies and cutting-edge practices. 

5.3 Privacy 

Who should have access to the data and how should it be used are two more poten-
tial ethical issues. Things become more serious, particularly for sensitive data like 
financial or medical information. No data collector should be given full, unrestricted 
access to or use of any data without the necessary authorization or authorization, 
according to the existing cultural agreement on privacy [27]. This problem needs 
to be appropriately addressed because the majority of IoRT programs have a high 
capability to collect data from both their working environment and interacting clients. 

5.4 Security Issues 

In robots, security and trust are the main concerns. Particularly, in the case of IoRT, 
where cloud involvement is essential, we will confront two significant security chal-
lenges. First and foremost, the IoRT-VM environment needs to be reliable. For 
instance, in military applications, IoRT-enabled robotic objects must be able to distin-
guish among a variety of IoRT-VM infrastructures that may be trusted, allowing them 
to connect to that infrastructure while avoiding known harmful IoRT-VM infrastruc-
ture. Three strategies can be used to address this issue: building trust, measuring trust, 
and reputation-based trust [16]. Second, the owners or controllers of future robotic 
systems must have confidence in them to start computing tasks on IoRT-based clouds 
where the cloud must be set up to allow for owner or controller verification. Here, we 
must make sure that these outsourced duties are not being carried out by malicious 
code. Secret data may be stored permanently on IoT-enabled cloud servers while also 
replicating the logical shadow of the data to private cloud servers. As a result, strict 
approaches are required to safeguard the integrity, trust, and secrecy of IoRT data.
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6 Proposed Methodology 

Our methodology is based on mixed communication models wherein the device 
communicates directly and through edge node. For secure communication between 
devices, we propose the use of lightweight encryption algorithm, namely, PRESENT 
[28]. We have implemented this encryption algorithm to evaluate its lightweight 
behavior. Moreover, propose the use of ML and DL-based intelligent algorithm at 
the fog layer. This is because the robotic devices and edge node have limited abilities 
of computational power and battery capacity that are prerequisites for executing a 
ML and DL model. 

6.1 PRESENT Cipher Implementation 

PRESENT is an ultra-lightweight cryptographic algorithm, and this is also considered 
as a block cipher. In order to create the encrypted data, PRESENT combines the data 
and key in 32 steps, known as rounds, using 64 bits for the data and 80 bits for the 
key. The 64 most significant bits of the key are used in each cycle to perform a bit-
by-bit XOR operation on the data. The resultant data is passed through two operation 
blocks: sBoxLayer and pLayer, which update the information acquired. Additionally, 
a key-update block modifies the key before each round. This procedure is depicted 
in Fig. 2 diagram. 

The sBoxLayer replaces each of the 16 possible combinations with the informa-
tion provided in Table 1, where x is each nibble and S[x] is the replacement value, 
changing the input data in groups of four bits (referred to as “nibbles”) at a time. In

Fig. 2 General block 
working diagram of the 
PRESENT algorithm [29] 
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contrast, the pLayer exchanges or permutes each input bit individually in the order 
depicted in Table 2, where I denotes the input data bit position and P(i) denotes the 
output position. The key is updated by rotating the register left by 61 bit positions, 
passing the leftmost four bits through the sBoxLayer, and using an XOR with the 
current round’s counter to act on the bits from 19 to 15. 

The process is done 30 more times, and in the final round (round number 32), 
the data is only exclusive-ORed with the key without passing via the sBoxLayer and 
the pLayer. During each cycle, the processed data and the key are both updated. The 
encrypted data is the data that was obtained after round 32. Since the decipher key is 
same, the decipher must perform 32 rounds of cipher key updating before beginning 
the decryption process (Tables 3 and 4). 

Table 1 Robotics-relevant protocols at various tiers of the protocol stack [11] 

Layer IoRT Protocols Usage 

Application API, RIP, SNMP, TELNET Data streaming 

Transport UDP, TCP End-to-end communication 

Network IPv6, ARP, ICMP Internet connectivity 

Data link Bluetooth, Wi-Fi, PPP Robot-to-robot, access point, gateway 
communication 

Physical Robots, sensors, actuators Data collection 

Table 2 Summary of the related work 

Cipher Year Technique Key size Block size No. of rounds 

CRAFT [18] 2019 SPN 128 64 32 

CHAM [19] 2017 FEISTAL 128/256 64/128 80/96 

IMPROVED LILLIPUT 
[19] 

2017 EGFN 80 64 30 

GIFT [20] 2017 SPN 128 64/128 28/40 

SIT [21] 2017 FEISTEL + SPN 64 64 5 

DLBCA [22] 2017 FEISTEL 80 32 15 

LiCi [25] 2017 FEISTEL 128 64 31 

SKINNY [24] 2016 SPN 64–384 64/128 32–56 

MANTIS [24] 2016 SPN 128 64 10/12 

SPARX 2016 SPN with ARX-based 
S-Boxes 

128/256 64/128 20–40 

Table 3 General block working diagram of the PRESENT algorithm [30] 

x 0 1 2 3 4 5 6 7 8 9 A B C D E F 

S[x] C 5 6 B 9 0 A D 3 E F 8 4 7 1 2
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Table 4 Permutation bit order performed by the pLayer [29] 

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

P(i) 0 16 32 48 1 17 33 49 2 18 34 50 3 19 35 51 

i 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 

P(i) 4 20 36 52 5 21 37 53 6 22 38 54 7 23 39 55 

i 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 

P(i) 8 8 40 56 9 25 41 57 10 26 42 58 11 27 43 59 

i 48 48 50 51 52 53 54 55 56 57 58 59 60 61 62 63 

P(i) 12 12 44 60 13 29 45 61 14 30 46 62 15 31 47 63 

Table 5 System 
configuration 

RAM 4 GB  

Processor i5 

HDD 512 GB 

Python 3.9.7 

6.2 Results 

See Table 5. 
Algorithm name: PRESENT 
Input word length: 8 bits 
Average execution time for encryption: 0.00100088119506835941 ms 
Average execution time for decryption: 0.002008676528930664 ms 
See Fig. 3. 

Fig. 3 Results
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7 Conclusion 

IoT and robotics are two phrases that each encompasses a wide range of technology 
and ideas. An emerging field called the Internet of Robotic Things aims to incorpo-
rate robotic technologies into IoT contexts. Robotic systems can share information 
and communicate with each other over the Internet of Robotic Things in order to 
carry out complex tasks. IoRT principles, technologies, applications, and current 
obstacles have been discussed in this paper. Energy-constrained devices and sensors 
will constantly communicate with one another, and the security of these communi-
cations cannot be compromised. In this paper, a lightweight security method called 
PRESENT is introduced for this purpose. PRESENT is one of the most lightweight 
encryption techniques. As a result, many researchers have been fascinated by the 
creation of lightweight block ciphers, notably over the past seven years. 
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Energy-Efficient Priority-Based Routing 
Model for Smart Health Care 

Umer Gull, Yashwant Singh , and Bharti Rana 

Abstract The Internet of Things is a network that connects a huge number of plans 
to collect data over the internet. The internet of possessions has a wide variety of 
applications including smart health care. Using IoT, the patient can monitor medical 
data at any time and from any location in this circumstance. Smart health care is one 
of the key areas where IoT infrastructures and solutions are widely used to facilitate 
the best possible patient surveillance, accurate diagnosis, and timely operation of 
patients with existing diseases. Smart healthcare systems, on the other hand, face 
various challenges including energy consumption, data integrity, data privacy, and 
data transmission speed. Keeping in view the challenges, we have suggested a system 
model based on priority routing. The proposed model uses RPL along with priority 
approach for prioritizing the healthcare data. The healthcare data is classified into 
different classes: medium, critical, and normal to deliver the most critical data to 
the healthcare centers first. As a result, patients are not limited to a certain selection 
of health centers and specialists at particular instance. RPL works for small power 
and lossy networks, and the QoS provides a certain bandwidth to the data to reach 
the destination. The congestion overhead of the channels is controlled by the time 
division multiple access. The time division multiple access time slot is used for 
synchronization between the source and destination to reduce energy use. The data 
in a TDMA slot is used to check the traffic. If the traffic is high, normal data is 
sent; otherwise, priority data is sent. Our proposed model promises the delivery of 
healthcare data on time by using RPL with TDMA. The DODAG’s topology ensures 
healthcare data to be traveled by the shortest possible path to improve performance 
metrics. 
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1 Introduction 

The proliferation of the Internet of Things and related computers have resulted in 
the development of smart systems such as smart cities, smart transportation systems, 
smart energy, and smart home. The IoT interconnects all objects (living and non-
living) to form a physical network, and all processes such as sensing, processing, 
and communication are impulsively controlled and supervise without human inter-
vention [1]. The healthcare business has developed immensely by adopting some 
level of automation since there is so much room for improvement. By bringing 
together medical devices, healthcare professionals, and patients, the present health-
care business has progressed beyond hospitals [2]. By transforming traditional health-
care systems into current smart healthcare systems, the Internet of Things has great 
change in the field of health care [3]. SHS was created to deal directly with patient 
health-related information [4]. SHS gives in-depth insights on illness symptoms and 
minimizes the need for frequent health checks, which can aid the elderly, diabetics, 
and others with secure management. The process of selecting a pathway for data 
to go from its source to its destination is known as routing. Routing is done by a 
router, which is unique equipment. Under the OSI paradigm, a router operates at the 
network layer, whereas in the TCP/IP model, it operates at the internet layer. 

Smart health care uses a replacement generation of knowledge like the Web of 
Things, big data, and cloud computing to remodel the usual medical system in an 
all-around result. Nowadays, health care becomes more efficient, convenient, and 
personalized. With an aim of introducing the concept of smart health care, we first 
review the literature concerning the prioritized routing protocols for better quality 
of services. The prevailing problems in smart healthcare system are addressed to 
formulate solutions. Lastly, we attempt to propose a priority-based model to reduce 
delay during the transmission of data. Priority routing is the priority assigned to 
data for accessing a destination when capacity becomes available [5]. The priority is 
allocated to two or more entities or classes of data that are waiting for a routing desti-
nation to become available [6]. The priority-based routing breaks a pull by deciding 
which entity has access to the destination location first when it becomes available. 
Routing could be a process of choosing a path along which the information transits 
starting from the source to the destination. Routing is done by a router, which is 
unique equipment inside this OSI model; the router operates at the network topology 
using the internet protocol inside the TCP/IP model [7]. The router usually forwards 
packets using information from packet header and sending table. The packets are 
routed using routing techniques. The routing protocol is nothing more than code that 
determines the best path for the packets to travel. 

Routing protocols use metrics to work out the simplest path for the packet delivery 
from source to the destination such as hop count, bandwidth, latency, and current 
network load. The routing algorithm generates and maintains the routing table for 
the path determination process. Routing performance is determined by performance 
measures such as hop count. The hop count indicates how many times a packet must 
pass through internetworking procedure such as a router on its way from source to
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destination. Using hop as a major criterion, the path with the fewest hops will be 
deemed as the optimum way for getting from source to destination. Similarly, the 
time it takes the router to process queue and transfer a datagram to a workflow is 
referred to as delay. This measure is used by the protocols to calculate the delay 
morals for all acquaintances along the path from beginning to end. The optimum 
path will be the one with the smallest delay. 

Following is the rest of the analysis: The review of literature is covered in Sect. 2. 
The problems of smart health care are discussed in Sect. 3. Section 4 describes the 
proposed smart healthcare model; in this model, we discuss RPL and its working 
and QoS with algorithm and various benefits in smart health care. Conclusion and 
future work are presented in Sect. 5. 

2 Literature Survey 

The [8] used RPL-based solution for reducing IoT device energy consumption. Time 
division multiple access time slot is employed to synchronize the correspondent 
and recipient and decrease energy usage. The proposed technique was tested using 
NS-2 to evaluate the proposed and traditional methods’ routing overhead, energy 
consumption, and end-to-end delay. 

In [9], the author presented priority-based energy-efficient routing protocol 
(PEERP) for reliable data transmission in smart health Care. The PEERP divides 
health data into two categories: emergency circumstances and important health data, 
based on their importance. Based on the division and importance provided by PEERP 
to healthcare data packet, the efficiency of the model is tested, using simulation soft-
ware. After the simulation experiment, the PEERP technique extended the lifetime 
of the networks. 

In [10], RPL protocol is used for minimizing carbon emissions and energy 
consumption with significant improvement in QoS metrics. The RPL protocol was 
applied on low-power healthcare gadgets including smart processes, which use a 
hybrid paradigm to restore power efficiency and transmitter status of RPL, and 
procedures are used to calculate the ETX value for a connection after sending a 
data packet. 

The [11] devised a routing and transference power control algorithm to outline 
an energy-efficient, reliable, and cost-effective RPL system for IoT approach. The 
restriction of this suggested model is that all of the nodes that are investigated are 
homogenous and have an RF transceiver CC2420. 

The [12] used a routing strategy that will improve energy efficiency and, as a 
result, sensor longevity. The efficient protocol for dual statistical method supports 
the suggested idea for IoT in health care (EERP-DPM). MATLAB software and the 
MySignals HW V2 hardware platform were used to design and test the proposed 
system. 

The [4] formulated a system in which healthcare information identification was 
included in the IP data packet at the sensor level, QoS was modified at the router
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level, and the uppermost priority was given to the healthcare data package routing. 
This system was tested by using TI LaunchPad. 

The [13] developed an energy-efficient solution for IoT applications in which 
nodes consume less power and preserve the network’s lifespan. For IoT applications, 
a network and communication power quality algorithm is built for stable, energy-
efficient operation. For a network containing nodes, using different types of RF 
transceivers, the suggested solution might not perform well. The comparative analysis 
of various priority based routing mechanisms are depicted in Table 1.

3 Smart Health Care: Challenges 

With data in this crowded environment coming from different IoT devices, the basic 
challenge is to manipulate the data and give high priority to health-related data so 
that patients will be taken care of in a smarter way in this modern world. There 
are different challenges faced during transmission of data so that it may reach to its 
destination in proper time. These challenges include energy consumption, volume of 
data, data integrity and privacy, data transmission speed, throughput, and delay that 
are discussed subsequently.

• Energy Consumption 

Energy consumption is the major concern that various researchers are dealing 
within the IoT-driven environment [18]. The energy is consumed due to the 
frequent occurrence of collisions, repetitive congestion due to limited bandwidth 
of the channel, and data transmission to longer distances. Another factor that 
contributes to energy consumption is the limited battery capacity, computing 
speed, and memory of IoT devices.

• Volume of Data 

IoT devices generate the big amount of data known as big data that is character-
ized by volume, velocity, and variety. As the bandwidth of the channel is limited, 
it becomes difficult to route the data. Therefore, employing priority to the trans-
mitted data solves the problem to some extent [19]. The massive amount of data 
generation results into data loss and delay and minimizes the throughput. There-
fore, efficient and reliable mechanisms must be developed to tackle the big data 
generated from smart motes.

• Data Integrity and Privacy 

In today’s healthcare industry, data integrity is a chronic issue. Data integrity 
assures that the information is accurate and is not tampered with in any way [20]. 
The data integrity is approached by the fabricated hackers that have continuous 
access to the data that serves the purpose of money making and gets useful insights 
from data. Therefore, data integrity must be ensured in smart healthcare system. 
For the healthcare business to preserve patient’s personal information and comply 
with laws, data privacy is critical. Due to the influence of various attacks like DDoS
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attack, man in the middle, and battery drainage attacks, maintaining data privacy 
becomes crucial. Advanced machine learning mechanisms and blockchain-based 
solutions must be imposed to ensure data privacy of data.

• Data Transmission Speed 

The primary source of energy consumption in IoT devices is data transmission 
[21]. Processing and delivering redundant data consume part of the energy used 
by these devices. Therefore, reducing the number of redundant transmissions 
preserves the energy of the network. There must be a trade-off between the data 
transmission speed and the required bandwidth to ensure the reliable transmission 
of data.

• Throughput 

The amount of packets that preserve be delivered to the end medical server is 
decided by this performance indicator, with more throughput indicating better 
network quality. Routing services by means of high performance along with 
low packet loss are required for the patient monitoring system [22]. The normal 
network life, which corresponds to the amount of active sensor nodes, determines 
the amount of packets received at the medical server.

• End-to-End Delay 

End-to-end delay is the amount of time it takes for a packet of data to get from 
the origin to the destination node [23]. The IoT is implemented in healthcare 
applications to communicate sensitive data from the sensor nodes to a health 
server. The discovered data is not always ordinary; in certain circumstances, it is 
critical; as a result, it must be transmitted to the target system fast. 

4 Proposed Smart Healthcare Model 

The proposed smart healthcare model entails sensing layer followed by assigning 
priorities by adding a label M, prioritized routing layer, and healthcare services as 
illustrated in Fig. 1. The functionality of each layer is discussed in detail in the 
following section.

(A) Sensing Layer 

IoT systems are being developed for a range of applications, urban services, 
including health care and smart city transportation. On the opposite side, 
collecting massive volumes of enormous data for multimedia content from these 
networks usually causes traffic jam within the principal network. We suppose 
that a sensor is installed on somebody’s body to capture certain healthcare data 
like diabetes sugar levels, A1C, and so on. The sensors capture this information 
and classify data into three classes. The classified data is sent as input to priority 
algorithm which prioritizes the information and provides critical data with the 
highest priority. The priority will be provided to the headers of critical data as 
M/11, normal data headers will be assigned as M/01, and medium data will be
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Fig. 1 Prioritized routing model in smart healthcare system 

provided as M/10. Critical data is then fed into RPL, which then goes through 
DODAG’s topology [24] to locate the best data delivery method.

(B) Prioritized Routing Layer 

RPL uses a vigorous process to enlarge and maintain a directed, non-circular 
graph, destination-oriented routing architecture. The information is focused on 
the DODAG root during this graph [25]. From each node to the DAG’s root, 
the sides form a route. If the system is in an extremely constant condition, RPL 
employs a limited DODAG information object (DIO) beacon technique to keep 
the structure of the DODAG router. The DIO beacon is controlled by using 
trickle timer. The trickling timer is employed to come up with RPL messages. 
Trickle timers permit nodes to limit the amount of messages they send while 
maintaining network strength. As long as a node gets communication that is 
companionable with its own data, it will exponentially increase the amount of 
direct packets it sends until it reaches its highest point. The suggested DODAG 
is described by the routing input with DODAG = (V, N), where V is the 
collection of nodes and N represents number of bits to communicate in an 
extremely packet in accordance with Eq. (1):
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V = (V0(Ns), V1(N10), V2(N11), V3(N20), V4(N21), 

nVi (Ni0), Vi + 1(Ni ), Vi + 2(N0(i + 1), Vi + 3(N1(i + 1)))) 
(1) 

Here, V 0 is indeed the DODAG root, Ns denotes the first bit, and N0 i and N1 

i denote the value of 0 and 1 in binary coding, respectively. The time division 
multiple access slot is used to match between the source and destination and 
reduce energy utilization. From the information during a TDMA slot [26], first, 
the traffic is examined. Regular data is sent while traffic is heavy; otherwise, 
priority data is sent. Node priorities and data rates are used to allocate space 
for sending packets. It is the coordinator’s fault for allocating time slots. If 
a number of nodes have the identical priorities, choosing TDMA would be 
supported during the transmission rate. Frame values can be changed to use the 
data unit to put a frame in an idle mode. 

To synchronize the transmitter and recipient, preliminary bits are used in the 
first section of the frame [27, 28]. While no data can be found on the channel, 
the receiver detects that acceptable data is placed on the channel by acquiring a 
sample of 01,010,101. Once the receiver gets 10,101,011, which contains two 
consecutive bits of one, it indicates that genuine data begins after two consec-
utive ones and is ready to receive. The subsystem modifies its preliminary bits 
such that the rest of the bits are received. The number of repeats is determined 
by the initial settings for the module established by the information center inside 
the preliminary bits. The following bits are delivered as the destination when 
the data on the channel has been validated, i.e., after getting the consecutive bits 
11 of the instance 10,101,011 inside the preliminary bits. The sender’s location 
of the frame is represented by the source node. The address of the equipment 
to which the message is transmitted is saved in the receiver’s location field to 
determine which is to be sent. The size of the payload component of the packet 
is defined in the control part of the packet. If a notification must be transmitted, 
the acknowledgment bit inside the packet test area is set to true. The burden also 
refers to the space used by the signal processor to receive data from the sensor 
via the serial connection between both the signal processor and the sensor. The 
payload size can be specified anywhere between 0 and 32 bytes in the device 
settings page. The cyclic redundancy check at the frame’s top is responsible for 
the frame’s integrity. The validity of the frame is tested when the error checking 
code is enabled if the CRC does not equal the frame which is incorrect. 

(C) Quality of Service (QoS) 

The QoS receives prioritized data via DODAG [29]. Since all the data is health-
care data, QoS will further prioritize the health care into critical and normal 
automatically by using priority mechanism [30]. The data headers will further 
be modified to give priorityto critical data. QoS will halt all other data and 
transmit the critical data by providing a particular bandwidth and hence reduce



338 U. Gull et al.

delay. QoS returns to standard processing when critical healthcare data has been 
sent. 

Algorithm 1: Modified QoS 

Data: Data with a header M = higher priority 
Result: Prioritizing the data 
1 if  if received data indication with header M = higher priority then 
2 while Data with a header M! = NULL do 
3 Grant channel for specific data and suspend 

other ongoing processing; 
4 Data with a header M+ + ; 
5 end  
6 else  
7 Execute a normal transaction; 
8 end  

Thus, the healthcare data passing via the proposed model will reach to healthcare 
centers, and hence, the health of patients will be monitored, and patients will receive 
appropriate instructions or treatment in time. 

5 Conclusion 

In this study, we present insights to the researchers regarding routing challenges 
in smart healthcare system (SHS). In smart healthcare system, most critical data 
is often delayed to the destination location due to the inappropriate routing models 
incorporated in SHS. This delay in delivery of data to the health centers poses the lives 
of patients at risk. Therefore, our proposed model has a potential to mitigate several 
challenges along with maintaining QoS metrics. The devised model is a hybrid model 
that includes priority mechanism, RPL layer, and TDMA. The priority mechanism 
assigns priority as per the criticality of data. This mechanism provides due importance 
to the critical data by attaching the label to the classes of data. RPL protocol is used 
for less power and lossy networks as IoT networks are constrained in resources. Also, 
DODAG topology is used for routing so that the data will be transmitted through 
the shortest path. The congestion overhead of the channels is controlled by TDMA. 
If the traffic is high, normal data will be sent first; otherwise, prioritized data will 
be sent. Our proposed model promises the delivery of healthcare data on time to 
avail the services in an energy-efficient manner. We use the suggested approach 
in automobile networks in the future. Furthermore, we will utilize meta-heuristic 
approach for managing moving packets in IoT during routing.
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An Internet of Things-Based Mining 
Worker Safety Helmet Using ESP32 
and Blynk App 

N. Umapathi , Poladi Harshitha, and Ireddy Bhavani 

Abstract In underground mining industries, there are many factors that may risk 
the lives of workers. We have seen many people who lost their livelihood due to 
emergency situations in the mines. These emergency situations occur due to the 
leakage of harmful gases or sudden explosions, and also workers may undergo some 
kind of ventilation problems. As we know, coal contributes more in the production 
of energy, so mining of a coal plays a major role. By considering all these factors, we 
have introduced a smart helmet system which helps the workers to get warned under 
any emergency circumstances. The only objective of this prototype is to ensure the 
safety of the workers. And, the technique we use to do this is to provide a proper 
communication between the worker and the monitoring system. The communication 
can be provided using various methods such as Bluetooth, ZigBee, Wi-Fi modules. 
Here, we have chosen Wi-Fi module, i.e., ESP32 as it provides higher transmission 
rate along with covering longest distance. The data can be received by a monitoring 
system through the Blynk app which is an open-source IoT platform. The gases exist 
in the environment are detected by our smart helmet using the related sensors and 
are sent to the monitoring system. By implementing this model, we have created a 
communication so that the worker can feel safe to enter the mines and can concentrate 
on his/her work. 

Keywords ESP32 · Blynk app · Wireless communication · Sensors 

1 Introduction 

The main problem we face in the underground mining is toxic atmosphere, 
ventilation-related problems, and unexpected explosions, and these may result in 
developing diseases like tuberculosis, silicosis, etc., and breathing problems that 
affect the worker’s complete life. Due to the high digging levels in the mines, the
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temperature also gets raised which is abnormal to the normal conditions. “Deeper 
the mines, greater the risk”. In the world, India holds the fifth largest and considered 
as a home for vast coal reserves. In the year 2020, environment ministry has cleared 
the way for 14 new coal mine projects. And, it is estimated that by 2024, one billion 
tons of coal production can be raised. Along with the increase in the production and 
development, the risk is also being increased for the mine workers. As per the records, 
coal mines have recorded for highest number of accidents in mines. According to 
the ministry data, averages of 549 deaths were reported every year. 

At present, the workers in mining industry only use a normal helmet for protection 
against the probable dangerous bumps. So, by adding some technologies to that 
helmet, which helps in communication between worker and the monitor, helps to 
a larger extent to identify the hazardous atmosphere inside the mine. As of now, 
the prototype helmets made for the safety of mining workers were done using a 
different wireless technologies like Bluetooth, ZigBee, etc., and with different kinds 
of sensors. Our prototype is developed in the advancement for the existing systems. 
We have used Wi-Fi technology with the combination of four different sensors to 
cover the maximum possibilities for the indication of hazardous occurrences in the 
mines. For overcoming and maintaining the friendly atmosphere in underground 
mines, our design helps in implementing a better communication technology for 
sensing and warning. This monitoring system allows the mine to intellectually make 
changes based on the data monitored in the Blynk app which is an open source of IoT. 
This kind of progression using IoT technology plays a prominent role in ensuring 
safety of mining workers. 

2 Literature Survey 

In 2017, Sravani and Rambabu implemented ZigBee technology in order to ensure 
the safety of the people who works in a mining industry and also to control and 
adapt the changes in the mining environment [1]. In 2016, Behr et al. designed a 
system using a various sensors for determine hazardous gases anda also which helps 
in warning about the condition which causes human to suffocate [2]. In 2018, Kumar 
and Reddy used sensors like micro electromechanical system (MEMS) and infrared 
(IR) sensors which are proficient enough in divulging the conditions and to keep a 
track of the conditions where there is a precarious situations. For this Prevailing, 
they have used ZigBee transmitter so as to monitor frequently and efficiently [3]. In 
2017, Dhanalakshmi et al. modeled a module that monitors the continuous tracking 
using the GPS location and also to update the data which will be received through 
the sensors [4]. 

In 2017, Deokar et al. displayed parameters when harmful gases like CO2, 
methane, carbon monoxide, etc., out scripts the general limit and helps to get aware of 
the surroundings which helps the worker out there to get noticed and be cautious [5]. 
In 2018, Borkar and Baru mapped data that is composed regarding the circumstances 
and also displaying that data on light-emitting diode and further that is upgraded on
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the monitoring system using ThingSpeak which is an IoT open-source platform [6, 
7]. In 2020, Tajane et al. made a module that imparts a well-founded communication 
using ZigBee module between the worker and the monitoring [8]. In 2013, Pradeep-
kumar and Usha recognized the high-risk cases that exist in the mines like accretion 
of unhealthy gases and also determine the collisions etc. [9]. In 2015, Pradeepkumar 
et al. provided a workable and the full fledge outcome for establishing private LoRa 
network using both the hardware and software algorithms [10]. 

In 2020, Kumar et al. aimed and researched regarding the analysis of providing 
a secure environment using a technology named LoRa [11]. In 2017, Jagadeesh and 
Nagaraj implemented a smart helmet for the detection of unhealthy situations in 
the mining areas using Internet of Things [12]. In 2014, Shabina created a helmet 
using technologies like wireless sensor network and radio frequency for ensuring 
the safety of the underground mining workers [13]. In 2013, Ussdek et al. designed 
a system detecting high sensitivity gas and monitoring system [14]. In 2010, Sheng 
and Yunlong Accident analyzed and counter measured the coal and gas for mining 
safety and environmental protection [15, 16]. In 2009, Zhou et al. made a module in 
order to monitor the gases exist using a chain-type WSN [17]. 

3 Proposed Method 

In this proposed method, we use four input devices, namely, alcohol sensor, gas 
sensor, temperature sensor, and smoke sensor. In these, the alcohol sensor senses 
the ethanol presents in the air, gas sensor detects the gases present in atmosphere, 
temperature sensor measures the temperature which is of air, liquid, or solid temper-
atures, and smoke sensor module senses the smoke which is an indicator of fire. 
And, the output devices are liquid crystal display for self-monitoring and buzzer for 
warning in any case of dangers detected. All these are connected to the ESP32 Wi-Fi 
module, and it acts as the main device which helps in the communication in between 
input and output devices. Power supply is given for ESP32 Wi-Fi module (Fig. 1).

4 Circuit Diagram of Proposed Method 

ESP32 is the main component in this project. The components used in this project 
are alcohol sensor, smoke sensor, gas sensor, DHT-11 temperature sensors, LCD (16 
∗ 2), and buzzer. The negative terminal of MQ-6, MQ-3, and DHT-11 is linked to 
the ground pin of ESP32.The positive terminal of gas sensor is coupled to the G18 
pin of ESP32, whereas alcohol sensor is tie up with the G19 pin of ESP32, DHT-11 
sensor is linked to G15 pin of ESP32, and the another smoke sensor is bridged to 
G21 pin of ESP32 Wi-Fi module. Buzzer positive terminal is connected to G13 pin 
(Fig. 2).
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Fig. 1 Block diagram of 
proposed method

Fig. 2 Circuit diagram of 
proposed method 

5 Components

1. ESP32 

ESP32 is a general-purpose microcontroller which is a System on Chip (SoC) 
along with the capabilities of handling wireless connections like Wi-Fi and Blue-
tooth. It is a low-power system which can be handled on a dual mode. And, it 
is low in cost compared to other microcontroller systems with all capabilities. 
ESP32 has 26 general-purpose input and output pins along with Vin, gnd, and
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Fig. 3 ESP32 

enable pins, out of which 15 pins can be used as ADC pins and 2 pins as DAC 
pins (Fig. 3).

2. Gas Sensors 

We use three kinds of gas sensors for three different sensing operations. One is 
MQ-3 sensor for detecting alcohol, i.e., for sensing harmful gases like isopropyl. 
And, the other sensors are MQ-2 and MQ-6 for sensing combustible gases and 
smoke, respectively. The operation involved in all these MQ series of sensors is 
they contain a coil or a heater inside them, which gets heated when it comes in 
contact with reactants (Fig. 4). 

3. DHT-11 Sensor: 

DHT-11 is a digital humidity and temperature sensor which is generally of low 
cost. It contains a capacitive sensor for measuring humidity and a thermoresistor 
for measuring the temperature. It does not need any analog input pins. And, it 
can be easily interfaced with any kind of microcontrollers (Fig. 5).

Fig.4 Gas sensors 
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Fig.5 DHT-11 

6 Result Analysis 

Blynk App Monitoring System Output 
See Fig. 6. 

The change in relative humidity affects the temperature. As the cool air contains 
less vapor than the hot air, we observed that the temperature gets raised as there is 
no moisture is presented in the air. That is, humidity is inversely proportional to the 
temperature, and here, we have observed it practically (Table 1). 

Fig. 6 Temperature and humidity monitored values 

Table. 1 Temperature vs. 
humidity values 

Trial Temperature Humidity 

Trial 1 27.1 59 

Trial 2 32.3 57 

Trial 3 33.3 55
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Fig.7 Blynk app monitoring 
output for alcohol sensor 

Fig. 8 Blynk app 
monitoring output for smoke 
sensor 

Fig. 9 Blynk app 
monitoring output for gas 
sensor 

When presence of harmful gases like isopropyl phenol is detected, alcohol sensor 
senses it; we get an alert message like shown in Fig. 7. 

If there is any fire around or nearer to mining worker, MQ-6 sensor senses the 
smoke, then we receive an alert message as shown in Fig. 8. 

Combustible gases like methane, carbon monoxide, LPG, etc., are detected by 
MQ-2 sensor, and then, alert message we receive is shown in Fig. 9. 

Figure 10 shown is prototype of our proposed system—”Mining worker safety 
helmet using IOT”.

7 Conclusion 

Finally, we conclude that a smart helmet which helps mining workers to get rid 
of various risk factors has been developed. It is cost-effective and very efficient, 
result is now that workers can have safe place to work. Being operated using IoT 
makes its operation easily tracked and also helps in better transfer of information. 
The components being used in it have integrated features which also help in ease 
of operation. And, monitoring of the output can be accessed or monitored by any 
individual using any open-source IoT platform; here, we make use of Blynk app, 
which is easy to understand and monitor. The only aim or objective of this proposed
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Fig. 10 Prototype model of 
proposed method

system is to create a safe environment for mining workers and to provide better 
communication, which was achieved finally. 

8 Future Scope 

In future, this prototype can be implemented in the advancement of existing model for 
the recognition of various kinds of dangerous conditions such as the accumulation of 
carbon monoxide gases, exhalation in the mine areas. Additionally, this model can be 
implemented by adding the sensors like pressure sensor, IR sensor, etc. This system 
can also be enhanced by the implementation of few attributes such as the strength 
and ranges of the signal, and also, the worker’s heartbeat and the blood pressure can 
be checked and monitored by adding the required equipment. 
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Time Series-Based IDS for Detecting 
Botnet Attacks in IoT and Embedded 
Devices 

Sonal Sharma, Yashwant Singh, and Pooja Anand 

Abstract The existing intrusion detection systems (IDS) have found it very 
demanding to detect growing cyber-threats due to the voluminous network traffic 
data with increasing Internet of Things (IoT) devices. Moreover, security attacks, on 
the other hand, tend to be unpredictable. There are significant challenges in devel-
oping adaptive and strong IDS for IoT to avoid false warnings and assure high detec-
tion efficiency against attacks, especially as botnet attacks become more ubiquitous. 
Motivated by these facts, in this paper, different types of botnet attacks have been 
studied and how they are more conveniently launched with open and vulnerable IoT 
devices. Then, the growing trend of deep learning (DL) techniques is being studied 
extensively for their ability to detect botnet attacks by learning from time series data 
specifically in the IoT environment. Hackers are exploiting the Internet of Things 
(IoT), creating millions of new vulnerability points in critical infrastructure. We must 
build greater consensus on IoT security standards and trust in security across critical 
infrastructure. 

Keywords IoT · Intrusion detection · Deep learning · RNN · LSTM · GRU 

1 Introduction 

The Internet of Things (IoT) has gotten enormous attention in the recent past as 
a result of its unique applications and support for a variety of fields, considering 
industrial applications, health care, automation, environmental sensing, and so on. 
The Internet of Things needs an infrastructure upon which programs, devices, and
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services may be interconnected and used to receive, interact, store, analyze, and 
exchange information from the physical world [1]. The Internet of Things (IoT) is 
an expanding media concept in which things embedded with sensors and actuators 
can detect their surroundings, interact with one another, and exchange information 
over the Internet. To provide useful information and make timely decisions, a large 
number of sensors and actuators are required for real-time monitoring and the envi-
ronment of various industrial sectors [2]. There are approximately 50 billion IoT 
devices connected to the Internet, and this amount is likely to expand in the next 
few years. These devices provide a large amount of data that can be used by various 
applications. Regardless of the fact that it provides a vast variety of services and 
applications, it is vulnerable to cyberattacks [3]. Cyber attackers can harm systems 
in several different ways, such as restricting access, theft of information, or elimi-
nating a specific target [4]. Because of its diversity, immense scale, limited hardware 
resources, and universal availability of IoT systems, IoT security has become a chal-
lenge [5]. However, several aspects of IoT security, such as data validation, trans-
parency, and access controls, have been strengthened. These security mechanisms 
are designed to work in conjunction between the user and the IoT, yet they still have 
security flaws. These security flaws in IoT can lead to a wide variety of issues, and 
research is needed to address them. 

As a result, a different module is required to provide IoT network security []. 
Network security can be handled by the use of a software application known as an 
intrusion detection system (IDS), which examines the system’s or networks’ harmful 
things [6]. The basic goal of any IDS is to distinguish between abnormal and normal 
traffic patterns [7].The presence of anomalies often wastes a lot of resources and leads 
to a serious situation. The detection of anomalies may have a significant impact on the 
overall efficiency of monitoring systems. Several techniques to implement anomaly 
based intrusion detection systems have been presented, but machine learning (ML) is 
currently a popular approach among researchers [8]. Machine learning-based IDSs 
for security against IoT networks have been described in many surveys. Machine 
learning advances have brought a new era for artificial intelligence and opened the 
path for the creation of intelligent intrusion detection systems [9]. Machine learning 
(ML) is widely regarded as one of the best computational paradigms for providing 
embedded intelligence in IoT devices. In tasks including classification, regression, 
and density estimation, machine learning is applied. Various applications such as 
fraud detection, virus detection, authentication, speech recognition, and bioinfor-
matics use machine learning techniques. Machine learning algorithms are complex; 
they require a huge amount of domain knowledge as well as humanitarian assistance 
and are only willing of doing what they are designed for. 

Deep learning models are frequently used to tackle problems involving sequential 
input data, such as time series. Time series forecasting is part of predictive analytics 
[10]. In the time series analysis, it is possible to do regression analysis against a 
set of past values of the variables. In most anomaly intrusion detection approaches, 
time series patterns are used to train the models. In the IoT environment, numerous 
methods have been developed to expose the abnormality in historical data using real-
time analytics and the prediction of abnormal actions [11]. However, the use of DL
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algorithms in anomaly detection techniques has made it easier to distinguish most 
of the features that humans may not be able to notice [12]. Deep learning is a subset 
of machine learning. It follows unsupervised learning [13]. Deep learning solves 
complex machine learning problems; its architecture is based on the human brain 
[14]. The network learns to map the input features to the output due to numerous levels 
of abstraction. Deep learning network intrusion detection systems are categorized 
according to their architecture and methodologies [15]. Various deep learning models 
used for the analysis of intrusion detection are deep neural net classifier (similar to 
logistic regressor), autoencoder-based self-taught learning model, and RNN [16]. 
RNN is a type of artificial neural network. RNN takes into account not only the 
present input instance but also what they have learned in past. RNN works on the 
time series data and is used to solve problems using sequential input data. RNN has 
the limitation of processing input in a specific order. RNN suffers from the problem 
of vanishing gradient to overcome this LSTM is used. 

This research aims to probe deeper into the development of deep learning 
approaches for detecting intrusions in IoT environments. In this paper, we will investi-
gate and analyze the existing deep learning-based techniques used to detect intrusions 
in the IoT environment with the goal of precise understanding of existing methods 
and introducing a deep learning approach that would help us to detect intrusions in 
the IoT environment. 

2 Different Types of Botnet Attacks 

Botnet is a network of infected nodes turning out to be army of different network 
zones, aiding hackers to control multiple smart systems to launch malicious activ-
ities [17]. Botnet identification has become a subject of the growing interest in 
cybersecurity. Botnets are a form of Internet attack assault that aims to simulta-
neously hijack several computers and put them into “zombie” systems. Botnets 
are a web of infected or hijacked computers that are used for things like sending 
spam emails, distributing malware, and framing DDoS assaults. The device owner’s 
authorization is not required for botnet activation. Botnets are quickly becoming 
the most dangerous to online environments and computation assets [18]. DDoS 
assaults, spams, malwares, and phishing emails, pirated movies including softwares, 
click fraud, prompt action, stealing information and computing resources, corporate 
extortion, and identity theft are all common uses for malevolent botnets [19]. 

The processes of creating a botnet can be divided into the following categories: 
activate by exposing, infecting, and growing. To infect the victim with ransomware, 
the hacker will first find a weakness in either a website, program, or user activity. A bot 
herder’s role is to fool victims via hiding the exposure and subsequent malware infes-
tation. They make use of websites/application programs vulnerabilities to transmit 
malware through emails, drive/Trojan horse downloads. In the next step, malware 
infects the victim devices, allowing it to take control of them. Using techniques
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such as web downloads, exploitation tools, popup advertisements, and email attach-
ments, hackers can produce zombie devices after the initial malware infection. For 
the centralized botnet, the herder works differently and leads the network of bots 
to a command and control server (C&C). In peer propagation, there is a peer-to-
peer botnet, and thus infected devices work on connecting with additional zombies. 
When the bot herder has corrupted a large number of bots, they can organize their 
attacks in stage 3. To receive their order, the zombie devices will download the most 
frequent response from the command and control channel. The bot then executes 
its commands and participates in hostile behavior. This way its herder continues to 
maintain and expand its bot network from afar, allowing them to carry out a variety 
of horrible crimes. Botnets do not pinpoint individuals because the purpose of the 
bot herder is to infect as many devices as possible so that malicious assaults can be 
carried out. 

Figure 1[21] shows the working of a botnet. This procedure is divided into several 
steps. Botnets, when fully operational, may carry out large-scale attacks. To improve 
a botnet’s ability, hackers must provide it with additional machinery or gadgets. Bot 
herder is necessary to guide the network’s connected infected devices. It works with 
remote commands and directs the gadgets to complete specific tasks. Mirai botnet 
attacks and Zeus botnets attacks are an example of botnets [21]. Botnet identification 
is difficult due to the diversity of botnet protocols and architecture. Botnet attacks 
in specific are extremely challenging. After capturing the botnet, the intruder can 
use the C&C server to manage the devices and perform attacks against the target 
hosts. Any attacker will be attracted as it becomes easy to infect and the produced 
bot population has become stable.

3 IoT-Based Botnet Attacks 

IoT is widely accepted and used in a variety of fields, including healthcare, smart 
homes, and agriculture [22]. On the other hand, the Internet of Things faces resource 
constraints and varied surroundings, such as low processing power and storage. These 
limitations make it difficult to provide and deploy a secure system in IoT devices. 
These limits worsen the IoT environment’s already-existing issues. As a result of 
the vulnerability of IoT devices, numerous types of attacks are feasible [23]. The 
IoT-based botnet threat is among the most common; it grows quickly and has a 
larger effect than other types of attacks. A botnet attack is a substantial cyberattack 
launched by fully automated ransomware machines. For a botnet controller, it turns 
infected devices into “zombie bots” [24]. The smart bot is generally referred as a 
software robot which will hunt for vulnerable smart nodes and will infect them to 
make them the part of a larger botnet as conventional bots do. It is similar to malware 
propagation procedure running in the background. The management of the smart 
botnet is handled by a malicious node that deploys these bots to complete tasks 
cohesively. Distributed attacks, spams, phishing, clicking frauds, spambots, brute 
force attacks, and spyware are all examples of coordinated action [25]. The dearth
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of fundamental protection leads to malware infestation, in which victim opens the 
attachment in a malicious email, turning IoT devices into bots. The lifecycle of an 
IoT botnet is comparable to that of a typical botnet. It is divided into four stages. The 
initial infection is the first step, followed by C&C, then attack and recovery phases 
the final levels. 

Botnets are posing a substantial risk to the growing IoT networks. According to 
Hamid et al. [26], there are no security standards in place for IoT devices, such as 
authentication, encryption, or access control techniques [27]. Figure 2 shows different 
types of malware in IoT environments [28]. In safeguarding against security assaults 
such as botnets, a lack of oversight standards poses a significant issue for the IoT 
sustainability. A botnet being the network of maliciously infected computers, with 
infected devices known under the name of bots, and they may be managed remotely 
using a device known as the bot master. With the predicted rise in botnet attacks, 
research and industries have proposed a number of botnet detection/mitigation solu-
tions. The controversial Mirai botnet being the most damaging DDoS assaults in
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recent years needs to be addressed in priority. By constantly propagating to weavers, 
Mirai conducts a DDoS against a group of target servers. With the rising severity 
of DoS assaults, smart botnet target both small offices/home offices devices with 
large organizations covering enterprises. In the first six months of 2019, Kaspersky 
discovered around 100 million assaults on smart devices, among which the majority 
were IoT-based botnet attacks. 

The first IoT botnet reported by Malware Must Die in late 2016 was written in Lua 
programming language [29]. The majority of its army is made up of cable modems 
using ARM processors as well as utilizing Linux. Rapidity Networks17 found the 
Hajime botnet in October 2016, and it uses a similar infection mechanism to Mirai. 
Hajime uses the BitTorrent distributed hashtag (DHT) protocol for peer finding and 
the Torrent Transport Protocol for data transfer. Each message is encrypted with RC4 
and signed with public and private keys [30]. Similar to Mirai, Bricker-Bot, a Busy-
Box-based IoT botnet was discovered by Radware researchers in April 2017. This 
malware launches a permanent denial-of-service (PDoS) assault against IoT systems 
by exploiting SSH server default username and password, misconfigurations, or 
known vulnerabilities to deface a device’s firmware, erase all files from its memory, 
and reconfigure network parameters. 

Persirai15 is an IoT botnet that uses Mirai’s software and has been active since 
April 2017 [31]. TCP port 81 is used to access the interface of specific vendors’ 
webcams. If successful, it then uses a universal plug and play (UPnP) vulnerability to 
gain access to the client’s router, downloads the malicious binaries, and then deletes 
them after execution [32]. Rather than brute-forcing camera credentials, the virus 
spreads by making use of a known zero-day vulnerability that allows attackers to 
acquire the password file directly [33]. User Datagram Protocol flooding attacks are 
part of the DDoS attack arsenal. Persirai is a threat to an estimated 120,000 devices 
in the ecosystem. Mirai mutants are still being generated daily, and the notion that
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they might spread and inflict real harm using the same infiltration techniques as the 
original threat demonstrates IoT device manufacturers’ persistent disdain for even 
basic security procedures [34]. If the security industry does not respond more quickly 
and build new countermeasures, increasingly sophisticated attacks may become the 
norm, threatening the Internet’s infrastructure [35]. 

4 Time Series-Based Models Used for Detecting Botnet 
Attacks 

With the rapid development of threats and the variability of attack methods, Internet 
of Things (IoT) devices faces significant challenges in detecting security flaws and 
attacks [36]. Many detection technologies and methodologies that use full time series 
data during malware operation and are based on machine learning/deep learning 
are becoming more popular. Almost all current intrusion detection and prevention 
systems do not harness the power of time series modeling [37]. Software developers 
will be able to better manage resource allocation and system readiness to fight against 
malicious activity by using time series models. Time series analysis is a technique 
for forecasting future events based on the premise that future predictions would be 
similar to previous patterns. Forecasting is the practice of fitting models to historical 
data to forecast future values [38]. Time series analysis is a dynamic study area that 
has gained a lot of attention because of its potential applications in a wide variety 
of fields [39]. Much effort was put into developing and refining the development 
and refinement of time series analysis models during the last several decades. One 
of the most critical concerns among the areas of study ranging from dimensionality 
reduction to data segmentation is time series prediction for acquiring future trends 
and tendencies [40]. The results can be used for a variety of applications, such as 
production planning, control, optimization, and so on. As a result, different models 
for handling this problem have been presented, such as Auto-Regressive Integrated 
Moving Average (ARIMA) filtering-based approaches support vector machines, and 
so on. 

Machine learning and deep learning are important in every sector making 
machines intelligent. Examples of machine learning are everywhere. Machine 
learning algorithms are complex and require a lot of domain knowledge and human 
intervention, whereas deep learning holds more promise for AI creators and the 
rest of the world in this aspect. Researchers have made considerable progress in 
detecting botnets using classical machine learning methods such as Naive Bayes, 
SVM, random forests, and networking algorithms such as DBSCAN and X-means 
based on a variety of aspects to create a model that can distinguish malicious network 
traffic over the last few decades [39]. These detection models have low false-positive 
and false-negative rates. Artificial neural networks (ANNs) are versatile computa-
tional frameworks that may be used to accurately solve a wide range of time series
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problems. However, using artificial neural networks to model linear problems has 
shown varied results, so it’s not a good idea to use them indiscriminately on any data. 

Through network traffic, the convolutional neural network (CNN) primarily learns 
spatial characteristics from the spatial dimension. Malicious behavior affects IoT 
devices; therefore, a CNN-based deep learning algorithm was proposed to detect 
small variations in power consumption data. CNN is most suitable for spatial data 
and classification such as images, it takes fixed-size input and generates fixed-size 
output [41]. From the time dimension, a recurrent neural network (RNN) learns the 
properties of data traffic in time series. In 1, author proposed a model based on the DL 
method, i.e., CNN+RNN that extracts features from two dimensions time and space 
automatically [39]. RNN detects botnet by characterizing communication patterns 
in a network as a series of time-varying states. Bi-LSTM—RNN model was built 
to identify botnet activities in consumer IoT devices and networks [42]. The benefit 
of using the Bi-LSTM neural network to obtain data for detection was that it could 
extricate features for classification by learning the perspective correlation of vectors 
in the sequence more effectively. LSTM model is used to detect network anomaly 
detection. LSTM networks are a sort of RNN that includes a hybrid of special and 
standard units. RNN suffers from the problem of exploiting and vanishing gradient 
to solve this problem LSTM and GRU were introduced [43]. LSTM addresses these 
issues by introducing new gates, such as input and forget gates that allow for greater 
control of the gradient flow and improved preservation of “long-range dependencies”. 
GRU was introduced as a modification for LSTM to do machine translation for easy 
structure and convenience to solve problems. 

5 Conclusion 

Botnets have been seen as a severe threat to cybersecurity as they serve as a platform 
for a variety of cybercrimes, including DDoS attacks against critical targets, virus 
distribution, phishing, and click fraud. Despite the fact that malevolent botnets have 
been around for a long time, still very difficult to detect them at the growing phase, 
and botnet research is still in its infancy. In this paper, we focused on IoT intru-
sion detection systems, and we studied different machine learning and deep learning 
models to detect various forms of IoT network attacks on time series data, which are 
typically carried out by botnets. We also analyzed the detrimental consequences of 
Mirai, its variations, and other similar botnets on the Internet depicting the reality 
that IoT devices reflect. We find that machine learning models are complex and 
are commonly utilized in projects that require predicting outcomes or identifying 
trends. Machine learning is used when there is limited, structured data available. 
Deep learning models work well with time series data and perform well for predic-
tive analysis. Because of its greater accuracy when trained with massive volumes of 
data, deep learning is becoming increasingly popular with RNN as the best intrusion
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detection method when compared to other ML algorithms. Further, the implemen-
tation of an RNN-based technique to detect botnet attacks with less false alarm rate 
will be carried out in the future. 
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Energy-Efficient Framework in IoT 
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Abstract Internet of things (IoT) has been developed for use in a variety of fields 
in recent years. The IoT network is embedded with numerous sensors that can 
sense data directly from the environment. The network’s sensing components func-
tion as sources, observing environmental occurrences and sending important data 
to the appropriate data center. When the sensors detect the stated development, 
they send this world data to a central station. Sensors, on the other hand, have 
limited processing, energy, transmission, and memory capacities, which might have 
a detrimental influence on the system. We have concentrated our current research on 
lowering sensor energy consumption in IoT network. This study chooses the most 
appropriate potential node in the IoT network to optimize energy usage. Throughout 
this paper, we suggest a fusion of techniques that combines PSO’s exploitation capa-
bilities with the GWO’s exploration capabilities. The fundamental concept is to 
combine the strengths of the PSO’s capability to exploit with Grey Wolf Optimizer’s 
ability for efficient potential node selection. The proposed method is compared to 
the traditional PSO, GWO, Hybrid WSO-SA, and HABC-MBOA algorithms on the 
basis of several performance metrics. 

Keywords Internet of Things (IoT) · Grey Wolf Optimizer (GWO) · Particle 
Swarm Optimization (PSO) · Swarm Intelligence (SI) 

1 Introduction 

The Internet of things (IoT) [1] has rapidly grown technologically in recent years, 
and there is an abundance of enabling gadgets that use this technology. The relations 
“Internet” and “Things” talk about a global network that is interconnected and based
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on sensory, communication, networking, and information processing technologies. 
Every piece of equipment, including kitchen appliances, automobiles, thermostats, 
and air conditioners, can access the Internet. These devices include everything from 
domestic appliances to industrial machinery [2]. The new wireless sensory technolo-
gies have considerably increased the sensory capabilities of devices, extending the 
basic concept of IoT to ambient intelligence and autonomous control [3]. 

The term ‘Internet of Everything has been used by both CISCO and Qualcomm 
(loE) [4]. The term CISCO has a broader definition. People, data, processes, and 
objects are the “four pillars” of IoE. The IoE also enhances people’s lives by extending 
corporate and industrial operations. IoE can collect and analyze factual data from 
billions of sensors that are linked to it, then utilize that data to enhance “automated 
and human-based activities”. Other advantages include the application of IoE to aid in 
the achievement of national priorities, ecological responsibility, and socioeconomic 
objectives [5]. 

Embedded applications find a home on the Internet of Things. The majority of 
these applications rely on deeply embedded systems that must function on restricted 
energy sources like batteries or energy harvesters [6]. Meeting the application’s 
energy requirements is a huge difficulty [7]. Low-cost wireless sensor nodes make 
up the Internet of Things network. Due to the enormous number of sensor nodes in 
WSN, routine maintenance such as battery replacement is difficult [8]. The node’s 
energy source, which is often a battery, depletes its energy faster. The power usage 
increases as the range within the nodes grow. This study uses Swarm Intelligence 
(SI) [9, 10] based Particle Swarm Optimization (PSO) and Grey Wolf Optimization 
(GWO) approach to overcome the issue. By substituting a particle of the PSO with a 
modest chance with a particle partially enhanced using the GWO, we combine two 
methodologies. This has a significant impact on the remaining energy of nodes, as 
longer distances cost more energy. A hybrid model of PSO and GWO is developed 
with energy consumption and distance in mind, and it iteratively selects the optimal 
next node. In contrast to the greedy method, it seeks to minimize node distance and 
hence extend the network lifespan. 

Mirjalili et al. [11] proposed the GWO method, which is focused on wolf poaching 
technique. GWO can be a better alternative for deployment in actual applications 
than Particle Swarm Optimization (PSO) and other optimization algorithms since it 
has less configurable parameters and is simpler. When applied with high-dimensional 
nonlinear objective functions, the GWO, like other optimization methods, has several 
drawbacks, such as being easily caught in the local optima [12]. Furthermore, the 
faster convergence speed of GWO makes managing the balance between exploitation 
and exploration more challenging. To overcome these limitations, a hybrid model of 
PSO and GWO is deployed in this paper. The stability of the PSO method is preserved 
with our hybrid approach, while exploration is aided by the GWO algorithm.
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Table 1 Acronyms and their 
meaning 

Acronym Meaning 

SI Swarm Intelligence 

IoT Internet of Things 

WSN Wireless Sensor Network 

PSO Particle Swarm Optimization 

ABC Artificial Bee Colony 

GWO Grey Wolf Optimizer 

CH Cluster Head 

pbest Particle Best 

gbest Global Best 

Table 1 lists all of the acronyms used in the text. The remainder of the paper is 
organized as follows: The literature work is discussed in Sect. 2. In Sect. 3, the GWO– 
PSO is examined. The described energy-efficient model is described in Sect. 4. The  
conclusion is presented in Sect. 5. 

The research contributions of the study are as follows: 

• To conduct comparative analysis of energy-efficient PSO-based technique in IoT. 
• To define and design the energy-efficient framework for IoT. 
• To hybridize the working of PSO and GWO for efficient potential node selection 

in IoT. 

2 Literature Survey 

Researchers are currently facing major issues in building an energy-efficient model. 
Various academics have worked on energy-efficient ways to create an optimized 
model, which will extend the network lifespan in WSNs as a result. The application 
of metaheuristic approaches in the energy sector is discussed subsequently. 

Devika et al. [13] discussed a wireless sensor network (WSN) energy-efficient 
clustering approach. The author explains why, how, and where Swarm Intelligence 
(SI) is a technique for reducing energy use and making networks more energy efficient 
in this article. Among the numerous SI methods, the author discovered that the PSO 
technique is more efficient. SI algorithm is broken down into groups depending on 
the social behavior of insects, bacteria, birds, fish, and other creatures, with insect-
based SI accounting for over half of the effort. The author used a variety of SI-based 
WSN clustering techniques, including ACO, PSO, and ABC, to reduce redundant 
data inside clusters.
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Alqattan and Abdullah [14] found that PSO is more reliable than the ABC. Author 
used the ABC technique along with PSO algorithm to evaluate the Protein Struc-
ture Prediction. Different metrics are utilized to evaluate the performance of two 
algorithms, including Colony size (S) [total number of working and watching bees], 
Swarm population size (N), S1 stands for Self-confidence, and Swarm-confidence 
stands for (S2). Using these various parameters, the author demonstrates that the 
PSO methodology outperforms the Artificial Bee Colony in terms of Time, Average 
Number of Function Evaluation, and accuracy figures by 70%, 73 percent, and 3.6 
percent, respectively. 

Cluster heads (CHs) in a wireless sensor network (WSN) consume more energy 
due to increased overload for receiving and gathering data, according to Rao et al. [15] 
The author of this paper revealed a cluster head selection approach using Particle 
Swarm Optimization for energy efficiency. The CH selection is influenced by the 
fitness function of remaining energy, load, temperature, and aliveness of nodes. As 
a result, the cluster head is chosen to optimize network speed and network lifetime. 
Based on a high-energy node with low load, latency, range, and power heat, CH 
is chosen to enhance the fitness function should be maximized to increase the net-
stability works and efficiency. In addition, Iwendi et al. [16] describe the fitness func-
tion to determine cluster head (CH) using α, β, Φ, ω, and θ as weighted parameters, 
and the computational parameters used in calculating fitness function are FFenergy 
(Energy computation), FFdistance (Distance computation), FFdelay (Delay compu-
tation), FFtemperature (Temperature computation), and FFload (Load computation). 
And the total of these values is the fitness function [8]. 

Vijayalakshmi and Anandan [17] discussed the Tabu-PSO model, a hybrid PSO 
and Tabu method to select the cluster head with the least power utilization rate in the 
cluster and to increase the flexibility to pick the CH in a IoT network by utilizing a 
hybrid heuristic approach, in [5]. By expanding the number of clusters and enhancing 
the node survival rate, Tabu research was used to increase the ethnic variety of PSO 
in order to prevent local optimal issues. In comparison with the low-energy adaptive 
clustering hierarchy algorithm and Particle Swarm Optimization, their suggested 
methodology effectively reduces the overall packet loss rate by 27.32 percent and 
the average end-to-end delay by an average of 1.2 s. 

Further, in [11], the author introduces the GWO, a novel SI-based algorithm 
influenced with grey wolves. Twenty-nine test functions were used to evaluate the 
proposed algorithm’s performance in terms of search, attack, avoidance of local 
optima, and convergence. The author discovered that GWO gave exceptionally 
competitive outcomes when contrasted to well-known heuristics such as PSO [18], 
GSA [19], DE, EP, and ES.
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Furthermore, on the basis of network longevity and efficiency, a comparison is 
made by author in [20] between the GWO, ABC, and AFSA. The author concluded 
that GWO has a longer network lifespan than ABC and AFSA. In an IoT setting, 
the GWO used less energy than the ABC and AFSA. Also According to the author’s 
results, GWO has some extent higher throughput than the ABC and AFSA. 

Moreover, the author suggests a unique hybrid technique in [20] that combines 
Particle Swarm Optimization’s (PSO) exploitative ability with the GWO’s searching 
ability. By substituting a particle of the PSO with a tiny chance with a particle partially 
enhanced using the GWO, the author integrates two approaches. The findings show 
that the hybrid strategy successfully combines the two algorithms and outperforms 
all other approaches tested. 

Table 2 summarizes the relative studies of several frameworks/models in IoT 
by various writers. The authors predicted the model’s analysis, strategy, strengths, 
drawbacks, and quality metrics. In the model, numerous attributes were used to 
characterize metaheuristic methods and strategies.

3 Particle Swarm Optimization (PSO) 

In 1995, John Kennedy and Eberhart introduced the PSO concept [18]. PSO is a 
methodology for population-based stochastic optimization. It is made up of a swarm 
of particles (fishes, birds, etc.) wandering across a search area for probable solutions 
to complex problems. Each individual has a velocity vector and a position vector 
that represents a possible solution to the issue. The velocity here refers to processing 
time or coverage, and the position here to the rank of a test case in a testing process. 
In addition, each particle has a little memory that remembers its own best position so 
far as well as a global best position achieved through interaction with its neighbors. 
Particle Swarm Optimization took what it had acquired from the situation and applied 
it to the optimization challenges. In Particle Swarm Optimization, every solution is a 
“bird” in a solution area. It’s referred to as a “particle or individual”. Every individual 
possesses fitness values that the fitness function evaluates to optimize them, along 
with velocities that guide their flight. Through the solution area, the individual follows 
the current optimal individual. PSO starts with a set of random solutions and then 
iterates over generations in search of an optimal solution. Each particle is restructured 
every cycle by comparing two “best” values. Currently, the first option (fitness) is 
the most effective. (In addition, the fitness value is kept.) pbest is the name given to 
this integer. Another “finest” value recorded by the particle swarm optimizer is the 
best value reached yet by each individual in the swarm and gbest, which refers as 
“global best”, is the highest value. Figure 1 depicts the overall concept of Particle 
Swarm Optimization.

Due to its advantage over other algorithms like GA [25], PSO pays greater 
emphasis to maximizing WSN lifespan. It has a number of advantages, including ease 
of use, the ability to avoid local optima, and quicker convergence. Its fitness function 
takes into account the leftover energy of nodes as well as the distance between them,



368 Simran et al.

Table 2 Comparative study of PSO-based frameworks in cutting-edge IoT industries 

Author Year Contribution Techniques 
used 

Merits Future Scope Performance 
Metrics 

Rao et al. [15] 2016 IoT network 
CH selection 
configuration 

PSO-ECHS, Energy 
consumption 
rate is 
reduced 

Work for 
heterogeneous 
networks 

Energy 
consumption, 
network 
lifetime, 
packets 
receiving 

Vijayalakshmi 
and Anandan 
[17] 

2021 WSN’s 
effective cluster 
head selection 

Tabu search 
(TS), PSO 

Reduce the 
average 
packet loss 

Improved by 
integrating 
firefly and TS 
methods 

Alive nodes, 
Average 
packet loss, 
Network 
lifespan 

Şenel et al.  
[21] 

2018 Optimization 
approach using 
a hybridized 
methodology 

PSO, GWO Hybrid 
technique 
converges to 
more 
optimum 
solution 
with least 
iterations 

The 
hybridization 
process 
between PSO 
and GWO 
will improve 
the search 
performance 

Energy, 
throughput 

Kaur and 
Mahajan [22] 

2018 Energy-efficient 
hybrid 
metaheuristic 
approach for 
sensor nodes 

Ant Colony 
Optimization 
(ACO), PSO 

Enhances 
network 
lifetime by 
conserving 
the energy 

Improve the 
node’s 
performance 

Network 
lifetime, 
throughput 
residual 
energy 

Rastogi et al. 
[23] 

2021 Optimization 
approach in 
wireless sensor 
network 

PSO, ACO In the 
context of 
network 
longevity, 
this gives 
the best 
performance 

To work better 
in virtually all 
of the 
performance 
factors 
mentioned, 
use a variety 
of alternative 
computational 
intelligence 
approaches 

Alive node, 
dead node, 
throughput, 
remaining 
energy 

Sundaramurthy 
and Jayavel 
[24] 

2020 Optimization 
approach for 
prediction of 
arthritis 

PSO, GWO Enhances 
energy 
efficiency of 
nodes 

Propose a 
hybrid 
methodology 
to enhance 
node 
reliability 

Network’s 
lifetime, 
throughput, 
average 
energy 
consumption

giving the WSN an optimum path thanks to PSO’s ability to avoid local optima. PSO 
is also utilized for node location, CH selection, and cluster creation, among other 
things. The goal of PSO implementations is to aid energy management by lowering 
energy costs per process and thereby increasing node lifespan.
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Fig. 1 Diagrammatical representation of PSO

Pseudocode of PSO 

Step 1: Begin 
Step 2: Initialization 
For each particle 

(a) Initialize particles position with uniform distribution 
(b) Initialize particle velocity 

End For 
Step 3: Do 
For each individual 

Evaluate the fitness function 
If the fitval (fitness value) in the history is superior than pbest 

Set the current value to the new pbest value 
End If 

End For 
Select the individual with best fitval (fitness value) among all the individuals as gbest 
For each individual 

Update the veli (t + 1) as determined by Eq-1 
Update the xi (t + 1) as determined by Eq-2 

End For 
Until stopping criteria is fulfilled 
End Begin 

The individual or particle adjusts its velocity and locations using equations 
(Velocity Update equation) and (Position Update equation) after selecting the two 
optimal values (Position Update equation). 

Velocity Update Equation 

veli (t + 1) = w · veli (t) + l1r1[pbesti (t) − xi (t)] + l2r2[gbesti (t) − xi (t)] 
(1)



370 Simran et al.

Position Update Equation 

xi (t + 1) = xi (t) + veli (t) (2) 

where 

i Particle index 
w Inertial coefficient 
l1, l2 Learning elements (0 ≤ l1, l2 ≤ 2) 
r1 · r2 Random variables (0 ≤ r1, r2 ≤ 1) 
veli (t) i th  Particle’s velocity having time t 
xi (t) Current position of particle having time t 
pbesti (t) Particle’s best solution having time t 
gbesti (t) Global best solution at time t 

3.1 Grey Wolf Optimizer 

Mirjalili et al. [11] introduced the GWO algorithm. Grey wolves’ social structure 
and hunting behavior have influenced the GWO. The testing findings revealed its 
capability and great performance in handling a variety of traditional engineering 
design challenges, including spring tension, welded beams, and so on. Grey wolf 
leadership is a source of inspiration for the GWO algorithm. Grey wolves are the 
most powerful predators on the planet. Within the leadership structure, there are four 
different sorts of grey wolves, i.e., α, β, δ, and ώ. 

The optimal answer in the GWO algorithm is represented by alpha (α) wolves.  
Beta (β) and delta (δ) wolves are the population’s second and third best solutions. 
Omega ( ώ) wolves are the finest prospects for a solution. The GWO method assumes 
that alpha, beta, and delta wolves hunt, with omega wolves trailing after them. The 
three primary aspects of grey wolf hunting are as follows: (1) following the prey, 
chasing it down, and approaching it. (2) Pursuing, surrounding, and torturing the 
prey until it comes to a complete stop. (3) Attacking the prey by surprise. 

The formula is as follows: 

D = |C · Xp  − X(t)| Dα = |C1 · Xα − X | X1 = X α − a1 · (Dα) 
X (t + 1) = X p(t) Dβ = |C2 · Xβ − X | X2 = Xβ − a2 · (Dβ) 
a = 2l · .r1; C = 2 · r2 Dδ = |C3 · X δ − X | X3 = X δ − a3 · (Dαδ) 

The number of iterations is t, the position of prey is Xp, and the position of a grey 
wolf is X. While a and C are vector coefficients, r1 and r2 specify random numbers. 
Dα, Dβ and Dδ are the fitness functions for alpha, beta, and gamma groups.
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Pseudocode of Grey Wolf Optimization 

Step 1: Begin 
Step 2: Initialize a, C, and t = 1 
Step 3: Calculate each individual’s fitness in the population 

(a) Xα = individual having best fitness value 
(b) Xβ = individual having second best fitness value 
(c) Xδ = individual having third best fitness value 

While (i < Maximum_itr) 
For each individual 

Position of current individual is updated using equation 
X (t + 1) = (X1 + X2 + X3)/3 where X1, X2 and X3 are position vector of α, β and δ wolves 
End For 

Update t, a, C 
Calculate the fitness of all individual 
Update Xα, Xβ, Xδ 
i = i + 1 

End While 
Return Xα 
Step 4: Return best solution 
Step 5: End  

4 Proposed Framework 

On terms of the suggested structure as depicted in Fig. 2, an energy-efficient sensor 
network must be designed in the bottom layer, where the energy usage of sensor 
nodes may be lowered before it is transferred to the middle layer.

Our hybridized proposed approach (PSO–GWO) is created without altering the 
main functionality of the Particle Swarm Optimization and Grey Wolf Optimiza-
tion algorithms. The PSO approach may be used to address almost any real-world 
problem. There must, however, be a mechanism to reduce the likelihood of the 
Particle Swarm Optimization algorithm duping in a local minimum. In our recom-
mended technique to reduce the likelihood of collapsing into a local minimum, the 
Grey Wolf Optimization algorithm is employed to support the Particle Swarm Opti-
mization algorithm. The PSO algorithm, as previously noted, guides certain particles 
to random sites with a slight chance of avoiding local minimums. As a nutshell, these 
paths might lead to a departure from the global minimum. To circumvent these prob-
lems, the GWO algorithm’s exploration capability is used to send particular particles 
to GWO-enhanced locations rather than random locations. 

Hence by deploying the above hybrid methodology, an energy-efficient frame-
work could be attained as it will improve energy efficiency by minimizing energy 
consumption. The hybrid model aids in determining the best way to higher throughput 
and lower energy consumption. The proposed model is based on three-layer IoT 
architecture.
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Fig. 2 Swarm intelligence-based energy-efficient framework using PSO–GWO in IoT
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• Physical Layer: Diverse nodes are generally dispersed across the geograph-
ical region in the perception layer. The intelligent gadgets that operate on the 
bottom layer are each given a unique identifier. A detector, a processor unit, a 
transceiver unit, and a legitimate power supply describe intelligent devices on the 
bottom layer. Manufacturers are creating a variety of smart devices with varying 
specifications, standards, and technologies. 

• Network Layer: Middle layer is the core layer where transmission of data takes 
place. The data collected by sensor nodes in the perception layer is sent to the 
network layer for processing. The network layer is broken into three portions: 

1. pbest and gbest node selection: pbest and gbest is the particle best and global 
best solution respectively. Pbest and gbest node selection is done via PSO 
approach. The particle adjusts its velocity and locations using the particle 
velocity update equation as Eq. 1 and particle position update position equation 
as Eq. 2 after obtaining the two best values. 

2. Potential node selection in each region for energy efficiency: This stage entails 
aggregates sensor nodes and choosing Potential nodes (PNs) for all of the 
clusters in each region. The information acquired from all of the nodes will 
be compiled by the potential node and transferred to the IoT base node. To 
determine the potential node, a PSGWO methodology is used. 

3. Attain optimal solution and performance metrics: To obtain the best solution, 
a PSO model is used with GWO. By employing the GWO technique’s explo-
ration capabilities, the PSO method will be prevented from trapping into local 
minimums and hence an optimal solution can be attained. The performance 
metrics utilized to pick the potential node include the amount of load, living 
nodes, energy, network lifetime and throughput 

• Application Layer: Mobile consumers, businesses, and huge organizations all 
benefit from the services provided by the applications layer. It is the top most 
user interactive layer. The real communication is initiated and reflected at the 
application layer. Cost function may be assessed using quality criteria such as 
latency, node lifespan, and residual energy. 

5 Conclusion 

Despite the fact that IoT has huge potential in a variety of applications in the modern 
period, there are a number of barriers to overcome. Privacy, energy optimization, 
networking, hardware configuration concerns, data network congestion, and other 
issues must be solved to improve the resilience of IoT. We choose to focus on the 
energy optimization problem in this study. To resolve this issue, a hybrid meta-
heuristic framework based on PSO–GWO is devised to reduce the sensor’s energy 
usage in IoT networks in this study. The key advantage of PSO is that there are 
fewer parameters to tweak. PSO gets the optimal result through particle interaction;
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however, it converges at a relatively slow speed to the global optimum through a high-
dimensional search area. To overcome this, PSO is hybridized with GWO’s explo-
ration capabilities to avoid local minima problems. In this study, several performance 
parameters including energy consumption, network lifetime, alive nodes, tempera-
ture, and throughput are taken into account to choose the best potential node for the 
IoT network. Using various simulations, we will evaluate the performance of the 
proposed algorithm and compare it to other metaheuristic techniques such as PSO, 
GWO, Hybrid WSO-SA, and HABC-MBOA algorithms. 
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21. Şenel FA, Gökçe F, Yüksel AS, Yiğit T (2019) A novel hybrid PSO–GWO algorithm 
for optimization problems. Eng Comput 35:1359–1373. https://doi.org/10.1007/s00366-018-
0668-5 

22. Kaur S, Mahajan R (2018) Hybrid meta-heuristic optimization based energy efficient protocol 
for wireless sensor networks. Egypt Inform J 19(3):145–150. https://doi.org/10.1016/j.eij.2018. 
01.002 

23. Rastogi R, Srivastava S, Tarun, Manshahia MS, Varsha, Kumar N (2021) A hybrid optimization 
approach using PSO and ant colony in wireless sensor network. In: Mater today: proceedings. 
https://doi.org/10.1016/j.matpr.2021.01.874 

24. Sundaramurthy S, Jayavel P (2020) A hybrid grey wolf optimization and particle swarm 
optimization with C4.5 approach for prediction of rheumatoid arthritis. Appl Soft Comput 
94:106500. https://doi.org/10.1016/j.asoc.2020.106500 

25. Lambora A, Gupta K, Chopra K (2019) Genetic algorithm- a literature review. In: 2019 Interna-
tional conference on machine learning, big data, cloud and parallel computing (COMITCon). 
IEEE, pp 380–384. https://doi.org/10.1109/COMITCon.2019.8862255

https://doi.org/10.1007/978-3-642-42042-9_42
https://doi.org/10.1007/s11276-016-1270-7
https://doi.org/10.1002/spe.2797
https://doi.org/10.1007/s10586-017-1608-7
https://doi.org/10.1007/s10586-017-1608-7
https://doi.org/10.1007/978-3-030-61111-8_2
https://doi.org/10.1007/978-3-030-61111-8_2
https://doi.org/10.1016/j.enconman.2012.02.024
https://doi.org/10.1016/j.enconman.2012.02.024
https://doi.org/10.1016/j.procs.2019.11.040
https://doi.org/10.1007/s00366-018-0668-5
https://doi.org/10.1007/s00366-018-0668-5
https://doi.org/10.1016/j.eij.2018.01.002
https://doi.org/10.1016/j.eij.2018.01.002
https://doi.org/10.1016/j.matpr.2021.01.874
https://doi.org/10.1016/j.asoc.2020.106500
https://doi.org/10.1109/COMITCon.2019.8862255


Performance Analysis of MADM 
Techniques in Cognitive Radio 
for Proximity Services 

Mandeep Kaur and Daljit Singh 

Abstract It is envisioning that Cognitive Radio (CR) networks are boundless to 
end up spectrum scantiness and upgrade spectrum efficiency by spectrum alloca-
tion techniques. Cognitive Radio authorizes to use the unlicensed spectrum with the 
ease of spectrum sensing. Energy detection is one of the prominent methodologies 
of spectrum sensing. Energy detection does not require any prerequisite knowledge 
about the primary user. The energy detector differentiates the calculated energy with 
the threshold value to check the channel availability. Energy detection with adap-
tive double threshold meliorates than Adaptive Threshold. The regulation of radio 
frequencies procedure is managed by spectrum handoff. Spectrum handoff is the 
main aspect of Spectrum Management techniques. The phenomenon of spectrum 
handoff starts with the appearance of Cognitive Radio. The decision of selecting the 
top notch network by network selection ranking in spectrum handoff using Multiple 
Attribute Decision Making schemes (MADM). MADM itself is a procedure used to 
obtain the ideal alternative from different alternative with particular attribute. The 
objective of this paper is to implement Grey Relational Analysis (GRA) and Cost 
Function method and in contrast with simple additive weighting (SAW) and tech-
nique of order preference to ideal solution (TOPSIS). The comparison of multiple 
attribute based on quad-play services in CR network to reduce complexity and extent 
quality of services. The numerical results indicate that Grey Relational Analysis is 
reliable for optimal network using Relative Standard Deviation having quad-play 
services such as voice, video, data, and mobile voice over Internet are 4.34, 16.06, 
10.80, 9.9 used in this paper. 

Keywords Adaptive double threshold · Probability of detection · Cognitive radio 
network · Spectrum handoff · Spectrum sensing
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1 Introduction 

The overcrowding spectrum seems like an old chest nut due to the burgeoning of 
wireless devices and mobile devices and makes the spectrum scare. Each wireless 
service has its own licensed spectrum. Some of the wireless devices have wide spec-
trum with small number of users in consequence the spectrum remains underutilized 
while in other remains over utilized [1]. To overthrow the spectrum underutilized 
dynamic spectrum access comes into play. A scheme that uses DSA is referred as 
Cognitive Radio [2]. 

The capability of CR to vanquish the insufficiency of spectrum underutilized. It 
permits secondary users to access licensed spectrum of primary use while evading 
intervention with PU. The prospective of CR to enhance the spectrum efficiency and 
spectrum becomes well founded [3–5]. 

The key features for the Cognitive Radio for proximity services are spectrum 
sensing and spectrum database. CR devices follow the spectrum band in their region 
to discover its numerous authorized user and white spaces. These spectrum holes are 
generated and separated synchronously and can be utilized without an authorization. 
Spectrum sensing can be distinguished into two categories such as non-cooperative 
and cooperative. In cooperative method, the spectrum data can be divided by unli-
censed user devices while in other each unauthorized user independently. Federal 
Communication Commission (FCC) suggested a spectrum database idea to get rid 
of problem of spectrum sensing approach and to utilize TV void space. To carry 
the increasing number of devices that uses the radio frequency spectrum, a merged 
approach is advantageous. It confirms that devices can rapidly detect unexploited 
spectrum and upgrade quality of services. 

When underutilized frequency band is used by unlicensed user, then maintenance 
of data transmission is necessary on channel by spectrum handoff scheme [4]. Spec-
trum handoff implies on spectrum sensing to observe the suitable optimum channel. 
This handoff triggering relies on three techniques are proactive handoff, reactive 
handoff, and hybrid handoff scheme [6]. These schemes concede secondary users to 
switch to other channel without intrusion their transmission when PU is in licensed 
band [7, 8]. 

2 MADM Methodologies 

Multiple Attribute Decision Making are mathematical approaches to handout the 
decision problems with some aspects. The selection of ideal network is based on 
their substitutes and attributes. To choose a network, there are having some strategies 
means simple additive weighting (SAW), technique for ideal preference by similarity 
to ideal solution (TOPSIS), Grey Relational Analysis (GRA), and cost function 
method.
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Table 1 Multiple substitutes of various networks 

Networks Multiple attributes 

D DR PLR P 

Wi MAX 60 35 25 15 

Wi-Fi 50 11 30 8 

Cellular 30 2 50 40 

Satellite 200 2 80 8 

Fig. 1 Procedure steps of 
multiple attribute decision 
making 

MADM coincides with quad play services having fixed voice, fixed video, and 
paid TV services with mobile voice and data services. 

The number of attributes is Wi MAX, Wi-Fi, Cellular and Satellite with some 
of the alternatives is Delay, Data rate, Packet loss ratio, Price is shown in Table 1. 
Various attributes are considered as instrumental such as data rate while others as 
detrimental. The decision of MADM depends on the precedence level of alternatives. 
MADM methods are having best decision making capabilities (such as prioritization, 
selection) from the available alternatives. Therefore, this is the reason to choose 
MADM for spectrum handoff for selecting optimum network. To resolve multiple 
attributes decision making issues few mechanisms are as follows in Fig. 1. 

2.1 Grey Relational Analysis Method 

It is the method of calculating Grey relational degree [9]. GRA utilizes grey system 
theory. The strength of this procedure is simple in calculations and in priority deci-
sion, and it decreases error probability. The weakness of this method is used to handle



380 M. Kaur and D. Singh

Fig. 2 Grey relational analysis flowchart 

only uncertainties in the data like missing information and partial information in the 
data or other data set is small for processing. The methods of Grey Relational Analysis 
are in Fig.  2. 

2.2 Cost Function Based Method 

It is a method of determining the performance of networks in Cognitive Radio [10]. 
This procedure of multiple attributes is based on the approximation of cost of network. 
The strength of this method is that it is as easy as ABC for execution due to the simply 
usage of various attributes and it totally dependent on attribute value the limitation of 
this procedure is that the value of cost function should be maximum for best network 
selection. The algorithm is shown in Fig. 3. 

Fig. 3 Flowchart of cost 
function
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Fig. 4 ROC curve for energy detection with different noise uncertainty factor 

3 Performance Analysis of Comparison Between Adaptive 
Threshold and Adaptive Double Threshold 

Adaptive Threshold and Adaptive Double threshold is based on energy detection 
technique of spectrum sensing. It outperforms optimal results in the non-appearance 
of noise uncertainties [11]. But in practical situation, noise uncertainty can’t be 
snubbed. In this method, the threshold takes into account the uncertainty in noise 
parameter. ρ represents the size of noise uncertainty ED_ADT achieves preferable 
results than ED_AT in the existence of noise uncertainty with N = 1000, SNR = −  
9 dB. ROC curve between Probability of Detection and Probability of False Alarm 
demonstrates that there is an effect in Adaptive Threshold and Adaptive Double 
Threshold due to the presence of noise uncertainty factor. Figure 4 shows that there 
is increase in Probability of Detection in Adaptive Double Threshold rather than 
Adaptive Threshold. ED_ADT performs better than Adaptive Threshold because it 
diminishes sensing time and enhances the throughput of the CR network. 

4 Results and Discussions 

In proposed scheme, we implement the entropy, GRA, cost function, SAW, and 
TOPSIS methodologies to estimate the performance using MATLAB. Results 
acquired from this scheme for approach with precedence. Networks such as WIMAX, 
WIFI, Cellular, Satellite were esteemed for ranking.
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Table 2 Network selection ranking matrix formulation using alternatives for quad play services 

Alternatives Voice Video Data Mobile VOIP 

Wi Max 0.8055 0.8248 0.7154 0.6100 

Wi Fi 0.8183 0.6196 0.5848 0.5176 

Cellular 0.8879 0.85314 0.6804 0.6266 

Satellite 0.8285 0.91966 0.7587 0.6558 

Ideal for handoff Cellular Wi Max Satellite Satellite 

RSD (%) 4.34 16.06 10.80 9.9 

4.1 Implementation of MADM Algorithms for Quad Play 
Services: Grey Relational Analysis 

RSD means Relative Standard Deviation. RSD helps us to evaluate the precision 
or accuracy of data. To achieve more précised data, the value of RSD is small. If 
value of RSD is large, the results are more extended from the mean of data. This will 
degrade the performance of data. The best network for spectrum handoff is Cellular 
(0.8879) and best service from quad play service is video services that is given in 
Table 2 and represent data in bar graph in Fig. 5.

Cost Function-Based Method 

The excellent network for spectrum handoff is Wi Max (0.8530) and the best service 
is video service is in Table 3, and data is shown in bar graphs using MATLAB (Fig. 6).

TOPSIS Method 

The optimum network for spectrum handoff is Cellular (0.8261) in Table 4. Based 
on this Table, data represents in Fig. 7.

SAW Method 

The ideal network for spectrum handoff is Satellite (0.8707) that is given in Table 5. 
SAW network also represents data in bar graph in Fig. 8.

5 Performance Comparison of MADM Algorithm Using 
Relative Standard Deviation 

The graph estimates the performance between Relative Standard Deviation (RSD) 
and MADM algorithms. When the value of RSD is lower, then the precision of data is 
more that is shown in Fig. 9. The GRA depicts the RSD for voice, video and data and 
mobile voice over Internet services are 4.34, 16.06, 10.80, and 9.9. These values are 
small when compared with other methodologies. Therefore, this method is superior 
for spectrum handoff.



Performance Analysis of MADM Techniques in Cognitive Radio … 383

Fig. 5 Representation of GRA algorithm implement to voice, video, data, and mobile VOIP services

Table 3 Cost function network ranking for quadruple services 

Networks Voice Video Data Mobile VOIP 

Wi Max 0.5815 0.8530 0.7189 1.3003 

Wi Fi 0.6235 0.4661 0.7964 1.4198 

Cellular 0.7990 0.2883 0.4825 1.2815 

Satellite 0.2310 0.1776 0.4807 0.7116 

Ideal for handoff Cellular Wi Max Wi Fi Wi Fi 

RSD (%) 42.6 66.3 26.19 26.8
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Fig. 6 Representation of cost function implementation to voice, video, data, and mobile VOIP 
services

Table 4 TOPSIS network ranking for quad play services 

Networks Voice Video Data Mobile VOIP 

Wi Max 0.8260 0.9481 0.8334 0.8289 

Wi Fi 0.5000 0.5000 0.5000 0.5000 

Cellular 0.8261 0.2141 0.4220 0.6623 

Satellite 0.1048 0.0980 0.4676 0.2732 

Ideal for handoff Cellular Wi Max Wi Max Wi Max 

RSD (%) 60.62 85.99 33.52 41.80
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Fig. 7 Representation of TOPSIS algorithm implement to voice, video, data, and mobile VOIP 
services

Table 5 SAW network ranking for quad play services 

Networks Voice Video Data Mobile VOIP 

Wi Max 0.4748 0.5543 0.5756 1.0500 

Wi Fi 0.2579 0.2352 0.2759 0.5338 

Cellular 0.9012 0.8050 0.5994 1.5003 

Satellite 0.3349 0.8707 0.6075 0.9425 

Ideal for handoff Cellular Satellite Satellite Cellular 

RSD (%) 33.08 11.67 31.03 79.56
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Fig. 8 Representation of SAW algorithm implement to voice, video, data, and mobile VOIP 
services
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Fig. 9 Effect of RSD on MADM algorithms
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6 Conclusion 

In this paper, we have proposed a spectrum handoff scheme for the best network 
selection according to quad play services. In the CR network, MADM algorithm plays 
a pivot role with the combination of entropy method. This method helps us to estimate 
the attribute weights according to the CR preference. All MADM methods were 
advantageous for determining the best network for spectrum handoff process. The 
usage of attributes values is directly for GRA method to reduce the error probability. 
Computational method of GRA is straightforward. Cost function method relies on 
attribute values, and its implementation is uncomplicated. GRA overtops the other 
entire algorithm because its value is more precise which is achieved by Relative 
Standard Deviation. According to RSD method lower the value of RSD, the precision 
of data is more. In the future research, these algorithms applied to network mobility 
in CR vehicular network. 
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Comparison of Debris Removal 
in Pap-Smear Images Using Enhanced 
Erosion and Dilation 

Soumya Haridas and T. Jayamalar 

Abstract The pap-smear test is considered one of the most common methods avail-
able for cervical cancer screening. Women above a particular age are supposed to 
undergo the cervical screening procedure at least once a year to identify whether 
there is the presence of cancerous cells. Since the manual screening of each cell 
from a pap-smear slide is tedious and time-consuming, automated pap-smear anal-
ysis is the need of the day. In the slides, during automated analysis, the presence of 
unwanted materials such as bacteria and blood particles may produce a false diag-
nosis. The cell structure is one of the main challenges faced during the process. 
Usually, debris removal is performed by many researchers along with segmentation. 
While enhancing the images debris removal can be performed. This can improve the 
quality of enhanced images. Therefore, debris removal plays a very important role in 
the automated pap-smear analysis. In this paper, debris removal is performed using 
enhanced erosion and dilation along with the image enhancement which makes it easy 
for the subsequent processes. The debris removal methods are compared by using 
two different binarization techniques. Initially, the images are preprocessed using 
diffusion stop function-based CLAHE algorithm, and then, the images are under-
gone kittler binarization. Mathematical morphological operations like erosion and 
dilation are applied to the image to remove the debris. Next, instead of kittler binariza-
tion, Otsu’s method is used. The results are evaluated with the performance measures 
sensitivity, specificity, and accuracy. From the results obtained with a sensitivity value 
of 99%, specificity of 99%, and accuracy of 98%, it is clear that the first method i.e., 
kittler binarization with morphological operations gives better performance. 
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1 Introduction 

Cervical cancer is one of the most dangerous diseases that can be identified and 
treated if diagnosed at an early stage. Different diagnosis methods are available for 
cervical cancer detection, out of which pap-smear analysis is the most common 
method available. In a pap-smear, the doctor takes cells out of the cervical portion 
of the patient, and it is sent to the laboratory for analysis. The laboratory techni-
cians prepare slides and analyze them under the microscope to identify the nature 
of the cells. The cytotechnician analyzes the images by considering the signs of 
malignancy [1]. These slides prepared may contain artifacts or debris due to blood 
particles, air drying, or bacteria. Liquid-based cytology (LBC) slide preparation is 
used to avoid this. In LBC, the sample is immersed in a solution, which is subse-
quently processed to normalize it, remove unwanted components (such as red blood 
cells), and deposit an adequate mono-layer sample on a glass slide [2]. The cytol-
ogists can find the cancerous and other types of cells, such as precancerous ones, 
after analyzing the slides [3]. Besides manual analysis, automated pap-smear anal-
ysis is also performed in which the software checks every slide based on specific 
features to classify them as cancerous or non-cancerous. Usually, the automated 
analysis consists of preprocessing the images, segmentation, feature extraction and 
selection, and finally, classification. The accurate classification of cancerous as well 
as non-cancerous cells is possible only if the nucleus and cytoplasm are correctly 
identified and segmented [4]. Preprocessing is improving the quality of input images 
by some methods such as noise removal and image enhancement. After prepro-
cessing, the region of interest is identified using segmentation, and the remaining 
processes follow this. Many researchers have suggested methods for debris removal 
during the segmentation phase. If the debris is removed early, it will help reduce 
the time required for the following processing phase. In this paper, we propose a 
method in which debris removal is performed after preprocessing. Here, the image is 
first preprocessed for contrast enhancement and noise removal. Kittler binarization 
is applied to this image to separate the background and foreground to identify the 
objects. Morphological erosion and dilation are used in this image to fill the gaps and 
remove protrusions. This method helps in removing the debris. Since segmentation 
separates the nucleus and cytoplasm from the image, if the debris is removed at an 
earlier stage, it will reduce the possibility of false identification of cells. Some debris 
resembles the nucleus in shape. Suppose these are removed, the possibility of false 
identification of debris as nucleus can be avoided. The time required for segmentation 
can also be reduced using this approach. 

2 Literature Survey 

Kuko et al. have performed debris removal by thresholding [5]. After creating a 
threshold image, contour pixels are found, and bounding rectangles are formed based
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on these pixel values. The bounding rectangles below a threshold value of 2% of the 
area of the sliding window are rejected and considered debris. The main drawback 
of the method is that there is a chance of missed cells due to the intensity change 
among some debris particles. 

According to William et al., the reason for the failure of many of the existing 
automated pap-smear analysis methods is the presence of debris [6], which may 
generate some objects that may have similarities with the actual cells. A three-phase 
elimination scheme is considered in their paper to classify the cells and debris. The 
size, shape, and texture of the objects are analyzed. In size estimation, a threshold 
is applied, in shape analysis, P2A descriptor is considered, and in texture analysis, 
Zernike moments have been used. 

Malm et al. considered a sequential elimination approach for debris removal [7]. 
During initial segmentation, the object that does not resemble a cell nuclei is rejected. 
This will reduce the complexity in the next stages since there will be less amount 
of objects left after elimination. The objects are analyzed and classified into cells or 
debris in a sequence of steps. First, the area is considered, then the shape (region-
based and contour-based), then elliptical deviation, then texture, and finally, the 
average gray value. The proposed method works efficiently by reducing the classifi-
cation dimensionality and saving computational power. The major drawback is that 
the training data is to be updated to adapt to new variations. 

According to Agarwal et al. [8], adaptive thresholding is applied to the image 
after preprocessing, which will convert the image into a binary format. Mathematical 
morphological operations such as closing and erosion are applied to the image after 
that, and later the final nuclei objects are obtained. 

Martin et al. developed an automatic rejection of non-cellular outlines [9]. The 
process is carried out based on some quantitative metrics. Four different filters based 
on the coefficient of variance of cytokeratin and Hoechst fluorescence (C&HF), the 
correlation coefficient of C&HF, standard deviation of C&HF, and circularity value 
of C&HF were considered, and the outlines were rejected accordingly. Cutoff values 
for the filters were determined manually. Only less no of the samples were studied, 
and with a large dataset, only the effectiveness of the filters can be further analyzed. 

Moshavegh et al., in their paper, performed artifact rejection in such a way that 
the nucleus is retained, thereby removing other unwanted objects [10]. The features 
used here are size, shape, and nuclear granularity. These features are calculated for 
each segmented nuclei-like object and then checked for shape, texture, and shape. 
The objects that do not satisfy the rules about the features were rejected. 

Kumar et al., in their paper, performed artifact rejection using SVM after feature 
extraction [11]. After segmenting the images using Laplacian of Gaussian, the objects 
in the image were classified as cervical cells or artifacts based on a set of ranked 
features. The sequential minimal optimization method was used to optimize the 
selected features. The selected features were ranked using the maximization func-
tion, and features were selected based on ranking and histogram analysis. They had 
achieved an excellent level of proper classification. 

Oscanoa et al., in their paper, performed artifact rejection by extracting certain 
features that can differentiate cells from debris [12]. Area and perimeter of the objects
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are calculated. Using thresholding the objects with values less than a fixed value are 
rejected. They have achieved a nuclei detection efficacy of 92.3%. The main drawback 
is missing nuclei due to less edge contrast and faint staining. 

Various methods for debris removal have been discussed in the literature review, 
and the need for a method that can remove the debris at an earlier stage of automated 
pap-smear analysis is identified. Most of the methods discussed above do the debris 
removal either after segmentation or during the segmentation process. Since the 
segmentation stage requires the correct identification of the nucleus and cytoplasm 
presence of debris may cause false results. If a method can remove debris from the 
image before segmentation is performed, it will reduce the effort in the segmentation 
phase. 

3 Materials and Methods 

The images were taken from the Sipakmed dataset, which contains 4049 isolated 
cells. It falls into five categories, namely superficial-intermediate cells, parabasal 
cells, koilocytotic cells, dyskerarotic cells, and metaplastic cells [12]. 

The images from the dataset are given to the DSF-CLAHE algorithm for enhance-
ment [13]. The DSF-CLAHE algorithm enhances the images so that each object in 
the image is transparent for further processing. There is a chance of debris such 
as bacteria, air drying, dye concatenation, and other unwanted things in the image. 
Debris may hamper or reduce the performance of the cervical cancer diagnosis and 
generate a large number of suspicious objects. Due to this, the classification accuracy 
gets degraded. So the removal of debris is a necessary process. If the debris removal 
process can be carried out earlier, it is effective during the subsequent processing. In 
this paper, the debris is removed using the enhanced erosion and dilation operation. 
Here, two binarization techniques, namely Otsu’s method and the kittler binariza-
tion are applied to the images separately. Then, the erosion and dilation operation 
takes place on the results separately. The kittler enhanced erosion and dilation (KED) 
method considerably improves the debris removal performance than Otsu enhanced 
erosion and dilation (OED) (Fig. 1).

The steps of the KED are given by. 
Step 1: Initially, the images are binarized by using kittler binarization method. 

To find a threshold value, the kilter approach utilizes a mixture of Gaussian distri-
bution functions. The image is split into two portions using this threshold value: 
background and foreground, both of which are modeled by Gaussian distribution. 
The mathematical formulation of the kittler method is given by 

Kmix(g) = uKBG(g) + (1 − u)KFG(g), (1) 

where KBG(g) and kFG(g) are the Gaussian distributions of the background and 
foreground regions, and the Kmix(g) is the mixture of these two Gaussian distribution,
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Fig. 1 Steps in debris 
removal

and u is determined by the position of background and foreground in the images. 
Thus, the binarized image is represented as br (I ). 

Step 2: Perform the morphological operations (dilation and erosion) on the 
binarized images. 

(a) Dilation operation: Dilation is the process of lengthening or thickening of 
binarized image br(I ). The extent of the thickening process is controlled by structural 
elements. The dilation of an element α by a structuring element β is mathematically 
defined as follows: 

α ⊕ β = {Δ
|
|
|( β̂)Δ ∩ α /= Ω} . (2) 

Here, α is dilated by β, β is a structure element, Ω signifies the empty set, and β̂ 
stands for the reflection of collection of β. After mapping and translation,β at least 
has one overlap with α. 

(b) Erosion operation: Erosion operation shrinks or thins the objects in the prepro-
cessed image. The structure element β controls the shrink and the extended process. 
The erosion of the object α by a structuring element β is given by 

α⊝β = {Δ|(β)Δ ⊆ α} , (3) 

where αc is the supplement of collection α, β is the structure element. Thus, the 
debris removed images are given by 

Dr(I) = {di1, di2, di3, ..., din} (4) 

where {di1, di2, di3, ..., din} denotes the number of debris removed images.
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Table 1 Comparison of 
debris removal 

Method Sensitivity (%) Specificity (%) Accuracy (%) 

KED 99 99 98 

OED 84 94 90 

Algorithm for KED 

1. Apply kittler binarization on image I to obtain binarized image br(I). 
2. Perform morphological operations on br(I) using structuring element S to obtain 

the debris removed image Dr(I). 

br(I) ⊕ S 
br(I)⊝S

}

Dr(I) 

4 Results and Discussion 

The images from the database are preprocessed using the diffusion stop function-
based CLAHE algorithm. After preprocessing, the enhanced images are given as 
input into the debris removal process. Initially, kittler binarization is applied to the 
images to make the objects in the image visible. Morphological operations remove 
the smaller objects present in the image during the process. The morphological 
operations help to remove the small protrusions and fill the gaps in the images. 
By this method, the debris in the image is removed up to a large extent. In the 
second method, instead of kittler binarization, Otsu’s method is used along with 
morphological erosion and dilation. The results are evaluated using performance 
measures like sensitivity, specificity, and accuracy. Table 1 shows the performance 
values of the two methods when compared with each other. 

KED performs with a sensitivity of 99%, specificity of 99%, and accuracy of 98% 
when compared with OED having 84%, 94%, and 90%, respectively, as the perfor-
mance values. The image results are shown in Figs. 2 and 3. Before segmentation, 
the debris is removed, which causes less effort and time during the segmentation. 
The obtained output shows that the debris removal method using kittler binarization 
performs better than Otsu’s method.

5 Conclusion 

The process of segmenting pap-smear image is a challenging task due to the presence 
of unwanted particles in the image that resembles nucleus, and therefore, debris 
removal is one of the primary concerns in automated analysis. In this paper, we have 
proposed a debris removal method using binarization and morphological operations.
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Fig. 2 Images before and after KED. a is the input image, b shows the method applied on the input 
image, and c shows the debris removed output image
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Fig. 3 Images before and after KED. a Input image, b method applied on the input image, and c 
Debris removed output image
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Here, two debris removal methods have been compared. By applying mathematical 
morphological operations, the unwanted objects in the images can be removed up 
to a large extent. By applying our method on the images, objects other than cells in 
the image are eliminated. The results are evaluated based on performance measures 
like sensitivity, specificity, and accuracy. The KED method performs well with a 
sensitivity of 99%, specificity of 99%, and an accuracy of 98%. The image outputs 
clearly show that the debris removal method using KED performs well. Each cell 
can be seen clearly and is ready to use for further processing. Different methods 
are available for debris removal, but the proposed method gives a precise result. 
In the future, other binarization methods can be used along with morphological 
operations and this debris removal method can be applied on more images from 
different datasets. 

References 

1. World Health Organization (2006) Comprehensive cervical cancer control: a guide to essential 
practice. WHO Press 

2. Grohs H, Husain O, (eds) (1994) Automated cervical cancer screening, IGAKU-SHOIN 
Medical Publishers, Inc. https://doi.org/10.1002/dc.2840130221 

3. Saslow D, Solomon D, Lawson H, Killackey M, Kulasingam S, Cain J, Garcia F, Moriarty 
A, Waxman A, Wilbur D, Wentzensen N, Downs L, Spitzer M, Moscicki A, Franco E, Stoler 
M, Schiffman M, Castle P, Myers E (2012) American cancer society, American society for 
colposcopy and cervical pathology, and American society for clinical pathology screening 
guidelines for the prevention and early detection of cervical cancer. Am J Clin Pathol 137:516– 
542. https://doi.org/10.1309/AJCPTGD94EVRSJCG 

4. Wasswa W, Obungoloch J, Basaza-Ejiri A, Ware A (2019) Automated segmentation of nucleus, 
cytoplasm and background of cervical cells from pap-smear images using a trainable pixel level 
classifier. In: 2019 IEEE applied imagery pattern recognition workshop (AIPR). IEEE, pp 1–9. 
https://doi.org/10.1109/AIPR47015.2019.9174599 

5. Kuko M, Pourhomayoun M (2019) An ensemble machine learning method for single and clus-
tered cervical cell classification. In: 2019 IEEE 20th international conference on information 
reuse and integration for data science (IRI), IEEE, pp 216–222. https://doi.org/10.1109/IRI. 
2019.00043 

6. Wasswa W, Ware A, Bazaza-Ejiri A, Obongoloch J (2019) Cervical cancer classification from 
Pap-smears using an enhanced fuzzy C-means algorithm. Inform Med Unlocked 14:23–33 

7. Malm P, Balakrishnan B, Sujathan N, Kumar VK, Bengtsson RE (2013) Debris removal in 
pap-smear images. Comp Methods Progr Biomed 111(1):128–138 

8. Agarwal P, Sao A, Bhavsar A (2015) Mean-shift based segmentation of cell nuclei in cervical 
PAP-smear images. In: 2015 fifth national conference on computer vision, pattern recognition, 
image processing and graphics (NCVPRIPG), IEEE, pp 1–4. https://doi.org/10.1109/NCV 
PRIPG.2015.7490039 

9. Martin D, Sandoval TS, Ta CN, Ruidiaz ME, Cortes-Marteos MJ, Messmer D, Kummel AC, 
Blair SL, Rodrriguez JW (2011) Quantitative automated image analysis system with automated 
debris filtering for the detection of breast carcinoma cells. Acta Cytologica 55:271–280. https:// 
doi.org/10.1159/000324029 

10. Moshavegh R, Bejinordi BE, Menhert A, Sujathan K, Malm P, Bengston E (2012) Automated 
segmentation of free-lying cell nuclei in Pap smears for malignancy-associated change analysis. 
In: 2012 34th annual international conference of the IEEE EMBS San Diego, IEEE, pp 5372– 
5375. https://doi.org/10.1109/EMBC.2012.6347208

https://doi.org/10.1002/dc.2840130221
https://doi.org/10.1309/AJCPTGD94EVRSJCG
https://doi.org/10.1109/AIPR47015.2019.9174599
https://doi.org/10.1109/IRI.2019.00043
https://doi.org/10.1109/IRI.2019.00043
https://doi.org/10.1109/NCVPRIPG.2015.7490039
https://doi.org/10.1109/NCVPRIPG.2015.7490039
https://doi.org/10.1159/000324029
https://doi.org/10.1159/000324029
https://doi.org/10.1109/EMBC.2012.6347208


400 S. Haridas and T. Jayamalar

11. Kumar RR, Kumar AV, Kumar SPN, Sudhamony S, Ravindrakumar R (2011) Detection and 
removal of artifacts in cervical cytology images using support vector machine, In: 2011 IEEE 
international symposium on IT in medicine and education, IEEE, pp 717–721. https://doi.org/ 
10.1109/ITiME.2011.6130760 

12. Oscanoa J, Mena M, Kemper G (2015) A detection method of ectocervical cell nuclei for Pap 
test images, based on adaptive thresholds and local derivatives. Int J Multimed Ubiquotus Eng 
10(2):37–50 

13. Plissiti ME, Dimitrakopoulos P, Sfikas G, Nikou C, Krikoni O, Charchanti A (2018) 
SIPAKMED: a new dataset for feature and image based classification of normal and patho-
logical cervical cells in Pap smear images, In: 2018 IEEE international conference on image 
processing (ICIP) , IEEE, pp 7–10. https://doi.org/10.1109/ICIP.2018.8451588 

14. Haridas S, Jayamalar T (2022) Pap smear image enhancement using diffusion stop function 
based CLAHE algorithm. In: 2022 8th international conference on advanced computing and 
communication systems (ICACCS), IEEE, pp 1048–1054. https://doi.org/10.1109/ICACCS 
54159.2022.9785050

https://doi.org/10.1109/ITiME.2011.6130760
https://doi.org/10.1109/ITiME.2011.6130760
https://doi.org/10.1109/ICIP.2018.8451588
https://doi.org/10.1109/ICACCS54159.2022.9785050
https://doi.org/10.1109/ICACCS54159.2022.9785050
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and Intensity Transformation 
of No-Reference Grayscale Fluorescence 
Microscopy Images 
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Abstract One of the essential and important preprocessing steps for raw microscopy 
images is to enhance the contrast between background and the foreground. In this 
work, we implement a deep learning-based image enhancement without using any 
reference microscopy images for the task. The deep neural network is combined 
with intensity transformation curves and trained with a loss function to obtain the 
enhanced results. The proposed framework is shown to have a great potential to 
enhance the low contrast grayscale fluorescence microscopy images. We show the 
superiority of this method over some traditional image processing techniques using 
quantitative metrics. For example, edge-based contrast measure is 13.1528, 84.8378, 
and 146.0890 for Fluo-N2DH-GOWT1, Fluo-C2DL-Huh7, and Fluo-C2DL-MSC 
datasets, respectively, which is a significant improvement when compared with some 
classical methods like contrast limited adaptive histogram equalization. One of the 
advantages of this method is that, it does not need any reference images for training. 
Image enhancement is an essential preprocessing step in many image analysis appli-
cations, and this preprocessing technique may be used to improve the contrast, to 
better differentiate the background from the cells in microscopy images. This further 
helps in the tasks such as cell segmentation, quantification, and tracking, which are 
essential for computational biology research. 
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1 Introduction 

Microscopy image analysis plays a pivotal role in biomedical and computational 
biology research, which is evident from plethora of research publications in the areas 
of cell segmentation, cell classification, cell tracking, and drug discovery to mention a 
few. Microscopy images are captured with microscopes equipped with image acqui-
sition systems. There are several challenges [1] involved in processing microscopy 
images due to limited spatial resolution, limited signal-to-noise ratio (thus poor 
contrast, low illumination), poor halo artifacts, irregular shapes of cells, and heteroge-
neous microscopy imaging modalities like fluorescence microscopy, phase-contrast 
microscopy, etc. Most of the times, microscopy image analysis involves accurate 
detection of cells as the initial step. In order to detect cells and delineate cell bound-
aries accurately, image enhancement techniques would be of much help. There are 
innumerable number of image enhancement methods discussed in the literature, 
which are mostly traditional image processing techniques, however, deep learning 
methods have become popular recently which opens new methodologies for the task 
and potential advantages may be explored. 

Global histogram equalization (HE) is one of the earliest and famous method to 
enhance the image contrast automatically by distributing the values of intensities of 
an image uniformly over the entire intensity range. This process enhances the image 
globally, but when it comes to enhancing the local details, this method is little effective 
and moreover introduces certain artifacts. To overcome these shortcomings, many 
modified HE techniques were studied. One such method is contrast limited adaptive 
histogram equalization (CLAHE) where the contrast is restricted to certain limit and 
removes the defects produced by mapping the two near grayscale values to remark-
ably different values. Logarithmic transformation followed by histogram equaliza-
tion is also used as a preprocessing step [2]. Non-uniform illumination is often found 
in microscopy images. In order to address this problem, top-hat filtering is used as 
a preprocessing step [3]. Top-hat filtering is a morphological filtering technique, 
which calculates the morphological opening of the image and then deducts the result 
from the original input image. Linear filtering methods like mean filtering [4], Gaus-
sian filtering [5], and bandpass filtering [5] techniques were used as a preprocessing 
step to enhance the microscopy images. Nonlinear filtering methods like median 
filtering were used to remove the noise and thereby enhance the microscopy images 
[6]. Anisotropic diffusion algorithm aims at removing noise in the images while 
preserving the edges [7]. Frequency domain method in which variations in image 
phase is transformed into variations of magnitude is utilized to improve the struc-
tural details of the phase-contrast image [8]. In the article [9], image enhancement 
of scanning electron microscopy images was proposed which first regularizes the 
intensity values of the original image while the next step maps the image intensities 
to their corresponding natural dynamic range to improve the contrast. 

Learning-based methods are data driven, which may be broadly classified into 
paired, unpaired, and no-reference contrast enhancement methods. Paired image 
enhancement is a process of learning a mapping function which modifies the input
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image into enhanced image via low contrast/high contrast image pairs. For the input 
images, multiple exposure images were generated and the highest quality image is 
considered as the reference image and then a convolutional neural network (CNN) 
model was trained in a supervised manner from end to end, to get the output enhanced 
image [10]. A neural network architecture was designed inspired by the bilateral grid 
processing that is capable of image enhancement which needs pairs of input–output 
images [11]. In general, implementing these enhancement techniques requires raw 
image and their ideal reference image pairs to train a deep learning network and 
usually obtaining ideal reference image is a tough task. 

In unpaired image contrast enhancement, a set of images are used as the source 
domain and their improved images are used as the target domain, and the correla-
tion between source and target domains is avoided. Unpaired learning method for 
image enhancement was proposed, where starting with a given set of input images 
with desired characteristics, this method learns an image enhancer which trans-
forms any input image into an enhanced image with the desired characteristics. This 
framework utilizes a two way generative adversarial networks [12]. CURve Layers 
(CURL) [13] is a neural block which is augmented to an encoder/decoder backbone 
network. CURL uses global image adjustment curves. These curves are estimated 
while training the network to enhance image characteristics. These adjustments are 
controlled by a well-defined loss function. 

Finally, in the no-reference image enhancement, there is no need of paired or 
unpaired images. In one such methods, a fully convolutional network is utilized to 
learn the weighted histograms from the original input images. This technique effec-
tively enhances the areas with less contrast and have the areas with acceptable contrast 
unaltered [14]. In another method, low light image was enhanced without paired or 
unpaired images using deep intensity transformation curves and well formulated 
no-reference loss functions [15]. 

Inspired by the article based on Zero-DCE [15], in this work, we design a deep 
learning-based image enhancement method for grayscale fluorescence microscopy 
images. One of the attractive feature of this method is that it does not require any 
reference images for training the network. In this work, we train the network three 
times for three different types of fluorescence microscopy grayscale images. The 
raw microscopy images with low contrast are given to a deep convolutional neural 
network. The pixels in the output layer of the network are then mapped to a well-
designed second order quadratic curve. This curve is applied multiple times (itera-
tions) to achieve higher order curves which helps in achieving better image enhance-
ment. The network is then trained with a well formulated no-reference loss func-
tions to achieve the desired enhancement results. An example of enhancing the low 
contrast grayscale fluorescence microscopy image of mouse stem cells belonging to 
Fluo-N2DH-GOWT1 dataset [16] is shown in Fig. 1.

The contributions of this work are listed below:

1. We investigate a deep learning-based image enhancement method for no-
reference grayscale fluorescence microscopy images.
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Fig. 1 Sample input (left) 
and enhanced output (right) 
of an enhanced microscopy 
image

2. We adjust the deep learning architecture and total loss function of Zero-DCE to 
suit the grayscale image enhancement. 

3. We demonstrate the performance of the deep learning framework with no-
reference image quality metrics and compare our results with some of the 
state-of-the-art techniques. 

The organization of the remaining article is as follows. Section 2 depicts the 
methodology used in this work. Section 3 illustrates the results obtained. Section 4 
mentions the conclusion which is followed by the references. 

2 Materials and Methods 

2.1 Reference Data 

The dataset for the current study is taken from ISBI cell tracking challenge [16]. 
Specifically, we study the enhancement of Fluo-N2DH-GOWT1, Fluo-C2DL-Huh7, 
and Fluo-C2DL-MSC 2D fluorescence microscopy image datasets. The Fluo-N2DH-
GOWT1 dataset has two time-lapse image sequences of 92 frames each, thus it 
consists of a total of 184 frames of 2D fluorescence microscopy images of mouse 
stem cells. The Fluo-C2DL-Huh7 dataset has two time-lapse image sequences of 
30 frames each, thus consisting of a total 60 frames of 2D fluorescence microscopy 
images. The Fluo-C2DL-MSC dataset has two time-lapse image sequences of 48 
frames each, thus consisting of a total of 96 frames of 2D fluorescence microscopy 
images. 

2.2 Methodology 

We adopt the deep learning framework and the intensity curves as mentioned in zero-
DCE [15]. However, we modify and tune the process to suit the grayscale images 
and we believe that this is the first deep learning-based image enhancement for
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Fig. 2 Deep learning framework used in our work 

no-reference grayscale microscopy images. This work utilizes combination of deep 
learning and intensity transformation curves with well-designed no-reference loss 
function to attain the desired task of image enhancement. In this section, we describe 
the deep learning framework, intensity transformation curves, and the loss function 
used for this study. 

Deep Learning Framework. We modify  the DCE-Net [15] to suit for the grayscale 
images. The framework comprises of seven convolutional layers with skip concate-
nation connections as shown in Fig. 2. Each convolutional layer uses 32 convolutional 
kernels with the size of 3 × 3 and stride 1, thus giving 32 channels output at each 
layer. These 32 channels in each of the first six convolutional layers are followed 
by ReLu activation function, whereas the seventh convolutional layer is followed by 
Tanh activation function. Finally, the network outputs four layers corresponding to 
four curve parameter maps also indicating four iterations. 

Intensity Transformation Curves. In basic pixel intensity transformation, an input 
image pixel is mapped to an output image pixel guided by a transformation function 
like gamma transformation, power law transformation, etc., while doing so both input 
and output images are kept in the same intensity range. 

In this work, we normalize the input image intensity values to lie between 0 and 1 
by dividing each value by 255. The mapping curve is designed such that output image 
pixel values also lie between 0 and 1. We adopt the light enhancement curves as shown 
in [15] which is carefully designed to achieve the objective of image enhancement 
through training with appropriate loss function. The intensity transformation curves 
are applied iteratively and are given in Eq. 1 through 4. 

IE1(X) = I (X ) + A1(X )I (X )(1 − I (X )) (1) 

IE2(X ) = IE1(X ) + A2(X ) IE1(X )(1 − IE1(X )) (2) 

IE3(X ) = IE2(X ) + A3(X ) IE2(X)(1 − IE2(X )) (3) 

IE4(X ) = IE3(X ) + A4(X ) IE3(X)(1 − IE3(X)) (4)
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where I(X) denotes the input image, X are the pixel coordinates, A1(X) through A4(X) 
are the parameter maps produced as the output of channel 1 through 4 at the output of 
the network. Higher order iterations increase the order of the intensity transformation 
curves, thus increasing the dynamic range. Moreover, applying the parameter maps 
helps to train the network to select the best parameter pixel-wise to produce best 
fitting curves according to the pixel value. 

No-Reference Loss Function. The network is trained with exposure control loss. 
The design of this loss function is critical since the ground truth reference images are 
not available for the network to learn. The exposure control loss Lexp computes the 
distance between the brightness level E and the average value of intensity of a local 
region, YK . The  value of  E is set to 0.6. This loss helps in moderating the brightness 
level. The exposure control loss Lexp is represented as 

Lexp = 
1 

M 

M∑

K =1 

|YK − E | (5) 

Here, M denotes the number of 16 × 16 non-overlapping local regions and Y denotes 
the average intensity value of a local area in the enhanced image. 

Deep Learning Training. We train the network three times for each of Fluo-N2DH-
GOWT1, Fluo-C2DL-Huh7, and Fluo-C2DL-MSC datasets. Data augmentation is 
performed by horizontal and vertical flips, 90 degrees left and right rotations. For 
each dataset, five images were set apart as test set, ten percent of the remaining images 
are used for validation, and all others were used for training. The network is trained 
with total loss function for 30 epochs. Input image pixel values are divided by 255 
so that pixels are normalized to lie between 0 and 1. The weight initialization for the 
filters is done with zero mean and 0.02 standard deviation Gaussian function. Batch 
size of 4 is applied. Fixed learning rate of 10–4 is used, and network is optimized 
with ADAM optimizer. Four channels are used at the output of the network which 
performs pixel-wise intensity transformation curves for four iterations. The network 
is trained using Google Colaboratory. 

3 Results 

3.1 Evaluation Metrics 

Image enhancement enables to perceive image details in a better way when compared 
to its original image. Quantifying image enhancement is not an easy task especially 
when the original image/reference image pairs are not available. In this study, we 
use no-reference image quality metrics namely contrast enhancement-based contrast-
changed image quality measure (CEIQ) [17], screen image quality evaluator (SIQE),
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accelerated screen image quality evaluator (ASIQE) [18], histogram spread (HS) 
[19], edge-based contrast measure (EBCM) [20], and discrete entropy (DE) [21]. 

CEIQ is a no-reference image quality assessment to measure the quality of image 
without reference image. CEIQ learns a regression module with the features like 
histogram equalization, structural-similarity index (SSIM), histogram-based entropy, 
and cross entropy to infer the quality score. A high value of CEIQ means better image 
quality. 

SIQE and ASIQE are no-reference methods to evaluate the perpetual quality of 
screen content pictures with big data learning. This method extracts certain features 
from the image, and a regression method is trained on a number of training images 
which are labeled with visual quality prediction score. SIQE and ASIQE higher 
values indicate better quality. Humans can perceive edges more significantly in an 
image, this observation is considered for designing EBCM. Contrast c(i, j ) for a 
pixel X located at (i, j ) is defined as 

c(i, j) = 
|x(i, j) − e(i, j)| 
|x(i, j ) + e(i, j )| (6) 

where e(i, j ) is the average edge gray level and is given by 

e(i, j ) =
∑

(k,l)∈N (i, j) g(k, l)x(k, l)∑
(k,l)∈N (i, j ) g(k, l) 

(7) 

where N (i, j) represents all the neighboring pixels of pixel (i, j ) and g(k, l) repre-
sents the edge value at pixel (k, l). We consider 3 × 3 neighborhood, and g(k, l) 
is the magnitude of the image gradient calculated using the Sobel operators. The 
EBCM for an image X is calculated as the average value 

EBCM(X ) = 
M∑

i=1 

N∑

j=1 

c(i, j )/MN (8) 

where M and N are the number of rows and columns of the image, respectively. For 
enhanced image, EBCM is higher than the original image. 

Histogram spread is defined as 

HS = 
Quartile distance of histogram 

Possible range of pixel values 
(9) 

HS = 
(3rd quartile − 1st quartile) of histogram 

(max − min) of the pixel value range 
(10) 

İt is observed that low contrast images with narrow histograms have a low value of 
HS when compared with the high contrast images with uniform histogram. Discrete 
entropy of an image X measures its content. If the value of discrete entropy is higher,
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it suggests that the image has richer details. It is defined as 

DE(X ) = −
∑

∀i 
P(xi )log(p(xi )) (11) 

where P(xi ) is the probability of the pixel intensity of the pixel xi , which is obtained 
from the normalized histogram. 

3.2 Quantitative Results 

The quantitative results of the above metrics for the grayscale fluorescence datasets 
[14] are shown in Table 1. The quality evaluation metrics used are CEIQ, EBCM, DE, 
HS, SIQE, and ASIQE. We have compared our approach to the other two well-known 
methods—Autocontrast and CLAHE. It can be observed in Table 1 that the metrics 
are significantly superior for the proposed method. Our method has very good quality 
evaluation metrics for the datasets Fluo-N2DH-GOWT1 and Fluo-C2DL-Huh7. The 
proposed method also did very well for the image Fluo-C2DL-MSC in all the quality 
metrics except for DE and SIQE. 

Figure 3 displays the raw images and their corresponding output images. It is 
apparent that the proposed method is giving better visual output. The improvement 
of the results is because we used a combination of deep learning and intensity trans-
formation curves with well-defined no-reference loss function to train the network 
for obtaining the desired results. Moreover, this method does not require a reference 
image for training the deep learning network.

Table 1 Performance comparison of different image quality metrics. The best result for each image 
type is highlighted 

Dataset Method Quality metrics 

CEIQ EBCM DE HS SIQE ASIQE 

Fluo-N2DH-GOWT1 Autocontrast 1.6295 1.0611 2.3487 0.0040 0.6603 0.7132 

CLAHE 1.6526 1.0428 2.3800 0.0120 0.6622 0.7210 

Proposed 1.9331 13.1528 3.0800 0.0862 0.6747 0.7338 

Fluo-C2DL-Huh7 Autocontrast 1.9857 6.4561 5.1894 0.0392 0.6528 0.6988 

CLAHE 2.2823 12.6114 5.9950 0.0826 0.6850 0.7078 

Proposed 3.1450 84.8378 6.3552 0.3220 0.7392 0.7505 

Fluo-C2DL-MSC Autocontrast 2.0078 0.4007 3.9220 0.0274 0.6380 0.7026 

CLAHE 2.0230 0.2014 5.3151 0.0681 0.7315 0.7246 

Proposed 2.0238 146.0890 3.9029 0.1213 0.7267 0.7618 
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Fig. 3 Original microscopy images and their enhanced outputs for different image enhancement 
methods 

4 Conclusion 

In this article, a combination of deep learning and intensity transformation curves 
trained with no-reference loss functions for the image enhancement of grayscale 
fluorescence microscopy images without the reference data is studied. The proposed 
method is evaluated with no-reference image quality metrics, and comparison with 
state-of-the art techniques indicates the superiority of this method. For instance, 
EBCM metric gave 13.1528, 84.8378, and 146.0890 for Fluo-N2DH-GOWT1, Fluo-
C2DL-Huh7, and Fluo-C2DL-MSC datasets, respectively, which is a significant 
improvement when compared to CLAHE and autocontrast method. The proposed 
method could be explored for image enhancement applications, in particular, to 
process the microscopy images. This method may be utilized as the preprocessing 
step for the enhancement of low contrast microscopy images, thus may contribute in 
improved results of cell segmentation and cell tracking. This method is particularly 
useful in all the applications, where finding an ideal reference image for training a 
deep learning network is difficult. In the future, this method could be extended to 
work for other microscopy imaging modality like phase-contrast microscopy, bright-
field microscopy. The loss function could be redesigned, the intensity transformation 
curve could be modified, and the deep learning framework may be revisited so that 
the methodology could be used for wide varieties of image enhancement problems.
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Abstract Due to difficulties including a cluttered background, partial occlusion, and 
variations on dimensions, angle, illumination, or look, identifying human endeavors 
using video clips or still images is a challenging process. A numerous mechanism for 
recognizing activity is necessary for numerous applications, such as robotics, human– 
computer interaction, and video surveillance for characterizing human behavior. 
We outline a classification of human endeavor approaches and go through their 
benefits and drawbacks. In specifically, we classify categorization of human activity 
approaches into the two broad categories based on whether or not they make use 
of information from several modalities. This study covered a depth motion map-
based approach to human recognizing an action. A motion map in depth created by 
adding up to the fullest differences with respect to the two following projections 
maps for each projection view over the course of the entire depth video series. The 
suggested approach is demonstrated to be computationally effective, enabling real-
time operation. Results of the recognition using the dataset for Microsoft Research 
Action3D show that our method outperforms other methods. 
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1 Introduction 

Computer vision research is currently focused on human activity recognition. Action 
recognition has already been attempted using video sequences recorded by cameras. 
Recognizing human behaviors frequently uses spatiotemporal characteristics, e.g. 
[1]. Real-time depth data gathering is now possible because of advancements in 
image technology. Depth maps can also deliver 3D details for distinguish behavior 
that is challenging to characterize utilizing standard images and are less suscep-
tible to changes with lighting conditions than traditional photos. Figure 1 shows 
two illustrations of the actions of golf swing and a kick forward, each with nine 
depth maps. Numerous studies on human action detection utilizing depth images 
have been conducted but since introduction inexpensive depth sensors, in particular, 
ASUS Xtion with Microsoft Kinect, e.g., [2]. Observed in, additional information is 
provided to complete action recognition by the 3D multiple objects of skeleton of a 
person that are calculated using depth photographs. 

There are two key queries regarding various classification techniques which 
action? (specifically, the issue with recognizing) and “Where in the video?” (specifi-
cally, the localization issue). The kinetic states of such a person must be known when 
trying to recognize human activity because then the computer can do so effectively. 

Examining actions from still photos or video clips is the aim of human activity 
recognition. This fact serves as the driving force behind human activity identifica-
tion systems’ quest to accurately classify data input into the relevant activity cate-
gory. Different types of human behavior are six categories, depending in terms of

a) Golf Swing 

b) Forward Kick 

Fig. 1 Actions of a golf swing and a kick forward are examples of depth map sequences [3] 
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Fig. 2 Decomposition of 
human activities 

complexity: gestures, atomic acts, human-to-human or object group actions, inter-
actions, behaviors, and things. According to their complexity, human activities are 
divided up in Fig. 2. 

The remainder of the essay the following structure Sect. 2 gives some historical 
context. The specifics of the depth motion maps’ characteristics are explained in 
Sect. 3. Human activity categorization would be described in Sect. 4. Unimodal and 
multimodal approaches are covered in Sects. 5 and 6. Dataset collected is considered 
in Sect. 7. Section 8 also includes final remarks. 

2 Background 

For the purpose of identifying video clips of people acting recorded by conven-
tional space-time-based RGB cameras, techniques such spatiotemporal space-time 
volumes characteristics, as well as trajectory, are extensively used. In [4], to recognize 
human action, spatiotemporal interest points and an SVM classifier were combined. 
Cuboids’ descriptors accustomed to express actions. Activities in a series of videos 
were identified using SIFT-feature trajectories that were described in an order of three 
degrees of abstraction. In order to accomplish action categorization, several charac-
teristics of local motion were assembled as spatiotemporal features from a bag (BoF) 
[3]. As motion templates to characterize the spatial and temporal properties of human 
motions in movies, motion energy images (MEIs) or motion-history images (MHIs)
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were only launched in [5]. When computing dense motion flow using MHI is occurred 
then, a hierarchical extension was provided with correct accuracy. The sensitivity for 
recognition to variations in illumination is a significant drawback of adopting either 
depending on hue or intensity approaches, restricting the robustness in recognition. 
Research with action recognition dependent on depth data has expanded with the 
introduction of RGBD sensors. Skeletal joint locations are retrieved from depth 
pictures for skeleton-based techniques. A customized spherical coordinate system 
and histograms of 3D joint positions (HOJ3D) were used to create a view-invariant 
posture representation. With the use of LDA, reprojected HOJ3D were used and 
grouped around K-situation visual words. A continuous hidden Markov model was 
used to simulate the sequential evolutions of such visual words. Based on Eigen 
joints, a Naive Bayes Nearest-Neighbor (NBNN) classification was used to identify 
human behavior. (i.e., variations in joint position) integrating data on offset, motion, 
and still posture. Due to some errors in skeletal estimate, many skeleton-based tech-
niques have limits. Additionally, many programmers do not always have access to 
the skeleton information. 

To discriminate between various actions, several techniques require spatiotem-
poral data extraction information based on complete [6] collection of a depth map’s 
point’s series. The use of an action graph in a group was 3D points which was also 
used to describe body positions and describe the dynamics of actions. The 3D points’ 
sample technique, however, produced a lot of data, necessitating a time-consuming 
training phase. To efficiently describe the body shape as well as movement informa-
tion for distinguishing actions, an extent motions’ histogram with a map on direc-
tional gradients (HOG) has been used. A weighted sampling strategy was used to 
extract random occupancy frequency (ROP) features from depth pictures. The char-
acteristics were demonstrated to be robust to occlusion by using a sparse coding 
strategy to effectively encode random occupancy sequence features during action 
recognition. In order to preserve spatial and geographic context statement while 
managing intra-class conflict variability, 4D advanced patterns were being used as 
features. Then, for action recognition, a straightforward technical design here on 
cosine distance was applied. A hybrid system for action recognition method incor-
porating depth and the skeleton data was employed. Local occupancy patterns and 3D 
joint position were employed as features then, to characterize each action and account 
for intra-class variances; another action let accuracy of the model was learned. 

3 Depth Motion Maps as Features 

The 3D structure but also shape information can be recorded using a depth map. 
Alemayoh et al. [7] suggested to characterize the motion of an action by imposing 
depth pictures across three Cartesian orthogonal planes. Because it is computationally 
straightforward, the same strategy is used throughout the work while the method for 
getting DMMs is changed. In more detail, any 3D depths are frame also used like 
create three map v 2D mapped projections that represent the top, side, or front
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perspectives 

Where v = { f, s, t} (1) 

To illustrate (x, y, z) with in a frame depth z, the number of pixels in three projected 
maps is denoted by the value of depth in such an orthogonal coordinate system, z, x, 
and y, respectively. 

Separated from, the actual distinction between these two separate maps before 
thresholding is used in this calculation to determine the motion energy for each 
projected map. The depth gesture map DMMv is created in-depth video series N 
frame’s worth by stacking all motion energies throughout the full sequence as follows: 

DMMv = 
b∑

i=a

∣∣mapi v − mapi−1 
v

∣∣ (2) 

where i shows the frame index. 

4 Human Activity Categorization 

Over the past two decades, the categorization of human activities has remained a 
difficult job in computer vision. There is a lot of potential in this field based on 
earlier studies on describing human behavior. According to the type of sensor data 
they use, we first divide the acknowledgement of human action techniques into 
the two broad categories: (i) unimodal and (ii) multimodal identification system 
approaches. According on how they represent human activities, every one of those 
is two types, then further broken into smaller divisions. As a result, we suggest 
alternative classification of human activities in hierarchy techniques, as shown in 
Figs. 3 and 4. 

Fig. 3 Proposed hierarchical categorization of human activity recognition methods
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Fig. 4 Representative frames of the main human action classes for various datasets [8] 

5 Unimodal-Based Methods 

Utilizing data from a single modality, single-modal identification of human action 
algorithms cites examples of human activity. The majority of current methods clas-
sifies the underlying activities’ label using various classification models and show 
human activity as either a series of images elements collected from still images 
or video. For identifying human activities based upon motion features, unimodal 
techniques are appropriate. On the other hand, it can be difficult to identify the 
underlying class just from motion. How to maintain is the biggest challenge that 
the continuity of motion throughout duration of an action takes place uniformly or 
unevenly throughout a video sequence. Some approaches employ brief motion veloc-
ities; others track the optically flow features to employ the whole length on motion 
curves. 

The four basic categories we use to categorize unimodal methods are (i) space-
time, (ii) stochastic, (iii) rule-based, but also (iv) methods based on shapes. 
Depending on just the sort of representation each approach employs, every one 
of those sub-categories describes particular characteristics of the strategies for 
recognizing human activities (Fig. 5). 

Fig. 5 Representative stochastic approaches for action recognition [9]
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Fig. 6 Flow chart of multimodal emotion recognition [9] 

6 Multimodal-Based Methods 

Multimodal activity recognition techniques have received a lot of interest lately. 
Variety components that offer in addition to helpful information can serve as a defi-
nition an event. A number of multimodal strategies are found upon in this situation, 
and feature fusion could be expressed by either initial fusion or lateness fusion. 
Directly combining characteristics into a greater attribute vector but therefore the 
simplest method is to learn the underlying action benefit from numerous features. 
Although the resultant feature vector has a significantly bigger dimension, this feature 
fusion strategy may improve recognition performance. 

A temporal relationship between the underlying activity and the various modalities 
is crucial in understanding the data since multimodal cues are typically connected in 
time. In that situation, audiovisual analysis serves a variety of purposes beyond just 
synchronizing audio and video, however, for monitoring identification of activities. 
Three groups of multimodal techniques are distinguished: (i) effective techniques, 
(ii) behavioral techniques, and (iii) social networking-based techniques. Multimodal 
approaches define atomic interactions or activities that may be related to the effective 
states of either a communicator’s counterpart and depend on feelings and/or physical 
movements (Fig. 6). 

7 Performance of Collected Dataset 

Dataset is satisfied with high class variability (intra-class) and high class similarity. 
The following values are shown in Table 1.
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Table 1 Table captions 
should be placed above the 
tables 

Test data Precision Recall 

Call 0.389 0.392 

Running 1.23 1.45 

Stop 1.5 1.4 

Hello 0.944 0.833 

Pointing 1.0 0.49 

Others 0.764 0.765 

Table 2 Scaling with tested 
data and random data 

Scale Test data New person data 

1–10 Rappel – 

10–20 Precision Precision 

20–30 Accuracy – 

30–40 – – 

40–50 – – 

In both Tables 1 and 2, we calculated the precision and recall value of tested 
data where some data [10] on precision, rappel and accuracy with latest relevant 
data. We also categorized the age scale between 1 and 10, and last range was 40–50 
for monitoring the activity of human. Some results are better in age from 25 to 40, 
i.e., middle age. We use dataset in further study if we consider any image [11–14] 
pattern [15–19]. 

8 Conclusion 

Real-time-based model can be predicted with human activity recognition, so in this 
paper, we conducted a thorough analysis of contemporary techniques for identifying 
human activity and developed a hierarchical taxonomy of grouping these techniques. 
According to channel of origin, many of these methods are used to identify activ-
ities of humans, and we surveyed many methodologies and divided them into two 
major categories (unimodal and multimodal). The motion properties of an action 
sequence were captured through using depth motion maps created from three projec-
tion perspectives. In future work, motion monitoring, image classification, and video 
classification may be useful for exascale computing with fast computing technique.
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KnowStress: A Mobile Application 
Prototype Detection of Stress and Stress 
Related Disorders 

Meith Navlakha, Neil Mankodi, and Pranit Bari 

Abstract In today’s growing world, we often overlook the need of paying heed to 
the health of some of the most important constituents of our body viz., mental health. 
This might be due to working hours, which do not allow a person to pay due attention 
that this facility desires, this in turn may lead to a lot of disorders such as bipolar 
disorder, ADHD, PTSD and anxiety disorder remaining un-diagnosed which may 
cause further health complications. Hence, it is the need of the hour to make available 
a solution so as to enable the people to get themselves diagnosed within a short span of 
time at their own convenience and from the comfort of their homes. KnowStress has 
been developed with the aim of improving access to mental health resources for those 
who lack access to conventional support and to help people explore how technology 
can be used to improve general wellbeing. KnowStress provides diagnostic tests for 
screening stress and stress-related disorders by using well known tests and tools 
that are used by medical professionals. Our proposed model utilises the K-means 
clustering algorithm to categorise an individual’s responses into the groups of “low 
stress”, “bipolar disorder”, “PTSD” and “ADHD / GAD” with a validation accuracy 
of 88.86%. 
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1 Introduction 

Everyone is affected by stress; there is no real way to totally escape it. Furthermore, 
depending on their personal, psychosocial, professional and biological backgrounds, 
some people are more significantly affected by its effects. Stress is essentially a 
human defence mechanism, but it is crucial to avoid letting it rule your life. 

Stress can have many different types of origins, including physical, psycholog-
ical, emotional and social ones. This application can be used independently, as a 
bridge to in-person therapy, or as an addition to existing therapy. There are many 
wonderful advantages to adopting mental health apps, including their affordability 
and portability. One does not have to worry about scheduling appointments, waiting 
lists or insurance when using mental health applications. 

Additionally, this app allows for privacy and confidentiality and can serve as a 
safe haven for people who may be reluctant to disclose that they have mental health 
problems in person or who fear being disparaged or shunned by others. The current 
scope of this app extends to stress and stress-related disorders as follows:

• ADHD [1]: A long-term disorder characterised by impulsivity, hyperactivity and 
trouble paying attention.

• GAD [2]: Severe, ongoing anxiety that interferes with daily activities.
• Bipolar Disorder [3]: A condition characterised by cycles of mood swings that 

range from manic highs to depressive lows.
• PTSD [4]: A condition marked by an inability to recover after being exposed to 

or witnessing a horrific incident. 

All the state-of-the-art stress-related applications focus on only one particular 
stress-related disorder. We first try to get an estimate of the overall stress of an indi-
vidual and then redirect the user to the most probable disorder. Most of the available 
platforms were calibrated keeping in mind the western standards of living. This led 
us to design an app calibrated according to Indian standards of living. Majority of 
the platforms available were not acquainted with the provision of spreading aware-
ness about the diagnosed disorder. Propagation of awareness would thereby, lead to 
expansion of the user base of our app. Most of the available platforms reviewed on 
the Internet did not seem to have incorporated personalisation. Our application deals 
with the issue by maintaining the records of the past tests and recommending blogs 
and tests accordingly. 

2 Related Work 

Several methodologies have been proposed to detect stress in an individual using 
various different techniques, some of which have been discussed below.
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Fliege et al. [5] proposed the PSQ scale, an indicator for diagnosing stress which 
may tend to trigger or exacerbate other stress-related disorders. It is explicitly recom-
mended for clinical facilities and is often prescribed by the doctor to have a cursory 
estimate of the severity of the stress. PSQ index is calculated based on the responses 
to the PSQ, where the respondent marks the options ranging from 1 (“Never”) to 4 
(“Always”) depending upon the severity of stress associated feelings. Higher scores 
indicate greater levels of stress. However, the questions in the questionnaire are either 
too blunt or vague which makes it difficult for the user to understand. This could lead 
to a misdiagnosis. The paper also does not explain the meaning of each question. 
This could lead to misinterpretation and thus again, a misdiagnosis. The PSQ is a 
valid way of checking stress but almost always requires a doctor’s guidance. 

Li and Liu [6] introduced a technique that makes use of two deep neural networks 
that were created for the processing of physiological information captured by sensors 
in order to detect stress and emotions. To strengthen the robustness of the networks, 
the neural networks must be trained and tested on much larger datasets containing a 
variety of human populations. The justification for subjecting the neural networks to 
a dataset that is typical of the entire human population is because each individual’s 
sensitivity to stress conditions (i.e. the conditions under which they experience stress) 
differs. Also, the method requires high quality sensors which is not economically 
feasible for everyone. Another disadvantage to this method is that it is invasive 
and can harm the human body instead of helping with the diagnosis. The neural 
networks function on unknown data and are thus unsupervised but this may lead to 
wrong diagnoses. 

Albertetti et al. [7] have proposed a novel approach for the detection and binary 
classification of stressful events by taking into account both the features extracted 
from physiological signals and the information provided by participants via ques-
tionnaires. The signals mainly focused on blood volume pulse (BVP) and electro-
dermal activity (EDA). For the purpose of categorising stressful events, the research 
study considers three machine learning models which are gradient boosting decision 
tree, recurrent neural network (RNN) and convolutional recurrent neural network 
(CRNN). Out of these three models it was observed that the RNN performed the 
best with a macro F1-score of 71%. Even though the results obtained show that the 
novel approach proposed in this research was successful, the main drawback of this 
method is that it depends on receiving a constant influx of physiological signals from 
wearable devices such as the Empatica E4 bracelet which is not always accessible for 
all intended users. This drawback along with the fact that the study was conducted 
on a small scale imbalanced dataset with metrics such as accuracy being ignored, 
causes the research and its subsequent results to fall short in certain critical aspects. 

Kumar et al. [8] have conducted an empirical study on eight existing machine 
learning algorithms for the main objective of predicting the occurrence of psycho-
logical disorders like anxiety, stress and depression. The research also involves the 
classification of these aforementioned disorders into classes such as “extremely 
severe”, “severe”, “moderate”, “mild” and “normal” on the basis of their severity. 
The research also includes the proposal of a hybrid classification algorithm that 
will detect and classify the psychological disorder. Datasets created by using the
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DASS42 and DASS21 tools were used to train and test the models with a train-test 
split of 75:25. On the DASS42 data, it was observed that the radial basis function 
network (RBFN) performed the best amongst the eight existing machine learning 
models with a maximum accuracy of 97.48% and while the hybrid model gave a 
comparable performance, it fell short in the aspect that it is very time consuming. 
On the DASS21 data gathered by the authors, it was observed that the random forest 
model gave the best performance with an accuracy of 100% and a score of 1 across 
metrics such as precision and recall. Such atypical results indicate that the model 
has possibly overfitted the available data and this suspicion is later confirmed by the 
authors themselves as they report on the imbalanced nature of the small size data 
obtained from the DASS21 questionnaire. Inconsistent results, poor performance 
of the proposed model and the lack of a better quality, more representative dataset 
results in the research not coming up to scratch. 

Baheti et al. [9] proposed a method to detect the day-to-day stress-related expres-
sions and emotions of the user by using their daily conversations on social media 
and other text-based applications based on sentiment analysis. The proposed model 
automatically extracted the sentiment related keywords from text and fed it to 
Tensi/Strength framework [10] for identifying the strength of the sentiment of the 
words used on the social networking sites. Tensi/Strength returned a score ranging 
from −5 to  +5 for each word, and the final classification was performed by SVM. 
The proposed model provided a NLP-based sentiment analysis, but the scope was 
restricted to social media conversation as the model was trained on twitter sentiment 
dataset. A model trained on more realistic and wider scoped dataset is required that 
focuses on daily activities in order to gauge stress of an individual. 

Despite the rapid surge in the count of smartphone-based mental health apps, the 
usability of these applications is still restricted. These applications were marketed 
as a potential solution to the corresponding stress disorder but lacked severely in 
its effectiveness to manage, moderate and treat the disorder. Williams and Pykett 
[11] conducted a study where they analysed 39 different mental health applications 
focusing on the social, environmental and mental angles of life, the overall user 
experience and whether the primary purpose was fulfilled or not. The paper clearly 
highlighted that the current monitoring mental health apps especially for treating 
anxiety and depression are still lacking in terms of efficacy. Most of the applications 
focused more on making the applications more engaging, rather than improvising 
the testing efficiency. 

3 Proposed Work 

3.1 System Architecture 

The two-tier architecture as seen in Fig. 1 is based on the client–server model. It 
consists of client-application tier and database tier. The client would be running
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Fig. 1 Two-tier architecture 

React.js, and the backend would be running Django REST framework (DRF). For 
our application, we have chosen SQLite database. The ML models reside on the 
Django server. The machine learning models are trained and ready to predict once 
the server has been booted successfully. Figure 1 depicts the proposed ML model 
which predicts the stress disorder based on the responses from the GST. The music 
and the blogs model illustrated in the architecture will recommend music and blogs 
based on the performance of the user in the GST test. An enhanced version of these 
models, one that also incorporates intelligence, will be completed as part of the future 
works of the project. 

3.2 Questionnaire 

Generalised stress test (GST) is a customised screening test or a set of questions 
(questionnaire) which we have developed by curating the questions having high 
correlation with stress levels in an individual. This questionnaire was adapted from 
the PSSQ which is a widely known stress diagnosis questionnaire. The questions 
included in the PSSQ are often perceived as being too blunt or too vague, making 
it difficult to obtain accurate responses from the user. This was considered while 
curating the GST questionnaire so as to improve the chances of developing a more 
relevant diagnostic tool.
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Some of the questions (Question 2 and 5) which are included in the GST are 
positive in nature and hence, their influence on the stress calculation should be 
accordingly adjusted. Along with determining whether the user has stress or not, we 
have also embedded certain deterministic specialised questions in the GST. These 
questions help the unsupervised ML model get the probabilities of various stress-
related disorders. Based on these results, the user may decide which specialised 
disorder test he/she needs to attempt so as to get a conclusive insight into whether 
the user has the disorder or not. 

Generalised Stress Test: 

1. People tend to feel irritable or grouchy at times. In the last month, have you felt 
this way? 

2. Individuals tend to feel lonely or isolated. Have you felt this way in the last 
month? 

3. Have you found yourself feeling more tired than usual in the last month? 
4. People often fear that they may not be able to attain their goals. In the last 

month, have you felt this way? 
5. In the last month, have you felt more calm than usual? 
6. People often experience elevated levels of frustration. In the last month, have 

you felt this way? 
7. In the last month, have you felt more tense than usual? 
8. In the last month, have you felt as if you are always in a hurry? 
9. Have you found yourself feeling more worried than usual in the last month? 
10. In the last month, have you been able to enjoy and unwind? 
11. Do you often feel you are doing things because you have to, and not because 

you want to? 
12. Mental exhaustion is very common these days. In the last month, did you find 

yourself feeling more mentally exhausted than usual? 
13. Insomnia and the inability to relax has become common in today’s world. Did 

you have trouble relaxing in the last month? 
14. In the last month, have you often felt overly active and compelled to do things? 
15. Did you face difficulties in concentrating or paying attention in the last month? 
16. Do you experience frequent mood swings? 
17. Do you experience repeated, distressing memories or dreams about traumatic 

events from the past? 

Using the PSQ formula and adjusting it to GST scale using, 

GST = Raw Score − Minimum Score 

Maximum Score − Minimum Score 

Minimum Score = 0. 
Maximum Score = 60.
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Fig. 2 ASRS questionnaire 

Questionnaire for ADHD: 

ADHD is a neuro-developmental disorder in which the patient has trouble paying 
attention and displays impulsive behaviours. The ADHD self-test, viz., ASRS 
screener was proposed by Kessler et al. [1] in collaboration with the World Health 
Organisation (WHO). The questions of the self-test are displayed in Fig. 2. Later the 
ASRS scale was validated by Brevik et al. [12]. 

Questionnaire for GAD: 

Anxiety is an emotion that is characterised by feelings of worried thoughts, tension 
and physical changes like increased blood pressure. These changes are in response to 
some triggers. The severity or duration of an anxious feeling can sometimes be out of 
proportion to the original stressor or trigger. This is then known as anxiety disorder. 
The GAD-7 [2] questionnaire as visible in Fig. 3 is an authentic and efficient tool 
for screening for GAD and assessing its severity in clinical research and practice. 
GAD-7 was evaluated by Pranckeviciene et al. [13].

Questionnaire for Bipolar Disorder: 

Bipolar disorder (BD) is a chronic condition with extremely crippling symptoms that 
can have a significant impact on both the victims and those who provide care for them. 
At least one manic or mixed-manic episode must occur during the patient’s lifetime 
in order for there to be a diagnosis of bipolar disorder. The majority of patients 
also experience one or more depressive episodes at other periods. Another name for 
bipolar disorder is manic-depressive disease. The Rapid Mood Screener [3] is a novel  
tool that can be used to screen for bipolar disorder. It is a questionnaire consisting 
of six questions, as shown in Fig. 4, where a positive screen requires at least four
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Fig. 3 GAD-7 questionnaire

questions to be marked as “Yes”. The accuracy of RMS has been compared against 
other available screening tools and validated in the study conducted by Sayyah et al. 
[14]. 

Fig. 4 Rapid Mood Screener (RMS) questionnaire
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Fig. 5 PC-PTSD-5 questionnaire 

Questionnaire for PTSD: 

PTSD is a common disorder in which the individual fails to recover after witnessing or 
experiencing a terrifying event. Ranging from army veterans to people who may have 
lost a loved one to an accident. The PC-PTSD-5 questionnaire proposed by Sayyah 
et al. [4] has been shown in Fig. 5, and PTSD-5 was evaluated by Williamson et al. 
[15]. 

4 Dataset 

Currently, all the available datasets on the Internet do not match the required spec-
ifications, they are either not for the decided age bracket or are not geared towards 
the standard of living in India. A field survey based on the GST questionnaire was 
conducted with the objective to develop a reliable dataset that is targeted towards 
the population lying in the age bracket of 15–25 residing in India. The target audi-
ence for this survey were mainly students that often suffer from various forms of 
stress-related disorders such as ADHD, bipolar disorder, GAD and PTSD. Finally, 
we procured our pertinent dataset consisting of 976 records from the survey out of 
which 85% (train split) records were used to train our machine learning models and 
the remaining 15% (test split) records were used to test the model. The data collected 
via the survey is independent of factors associated with time and is not affected by 
increased stress levels that may be observed during specific time periods such as the 
exam season.
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Fig. 6 Explained variance ratio of the principal axis 

5 Implementation 

5.1 Dimensionality Reduction 

Dimensionality reduction reduces the number of independent variables in the dataset 
by identifying a group of most important principal components. It is a crucial aspect of 
the data pre-processing process since it helps to simplify the data, with minimal loss of 
the information in the transformed data present as compared to the raw data. Principal 
component analysis (PCA) is a very popular statistical technique used for performing 
dimensionality reduction in which a set of correlated variables is transformed into 
a set of uncorrelated variables using an orthogonal transformation. In our use case, 
on applying the technique of PCA on the original dataset containing 17 variables 
and observing the explained ratio bar chart seen in Fig. 6, a total of three principal 
components were selected and the dataset was transformed to three-dimensional 
data and fed to the machine learning models for stress categorization. Performing 
dimensionality reduction to obtain the new processed data will significantly decrease 
the training time and improve the model’s learning capabilities. 

5.2 Models 

The data samples in the aforementioned dataset are clustered on the basis of their simi-
larities by utilising clustering algorithms such as (1) density-based spatial clustering 
of applications with noise (DBSCAN) and (2) K-means. 

DBSCAN: It clusters the samples based on the density distribution and expands 
clusters from them. Good for records which include clusters of comparable density.
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The DBSCAN set of rules is primarily based totally in this intuitive belief of “clusters” 
and “noise”. The crucial concept is that for every factor of a cluster, it is mandatory 
for the neighbourhood of a given radius to include at least a minimal range of factors 
and has a reminiscence complexity of O(n). The following parameters were set for 
the DBSCAN model:

• algorithm: auto
• eps: 0.1
• leaf_size: 30
• metric: euclidean
• min_samples: 50 

K-means: The unsupervised, iterative K-means technique separates the unlabelled 
dataset into k distinct clusters, with each dataset belonging to only one group with 
similar characteristics. Here, K specifies how many preconfigured clusters must be 
established during the operation. Each cluster has a centroid assigned to it because 
the algorithm is centroid-based. This algorithm’s primary goal is to reduce the total 
distances between each data point and each of its corresponding clusters. We have 
chosen to keep four clusters as per the observations made from the elbow plot visible 
in Fig. 7. The following parameters were set for the K-means model: 

• algorithm: lloyd
• init: k-means++
• max_iter: 300
• n_clusters: 4
• tol: 0.0001

Fig. 7 K-means elbow plot
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Fig. 8 Home screen 

5.3 KnowStress Prototype 

The screenshots of the KnowStress mobile prototype can be seen in Figs. 8, 9 and 
10.

6 Results and Analysis 

Both K-means and DBSCAN models were trained on the aforementioned dataset and 
subsequently analysed by using evaluation metrics such as the silhouette coefficient 
and confusion matrix. 

6.1 Evaluation Metrics 

Silhouette Coefficient: 

Silhouette coefficient helps to determine the quality of the clusters. Higher silhouette 
coefficients typically have more cohesive clusters; the silhouette coefficient ranges
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Fig. 9 GST 

Fig. 10 Results screen
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Table 1 Silhouette 
coefficient 

Model Silhouette coefficient Validation accuracy (%) 

K-means 0.8249 88.86 

DBSCAN 0.8130 50.98 

from 1 to 1. Close to + 1 silhouette coefficients suggest that the sample is far from 
the surrounding clusters, 0 means it is close to or on the decision boundary. 

s = b − a 
max(a, b) 

where b is cluster fragmentation and a is cluster cohesiveness. 

Confusion Matrix: 

The task of evaluation of a classification algorithm’s performance is accomplished 
using a table called a confusion matrix. The effectiveness of a classification algorithm 
is shown and summarised via a confusion matrix, basically by summarising how 
many classes were misclassified and into what, to have a more intuitive understanding 
about the misclassifications. 

6.2 Analysis 

For the purpose of clustering data samples into distinct clusters, K-means and 
DBSCAN were the two clustering algorithms that were considered. On comparing 
the performance of these two models, it was observed that K-means performed better 
with a silhouette coefficient of 0.8249 as compared to DBSCAN that gave a silhou-
ette of 0.8130. The comparison between DBSCAN and K-means shown in Table 1 
depicts the silhouette scores and the validation accuracy of both the models. 

The validation dataset consisting of 50 records was collected with the help of 
a reputed medical institution. This dataset was used to validate the K-means and 
DBSCAN models. It was observed that K-means gave a superior validation accuracy 
of 88.86% as visible in Table 1. DBSCAN, however, had an inferior performance 
on the validation dataset with just 50.98% accuracy. Moreover, another issue with 
DBSCAN was to decide how to handle a response which was categorised as noise. 
Since we focus on four disorders currently, a GST response labelled as noise can be 
from an extreme end of any disorder or even from a low stress score. This uncertainty 
on how to handle label “noise” is also a major criteria for choosing K-means over 
DBSCAN. The confusion matrix for the selected K-means models is displayed in 
Fig. 11. The vertical axis depicts the actual labels, and the horizontal axis the expected 
labels as predicted by the model.
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Fig. 11 Confusion matrix of K-means on validation dataset 

7 Conclusion 

In the current work, we have reinvented the way to classify people as stressed or 
not stressed by leveraging modern day machine learning techniques. The proposed 
application, KnowStress would help doctors as well as individuals to gauge their 
levels of stress in a comfortable manner thereby allowing them to prescribe tests to 
determine their general stress levels and possibilities of having specific stress-related 
disorders such as ADHD, bipolar disorder, GAD and PTSD. Our proposed GST 
model utilises the K-means clustering algorithm which has a validation accuracy 
of 88.86%. The KnowStress app also includes blogs that are aimed at spreading 
awareness about stress-related disorders and music that would help the users meditate 
and relax. 

8 Future Work 

The current model was trained on a small dataset consisting of only 976 records, 
to improve the model’s performance one may increase the size of the dataset thus 
increasing generalisation. Furthermore, the scope of the research can be extended 
by incorporating additional stress-related disorders and experimenting with newer 
state-of-the-art models.
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Handwritten Character Evaluation 
and Recommendation System 

Rishabh Mittal, Madhulika Bhadauria, and Anchal Garg 

Abstract Character recognition is a very popular machine learning application for 
example—OMR sheets are commonly used for grading purposes all over the world. 
It is a procedure of analysing human-marked data from documents like surveys and 
tests. The COVID-19 epidemic has had a negative influence on schooling, since 
it has caused students’ handwriting habits to deteriorate significantly. As a result, 
the goal of this paper is to propose a lightweight deep learning model that uses 
computer vision to aid in the practice, evaluation, and analysis of nursery students’ 
handwriting by evaluating sheets and pointing out major errors with an accuracy score 
that can be used to measure improvement. Recognition, evaluation, and analysis are 
the three primary components of the suggested paradigm. The steps are as follows: 
(1) Pre-processing, (2) deep learning model for feature extraction and classification, 
(3) predicting the letters in the supplied picture, (4) calculating the similarity index 
between the input image and the glyphs in the computer font, (5) matching the input 
image’s stroke length and angles to font glyphs, and (6) displaying the character’s 
score and analysis. The most accurate model for this process was 83.04%. 

Keywords Deep learning · Computer vision ·Machine learning · Keras ·
OpenCV · Similarity learning · Transfer learning 

1 Introduction 

The velocity at which handwritten data is created in the real world necessitates manual 
processing since computers still struggle to decipher and extract information from
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handwritten data. Optical character recognition (OCR) is a method that is typically 
[1] used to extract text from images. However, traditional OCR relies on rules and 
templates and is rigid in nature, in contrast to the much more recent machine learning-
based OCR that uses deep learning and produces a highly accurate and adaptable 
system. For instance, if a student’s handwriting practice sheet needs to be corrected, 
a traditional OCR may produce false positives if the student makes a mistake or if a 
new format or item is present that is not already covered by the rules. In contrast, an 
ML-based system may perform better on a wider variety of practice sheets. 

A student’s handwriting is significant since it aids in the development of their 
reading and spelling abilities. It also offers [2] details about the emotional, mental, 
and physical health. It is intimately related to phonics, psychological awareness, 
motor abilities, and many other characteristics. However, everything is going digital 
as a result of the COVID-19 pandemic, and people are more dependent on technology 
than ever. This is also true in schools, where students no longer write things down 
since everything is done online. Children in nurseries, in particular, who have just 
begun school, cannot practice writing as much as they might when attending school. 
This caused the handwriting of children to dramatically decline in quality. 

As a result, a technique for character identification and analysis based on deep 
learning and computer vision is proposed.

• OpenCV is a programming library that focuses on computer vision. Computer 
vision [3] is a branch of computer science that tries to allow computers to under-
stand images in the same way that humans do. In our model, OpenCV was 
utilised to provide input to the computer via a webcam or a picture uploaded 
to the computer. The image is next pre-processed, which includes stages such as 
converting RGB to grayscale, black and white conversion, smoothening, and blur-
ring. The deep learning model that will be trained on this data will require these 
pre-processing steps. Finally, OpenCV was employed in the analysis to discover 
the extreme points of the input handwritten characters and use those to calculate 
angles and lengths.

• Keras is an open source software package that gives deep learning applications a 
Python interface. Deep learning [4] is an area of machine learning that seeks to 
replicate the learning process of the human brain by gradually extracting char-
acteristics from a raw input using numerous layers. On the EMNIST dataset, 
we employed a deep learning model for feature extraction and classification. The 
pre-processed dataset is fed into a multi-layered CNN-based deep learning model, 
which predicts the character of the handwritten character input. 

2 Literature Review 

This section provides a brief of some works done in this field by various other authors. 
In this study, Masoud [5] looked at the potential of deep convolutional neural 

networks (CNNs) for classifying multispectral remote sensing images. For wetland 
mapping in Canada, they examined seven well-known deep convolutional nets:



Handwritten Character Evaluation and Recommendation System 439

DenseNet121, InceptionV3, VGG16, VGG19, Xception, ResNet50, and Inception-
ResNetV2. The top three convolutional networks offer state-of-the-art classification 
accuracies of 96.17%, 94.81%, and 93.57%, respectively. They are InceptionRes-
NetV2, ResNet50, and Xception. The results of this work demonstrate that it is 
feasible to completely utilise current deep convolutional nets for the classification of 
multispectral remote sensing data, which differs significantly from sizable datasets 
(like ImageNet) often utilised in computer vision. 

The author of this piece, Manchala et al. [6], created a way for turning a photograph 
of a handwritten transcription into a digital text by employing a number of techniques. 
Among the techniques utilised were convolutional neural network (CNN), recurrent 
neural network (RNN), and connectionist temporal classification (CTC). For text 
with the least amount of noise, the project offers the maximum level of accuracy. A 
conventional neural network, which has an accuracy of more than 90.3%, is used to 
carry out the job. In future, this research may be broadened to examine alternative 
embedding methods on a larger variety of datasets. 

Dixit et al.  [7] employed support vector machines (SVMs), multi-layer perceptron 
(MLP), and convolution neural network (CNN) models to show handwritten digit 
recognition using MNIST datasets. The main objective of this study is to determine 
the best digit recognition model by evaluating the accuracy and execution times 
of the models mentioned above. SVM (train: 99.98%, test: 93.77%), MLP (train: 
99.92%, test: 98.85%), and CNN (train: 99.53%, test: 99.31%) were the results. As 
a consequence, among SVM, MLP, and CNN, CNN is the best contender for any 
prediction problem that uses image data as an input, as measured by accuracy rate. 

The author, Shamim, discusses the issue of creating a reliable algorithm that 
can recognise handwritten numbers entered by users into a scanner, tablet, or other 
digital device. This article [8] discusses how to use a variety of machine learning 
algorithms to recognise handwritten numbers offline. This study’s main objective 
is to make sure that techniques for reading handwritten numbers are reliable and 
efficient. Numerous machine learning techniques, including multi-layer perceptron, 
support vector machine, Nave Bayes, Bayes Net, random forest, J48, and random 
tree, were utilised with WEKA to recognise digits. According to the study’s findings, 
the multi-layer perceptron has an accuracy rate that may go as high as 90.37%. 

In this study, Hossain et al. [9] tried to employ deep neural networks to get around 
issues with handwritten recognition of Bangla numerical digits. In order to solve the 
handwritten numeric character recognition issue, this study suggests a fine-regulated 
deep neural network (FRDNN), which uses convolutional neural network (CNN) 
models with regularisation parameters to avoid overfitting and generalise the model. 
This study employed traditional deep neural network (TDNN) and fine regulated 
deep neural network (FRDNN) models using BanglaLekha-Isolated datasets, and 
the classification accuracy for the two models across 100 epochs was 96.25% for 
TDNN and 96.99% for FRDNN. The FRDNN model’s network performance was 
more reliable and accurate on the BanglaLekha-Isolated digit dataset than the TDNN 
model, and it was reliant on experimentation.
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In this study [10], Inunganbi described a novel decision forest-based strategy for 
transfer learning, which we utilise to recognise characters. In order to move knowl-
edge from source tasks to a specific target task, they presented two enhancements to 
the decision forest architecture. The MNIST dataset shows that experiments outper-
form typical decision trees. They also perform well when compared to other state-
of-the-art classifiers. Thus, they present a novel approach for transferring knowledge 
from several source tasks to a single target task in this study. As a result, a classifier 
that may use knowledge from related tasks to improve predicted performance on the 
target task has been created. 

Sulaiman and Nazir, cursive text recognition [11] is considered the most difficult 
task in the field of machine learning and pattern recognition, but due to minor differ-
ences in character shape and a large number of characters in its character database, the 
Pashto language presents even more challenges to the research community. Using an 
MLSTM-based deep learning approach, the suggested research study demonstrates 
the construction of an optimal OCR system for the recognition of isolated handwritten 
Pashto letters. The suggested model’s applicability is demonstrated utilising a deci-
sion trees classification tool based on zonal feature extraction and invariant moments-
based techniques. The MLSTM-based OCR system has an overall accuracy rate of 
89.03%, whereas DT-based identification rates of 72.9% are reached employing zonal 
feature vectors, and 74.56% is achieved for invariant moments-based feature map. 

The recognition of Chinese characters with a vast character set has always been a 
difficult challenge that needed to be solved quickly. This study by author Dongdong 
and Zhang [12] focuses on the enhancement of the CRNN method and provides 
a character recognition algorithm based on feature fusion to address the problem 
of character recognition in artificial intelligence machine learning. Fine tuning’s 
accuracy is determined to be higher than transfer learning’s, which can better extract 
the features of the current data set and enhance accuracy, according to experimental 
research. A deep convolution neural network is constructed based on MNIST, which 
is better suited for Chinese character recognition data. Finally, on the training dataset, 
it achieved accuracy of 0.99 and 0.99 on the test data, indicating that the neural 
network model can completely suit the Chinese character recognition training set. 

Syed Yasser Arafat and Muhammad Javed Iqbal address the issue that the non-
Latin and cursive script of the Urdu language presents in their article [13]. They 
suggested utilising FasterRCNN with CNNs and regression residual neural networks 
to recognise Urdu writing in real situations (RRNNs). The authors made use of a 
collection of five unique datasets with embedded pictures in Urdu text. Using a two 
stream deep neural network, this technique can recognise partial portions of synthetic 
pictures with an accuracy of 95.20% and real-world photos with an accuracy of 76.6% 
(TSDNN). 

Chernyshova introduced an incredibly lightweight framework that can run on an 
embedded or mobile device in this research [14]. The author suggested a compact 
ANN that operates quickly and accurately on photos of poor quality. Tesseract 4.0 
OCR and ABBYY FineReader 15 are both outperformed by this effort in terms of 
speed and accuracy. The model was trained using MNIST and MDIV-500, and when
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evaluated with data from the 1961 Census Sample, the model’s accuracy was 96.69% 
(Table 1).

3 Dataset 

The EMNIST dataset [15] was used to train the model as it contains 814,255 images 
of handwritten characters (both capital and small mixed) and digits (zero to nine). 
The input is an image of size 28 × 28 which is flattened into a single dimensional 
array, thus the input provided to the model is a 1D array of size 1 × 784 and the final 
output layer gives 62 outputs as there are 62 different labels (26 for capital alphabets, 
26 for small alphabets, and 10 for digits). A total of 697,923 images were used to 
train this model, and 116,323 were to test it (Fig. 1).

For the evaluation part of the programme, ‘Times New Roman’ font glyphs were 
used that were downloaded from a website https://graphemica.com/. This website 
contains various different font style glyphs that all each of size 500 × 500 × 3. So a 
total of 62 images were downloaded from this website as there are 62 output classes. 

4 Proposed Methodology 

The method proposed consists of six major steps that can be categorised in three 
parts (Fig. 2).

4.1 Pre-Processing 

Pre-processing is a technique for preparing data for further processing processes and 
converting raw data into a format that may be used. The steps involved in preparing 
the EMNIST data for deep learning neural networks included following steps. 

4.1.1 Reshaping 

As the shape of the imported EMNIST data is in the form of a single dimensional 
array, it has to be converted into a two-dimensional single channel image as shown 
in Fig. 3.

https://graphemica.com/
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Fig. 1 Sample of EMNIST dataset and image from graphimica

Fig. 2 Basic workflow of the proposed methodology

Fig. 3 Reshaping 

4.1.2 Processing and Resizing Input Data 

To identify characters in our images, we first convert the entire images in perfect 
black and white by converting them into grayscale, then applying a threshold. Then, 
we dilate the images to enhance the characters and add a Gaussian filter on top to 
smoothen out the image. After all the pre-processing is done, we find the contours 
in image and store them in a list. Finally, we get the bounding rectangle for each 
contour and use that to separate the characters out of the entire image (Fig. 4).

Then, finally each of the separated characters are resized to 28*28 in order to 
perform prediction on them.
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Fig. 4 Processing input 
image

4.2 Feature Extraction and Classification 

The process of extracting information from data that may be used for categorisation 
purposes is known as feature extraction. Adam optimizer and the categorical-cross-
entropy loss function were used to create all of the models. We utilised a variety of 
models for this, as seen below. 

4.2.1 CNN-Based Neural Net 

CNN is the most commonly applied to analyse images. In our proposed model, we 
used two set of convolutional layers and an output layer, which totals to 11 layers 
and 989,502 parameters shown in Fig. 5. The input given to the model were images 
with size 28 × 28 × 1 as in the EMNIST without any processing.
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S.No. Layer (Type) Output Shape Params # 
1 Conv2d (None, 26, 26, 256) 2560 
2 Activation (None, 26, 26, 256) 0 
3 Max_pooling2d (None, 13, 13, 256) 0 
4 Dropout (None, 13, 13, 256) 0 
5 Conv2d_1 (None, 11, 11, 256) 590080 
6 Activation_1 (None, 11, 11, 256) 0 
7 Max_poolinng2d_1 (None, 5, 5, 256) 0 
8 Dropout_1 (None, 5, 5, 256) 0 
9 Flatten (None, 6400) 0 

10 Dense (None, 62) 396862 
11 Activation_2 (None, 62) 0 

Total params: 989,502 
Trainable params: 989,502 
Non-trainable params: 0 

Fig. 5 Structure of proposed model 

4.2.2 Transfer Learning Models 

It is a field where we apply knowledge from a problem into solving another problem. 
In our case, we used popular pre-trained deep learning models on the ImageNet 
dataset to extract features from the EMNIST data. 

Since the dataset used to train models was ImageNet, EMNIST data had to be 
processed before it could be passed onto the network. Therefore, all the images that 
were originally of size 28 × 28 were scaled up to 84 × 84 × 3 due to the minimum 
size requirement. Also the models were slightly modified at the input and output 
layers to accommodate the EMNIST data (Fig. 6).

The following models were tested. 

VGG 16 and VGG 19 

Simonyan and Zisserman [16] It contains five set of convolutional layers and an 
output layer for a total of 16 layers and 14,714,688 parameters. The network was 
trained on ImageNet with image size of 224 × 224 × 3. It managed to achieve 92.7% 
accuracy in ILSVRC 2014, whereas VGG19 contains five set of convolutional layers 
and two fully connected layers for output layer for a total of 19 layers (three extra 
convolutional layers than VGG16) and 20,151,422 parameters.
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Fig. 6 Block diagram for transfer learning models

Xception 

Chollet [17] It is a DNN that is an ‘extreme’ version of Inception network. It computes 
in depth by utilising 1 × 1 convolution across the depth to reduce the dimen-
sions. It acts like a depth wise separable convolution network. It is a 71 layers deep 
network with 22,004,326 parameters that achieved an accuracy of 94.5% accuracy 
on ImageNet validation dataset as per Keras documentation [18]. 

ResNet50 

Chollet et al. [19] It is a modified form of ResNet model which contains 48 convo-
lutional layers along with one max pool and one average pool layer for a total of 
23,714,750 parameters. It allows very deep neural nets due to skip connections as 
they remove vanishing gradient problem by giving an alternate path. It reached an 
accuracy of 92.5% in ILSVRC 2015. 

4.3 Finding Similarity Score 

After the character is recognised, the next step is to find how accurate the formation 
of the character is. This was done using similarity learning. For example, the cursive 
writing books that come have a character printed with perfect formations and we ask 
the child to write similar to that and then compare those to see if he/she is right/wrong.
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Similarly, the idea behind this approach is that we can compare the image of character 
formed by a child with a perfectly formed character and find the accuracy. 

Similarity, learning is a sub-field of machine learning and the goal of it is to 
measure how similar or related two objects are. There are a lot of different metrics 
that may be utilised to measure similarity index between two images, the one used 
here is structural similarity or SSIM. 

4.3.1 SSIM or Structural Similarity [20] 

It was proposed in 2004 as an evolved version to the old UQI and its performance 
backed its popularity as it consistently outperformed a lot of other metrics. The only 
downside for our use case being the fact that SSIM requires the images to be of the 
same size which is not practical. Thus, requiring the images to be resized which leads 
to a lot of distortions and errors. 

4.4 Analysis of the Image 

After we know what the character is and how accurately is it formed, next step is to 
find what is wrong in it and suggest a way to improve the character formation for 
the next time. This was done simply by comparing the ratio of length (as shown in 
Fig. 7 with red line) and width (as shown in Fig. 7 with blue line) of character under 
test with the length and width of Times New Roman font Glyphs and the orientation 
of character by calculating angle between the lines drawn from extreme points from 
the image contours. 

The extreme points of image contours refer to the following points on the image: 
left most, rightmost, top, and bottom using the contours and thresholds. Then, we 
calculate the distances between the left–right points as shown in Fig. 8 by red colour 
and top–bottom by blue colour. Finally, we compare the ratio of the length of the 
lines and angle between them to suggest an improvement that can be made either in 
the ratio or orientation of the character.

Fig. 7 Calculating the ratio 
and angle 
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5 Results and Discussion 

As we can see from the Table 2, when deep learning and transfer learning are 
combined, they may produce a very accurate model capable of accurately detecting 
characters, as seen in the image below. 

Table 2 Results summary 

S. no Method Training and testing set Results 

1 Proposed model 
(20 epochs) 

Training images (size)—697,923 (28 
× 28 × 1) 
Testing images (size)—116,323 (28 
× 28 × 1) 

Training accuracy—85.65% 
Testing accuracy—85.72% 

2 VGG16 
(10 epochs) 

Training images (size)—200,000 (84 
× 84 × 3) 
Testing images (size)—100,000 (84 
× 84 × 3) 

Training accuracy—78.56% 
Testing accuracy—75.20% 

3 VGG19 
(10 epochs) 

Training images (size)—200,000 (84 
× 84 × 3) 
Testing images (size)—100,000 (84 
× 84 × 3) 

Training accuracy—80.06% 
Testing accuracy—77.45% 

4 Xception 
(10 epochs) 

Training images (size)—200,000 (84 
× 84 × 3) 
Testing images (size)—100,000 (84 
× 84 × 3) 

Training accuracy—76.79% 
Testing accuracy—74.21% 

5 Resnet50 
(10 epochs) 

Training images (size)—200,000 (84 
× 84 × 3) 
Testing images (size)—100,000 (84 
× 84 × 3) 

Training accuracy—82.68% 
Testing accuracy—79.62%
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Character  Predicted Probability Tested Against Capital C Tested Against Small c 

Capital C = .55 

Small c = .17 

SSIM score = 0.38 SSIM score = 0.41 

Pred_prob_diff = |0.55 - 0.17| = 0.38 
SSIM_diff = |0.41 - 0.38| = 0.03 

Thus, the result will be decided by predicted probability that is Capital C which is correct 

Fig. 9 Comparing SSIM score and predicted probability 

The best accuracy was obtained with the proposed CNN-based neural net as the 
other transfer learning models were not properly optimised for it and were not trained 
on the entire dataset due to the lack of computational resources. Thus, it still leads 
for a huge scope of improvement. 

Also, for certain characters like the capital ‘C’ and small ‘c’, since the formations 
are very similar in nature, most of the error comes from cases like this which leads to 
the problem of not being able to differentiate between the small and capital letters. 
This could be tackled by using similarity learning concept with the existing model 
prediction probability. Basically, instead of a single prediction probability, we use 
two prediction probabilities which give us two characters to compare the similarity 
of the input with times new roman glyphs and takes it into account by giving priority 
to the score which is more differentiated. This method provides an efficient result 
for cases where capital and small letter formations overlap like letter C and Z. 

This has been shown via the example in Fig. 9. 

6 Conclusion 

Handwriting is a vital component of development, particularly in the early years, and 
has a significant influence on thinking and artistic abilities. As a result, it should not 
be overlooked in the modern age where everything is getting digitised, and proper 
use of technology may assist parents and teachers in guiding children with the least 
amount of work. The approach described in this research might assist instructors 
and parents in analysing their students’/kids’ handwriting in a simple and painless 
manner. 

In future, the work could be improved upon by training the transfer learning 
models—VGG16, VGG19, XceptionNet, and ResNet50 to extract features for the 
MNIST database so that it results in a lot better accuracy. As fields like deep learning 
and computer vision have gotten speedy as processing power has increased, better
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algorithms could also lead to the network becoming more resilient to cases where the 
formation of small and capital letters is similar. Also this same methodology could 
also be opted for other scripts such as Chinese and Devanagari. 
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Prediction of Lung Disease 
from Respiratory Sounds Using 
Convolutional Neural Networks 

R. Rajadevi, E. M. Roopa Devi, M. K. Dharani, K. Logeswaran, 
S. Dineshkumar, and G. Mohan Chandru 

Abstract Recently, the pollution in the world is leading into many diseases which are 
incurable at current situation, and also the treatments are not in the leading position. 
These ailments have an impact on the tubes (airways) that carry gases like oxygen into 
and out of the lungs. They frequently obstruct or tighten airways. Airway ailments 
include chronic, asthma, obstructive pulmonary disease (COPD), and bronchiectasis. 
People with airway illnesses frequently describe their sensation as “attempting to 
exhale through a straw”. The main aim is to detect the lung diseases that are affected 
in humans and that are very vulnerable to the human bodies. Currently, a collective 
system for identifying and recommending lung problems is not easily available to 
a large number of people, and it is technically implemented by machine learning 
algorithms. This research makes use of deep learning techniques to learn from the 
respiratory audio signal of patients. The unwanted noise is removed by means of 
preprocessing, and it is converted to overlapping frames. The FFT is used to convert 
the signals into the spectrogram, and it is used for predicting the lung diseases. The 
convolution neural network is applied to spectrogram with eight hidden layers to 
predict the COPD, upper respiratory tract infection (URTI), lower respiratory tract 
information (LRTI), etc. This model provides 95% of accuracy, and also comparison 
is done with the help of different optimizers like ADAM, SGD, and RMSPROP. This 
system might be improved by further changing both the preprocessing techniques 
and fine tuning the parameters. This system detects the lungs diseases in the earlier 
stage itself, so that the disease may not be affect the whole body. 
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1 Introduction 

The main components of the human respiratory system are the lungs. On each side 
of the chest are two spongy, air-filled organs called the lungs (thorax). Through 
bronchi, tubular branches of the trachea (windpipe), air from the lungs is trans-
ferred. The bronchi were split into bronchioles, which were ultimately microscopic 
branches. They carry oxygen from the atmosphere into the bloodstream and release 
carbon dioxide from the circulation into the atmosphere, a process known as gas 
exchange, in the respiratory system. Lung sickness includes asthma, COPD, infec-
tions such as influenza, pneumonia, and tuberculosis, lung cancer, and a number 
of other breathing problems. The respiratory network, a network of tissues and 
organs that aids in breathing, is a network of disorders that can lead to respira-
tory failure. Your nasal cavity, mouth, lungs, and blood vessels are all part of your 
respiratory system. The respiratory system includes the muscles that operate your 
lungs. Together, these parts transport oxygen around the body and expel waste gases 
like carbon dioxide. Many disorders can have an impact on the tissues and organs 
that comprise the respiratory system. Some develop as a result of airborne irritants, 
such as viruses or bacteria that induce infection. Others arise due to illness or ageing. 
The following conditions can produce inflammation or otherwise impact the respi-
ratory system: Allergies: some people develop respiratory allergies after inhaling 
proteins including such dust, mould, and pollen. These proteins can induce airway 
inflammation. Asthma: breathing becomes challenging due to the chronic (long-
term) inflammation of asthma that damages the airways. Infection: infections can 
cause pneumonia or bronchitis. The flu (viral disease) and the common cold are both 
respiratory diseases. Disease: respiratory ailments include lung cancer and COPD. 
These conditions can compromise the respiratory system’s ability to circulate oxygen 
through the body and filter out waste gases. An acoustic medical tool called a stetho-
scope is used to hear inner noises in an animal or human body. It typically has a small, 
skin-contact resonator in the shape of a disc, and one or two tubes that connect to 
two earpieces. A stethoscope can be used to listen to blood flow in arteries and veins 
as well as heart, lung, and gastrointestinal noises. There are different types of stetho-
scopes, and one of it is electronic stethoscope. The electronic stethoscopes are more 
costly than the normal stethoscopes, so most of the doctors use normal stethoscopes. 
By electronically amplifying body noises, electronic stethoscopes use modern tech-
nology to overcome these low sound levels. Acoustic sound waves collected through 
the chest piece must be converted into electrical signals, which are then delivered 
through specially developed circuitry and processed for optimal listening. This may 
save the sound signal in memory and use it for further processing by employing 
electronic stethoscopes. Convolutional neural networks (CNNs) are a hierarchical 
feature detector that is biologically inspired. It can learn very abstract properties and 
reliably recognize items. The CNN is to determine whether an individual has COPD, 
URTI, bronchiectasis, pneumonia, or bronchiolitis, or whether the patient is healthy. 
It is worth noting that the majority of the good multi-class classification results came 
from hybrid DL methods. Training a reliable fully convolutional architecture could be
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time-consuming and extremely intensive, despite the fact that it shows exceptionally 
promising results without the need of complicated feature engineering procedures. 
The training procedure is iterative as well, and it incorporates a large number of 
model parameters, including datasets. 

2 Literature Survey 

Serbes et al. [1] have developed an approach for extracting multiple feature sets 
from pulmonary signals using time–frequency and time–scale analysis The collected 
feature sets are put into three distinct machine learning methods, both individu-
ally and as a group of networks. Furthermore, up to the time analysis, bandwidths 
containing no-crackle data are deleted using the double tree complex wavelet trans-
form to increase the model’s effectiveness. Lin et al. [2] have announced the devel-
opment of an advanced wheeze detecting system. The order cutoff average approach 
and a backpropagation neural network are used to create a wheeze detection system. 
Some characteristics from processed spectra are used to train a BPNN, which then 
analyzes test samples to see if they are asthmatic sounds. Chen et al. [3] have gathered 
a data collection of normal and pathologic heart and lung noises. An effective and 
automated diagnostic procedure is particularly appealing since it may help detect 
possible hazards at an early stage, even without the assistance of a professional 
doctor. Islam et al. [4] have analyzed even in the absence of wheeze, and enhanced 
signal processing of anterior lung sound data was used to distinguish between normal 
and asthmatic patients. For the multichannel signal, a spectral subband-based feature 
extraction strategy is developed that works with ANN and SVM classifiers. To cate-
gorize normal and asthmatic participants, a collection of statistical characteristics is 
calculated from each subband and used to ANN and SVM classifiers. Zulfiqar et al. [5] 
have analyzed that the respiratory sound (RS) features and analyzes are an impor-
tant part of pneumonic pathology because they provide symptomatic information 
about a patient’s lung. Doctors used to rely on mere listening to differentiate clinical 
symptoms in pulmonary sound using a standard stethoscope, which is considered a 
low-cost and safe approach of assessing patients. Because lung illness is indeed the 
third leading cause of mortality globally, properly characterizing the RS anomaly 
is critical in order to reduce mortality. Hafke-Dys et al. [6] have analyzed the AI 
analysis of sounds captured during conventional stethoscope auscultation that can 
be used to detect the intensities of diseased breath occurrences. The presence of 
aberrant noises was assessed by a panel of three physicians who were not aware 
of the AI predictions. The performance of each indicator in discriminating across 
groups was evaluated. Lang et al. [7] introduce graph moderated CNNs (GS-CNNs) 
for categorizing respiratory sounds into normal, crackle, and wheeze, using a low 
labelled sample group and a high unlabelled sample group. The results show that 
the suggested GS-CNNs exceed regular CNNs, and that the more graph-RS data 
incorporated, the better the results. Pouyani et al. [8] have presented the lung sound
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(LS) analysis by computer which was investigated as a potential technique for eval-
uating lung function. Background noise from various sources significantly pollutes 
the LS signal. Traditional denoising procedures may be unsuccessful due to the LS’s 
noisy nature and spectrum overlap with many noise sources. This study provides an 
adaptive strategy for filtering LS signals in a noisy environment based on wavelet 
transformation and ANN. The inter capacity of DWT is used with ANN as a change-
able structure filter in this unique technology. You et al. [9] have proposed a method 
of automatic cough recognition in realistic audio recordings of patients that is crucial 
for diagnosing and monitoring respiratory disorders like COVID-19. To date, several 
detection systems have been invented, but none have reached the practical criteria. 
They added a convolution just before LSTM to enhance cough characteristics and 
maintain the sequence information in the sound source. The unique model on the final 
feature map contains an incorporated boundary regression for improved detection 
efficiency and more precise borders, which is critical for future analysis. 

3 Proposed System 

Lung disease is one of the symptoms of many severe diseases which may affect 
patient’s health badly and sometimes may cause to the death. Severe pulmonary 
illnesses damage the bronchi or other cells of the lungs, severely affecting human 
lungs. Human respiratory sounds are used to assess the health from the lungs. A 
wheezing sound is used to identify common lung diseases like COPD, LRTI, and 
URTI. Respiratory sound is recorded by digital stethoscopes. These sounds can be 
used to find the disease of lungs. Hence in the proposed system, it employs CNN 
model for finding the type of lungs disease at early stage, which may save the life 
of patients Fig. 1 illustrates the proposed architecture model for classification lungs 
disease.

The following steps are involved in the processing of the model: (1) audio extrac-
tion, (2) dataset preprocessing, and (3) developing CNN model for detection of lung 
diseases. Every audio signal consists of many features. First step is to convert the 
signals from time domain to frequency domain in order to extract the features of the 
signal. Extracted features are converted into numerical data, and it is given as input 
to the training model and testing which result in the disease detection of the lungs in 
the specific signal. 

3.1 Dataset Description 

Respiratory sounds are the critical indications of respiratory health diseases. The lung 
sound dataset was gathered locally at Jordan University of Science and Technology’s 
King Abdullah University Hospital in Irbid, Jordan. The freely accessible ICBHI 
challenge database was used to supplement this dataset. In addition to the 1176
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Fig. 1 Architecture of lungs diseases detection

recordings, the dataset references contained a total of 215 patients with 309 clinically 
obtained lung sound recordings. A total of 70 individuals with respiratory illnesses 
such as bronchitis, fever, heart failure, bronchiectasis, respiratory problems, and 
chronic obstructive pulmonary disease were included in the primary dataset (COPD). 
Data was also collected from 35 healthy controls. This project employs the dataset 
from the Kaggle; this dataset includes 920.wav soundfiles, 920 annotation.txtfiles, a 
file with each patient’s illness, file explaining the file naming format, file listing 91 
names (filename_differences.txt), and file containing demographic information for 
each patient. Two primary research teams from the Portuguese and Greek created the 
respiratory sound database. It contains 920 annotated recordings ranging in duration 
from 10 to 90s. These recordings were recorded from 126 patients. There are 6898 
respiratory cycles in all, 1864 of which contain the crackles, 886 of which contain the 
wheezes, and 506 of which have both the crackles and wheezes. The data comprises 
both the respiratory sounds and noise recordings that mimic real-world scenarios. 
Patients include young people, adults, and the elderly. 

3.2 Data Preprocessing 

Audio signal processing is at the heart of audio recording, enhancement, storage, 
and transmission. Most important in audio data processing is removing the unwanted 
noise and sound and gaining only the wanted sound and signals that is important for
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Fig. 2 Converting the audio signals into spectrogram 

the further processing of the data and using it for the prediction and analysis of the 
audio data, and the process also involves the conversion of the audio signals into 
desired nature that is required for particular mode that is analogue or digital mode 
and it also make sure of enhancing the audio clarity that is more effective in analysis 
of the audio data and produces much more effective output (Fig. 2). 

The audio signals consist of frames and frequency and also have unnecessary 
noises and unwanted signals, the first process is breaking the signals into overlapping 
frames, and after this, it undergoes the FFT. It deco It breaks down a signal into 
distinct spectral components and as a result provides frequency information about 
the signal. It composes a signal into discrete spectral components and offers frequency 
information about the signal as a result. Next, the audio signal that is processed from 
the FFT is passed into the many filter banks, the resultant audio signal is passed 
through log cube and again undergoes the FFT, and the resultant helps in producing 
the spectrogram of desired extraction features that is useful in the process of analysis 
in the audio data and predicting the lung diseases (Fig. 3). 

In the frequency domain, mathematical functions and signals are expressed in 
terms of speed rather than duration. A bandwidth graph, for example, depicts the 
amount of signal present in each wavelength range, but a time-domain graph depicts 
changes over time. The data can, however, be translated from a time domain to a

Fig. 3 Example audio wave signal 
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frequency-domain. A time function is transformed into a sequence of sine waves 
that indicate different wavelengths using the Fourier transform. The bandwidth 
representation of a signal is the “spectrum” of frequency content. 

3.2.1 Audioframing 

The FFT will induce distortions since audio is a non-stationary process. Any audio is 
a stationary process for a brief duration. This audio signal is divided into short frames. 
The FFT will be the same size as each audio frame. The frames must be overlapping. 
We do this to maintain some association between the frames and to avoid losing 
information on the frame’s boundaries after applying a window function. The FFT 
assumes that the audio is continuous and periodic. The audio would be periodic by 
framing the signal. The window function is used on each frame to keep the music 
playing. The process will obtain high-frequency distortions if we do not do so. To 
solve this, first apply a window function to the framed audio before doing FFT. The 
window ensures that the signal terminates close to zero on both ends. Choosing 
the right window is difficult and time-consuming. Hanning window is used for its 
simplicity (Fig. 4). 

Mel frequency cepstral coefficients (MFCCs) are a technique for extracting audio 
characteristics. The MFCC divides the frequency band into subbands using the mel 
scale then extracts the cepstral coefficients using the discrete cosine transform (DCT). 
The mel scale is based on how people discern between frequencies, making sound 
processing a breeze. The MFCC is a good algorithm to extract high-frequency and 
low-frequency information (Fig. 5).

3.3 CNN Model for Detection of Lungs Diseases 

CNN is a hierarchical feature detector that is biologically inspired. It can learn very 
abstract properties and reliably recognize items. This CNN approach is preferred 
above other traditional techniques for the following reasons. CNN uses weight 
sharing to lower the number of parameters. This smoothes the process and stops

Fig. 4 Frequency domain of example audio wave signal 
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Fig. 5 Spectrogram of example audio wave signal

it from smoothing. Furthermore, the characteristic extraction and classification steps 
are combined. The convolutional layer, pooling layer, and fully linked layer comprise 
the design of a basic convolutional neural network. This model forecasts the leaf 
disease in the stages listed below. 

3.3.1 Convolution Layer 

The initial step of a CNN is the convolution layer. Convolution layers perform a 
convolution operation on the input and transmit the output to the following layer. A 
convolution is a process that turns all of the pixels or sound signals in its receptive area 
into a single value. For example, applying a convolution to a sound signal reduces 
the signal size whilst also bringing all of the information in the field together into 
a single signal. The convolutional layer’s final output is a vector. This may employ 
several types of convolutions depending on the sort of issue we need to solve and the 
features we want to learn (Fig. 6). 

The dimension of the feature extraction is lowered by pooling layers. As a result, 
there is a reduction in the number of parameters that must be learned and the amount 
of calculation carried out within the network. The preprocessing stage describes the 
attributes of a convolutional layer-generated feature map. Flattening is the process of 
combining all of the resulting pooled 2D arrays of feature maps which are combined

Fig. 6 Architecture of CNN 
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into a single sustained linear vector. To categorize image or sound data, the flattened 
matrix is provided as input to the fully linked layer. Softmax functions are squashing 
functions. Squashing functions confine the function’s output from 0 to 1 range. This 
allows the result to be simply understood as a probability. 

Softmax(xi) = exp(xi  )/
Σ

j exp(xi  ) (1) 

The rectified linear unit function is an extra step on top of the convolution function. 
The ReLU is employed in order to boost nonlinearity. This needs to enhance nonlin-
earity because pictures are very nonlinear and want to break up linearity. Padding is a 
term used in convolutional neural networks to describe the quantity of pixels added to 
an image during processing by the CNN kernel. Input is 1D signal having length 193, 
this input is applied for convolution with 64 different filters, so 64 different outputs 
are generated (input image [193,1]) convolution (64 filters, size [1,5]) = 64 different 
outputs having size (10,046,1). Convolution1D will take all 64 input channels one by 
one and generate 64 different output channels for each input channel; so in total, 64 
× 64 = 4096 channels output should be generated. Input is 1D signal having length 
193, and this input is applied for convolution with 128 different filters. Convolu-
tion1D will take all 128 input channels one by one and generate 128 different output 
channels for each input channel; so in total, 128 × 128 = 16,384 channels output 
should be generated. The resultant is send as input to the upcoming layer. Size of the 
filters in the pooling layer is 1 × 1, and the number of filters is 2 which are used with 
stride = 1. Now, the output image size is reduced to 24 × 24 × 2. The resultant values 
from the max pooling layer 3 are given to the next convolutional layer. Number and 
size of the filters in second convolution layer are 256 1 × 1. This input is applied 
for convolution with 256 different filters, so 256 different outputs are generated. 
Conv1D will take all 64 input channels one by one and generate 64 different output 
channels for each input channel; so in total, 256 × 256 = 65,536 channels output 
should be generated. With activation “ReLU”. Large value sets trained on partial 
small datasets could overfit trained dataset. A positive drop value in a hidden layer 
would be in the range of 0.5–0.8. Input layers employ a higher attrition, such as 0.8. 
In this case, we use 0.3 as the dropout value for the 1D array value. For an example, 
network with n = 100 nodes and given dropout rate is p = 0.3, and this will require 
200 nodes (100/0.3)—n/p whilst using dropout. After completing extracting features 
to flattening the result of layer 5 that is to be converted into one dimensional. The 
resultant from the 3rd convolutional layer is flattened, and given matrix is reduced 
to one vector of selective number neurons. Then, it is given to the fully connected 
(dense) neural network. Like other classifiers, an CNN classifier requires private and 
unique characteristics. This is helpful for those who require a feature vector. As a 
result, you must transform the output of the CNN’s section into a single dimension, 
and feature vector can be utilized by the CNN part. Flattening is the term for this 
process. It takes the result of the convolutional layers and flattens all of its structure 
into a single dimension feature vector that the dense layer may utilize for final classi-
fication. Activation:Softmax (activation = activations.softmax)–softmax modifies a
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Fig. 7 Model for CNN 

vector of data to a probability distribution. Amongst these, activation ReLU function 
is used for every convolution1D layer because this is computationally much more 
efficient than other activation functions (Fig. 7). 

The given output from the activation function is given to the pooling layer which 
will be used to reduce only the specific spatial information, so that there is less chance 
for the overfitting, and moreover, this is down sampling process that decreases the 
size of datasets. 

4 Experimental Analysis 

Medical conditions known as respiratory illnesses, also referred to as lung diseases, 
cause organ and tissue damage in animals that breathe air, which results in gas produc-
tion. They include issues with the trachea, bronchi, bronchioles, alveoli, pleurae, 
pleural cavity, nerves, and breathing muscles of the respiratory system. From minor, 
self-limiting conditions like the common cold, influenza, and pharyngitis to serious,
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life- threatening illnesses like bacterial pneumonia, pulmonary embolism, tubercu-
losis, acute asthma, lung cancer, and severe acute respiratory syndromes like COVID-
19, there are many different types of respiratory disorders. Hence, the trained model is 
giving as 95% accuracy in detecting the lungs diseases with help of the audio signals 
recorded by the digital stethoscope. Datasets are compared with certain optimizers 
to test the best algorithm, and as a result, Adam and RMSprop optimizers give the 
best output for the system. The Adam optimizer employs a hybrid of two gradient 
descent methods. This approach is used to speed the gradient descent process by 
taking the EWA of the gradients into the data. 

Confusion matrix

• A real positive result (TP) is a model which accurately predicts the positive result
• A real negative, (TN), is a result in which the model properly predicts the negative 

one.
• A false positive (FP) is an outcome in which the model predicts the positive class 

inaccurately.
• A false negative (FN) is an outcome in which the model predicts the negative 

class inaccurately. 

5 Performance Analysis 

Accuracy: 

For the purposes of assessing the planned task, one of the most important aspects is 
accuracy. Accuracy is defined as the ratio of the total number of samples to the true 
positive and true negative samples. 

Precision: 

The proportion of correctly identified positive samples to all positive samples serves 
as a measure of accuracy (either correctly or incorrectly).The precision of a model 
is measured by its accuracy in categorizing a sample as positive. 

F1-Score: 

The F1-score is a single statistic that takes the harmonic mean of a classifier’s 
accuracy and recall. It is mostly used to compare two classifiers’ performance. 

Recall: 

Recall is determined by the true positive value, and the model’s training benefits 
from the total of all true positive and false negative values. 

The optimizer as Adam, SGD, and RMSprop helps to compare the efficiency of 
the system by various ways and helps in the detection of the lungs diseases and with
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Table 1 Optimizer comparison for epoch 50 

Optimizer Precision (%) Recall (%) F1-score (%) Accuracy (%) 

Adam 95 95 95 95 

SGD 80 85 88 90 

RMSprop 95 95 90 95 

Table 2 Optimizer comparison for epoch 70 

Optimizer Precision (%) Recall (%) F1-score (%) Accuracy (%) 

Adam 94 95 90 95 

SGD 94 95 94 95 

RMSprop 88 95 82 95 

Fig. 8 Comparison of 
various optimizers for epoch 
50 (F1-score)

help of precision, recall, F1-score and accuracy helps to detect the diseases with the 
high accuracy and efficient manner (Tables 1 and 2; Figs.  8, 9, and 10). 

6 Conclusion 

This system is used to determine whether an individual has COPD, URTI, bronchiec-
tasis, pneumonia, or bronchiolitis, or whether the patient is healthy. It is worth noting 
that the majority of the good multi-class classification results came from hybrid 
deep learning methods. Training a reliable fully convolutional architecture could be 
time-consuming and extremely intensive, despite the fact that it shows exceptionally 
promising results without the need of complicated feature engineering procedures. 
The training procedure is iterative as well, and it incorporates a large number of model
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Fig. 9 Comparison of various optimizers for epoch 70 (F1-score) 

Fig. 10 Accuracy and loss of Adam optimizer

parameters, including datasets. To overcome the classification problem, this provides 
a simple yet successful framework that blends entropy characteristics with homoge-
neous ensemble classification algorithms. A deep learning model based on CNN is 
applied to categorize the respiratory sound collected by digital stethoscopes which 
were utilized. The F1-score of Adam classifier is 95 percentage, SGD classifier is 
88, and with an RMSprop value of 90.26 percentage. Adam classifier performs well 
when compare with other classifiers. Although the suggested classification model 
improves performance of the system, it might be enhanced further by modifying the 
preprocessing procedures and trained structure of a dataset.
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SemWIRet: A Semantically Inclined 
Strategy for Web Image 
Recommendation Using Hybrid 
Intelligence 

M. Yash Bobde, Gerard Deepak, and A. Santhanavijayan 

Abstract With a rapid increase of Websites, retrieving information from the Internet 
has become a very challenging and time-consuming endeavour. There is always room 
for improvement in terms of yielding and recommending the correct informative 
measures so that the user would get a very pertinent topic for which the user is 
searching over the Internet. To ease the work of the user, an enhanced recommenda-
tion system is best suited to recommend the optimal solution. Furthermore, relevant 
articles are displayed according to the user queries. It is highly likely that the rele-
vant search article recommended will be of no use to the user if the recommendation 
algorithm is not effective. This paper proposes a semantic-infused hybrid intelli-
gence approach to recommendation for user-centric queries relevant using concept 
and ANOVA cosine similarity and extreme gradient boosting (XGBoost) where the 
documents are classified. Using the flickr30k dataset, the above experiment was 
conducted, and 97.16% accuracy was achieved. 

Keywords Concept · Cosine · XGBoost · Semantic similarity 

1 Introduction 

The World Wide Web as the name implies is the largest accumulation of existing 
information throughout the world. We are living in the era of Web 3.0, which is also 
known as the “semantic Web” as it has harnessed the coexisting powers of big data and

M. Y. Bobde 
Department of Computer Science and Engineering, SRM Institute of Science and Technology, 
Kattankulathur, India 

G. Deepak (B) 
Department of Computer Science and Engineering, Manipal Institute of Technology Bengaluru, 
Manipal Academy of Higher Education, Manipal, India 
e-mail: gerard.deepak.christuni@gmail.com 

A. Santhanavijayan 
Department of Computer Science and Engineering, National Institute of Technology, 
Tiruchirappalli, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
Y. Singh et al. (eds.), Proceedings of International Conference on Recent Innovations 
in Computing, Lecture Notes in Electrical Engineering 1011, 
https://doi.org/10.1007/978-981-99-0601-7_36 

467

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0601-7_36&domain=pdf
mailto:gerard.deepak.christuni@gmail.com
https://doi.org/10.1007/978-981-99-0601-7_36


468 M. Y. Bobde et al.

machine learning together, where every user’s data and activities are being analyzed 
and used to deliver more personalized web browsing experience and better richer app 
experiences. Information extraction from the current scenario where a tremendous 
amount of data is being generated on a daily basis is not just a tedious task but also 
involves enormous efforts to link the user queries with the precise contents throughout 
the World Wide Web. Even if emerging learning mechanisms are subsumed properly, 
most Web-based search algorithms tend to be delinquent owing to the information 
that looks much similar. Most of the Web-based recommendation systems are of two 
types query-centred and user-centred. The query-centric Web page recommendation 
systems pivot only on the relevance of the Web pages to the query that is being 
launched into the system. Although, when the Web page recommendation system is 
user-centric, the focus is predominantly on personalization and pleasuring the user. 
These systems do not ease the diversification of search results as there is a scanty 
of real-world knowledge that is being infused into the system. Semantic Web is 
constituted with a large amount of data available on the current structure of the Web 
by inclusion of metadata of the Web and to reason out. A strong semantic approach 
which can transform the existing data into knowledge or which can incorporate 
knowledge for the recommendation is the need of the hour. The annotation-based 
text recognition system is the best out of the two other options available which 
are context-based recommendation system and hybrid recommendation system as 
the data is labelled in it, and it is also a text-based classification that addresses the 
user-specific query efficiently as well as efficiently. 

Motivation: Since the emerging technologies improve the quality and the enrich-
ment of personalization needed by the user accordingly, the Web is also moulding 
itself in this and is on the Web 3.0 version, which is purely based on the semantics 
and keeps on improving the quality of searched queries; but still, the need for more 
semantic methods for the precise catering to the demanding informational needs of 
users is needed much, and to fulfil it, we need an annotation-based recommendation 
system, and add on to this, it is also the state of the art. 

Contribution: Semantically inclined strategy for Web image recommendation 
using hybrid intelligence is proposed for Web image retrieval purposes. Several 
preprocessing techniques are employed in the preprocessing phase, amongst them 
are lemmatization, tokenization, stopword removals, and neural network extractions. 
Texts relevant to the topic are identified using the XGBoost classifier. The labelled 
categorical dataset comprising of Web images is obtained from the flickr30k dataset 
to enhance labels. By combining semantic similarities such as concept and ANOVA 
cosine, we can achieve amazing accuracy and distinguish results with the maximum 
level of consistency, and the accuracy is 97.17%, the F-measure of 97.16%, and an 
FDR value of 0.04 is attained as a result of the proposed model. 

Organization: The remaining paper proceeds as follows: Section 2 discusses 
related works. Section 3 elaborates on the proposed system architecture. Section 4 
deals with the implementation and results. Section 5 concludes the report.
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2 Related Works 

It is very difficult to find precise information on the Web, where we can find billions of 
data related to that field of search. Several people have researched this topic to arrive 
at a particular and effective solution to such Web image retrieval problems. Xie et al. 
[1] wherein authors stated that a cross-modal hashing (CMH) algorithm is an effective 
method of retrieving images from the Web quickly, whereas traditional CMH uses a 
streaming approach for the generation of the hash functions and codes that are quite 
ineffective for retrieval of Web images using batch learning. Chen [2] stated that with 
digital colour space quantization image colour distribution, the selected colour model 
is closely related to the colour space, and hence, we can easily retrieve the images. 
Li [3] asserted in their framework of isomorphic hashing, they proposed three key 
principles that are useful for guiding the design of hashing algorithms, with a more 
precise weight coefficient and a greater diversity of weights with higher precision. 
They proposed a novel hashing algorithm based on these guidelines called BWLH. 
Liu et al. [4] exploited the CNN structure by using a binary code learning framework, 
named deep supervised hashing (DSH), in which they learned for image data of large 
size, a compact similarity-preserving binary code must be created, where each image 
will have discrete values with approximate shapes. Gupta et al. [5] performed the 
study, in which they assessed existing image retrieval techniques in order to fetch 
information from the cyberspace by using textual annotations on the images. Liu 
et al. [6] analyzed the architecture of the deep convolutional neural network and 
concluded fusing two kinds of deep convolutional features to retrieve images which 
is effective. Wu et al. [7] where their framework proposes a novel local feature 
learning algorithm for image retrieval that only requires image-level annotations and 
can be trained end-to-end. Hou et al. [8] present V-RSIR as an open-access Web-
based tool that requires minimum training to identify RS images. It also allows users 
to view RS image quantities and their spatial distributions. Huang et al. [9] proposed 
the MRBDL model which is multi-concept retrieval using bimodal deep learning 
through the use of convolutional neural networks, semantic correlations between 
a visual image, and its context can be effectively captured. Vijayarajan et al. [10] 
Google’s knowledge graph is a knowledge base that the Google uses to supplement its 
search engine’s results with semantic-search data obtained from a range of sources. 
Sejal et al. [11] proposed an algorithm to recommend images based on ANOVA 
cosine similarity, where text and visual features are compared to fill the semantic 
gap. This allows for visual synonyms to be computed based on semantically related 
visual features found in images. Kaushik et al. [12] developed a new image search 
algorithm for a search engine API, which filters out the relevant images from all the 
images retrieved from the Wikipedia API and displays them to the user. Nair et al. 
[13] proposed the work for a medical image retrieval where they made an effort to 
find the ways and means of semantic gap and inferred that the feedback got the user 
is a key factor. Kolahkaj [14] used the combination of wavelet transform and colour 
histogram which was used to extract the features, in order to bridge the semantic 
gap between low-level visual features of images and high-level semantics of the
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images. Noor et al. [15] in bandwidth-constrained situations, there is a large void 
in the research regarding effective retrieval and storage of progressive pictures. A 
novel scanning approach and a new lossy compression technique are then proposed 
by the authors as an orchestration methodology. In [16–21], several ontology driven 
semantically inclined frameworks in support of the proposed literature are depicted. 

3 Proposed System Architecture 

The proposed system architecture of the knowledge-centric semantic infused Web 
image recommendation system is depicted in Fig. 1. The user query is taken as input 
which is subjected to preprocessing. Preprocessing involves tokenization, lemma-
tization, stopword removal, and the named entity recognition (NER). The query 
processing is carried out using Python NLTK framework. Tokenization and lemma-
tization are done; wherein, tokenization is done using a blank space special character 
tokenizer, and the lemmatization is done using the WordNetLemmatizer. The stop-
word removal is done using a customized set matched stopword removal algorithm 
using the regular expressions, and the named entity recognition (NER) is also done 
using the Python NLTK library. At the end of the preprocessing steps, we have 
the query words which are preprocessed, and these preprocessed query words are 
subjected to topic modelling using LDA which stands for Latent Dirichlet Alloca-
tion. A Bayesian probabilistic model, the LDA emphasizes the parts of the data that 
are similar by exemplifying observed and unobserved groups. LDA offers superior 
disambiguation, and it assigns documents to topics with greater precision. The topic 
modelling is done mainly for the reason to uncover all the hidden topics and enrich 
the query words so that for each of the query related words, a large number of hidden 
and relevant topics can be discovered. At the end of the topic modelling phase, the 
newly discovered topics and the query words are fed into Google’s knowledge graph 
API, in order, to yield and enrich the query words and yield enriched query words set, 
and parallelly, the dataset is classified using the XGBoost classification algorithm 
where XGBoost stands for extreme gradient boost.

In tree boosting, XGBoost is a machine learning system that can scale up is 
based on a tree-based ensemble machine learning algorithm; wherein, ensemble 
learning techniques have the potential of blending predictions coming from various 
machine learning models, and for determining the optimum tree model, XGBoost 
employs more precise approximations. Ensembles are composed of models called 
base learners, these techniques are applied to different statistical models, but decision 
trees are the most popular. Ensemble learners include both bagging and boosting 
and can be derived from the same learning algorithm or from different learning 
algorithms. Bagging is an ensemble machine learning technique used to find the best 
model by taking numerous weak models and aggregating them. Since weak models 
specialize in specific areas of the feature space, bagging can use predictions from 
any model to get the highest level of accuracy.
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Fig. 1 Proposed system architecture

The trees are formed in a boosting order, with each successive tree striving to mini-
mize the mistakes of the prior tree. Each tree builds on its predecessors’ knowledge 
and corrects any faults that remain. As a consequence, the next tree in the sequence 
will use an updated set of residuals to learn. Scaling should be performed to numer-
ical features as well as categorical features should be encoded for achieving the best 
performance over XGBoost. The classifier method uses the fit-predict method; so, 
after preprocessing, the data is needed to be divided into train and test sets. We 
preferred XGBoost because of the reasons that to handle different sorts of as the 
XGBoost has a sparsity-aware split finding algorithm, as well as being especially 
intended to make use of current technology, which is achieved by designating internal 
buffers in each thread for the storing of gradient information and also, for the reason 
of regularization as regularization helps in preventing overfitting. 

The dataset is classified using the input query words; by supplying the features 
from the input query words, the dataset is classified using the XGBoost classifier; 
from the obtained classified dataset, the images are extracted from the labels because 
the dataset is labelled categorical dataset comprising of Web images, and so, these 
labels are again subjected to the synonymization; in this case, the WordNET synsets 
are used for the purpose of synonymization, and once, the synonyms are generated 
for each of the provided labels. Further, the label enrichment is done by aggre-
gating categorical domain ontology with these labels by computing the concept 
similarity. Concept semantic similarity in information retrieval means that the degree 
of semantic matching between the text and the user’s inquiry is always reflected in 
the similarity. The term “similarity” refers to the degree of similarity between two 
ideas. We set the following for two notions (A, B) and (C, D).
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s((A, B), (C, D)) : =  
1 

2

( |A ∩ B| 
|A ∪ B| + 

|C ∩ D| 
|C ∪ D|

)
(1) 

The similarity measurement in Eq. (1) is used to order the exact sibling concepts 
where A and B are the labels of X where they are from the label synonymization, and 
C and D are the labels of Y where they are from categorical domain ontology. 

On the aggregation of the categorical domain ontology with the labelled 
synonymized classified image labels, the entity enrichment is achieved. The initial 
enriched query words, as well as the labelled aggregated with the ontology, are 
subjected to the computation of Shannon’s entropy and the normalized Google 
distance. By comparison, the Shannon entropy computes the information measure, 
and the normalized Google distance determines the semantic similarity. The normal-
ized Google distance (NGD) determines accordingly to the number of Google search 
hits for a set of keywords, semantic similarity is calculated. Keywords with similar 
or identical natural language meanings are “near” in normalized Google distance 
units, whereas terms with different meanings are “far” away. The normalized Google 
distance (NGD) between two search keywords p and q, for instance in Eq. (2), is 
represented by 

NGD (p, q) = 
max{log f ( p), log f (q)}− log f (p, q) 

log N − min{log f (p), log f (q)} (2) 

where N is the total number of Web pages searched by Google times, the average 
number of singleton search phrases found on those pages; f (p) and f (q) are  the  
number of hits for search terms p and q, respectively; and f (p, q) is the number of 
Websites on which both p and q appear. If the NGD (p, q) = 0, then p and q are seen 
as similar as possible, whilst if NGD (p, q) ≥ 1, then the given x and y are different. 

The deviation criterion for Shannon’s entropy is considered as 0.25, whilst the 
threshold for normalized google distance is set as 0.75, the threshold for concept 
similarity is set as 0.5 for the reason that we want more aggregation of categorical 
ontology for concept similarity. The threshold of normalized Google distance is set 
as 0.75 is mainly due to the fact that we want more relevant entities to be populated, 
Shannon’s entropy is considered for computing the information measure with the step 
deviation of 0.25, and all this is done under the influence of Gaussian adaptation. 

Signal processing systems use Gaussian adaptation, referred to as normal or 
natural adaptation, to maximize the yield of components due to the statistical vari-
ance of component values. A wide range of optimization problems is addressed 
by evolutionary algorithms and typically provides good approximation solutions 
using evolutionary algorithms. The stochastic adaptive process implies that an n-
dimensional x[xT = (x1, x2,…, xn)] sample is taken from a multivariate Gaussian 
distribution N(m, M), with mean as m and moment matrix as M. 

The samples are tested to determine if they pass or fail. M* and M* are  the  
Gaussian’s first- and second-order moments confined to pass samples, respectively, 
where the s(x) is a function determining the probability that x is chosen as a passing 
sample, 0 < s(x) <  q ≤ 1. The average possibility of finding pass samples (yield) is
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given by the formula given in Eq. (3), 

P(m) =
∫

s(x) · N (x − m)dx (3) 

There is always a Gaussian probability density function (p. d. f) that is tuned for 
maximum dispersion for every s(x) and any value of P < q. A local optimum requires 
the criteria m = m* and M proportionate to M*. 

Finally, the corresponding matching labels and the images are semantically rear-
ranged in increasing order similarities which is the normalized google distance, and 
the corresponding images are recommended to the user. If the user records any further 
clicks, these current user clicks are again passed into the Google knowledge graph 
API model, or if there are no user clicks that are recorded which means the search 
ends, here otherwise, the search continues until there are no further user clicks that 
are recorded. The current user clicks are an annotation-based Web image search, so 
therefore, only the terms pertaining to the current user clicks is sent, and the reason we 
are making use of here annotation-based image search is for the reason that the World 
Wide Web is overpopulated with annotations labels images, and in the semantic web, 
it is happening that the label has to be perfectly matched concerning the images so 
as a result of the annotation-based semantic, search is more than sufficient compared 
to the traditional content-based Web search. 

4 Implementation 

The performance of the proposed SemWIRet which is a semantically focussed model 
for Web image retrieval is implemented using Python as the language of choice. The 
implementation was carried out using a windows 11 operating system with the Intel 
Core i7 9th Gen processor and also was having 16 GB RAM. Experimentation was 
conducted for 7742 queries and all the models that are the SemWIRet model, and the 
baseline models were implemented for the same environment, and also for the same 
numbers of queries, that is, the 7742 queries and the performance for the individual 
model were recorded. The queries were taken from the flickr30k dataset, although the 
flickr30k dataset was not used exactly as it is, however, and it was further annotated 
since the proposed framework is highly suited for an annotation-based image retrieval 
mechanism which is semantically inclined to the similar needs of the semantic Web. 
It is more overcrowded by crawling images of similar quality and is further annotated 
for much more relevant categories. Further, the dataset is modified to suit the needs 
of the semantic Web by crawling more likely images from the World Wide Web and 
also annotating the existing categories by a few more relevant categories; so, the 
annotation is increased as well as the size is increased by 40%; so thus, the modified 
flickr30k dataset is used to successfully carry out the experimentation. 

The performance measurements were created and compared to baseline tech-
niques, and the results are summarized in Table 1.
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Table 1 Comparative analysis between SemWIRet and other baseline models 

Model Average 
precision % 

Average recall % Average 
accuracy % 

Average 
F-measure % 

FDR 

IRACS [11] 87.12 89.44 88.28 88.26 0.13 

MRDL [9] 91.16 94.41 92.78 92.75 0.09 

OBIR [10] 91.37 93.62 92.49 92.48 0.09 

XGBoost + 
KNN 

90.23 91.12 90.67 90.67 0.10 

Proposed 
SemWIRet 

96.63 97.71 97.17 97.16 0.04 

Precision = 
|(relevant docs) ∩ (retrieved docs)| 

|(retrieved docs)| (4) 

Recall = 
|(relevant) ∩ (retrieved)| 

(relevant) 
(5) 

Accuracy = 
precision + recall 

2 
(6) 

F-measure = 
2(precision x recall) 

( precision + recall) 
(7) 

False discovery rate = 1 − Recall (8) 

Here, Eqs. (4) and (5) represent the precision and recall values, respectively, whilst 
Eqs. (6) and (7) represent the accuracy as well as the F-measure, and Eq. (8) represents 
the false discovery rate (FDR). 

The dataset which was used for the experimentation is flickr30k. The performance 
of SemWIRet was compared using IRACS MRDL and OBIR as baseline models, also 
XGBoost with KNN was also used as the experimental hybridization as an evaluation 
of the proposed SemWIRet model for receiving Web images was conducted; from 
Table 1 also, the efficiency measuring F-measure accuracy in precision and recall 
% along with the FDR value is used as potential metrics in order to evaluate the 
performance of the proposed SemWIRet model. Since it is a standard formulation 
for precision–recall accuracy F-measure % and FDR which were used, the precision– 
recall accuracy F-measure % indicates the relevance of the result yielded, whereas 
the FDR depicts the number of the false positives captured by the system. From 
Table 1, it is indicative that the IRACS model yields the lowest precision of 87.12%, 
the lowest recall of 89.44%, and the lowest accuracy of 88.28%. So, overall the 
lowest F-measure of 88.26% with the highest FDR value of 0.13 and also, the Table 
1. Based on the MRDL model, we have the following results: 91.16% accuracy,



SemWIRet: A Semantically Inclined Strategy for Web Image … 475

94.41% recall, and 92.78% accuracy, as well as 92.75% F-measure with a 0.09 
FDR. Similarly, an average F-measure of 92.75% is returned by the OBIR model, 
plus an average recall of 93.62%, the accuracy of 92.29%, and FDR of 0.09 with 
an average percentage of 91.37%. By integrating XGBoost and KNN, we arrive 
at an average precision of 91.23%, an average recall of 91.12%, and an average 
accuracy of 90.67% with an FDR of 0.10. The proposed SemWIRet model yields 
the highest precision of 96.63%, the highest average recall of 97.71%, the highest 
accuracy of 97.17%, and the highest F-measure of 97.16% along with the lowest 
FDR value of 0.04. The reason for the proposed model to excel in terms of precision, 
recall, accuracy, F-measure, and FDR, for the SemWIRet model is mainly due to 
the fact that it incorporates first and foremost, the LDA model for topic modelling 
so the query words are enhanced using topic modelling by uncovering all the hidden 
topics relevant to the query. Furthermore, the knowledge graph API is used for 
incorporating the auxiliary knowledge in much more depth into the framework, it 
is a standard knowledge store that ensures the entity density becomes very high 
employing extracting content from Google’s knowledge graph API, so the query 
words are enriched by the means of entities. Most importantly, the XGBoost model 
is used for the classification, and label synonymization takes place using WordNet 3.0, 
apart from that a standard categorical domain ontology is used for label aggregation, 
and in particular, the incorporation of Shannon’s entropy and normalized Google 
distance under the Gaussian adaptation mechanism ensures that the relevancy is very 
high, and also, Shannon’s entropy with the step-deviation value and the normalized 
Google distance with a threshold ensures the strength of the relevance computational 
mechanism, and again, there is a refinement of the initial feasible solution to a 
much more refined and organized solution. So, as a result, the proposed SemWIRet 
model performs much better, that is, it is a semantic infused model, XGBoost, as 
a classification model is being used along with that semantic similarity schemes, 
like normalized Google distance and Shannon’s entropy, are being used, and most 
importantly, lateral auxiliary knowledge addition by means of the knowledge graph 
API and LDA for topic modelling ensures that a large density of global knowledge is 
fed into the localized framework, and as a result, the proposed model is much better 
as compared to baseline models. 

IRACS, a proposed model yields the lowest F-measure precision–recall accuracy 
and the highest false discovery rate value mainly since it uses ANOVA with cosine 
similarity, the usage of ANOVA with cosine similarity is novel, and we trying to 
fill the semantic gap; however, cosine similarity is very naive and traditional scope; 
but still, it computes the relevance results where the relevancy factor is computed, 
however, the global knowledge is not fed into the algorithm rather the algorithm only 
uses the learning on the entities and features provided in the localized dataset alone. 
So as a result, the IRACS model does not perform as expected. 

Similarly, the MRDL model yields only a mediocre accuracy, F-measure. preci-
sion, recall when compared to the SemWIRet model and the reason for this is that 
it uses deep learning techniques which is Web deep learning technique in which it 
uses both of the characteristics of the image, as well as the characteristics of the text 
and all of this, is trained using the convolutional neural network so the deep learning,
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however, the images do not ensure a better auxiliary knowledge for the model rather 
they tend to make it more primitive, however, multiple concepts by enriching the texts 
ensures in increasing the accuracy of the model despite this is retarded by means of 
the usage of the image features when compared to the text features and also, global 
knowledge, auxiliary knowledge, background knowledge is not supplemented into 
the model so as a result, the semantic correlation happens only with respect to the 
labelled concepts of the query rather than incorporating entity enrichment and that 
is the reason this model does not performs well as expected. 

The reason behind the OBIR model does not perform as expected is because 
although it uses ontology and NLP techniques along with resource description frame-
work (RDF), it incorporates a lot of semantic methods, and the bag-of-words is 
selected as the model. The relevance computation model fails, auxiliary knowledge 
remains the same, but the relevance computational model is not very rigid; as a 
result, there is a lag in the OBIR model. Ontologies increase the auxiliary knowl-
edge, and also the RDF knowledge is quite strong but the RDF knowledge would 
use the subject-predicate, and object increases the complexity which again has to be 
handled and that is the reason there is a lag in the model. 

When XGBoost and KNN are used together, the same classifier is proposed, 
SemWIRet is used, but nonetheless, it fails abruptly with respect to the F-measure 
of precision–recall accuracy, and it has a higher FDR mainly due to that there is 
absolutely no auxiliary knowledge fed in the framework, and relevance computation 
is absent; by means of strict semantic similarity model based on vary thresholds 
and also coming to KNN, the KNN is also a very naive classifier so the only use 
of the high-end classifier does not serve rather it requires relevance computation 
mechanism with auxiliary knowledge which is absent in this model consequences of 
which the proposed XGBoost with the KNN does not perform as expected. 

From Fig. 2, compared to other baseline models, the proposed model SemWIRet 
has better accuracy vs no. of recommendations when the precision and recall curves 
are plotted together. It is very clear from the curve that the proposed SemWIRet 
is the highest precision with the increase in the number of recommendations when 
compared to the baseline models, named IRACS, MRDL, OBIR, and XGBoost, with 
KNN. The second and third position are occupied by the MRDL and OBIR, respec-
tively; even so, they almost have a similar precision–recall accuracy F-measure, and 
then, the fourth-lowest position belongs to the XGBoost with KNN, and the IRACS 
model has the lowest precision versus the number of recommendations curve.

5 Conclusions 

Using an infused hybrid intelligence model for Web image retrieval, a Web image 
recommendation system is developed. The proposed system first preprocesses labels 
based on input images, and then, XGBoost is used to weight documents based on 
the preprocessed labels. Concept and ANOVA cosine semantic similarities, many 
relevant factors are integrated to obtain the top resultant relevant queries search which
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Fig. 2 Accuracy versus 
number of recommendations

is further incorporated into Google’s knowledge graph API by which the auxiliary 
knowledge is fed in much more depth into the framework, and also, the use of LDA 
in topic modelling is done to uncover all hidden topics and enrich query words. 

Finally, the experiment is carried out for the modified dataset of flickr30k that 
yields 97.16% F-measure with the lowest FDR value of 0.04 which is achieved for 
the proposed SemWIRet model. 
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Optimal Drug Recommender 
Framework for Medical Practitioners 
Based on Consumer Reviews 

Pooja Khanna, Sachin Kumar, Neelam Sodhi, and Apurva Tiwari 

Abstract Natural language processing is a mechanized methodology by which PCs 
can control and perceive the regular language. That, however, is not a straightforward 
task. Robotized machines can easily perceive organized information in a dataset, such 
as accounting pages and tables, but perceiving and controlling with texts, voices, and 
human dialects are a time-consuming process because the information falls into an 
unstructured category, making it difficult for mechanized machines to remember, 
necessitating the use of natural language processing. Global epidemic has left the 
world into splits, and the entire planet came to a standstill with curbs like lockdown, 
social distancing, and compulsory mask as a permanent part of the day. Millions 
were put to edge, and everyone was suddenly placed in a state of emergency. There 
is inaccessibility of legitimate clinical resources like the shortage of specialists and 
healthcare workers, lack of proper equipment and medicines, etc. The objective of 
this work is to develop optimal drug recommendation system embedded with NLP 
algorithm supported by few machines learning models for medical practitioners to get 
information on the popular drugs in the market at any point of time. Work presented 
employed consumer reviews which were analyzed with Vader tool and language 
processing-assisted opinion mining techniques, and model designed was verified 
using random forest classifier that achieved 82.85% accuracy which is at par with 
existing techniques. 
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1 Introduction 

The clinical space is quickly extending with new medications showing up consis-
tently. Simultaneously, with increase in intricate and complex medicine routines indi-
vidual often gets lost that creates a sorry state that one needs to reconsider to keep 
away from the undesirable aftereffects resulting from medication routine. Sometimes 
in certain cases, individuals often consume medications without consulting with a 
doctor, which consequently might be a genuine danger factor later on, particularly 
when certain insights about the current clinical plan or clinical records are not thought 
about. One of the most potential research domains with enough funding support on 
the net is health-based records and information. According to a survey conducted by 
the Pew Internet and American Life Project in 2013, 59% of Americans have looked 
online for health information, with 35% of those who did so focusing on identifying 
a medical issue. Approximately, 40% of drug errors take place as experts provide 
prescriptions based on their limited sample space experience. General observations 
that may contribute to these issues can be summarized as [1]. 

i. For serious health conditions, several health centers/hospitals lack either infras-
tructure or specialized medical experts. 

ii. Efficient diagnosis is mostly dependent on the expert’s expertise, particularly for 
inexperienced novices who are generally more prone to commit errors. 

Health records about diagnosis data in hospitals have remained untouched and 
have not been mined, and this sometimes hides new discoveries with respect to new 
conclusions about data values. Patients have begun discussing their clinical reports, 
as well as their perspectives on the prescription, as a result of the advancement in 
innovation. This result is a large amount of unstructured data that must be managed 
and examined in order to obtain useful information. Sentiment analysis is a well-
known part of NLP that focuses on analyzing the beliefs or viewpoints of people 
who are influenced by a substance. This domain has grown tremendously on various 
microblogging sites like as Twitter, Instagram, Flickr, and others, where the clients’ 
opinions are eliminated from the text, photographs, emojis, and recordings. In any 
case, this field is mostly ignored in the clinical setting. The Internet’s steady evolution 
has increased the amount of client-generated data available on the Web. Patients are 
increasingly uploading surveys after taking medications in order to put themselves 
out there and raise public awareness. 

A recommendation system is a type of information filtering system that tries to 
predict how a user would evaluate or prefer a certain item. In layman’s terms, it is 
an algorithm that recommends products to consumers based on their interests. For 
example, on Netflix, which movie to watch, on e-commerce, which product to buy, 
on Kindle, which book to read, and so on. There are many use-cases of it. Some are 
as follows: 

i. Personalized content: Enhances the on-site experience by making dynamic 
recommendations for various audiences, similar to what Netflix does.
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ii. Better product search experience: Helps to categories the product based on their 
features. E.g.: material, season, etc. 

A drug recommendation system helps in recommending medicines to patient with 
a particular condition based on the previous consumer reviews and ratings. This is 
achieved with the help of more accurate feature selection and opinion mining from 
the previous experiences of consumers. Feature selection is the process of choosing, 
changing, and transforming raw data into features that may be used in supervised 
learning. Feature engineering is the process of using statistical or machine learning 
approaches to turn raw observations into desired attributes. While sentiment analysis 
on the other hand is used to determine the emotional significance of communica-
tions, analytic techniques such as statistics, natural language processing, and machine 
learning are used [2–5]. The paper is arranged as follows: Section 2 discusses motiva-
tion for the designing the recommender system. Section 3 discusses the methodology 
proposed for the work, Sect. 4 presents materials and methods employed during the 
work conducted, and finally, conclusion is presented in Sect. 5. 

2 Related Work 

In recent years, a large volume of clinical data spread over several Websites on the 
Internet makes it difficult for individuals to locate useful information for improving 
their health. Furthermore, the overabundance of medical information has made 
it difficult for medical professionals to make patient-centered decisions. These 
concerns highlight the potential requirement of recommender systems to be used in 
the healthcare industry to assist both end-users and medical professionals in making 
more efficient and accurate health-related decisions. 

To deal with the growing problem of online information overload, recommender 
systems strive to give users with customized products and services. Since the mid-
1990s, many recommender system strategies have been presented, and a range of 
recommender system software has lately been built for a variety of applications. 
The majority of recommender technologies are used in the areas of e-government, 
e-business, e-commerce/e-shopping, e-learning, e-tourism, and so on. However, few 
recommender technologies exist in the medical field, and this work focuses on the 
construction of a medicine recommender system as well as mining information from 
medical case data. 

Common recommendation tactics include collaborative filtering (CF), content-
based (CB), knowledge-based (KB), and hybrid recommendation systems. Each 
recommendation technique comes with its own set of advantages and disadvantages: 
Collaborative filtering (CF)-based recommendation systems aid people in making 
decisions based on the opinions of others who share similar interests, although CF 
has sparseness, scalability, and cold-start concerns. Knowledge-based (KB) recom-
mendations promote goods to users based on information about the users, products,
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and/or their relationships. A functional knowledge base is often kept for KB recom-
mendations that describes how a single item satisfies a specific user’s requirement. To 
increase performance and overcome the disadvantages of traditional recommenda-
tion systems, a hybrid model has been designed that employs the best sections of two 
or more recommendation strategies into one hybrid strategy. A new recommendation 
system is required to solve these difficulties in a new application area [6–9]. 

With advent of technologies, lot of innovations have happened in diversified 
data mining techniques of recommender system in healthcare domain for diagnosis, 
treatment, or prognosis [10]. Collaborative filtering (CF) assisted and based on e-
commerce to estimate risks in heart attack and outperforms existing techniques, i.e., 
SVM or linear regression [11]. A model titled iCARE supported by CF, and ensemble 
learning estimates predictions of patient disease risks based on disease history [12]. 
An incremental CF technique, W-InCF, employing Mahalanobis distance and fuzzy 
membership calculates the risk of women in pregnant condition during process of 
delivery [5]. Apart from these, various models were designed based on case-based 
reasoning (CBR). A recommendation model to estimate different state of diabetes 
condition according to various features shortlisted employing rough set feature reduc-
tion [13]. A CBR model can also be applied to estimate radial dose in cancer treat-
ment, and weights of parameters are optimized by bee colony optimization [14]. 
Suggested work without technology support acquires lab test results in numerical 
form as patient feature to prepare similar case analogy in predicting the test cases. 
Accurate prediction for such problems is particularly quite easy with binary result as 
benign or infected. However, diagnostic test cases, medical inference, and treatment 
path in medication context can be very complex, and no direct steps for treatment 
may be traced. Conclusions on prescription are to be based on among diversified 
combination of drugs. Permissible combinations, diversified permutations, and effi-
cient effectiveness of relationships between various drugs will further increase the 
complexity of the medication. Till date, no accurate and efficient model have been 
designed to support decisions for recommending perfect drug combination. 

3 Proposed Methodology 

The problem statement is straightforward, consider there is a pharmaceutical start-up 
that was recently acquired by one of the world’s largest multi-national companies. 
For the knowledge acquisition process, the start-up is required to tabulate all the 
drugs sold till date. The start-up is also required to give an account for each drug’s 
effectiveness. The work will likely make a complicated and common sense model 
by consolidating a ML and NLP-assisted techniques. This is refined by deciding the 
best medication for every ailment. Secret patterns and examples (if any exist) are 
additionally needed altogether for the association to make exact information driven 
decisions [15–17, 19]. 

Model proposed is going to span across five broad domains as depicted in Fig. 1:
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Fig. 1 Flow graph of operations 

i. Understanding the dataset 
ii. Data pre-processing 
iii. Clearing the reviews 
iv. Sentiment analysis 
v. Model building. 

4 Material and Methods 

Work proposed is an effort to estimate the most popular drugs among the options 
available in market using NLP assisted by sentiment analysis and learning techniques, 
the recommender system designed will as primary step acquire data samples from 
the corpus and perform data cleaning before applying recommender model. Steps 
involved may be summarized as follows: 

1. Understanding the Dataset 

The design of the information is that a patient with an interesting ID buys a medication 
that meets his condition and composes a survey and rating for the medication he/she 
bought on the date. A while later, assuming the others read that audit and think that 
it is useful they will click useful count, which will add 1 for the variable. 

The most crucial objective for the entire work will be served by the useful count 
column. It will confidence to the people for trusting on a drug for any specified 
medical condition. Figure 2 depicts dataset features to be analyzed [16, 17].
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Fig. 2 Dataset features 

2. Data Pre-processing 

Putting together data in order to “change” it and observe what looks to be “normal” 
and what appears to be “abnormal.“ The allocation of a variable shows what respect 
the variable takes and how sometimes the variable takes these qualities. 

The output shows the mean, standard deviation, min, and max value. It can be 
concluded that most the reviews from the consumers are positive. In addition, when 
compared to the other useful statistics, the max count column for the useful count 
column is extremely high. After the summarization of the dataset, a step further 
is taken. Now, the analysis of useful and useless drug will be done for the better 
comprehension of the task. Figure 3 summarizes rating and useful count column for 
the dataset.

Next important step is to unveil interesting relationships, trends, and pattern hidden 
inside the dataset. This can be accomplished by determining the relationship that exist 
between key factors in the data sample. For this step, the following will be done. 

i. Check for the distribution of rating and useful count columns depicted in Fig. 4.
ii. Check for the relationship between rating and usefulness count. 

Figure 5 suggests that positive and almost linear relationship exist between rating 
and useful count column. Useful count is increasing as the rating is increasing.

After this typical data preparation strategies were employed such as verifying and 
eliminating null values, duplicating rows, deleting superfluous values, and removing 
text from rows. After that, all null values were eliminated. Then, a visual analysis 
of features was done to get a better insight. Top 20 drugs per condition, bottom 20 
drugs per condition, number of reviews in all the years, mean rating in the years, and 
number of reviews per month were some of the aspects of visualization [17–20]. 

Figure 6 depicts a graphic representation of the 10-star rating system’s value 
counts. The vast majority choose four attributes; the numbers 10, 9, 1, 8, and 10 are
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Fig. 3 Summarizing rating and useful count column

Fig. 4 Distribution of rating and useful count

nearly identical. It demonstrates that the positive side of the scale is higher than the 
negative, and that people’s reactions are polarized.

1. Clearing the Reviews 

Before vectorization, it is necessary to clean up the review text. Text preparation is 
another name for this procedure. Many unneeded details are included in the reviews. 
Punctuation marks, numbers, and stop words are useless in the next step. It is critical 
to get rid of these contaminants and extraneous items so that we can simply perform 
textual analysis. Numbers and punctuation marks have no meaning in the text. The 
stop words do not play any role for the analysis purpose; hence, they were removed
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Fig. 5 Rating versus usefulness of the drugs

Fig. 6 Count of rating values versus 10 rating number
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from the review feature. After the stop word removal process, tokenization and stem-
ming were done. When stemming is utilized, words are reduced to their word stems. 
A word stem does not have to be the same root as a dictionary-based morphological 
root; it simply needs to be the same size as or smaller than the word. This was done by 
cleaning the reviews by eliminating HTML tags, punctuation, quotations, and URLs, 
among other things. To avoid duplication, the cleaned reviews were lowercased, then 
tokenization was used to break the sentences down into little chunks called tokens. 
Stop words such as “a, to, all, we, with, and so on” were also eliminated from the 
corpus. By executing lemmatization on all tokens, the tokens were returned to their 
foundations. 

2. Sentiment Analysis 

A bag of words model, which converts documents into vectors and assigns a score to 
each word in the document, is a popular technique for constructing sentiment analysis 
models. For this step, a bag of word (BOW) model was created with TF-IDF and 
count vectorizer. The bag of words model will help in generating a set of vectors 
holding the count of word occurrences in the text (reviews), and the TF-IDF model 
will enhance the work by including information on both the more significant and 
less important words. The bag of words vectors are simple to understand. TF-IDF, 
on the other hand, frequently outperforms TF-IDF in machine learning models. The 
approach was to give low weight to phrases that appeared frequently in the dataset, 
implying that TF-IDF measures relevance rather than recurrence. The possibility of 
finding a word in a document is known as term frequency (TF). 

TF(t, d) = log(1 + freq(t, d)) (1) 

The inverse document frequency (IDF) is the inverse of the total number of times a 
phrase appeared in the corpus. It detects how a particular phrase is document-specific. 

IDF(t, d) = log

(
N 

count
(
d

∑
D : t ∑ D

)
)

(2) 

The TF-IDF of a term is calculated by multiplying TF and IDF scores. 

TFIDFT(t, d, D) = TF(t, d).IDFT(t, d)) (3) 

TF − IDF = TF ∗ IDF (4) 

Valence aware dictionary and sentiment reasoner (VADER) is a sentiment analysis 
and lexicon tool built specifically for social media sentiments. VADER employs a 
sentiment lexicon, which is a set of lexical properties that are classified as positive 
or negative based on their semantic orientation. Based on its user rating, every single 
review was categorized as positive or negative for sentiment analysis. If the user 
rating ranges from 6 to 10, the review is positive; otherwise, it is negative [20–23].
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3. Model Building 

The data modeling for this work was done by Naïve Bayes and random forests clas-
sifier. TF-IDF vectorizer is the vectorizer used. The text vectorizer term frequency-
inverse document frequency converts the text into a useable vector. Term frequency 
(TF) and document frequency (DF) are combined in this idea (DF). The term 
frequency refers to the number of times a term appears in a document. This is a 
typical approach for converting text into a meaningful numerical representation, 
which is then used to fit a machine learning algorithm for prediction. 

Looking at the distribution of useful count in Fig. 7, one can see that the difference 
between the least and the most is roughly 1300, which is significant. The idea is that 
the more medications people look for, the more people read the survey, regardless 
of whether their review is good or negative, increasing the useful count. As a result, 
we normalized useful count by circumstances while developing the recommender 
system. Work presented simple technique for extracting opinion from the sample data, 
data acquired was subjected to classification for developing a recommender system, 
consumer reviews were analyzed using the Vader tool and NLP-based sentiment anal-
ysis algorithm, and the model was verified using random forest classifier that achieved 
82.85% accuracy which is at par with existing techniques. Future work involves 
comparison of different oversampling techniques, using different values of n-grams, 
and optimization of algorithms to improve the performance of the recommender 
system. 

Fig. 7 Distribution of useful count
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5 Conclusion 

The clinical space is quickly extending with new medications showing up consis-
tently. Simultaneously,with increase in intricate and complex medicine routines indi-
vidual often gets lost that creates a sorry state that one needs to reconsider to keep 
away from the undesirable aftereffects resulting from medication routine. Some-
times in certain cases, individuals often consume medications without consulting 
with a doctor, which consequently might be a genuine danger factor later on, partic-
ularly when certain insights about the current clinical plan or clinical records are 
not thought about. The principle point of the drug analysis is to serve the human to 
make them liberated from expected sickness or anticipation of the infection. For the 
medication to fill its planned need, it ought to be liberated from pollutants or other 
impedance which may hurt people. This was simply understanding the foundation 
of the ventures. 

The work proposed incorporated the best-predicted result of each approach to 
the recommendation framework. A good assembly of different expected findings is 
required for improved results and understanding. Work presented simple methods 
for extracting sentiment from data and subjected the data to classification to develop 
a optimal recommender system, consumer reviews were analyzed using the Vader 
tool and NLP-based sentiment analysis algorithm, and the model was verified using 
random forest classifier that achieved 82.85% accuracy which is at par with existing 
techniques. Future work involves comparison of different oversampling techniques, 
using different values of n-grams, and optimization of algorithms to improve the 
performance of the recommender system. 
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Development of Intelligent Framework 
for Early Prediction of Diabetic 
Retinopathy 

Adil Husain and Deepti Malhotra 

Abstract Diabetes affects blood arteries throughout the body, particularly those in 
the kidneys and eyes. Diabetic retinopathy is a condition in which the blood vessels 
in the eyes get damaged as a result of diabetes (DR). Diabetic retinopathy is a severe 
public health problem that is one of the leading causes of blindness across the world. 
Diabetic retinopathy is a kind of microvascular disease that can affect diabetics. 
Diabetic retinopathy causes vision problems and might even result in blindness. If a 
diabetic person is not treated for a long time, diabetic retinopathy is more likely to 
develop. Diabetic retinopathy progresses to the point that it causes symptoms. In the 
early stages of the infection, diabetics may be unaware that they have been infected. 
Clinically, DR is diagnosed by looking at it directly or through imaging techniques 
like fundus photography or optical coherence tomography. Various methodologies 
were proposed by different researchers for the prediction of DR in diabetic patients, 
but the prediction of DR in the early stages in literature has not been visualized more 
broadly way. The focus of this research is to design an intelligent framework for the 
prediction of DR in the early stages of diabetic patients. 

Keywords Machine learning · Deep learning · CNN · I-DR · etc. 

1 Introduction 

Diabetes is a condition that affects blood vessels all over the body, especially those in 
the kidneys and eyes [1]. Diabetic retinopathy is a disorder in which the blood vessels 
of the eye are compromised (DR). Diabetic retinopathy is a serious public health 
issue and one of the primary causes of blindness worldwide. Diabetic retinopathy is 
a microvascular problem that can develop in diabetic people [2]. Diabetic retinopathy
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impairs vision and can lead to blindness. If a diabetic individual is not treated for a 
long time, he or she is more likely to develop diabetic retinopathy [3]. Later, stages 
of diabetic retinopathy become symptomatic. Diabetic people may not be aware 
that they have been infected with the illness in the early stages. In the clinic, DR is 
diagnosed by examining directly at the retinal fundus or through imaging techniques 
such as fundus photography or optical coherence tomography [4]. 

The word “retinopathy” refers to damage to the retina in general. DR arises when 
the tiny blood arteries that supply the retina’s tissue and nerve cells are damaged. 
There are generally no early warning signals of diabetic retinopathy [5]. It can only 
be identified with a thorough eye exam that searches for early indications of the 
illness, such as [6]. 

• Macular edema (swelling). 
• Pale, fatty deposits on the retina. 
• Damaged nerve tissue. 
• Any changes to the retinal blood vessels. 

By 2040, diabetes will affect an estimated 600 million people, with one-third of 
them having diabetic retinopathy (DR), the leading cause of vision loss in working-
age adults around the world [7]. Mild non-proliferative DR (NPDR) is a kind of DR 
in which microaneurysms are present in the early stages. Proliferative DR (PDR) is a 
more advanced kind of DR that can result in significant vision loss. Regular DR tests 
are essential in order to receive quick treatment and avert vision loss [8]. Glycemia 
and blood pressure control can help to slow the progression of DR, whereas late-
stage treatments like as photocoagulation or intravitreal injection can help to avoid 
vision loss [9]. Although many professional associations urge routine DR screening, 
thorough DR screening is not routinely used due to difficulties in finding human 
assessors [10]. Imaging investigations such as fluorescent angiography and optical 
coherence tomography (OCT) (see our OCT section) can aid in the identification and 
treatment of diabetic eye abnormalities. To address abnormalities in the eyes caused 
by diabetes, retina specialists employ medications, laser treatments, or surgery [11]. 
The earlier diabetes-related abnormalities are detected, the better the chances of 
keeping vision. The optometrist will have the best chance of diagnosing this and all 
other issues with an OCT extended eye examination. Getting your eyes tested at least 
once a year might help you avoid losing your eyesight due to diabetes [12]. Main-
taining tight blood sugar and blood pressure management, as well as not smoking, 
will help lower the risk of diabetic eye abnormalities. The diagnosis of DR has been 
considered in the later stages of the diabetic patients, and hence, these techniques are 
inefficient for the detection of DR in the early stages [13]. There are two stages of 
DR in diabetic patients, and most of the research had been going on the later stages of 
DR. Both of these stages ultimately result in blindness in diabetic patients gradually 
[14]. 

If automatic DR screening is available, it relieves doctors of a significant amount 
of effort [15]. With the adoption of automatic DR screening, the ratio of patients 
to doctors will drop, saving time, and money and increasing the effective use of 
existing resources [16]. Another advantage of introducing automatic DR screening
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Fig. 1 Images of the retinal fundus at various stages of diabetic retinopathy. a stage II: mild non-
proliferative diabetic retinopathy; b stage III: moderate non-proliferative diabetic retinopathy; c 
stage IV: severe non-proliferative diabetic retinopathy; d stage V: proliferative diabetic retinopathy 
[18] 

is that patients who live in rural places and do not have access to medical facilities 
can be treated through telemedicine [17]. We aim to find an efficient and accurate 
technique for DR detection that takes less computational time and gives better results 
than existing methods (Fig. 1). 

Depending on medical professionals 

0. Normal (µA = 0) and (H = 0) 
1. Mild NPDR (0 < µA ≤ 5) and (H = 0) 
2. Moderate NPDR (5 < µA < 15 or 0 < H < 5) and (NV = 0) 
3. Severe NPDR (µ ≥ 15) or (H ≥ 5) or (NV = 1) 

The number of microaneurysms (µA) and the number of hemorrhages (H) and 
NV neovascularization are seen. 

The organization of the paper is as follows: The introduction section was briefly 
covered in Sect. 1. Section 2 discusses numerous diabetes detection approaches that 
have been discussed by various researchers. The comparative analysis of several DR 
approaches was shown in Sect. 3. The limitations of present techniques are discussed 
in Sect. 4. In Sect. 5, a novel framework for detecting DR is provided. Finally, Sect. 6 
brings the work to a close by highlighting a few key points.
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2 Literature Review 

This section summarizes the research on existing DR prediction tools. 

• Amol et al. [2] established a framework that addresses MLPs. For their inves-
tigation, they only used 130 images. Backpropagation is a supervised learning 
approach used by MLPs to train the network. 

• Kumar et al. [3] conducted a systematic investigation to identify the DR in only 
one type of lesion, namely hard exudates. They conducted their investigation using 
DIP and the RRGA method. The focus of this study is on DIARETDB1. 

• Ankita et al. [4] conducted a survey to identify DR in two ways: blood vessel 
segmentation and lesions identification. For their survey, they used the drive, 
stare, and chase dataset. 

• Ling et al. [5] presented a framework for DeepDR. DeepDR was trained on 
466,247 fundus pictures from 121,342 diabetic patients for real-time image quality 
evaluation, lesion identification, and grading. A sub-network for image quality 
assessment, a lesion-aware sub-network, and a DR grading sub-network were 
created. The three deep learning sub-networks of the DeepDR system. ResNet 
and mask RCNN algorithms were utilized. 

• Mike et al. [6] in “development and validation of a deep learning system for 
diagnosis of diabetic retinopathy in retinal fundus pictures” duplicated the basic 
strategy. The original work employed nonpublic EyePACS fundus pictures and 
a separate EyePACS data collection. For this study, they employed two datasets: 
EyePACS and MESSIDOR-2. 

• Sehrish et al. [7] trained using the publicly available Kaggle dataset of retina 
photos, an ensemble of five deep convolution neural network (CNN) models 
(ResNet50, Inceptionv3, Xception, Dense121, Dense169) was used to encode 
the rich properties and improve categorization for different phases of DR. This 
ensemble model is capable of detecting many phases of DR. They concentrated 
on detecting all phases of DR in this investigation. This model has an accuracy 
rate of 80%. They made advantage of a publicly available data collection. 

• Harry et al. [8] proposed using a CNN technique, and researchers were able to 
properly diagnose DR from digital fundus pictures and characterize its severity. 
They create a network with CNN architecture and data augmentation that can 
recognize the complex elements involved in the classification job, such as microa-
neurysms, exudate, and hemorrhages on the retina, and deliver a diagnosis auto-
matically and without the need for human input. They train their network on 
the publically accessible Kaggle dataset with a high-end graphics processor unit 
(GPU) and show outstanding results, especially for a high-level classification job. 

• Shirin et al. [9] to evaluate diabetic retinopathy severity stages, we combine fundus 
fluorescein angiography and color fundus pictures concurrently and extract 6 
features using curve let transform and input them to a support vector machine. 
These characteristics include the number of blood vessels, the area, regularity, 
and number of microaneurisms in the foveal vascular zone, as well as the overall 
number of microaneurisms and the area of exudate.
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• Shankar et al. [19] provided another method for preparing fundus pictures by 
utilizing histogram-based segmentation to remove areas with lesions. This paper 
used the synergic DL (SDL) model as a classification step, and the findings showed 
that the given SDL model outperforms common DCNNs on the MESSIDOR-1 
database in terms of ACC, SE, and SP. 

• Arcadu et al. [20] provided a method to predict DR progression defined as a 2-
step worsening in early treatment diabetic retinopathy. This paper used DCNNs 
on 7 FOV images of the RIDE and RISE dataset with a specificity of 77% and a 
sensitivity of 66%. 

• Wang et al. [21] to assess the severity stages of diabetic retinopathy, we integrate 
fundus fluorescein angiography and color fundus images simultaneously, extract 
6 features using curve let transform, and feed them into a multitasking deep 
learning framework. The recommended approach was evaluated on two indepen-
dent testing sets using quadratic weighted Cohen’s kappa coefficient, receiver 
operating characteristic analysis, and precision–recall analysis. 

• Ali et al.  [22] provided a method for segmentation and classification of DR. Four 
types of features—histogram (H), wavelet (W), co-occurrence matrix (COM), and 
run length matrix (RLM)—were retrieved for texture analysis, and several ML 
classifiers were used to achieve a classification accuracy of 77.67%, 80%, 89.87%, 
and 96.33%, respectively. The data fusion technique was utilized to create a fused 
hybrid feature dataset to increase classification accuracy. 

• Bora et al. [23] provided a deep learning system to predict the development of 
DR in patients. 

• Gangwar and Ravi [24] provided a novel deep learning hybrid method for auto-
matic DR detection. The suggested model was tested on the MESSIDOR-1 
diabetic retinopathy dataset and the APTOS 2019 blindness detection dataset 
(Kaggle dataset). Our model outperformed previously reported findings. On the 
MESSIDOR-1 and APTOS datasets, we attained test accuracy of 72.33% and 
82.18%, respectively. 

3 Comparative Analysis 

Table 1 summarizes the research into several DR detection approaches presented by 
various researchers.

As the results are measured by accuracy and specificity. 
The mathematical representation are as follows: 

Specificity = Number of true negative 

No. of true negative + No. of false positive 

Accuracy = TP + TN 
TPC + TN + FP + FN
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Table 1 Comparative analysis of already existing DR techniques 

Author Method used Dataset Accuracy Specificity Remarks 

Amol 
et al. [2] 

MLPNN DIARETDB0 92% 90% For future 
investigation, 
more color 
fundus photos 
are employed 

Harry 
et al. [8] 

CNN Public dataset 75% 95% Researchers 
may get a 
significantly 
cleaner 
dataset from 
real-world 
screening 
situations and 
compare this 
network to the 
five-class 
SVM 
approach 

Kranthi 
et al. [3] 

DIP/RIGA DIARETDB1 91% 88% DR can detect 
through other 
lesions 

Ankita 
et al. [4] 

Not applicable DRIVE/STARE/CHASE Not 
applicable 

Not 
applicable 

Scholars have 
only 
employed 
CNNs, 
however, 
other deep 
networks can 
be used 

Mike 
et al. [6] 

InceptionV3 EyePACS/MESSIDOR-2 89% 83.4% 
67.9% 

They were not 
able to 
replicate the 
original study 

Arcadu 
[20] 

DCNN: 
Inception v3 

7 FOV images of RIDE 
and RISE datasets 

Not 
applicable 

77% They were not 
able to 
replicate the 
original study 

Sehrish 
et al. [7] 

CNN Public dataset 80% Not 
applicable 

We can train 
several 
models for 
different 
phases and 
then ensemble 
the results

(continued)
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Table 1 (continued)

Author Method used Dataset Accuracy Specificity Remarks

Shankar 
et al. 
[19] 

DCNN: 
Histogram-based 
segmentation + 
SDL 

MESSIDOR-1 99.28% 99.38% They 
improved the 
efficiency and 
accuracy of 
categorization 
by creating 
architectural 
improvements 
to an existing 
DCNN 

Wang 
et al. 
[21] 

DCNN: 
Multitask 
network using 
channel-based 
attention blocks 

Shenzhen, Guangdong, 
China 

Not 
applicable 

Not 
applicable 

Another 
algorithm can 
be employed 

Ling dia 
et al. [5] 

ResNet/RCNN Private dataset 82% 81.3% Another CNN 
algorithm 
might be 
employed 

Ali et al. 
[22] 

ML: SMO, Lg, 
MLP, LMT, Lg 
employed on 
selected 
postoptimized 
hybrid feature 
datasets 

Bahawal Victoria 
Hospital, Pakistan 

MLP: 
73.73% 
LMT: 
73.00 
SLg: 
73.07 
SMO: 
68.60 
Lg: 
72.07% 

Not 
applicable 

Specificity 
can be added 

Bora 
et al. 
[23] 

DCNN: 
Inception v3 

EyePACS Not 
applicable 

Not 
applicable 

Specificity 
and accuracy 
not mentioned 

Gangwar 
et al. 
[24] 

DCNN: 
Inception 
ResNet v2 

APTOS 2019, 
MESSIDOR-1 

APTOS: 
82.18% 
MES 
SIDOR 1: 
72.33% 

Not 
applicable 

(continued)

where true positives (TPs), true negatives (TNs), false positives (FPs), false negative 
(FN) 

All of the studies presented in this paper used deep learning approaches to control 
the diabetic retinopathy screening system. Due to a growth in the number of diabetic 
patients, the demand for efficient diabetic retinopathy screening equipment has lately 
become a major concern. Using DL for DR detection and classification solves the 
challenge of picking trustworthy features for ML; nevertheless, it requires a large
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Table 1 (continued)

Author Method used Dataset Accuracy Specificity Remarks

Mashal 
et al. 
[25] 

DCNN: 
customized 
highly nonlinear 
scale-invariant 
network 

EyePACS 85% 91% They 
improved the 
efficiency and 
accuracy of 
categorization 
by creating 
architectural 
improvements 
to an existing 
CNN. DR 
reduces the 
number of 
steps in color 
fundus 
imaging 

amount of data to train. To enhance the number of photos and overcome over fitting 
during the training step, most research employed data augmentation. To address 
the difficulty of data size and to evaluate the DL approaches, 74% of the research 
included in this paper used public datasets, while 26% used a mix of two or more 
public datasets as shown in Fig. 2.

Fig. 2 Percentage of studies that used one or more datasets
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4 Open Gaps and Challenges 

The existing DR detection systems face several obstacles. 
Early detection of signs is difficult: Traditional clinical methods do not allow 

for the early detection of DR. To develop a framework, it will detect DR in its early 
stages. Such a framework should not be time-consuming and costly. 

Training models for high accuracy: To improve early-stage accuracy, 
researchers could train specialized models for certain stages and then ensemble the 
results to acquire high accuracy. 

Feature reduction with maximal accuracy: To reduce the number of features 
taken into consideration while providing maximal accuracy which ultimately reduces 
complexity (time and space). 

5 Proposed Framework 

From Sects. 2 and 3, it is obvious that the algorithm’s efficiency and accuracy varied 
significantly with the dataset employed. Various approaches for the prediction of 
DR in diabetic patients have been presented by various researchers; however, the 
prediction of DR in the early stages in literature has not been depicted more compre-
hensively. The limitation being in those techniques is that they are used to detect it 
in later stages of DR. So to overcome those limitations, an intelligent framework for 
early prediction of DR has been proposed in this paper. 

Various key components involve data collection, data preprocessing, prediction 
model, and results. 

Data collection: The data is the most important aspect of any study. We used the 
Kaggle dataset comprising 35,126 color fundus pictures, each with a size of 3888 X 
2951 pixels. It comprises photographs from a variety of classifications based on the 
severity of the offense. 

Dataset: distribution of different classes 

Classes Total no. of images 

Class (0) normal 25,810 

Class (1) mild 2443 

Class (2) moderate 5292 

Class (3) severe 873 

Class (4) proliferative 708 

Preprocessing: The dataset is first put through preprocessing step in which our aim is 
to enhance the images. The acquired images are enhanced so the data can help in the
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detection of cases of non-proliferative diabetic retinopathy (NPDR) and proliferative 
diabetic retinopathy (PDR), in their different stages. 

To reduce the training costs, we resize each input image while keeping the aspect 
ratio in the initial preprocessing phase. Furthermore, we used up-sampling and down-
sampling to balance the dataset. Minority classes are augmented by randomly crop-
ping areas during the up-sampling process. To balance the samples of different 
classes, enhance the dataset, and avoid overfilling, flipping and 90o rotation are 
used. Extra instances of majority classes are deleted during down-sampling to fulfill 
the cardinality of the smallest class. Before flipping and rotating the images in the 
resulting distributions, each image is mean normalized to eliminate feature bias and 
reduce training them (Fig. 3). 

Prediction model: CNNs will be utilized to categorize and classify images in the 
proposed model due to their high accuracy. It employs a hierarchical model that 
constructs a network, similar to a funnel, and then outputs a fully connected layer in 
which all neurons are coupled and the output is processed. The fundamental benefit of 
CNN over its predecessors is that it extracts important features automatically without 
the need for human intervention. As a result, CNN would be an excellent choice for 
the detection of diabetic retinopathy in its early stages.

Fig. 3 I-DR framework [7] 
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Convolutional neural network (CNN): A convolutional neural network (CNN) is a 
form of artificial neural network that is specifically made to process pixel input and 
is used in image recognition and processing. 

CNNs are effective artificial intelligence (AI) systems for image processing that 
employ deep learning to carry out both generative and descriptive tasks. They 
frequently use machine vision, which includes image and video identification, recom-
mender systems, and natural language processing (NLP). A multilayer perceptron-
like system that has been optimized for low processing demands is used by a CNN. 
An input layer, an output layer, and a hidden layer with several convolutional layers, 
pooling layers, fully connected layers, and normalizing layers make up a CNN’s 
layers. A system that is significantly more effective and easier to train for image 
processing and natural language processing is produced by the removal of restrictions 
and increase in efficiency for image processing. 

Convolutional layer, activation layer, pooling layer, and fully connected layer 
are four layers that work together to process and perceive data so that CNNs can 
classify images. 

6 Conclusion 

Predicting and diagnosing DR are a time-consuming process. For improved treatment 
of those suffering from DR, the diagnosis technique should be swift, efficient, and 
provide exact findings. 

Diabetic retinopathy is a microvascular condition that diabetics might develop. 
Diabetic retinopathy is a condition that causes visual issues and can potentially lead 
to blindness. If a diabetic individual is not treated for a long time, diabetic retinopathy 
is more likely to develop. Diabetic retinopathy progresses to the point that it causes 
symptoms. Diabetics may be unaware that they are infected in the early stages of 
the virus. DR is diagnosed clinically by looking at it or by imaging techniques like 
fundus photography or optical coherence tomography. Various approaches for the 
prediction of DR in diabetic patients have been presented by various researchers,
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however; the prediction of DR in the early stages in literature has not been depicted 
more comprehensively. The primary goal of this work is to provide a short review of 
the existing DR detection strategies that employ retina data. As a result, the current 
study is an essential step toward the development of an intelligent diagnostic model 
that must be adopted soon for the early and accurate diagnosis of DR, which will be 
a great aid to the research community and health professionals in designing better 
medicine. The focus of this research is to design an intelligent framework for the 
prediction of DR in the early stages of diabetic patients. 
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Healthcare Data Analysis Using 
Proposed Hybrid Harmony Genetic 
Diagnostic Model 

Manju Sharma and Sanjay Tyagi 

Abstract Healthcare data analysis is a decision-based process that depends on past 
historical data. Analyzing such a huge volume of data as well as retaining accuracy 
in such sensitive data is an essential task. Henceforth, there is a necessity to design an 
intelligent diagnostic system that can assist humans in a proper diagnosis of disease 
along with making the precise results. In this paper, a new improved harmony search-
based diagnostic model has been proposed for healthcare dataset analysis. Before 
integrating the harmony search for modeling the system, some enhancements have 
been done in the harmony improvement phase of the classical harmony algorithm 
by parameter tuning. Moreover, instead of random selection, the harmony vector is 
selected by a polygamous mechanism, and the crossover operator is used to increase 
the exploitation capability of the harmony search algorithm. The performance of 
proposed hybrid harmony search genetic algorithm (HHSGA)-based disease diag-
nostic clustering model has been analyzed based on precision, recall, accuracy, and 
G-measure quality indicators. The quality of the proposed algorithm is compared 
with other basic metaheuristic models by implementing it on four UCI repository 
healthcare datasets. Simulation results show that the proposed model is more robust 
and efficient in terms of achieving highest accuracy and correct classification of data 
points into clusters. 

Keywords Diagnostic model · Harmony search · Clustering · Metaheuristic 

1 Introduction 

At present time, the medical informatics field is getting an extensive consideration 
among the researchers in developing an efficient and accurately predictive disease 
diagnostic model. The main aim of healthcare institutions is to provide quality 
services at reasonable costs and in minimum time. These quality services specify
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the proper healthcare data analysis because an inaccurate medical decision some-
times leads to the highly intolerable loss of lives. Analysis of the healthcare data 
usually helps the medical professionals in the early diagnosis of chronicle diseases. 
Several diagnostic models, expert systems, and medical decision systems have been 
described in the literature for the analysis of data from the healthcare domain as 
well as early diagnosis of diseases. Evolutionary and swarm intelligence algorithms 
are nature-inspired algorithm that mimic the process of natural phenomenon. In the 
biomedical field, these algorithms are emerging as a field of research for solving the 
optimization problems [1] (like clustering, classification, and prediction). 

Clustering is an unsupervised classification or data analysis technique that assem-
bles the data items in such a way that the data items present in a group are dissimilar 
from the data items present on other groups [2]. Numerous evolutionary and swarm-
based diagnostic models have been proposed by researchers for the early diagnosis 
of a disease. Nevertheless, accuracy and precision are still challenging issues, exclu-
sively for healthcare datasets. Hence, there is a requirement of designing an effi-
cient intelligent system that can assist humans to make accurate judgements. The 
key contribution of this paper is to develop an effective diagnostic model using the 
concept of hybridization in harmony search using genetic algorithm operators. 

Harmony search (HS) algorithm developed by Geem et al. [3] is a well-known 
metaheuristic technique inspired by the improvisation concept of musicians. It is 
gaining a wide range of popularity among researchers in different application areas 
like medical, agriculture, scheduling, image processing, communication system, 
etc. [4]. Effectiveness of a metaheuristic algorithm depends on the proper balance 
between its exploration and exploitation phases. Imbalance in diversification and 
intensification phases sometimes leads to a trap in local optima that result in the 
problem of premature convergence. In this paper, before employment of harmony 
search algorithm as a diagnostic model, some improvements have been incorpo-
rated in the traditional algorithm by incorporating genetic operators in the harmony 
improvisation step along with parameter tuning. The proposed diagnostic algorithm 
is termed as hybrid harmony search genetic algorithm (HHSGA). The efficiency 
of this proposed model is evaluated by implementing it on four real-life datasets 
of the medical domain from the UCI repository [5]. Moreover, the effectiveness of 
the proposed algorithm is also checked by comparing it with other state-of-the-art 
metaheuristic algorithms like genetic algorithm (GA), particle swarm optimization 
(PSO), and HS. 

The remaining sections of this paper are as follows: Section 2 presents the basic 
harmony search algorithm and related work. Section 3 provides the application of the 
proposed hybrid harmony genetic search algorithm as a diagnostic model. Section 4 
covers the experimentation analysis, and simulation results followed by a statistical 
analysis of the algorithm. Section 5 discusses the conclusion and future aspects.
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2 Background 

This section gives an overview of work related to diagnosis of diseases along with 
brief overview and various issues related to harmony search. 

2.1 Related Work 

Al-Muhaideb and Menai [6] discussed various approaches related to prognosis and 
diagnosis of disease with medical data using metaheuristic algorithms. The study 
includes various learning models, an appropriate selection of metaheuristic tech-
niques as well as performance indicators. Extraction of overlapped data and struc-
ture discovery in medical datasets is a difficult process. Khanmohammadi et al. [7] 
designed a hybrid technique in 2017 by combining k-harmonic means and over-
lapping k-means algorithms (KHM-OKM) to resolve the above-mentioned problem. 
The resulting outcomes confirm the effectiveness of the proposed hybrid approach 
in extracting overlapped data and also resolving sensitivity problems. The Cuckoo 
search algorithm was adopted by Gadekallu and Khare [8] for feature reduction by 
using a rough-set-based approach for heart disease datasets. The results showed the 
effectiveness of the proposed approach as compared to other algorithms. 

Accuracy is one of the most important metrics in medical diagnosis. Noureddine 
et al. [9] rectified the accuracy issues of most of the medical datasets by using a 
symbiotic organism search mechanism. The proposed model significantly improved 
the death rate count of earlier treatment of diseases. Inaccuracy in any diagnosis 
model is mainly due to improper parameter setting and feature selection. These 
disputes are resolved by Wang and Chen [10] using chaotic whale optimization 
algorithm for medical datasets. Kaur and Kumar [1] designed a new diagnostic model 
using water wave optimization algorithm. Furthermore, the premature convergence 
issue in the basic algorithm was also resolved using a decay operator. The proposed 
model achieved higher accuracy as compared to other techniques. 

2.2 Harmony Search Algorithm 

Harmony search algorithm is a well-known metaheuristic algorithm that imitates 
the search mechanism of the musicians for finding a perfect harmony. It was firstly 
introduced by Geem in 2001. Harmony memory and collection of pitches are similar 
to the candidate solutions and decision variables, respectively. Here, each decision
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variable provides a value for generating a global optimum solution. Just like musi-
cians, the harmony search algorithm also undergoes a harmony improvisation phase 
in each iteration by changing the value of decision variables. The basic algorithm 
consists of the following steps: 

Step 1: Initialize the objective function and parameters: Define the objective 
function of the problem, i.e., to minimize (or maximize) the fitness function f (X ). 
Furthermore, the values of control parameters of the algorithm like harmony memory 
consideration rate (HMCR), harmony memory size (HMS), pitch adjustment rate 
(PAR), bandwidth (BW), and maximum number of iteration (MaxIt) or stopping 
criteria are also initialized. 

Step 2: Initialization of harmony memory: The algorithm starts with the random 
initialization of harmony memory (HM) through a random harmony vector (HMi j  ), 
where j is the decision variable of ith harmony vector and is defined as follows: 

HMi j  = LB j + rand(0, 1) ∗ (
UB j − LB j

)
(1) 

where i ∈ (1, HMS), j ∈ (1, d) and d is the dimension of the problem. UB and LB 
are the upper and lower bounds of variables, respectively. 

Step 3: Harmony improvisation: To generate a new pitch and a better harmony, HS 
is governed by three rules. In the first rule, a new pitch is randomly selected from 
the existing pitches in harmony memory. In the second rule, the algorithm selects an 
existing random pitch from the memory and fine-tunes it through a random bandwidth 
(BW) that specifies its variations. Lastly, in the third rule, the algorithm generates 
a new pitch. HMCR is a probabilistic parameter that decides whether to apply the 
first two rules or the third one for improvement of the pitch. Similarly, PAR is also 
a probabilistic parameter that governs the selection between the first and the second 
rule for pitch generation. The detailed procedure is given in Algorithm 1. 

Step 4: Harmony memory updation: New harmony vector generated after the above 
steps is compared with the worst harmony vector. If the new one is superior to the 
compared harmony, then it is replaced by the worst one in harmony memory. 

Step 5: Check termination criteria: Repeat steps 3 and 4 until the improvisation 
stopping criteria are reached. Otherwise, stop the algorithm and get the optimal 
solution.
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Algorithm 1: Harmony Search 

Begin 
Define the parameters HMS, HMCR, PAR, BW, d(Dimension), MaxIt 
Initialize the harmony memory randomly using Eq. 1. 
Calculate the value of each harmony vector using fitness function f (X). 
Set Itr = 0 
While(Itr < MaxIt) 

For j = 1 to d  
If (rand(0,1) < HMCR) then // harmony memory consideration 

Xnew 
j = Xm 

j where m ∈ {1, 2, 3 . . . .HM  S} 
If (rand(0,1) < PAR) then // Pitch adjustment 

Xnew 
j = Xnew 

j + rand(0, 1)∗BW 

End If 
else 

Xnew 
j = Xnew 

j + rand(0, 1)∗(
UB  j − LB  j

)
//Random Selection 

End If 
End For 

Calculate f
(
Xnew 

j

)
and select Xworst 

j harmony vector from HM 

If f
(
Xnew 

,

)
< f

(
Xworst 

,

)
then 

Xworst 
j = Xnew 

j & f
(
Xworst 

j

)
= f

(
Xnew 

j

)

End If 
Itr = Itr + 1 

End while 
Return global optimal harmony vector 
End 

HS has a strong exploration capability due to the presence of random selection 
components in harmony improvement phase. But it usually suffers from slow conver-
gence speed and local optima problems due to the lack of global search information. 
It also suffers from poor intensification, due to its inability to make small moves [11]. 
The performance of a population-based search algorithm depends upon its ability to 
balance between the diversification and intensification phases. Therefore, to make 
HS a more efficient and effective algorithm, several modifications are incorporated 
into the classical HS algorithm that has been discussed in the next section. 

3 Proposed Hybrid Harmony Search-Based Diagnostic 
Model 

3.1 Improved Harmony Search Algorithm 

This paper introduces a novel improved hybrid HS algorithm by using some operators 
of the GA during harmony improvisation and new harmony generation phases of the
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HS. The new algorithm is named as HHSGA algorithm, which is a hybrid of both 
HS and GA. 

Improvement 1: During the pitch adjustment stage, the value of the BW parameter 
is generally taken as constant by most of the researchers. However, its value affects 
the modification of the existing harmony vector selected from the harmony pool. 
In the proposed approach, initially, the value of BW is set according to maximum 
and minimum values of attributes in the datasets which gradually changed after each 
iteration as follows: 

Initialize BW(1) = 0.02 ∗ (UB − LB) (2) 

BW(Itr + 1) = BW ∗ c| c represents a constant (3) 

Improvement 2: In standard HS, the new harmony generation step follows the 
random selection mechanism for generating a new pitch. Consequently, at every 
iteration when a new harmony is generated, the algorithm follows the random search 
procedure for selecting a new harmony that enhances its exploration capability. But, 
at the same time, algorithm needs to deploy its exploitation capability as well. To 
overcome the above-mentioned shortcoming, a new hybrid approach is proposed 
that uses the polygamous selection [12] procedure selection of a harmony vector 
from the harmony memory and then improves the exploitation capability by using 
an arithmetic recombination operator between the selected and the worst harmony 
vector. If the child’s harmony is better than the parent’s harmony, then replace it with 
the worst harmonies in the harmony pool. The pseudo-code of the recombination 
operator is given as follows: 

X P = Polygamous Selection(P); // P is the harmony pool (4) 

Xw = Worst (P); (5)

(
Xc1 , Xc2) = Arithmetic Crossover

(
X P , Xworst) (6)
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Arithmetic Crossover (XP , Xworst) 

Input: Initialize α coefficient Output: Child harmonies: Xc1, Xc2 

Begin 

Xc1 = α.∗X p + (1 + α).∗Xworst 

X c2 = α.∗Xworst + (1 + α).∗X p 
End 

3.2 HHSGA as a Clustering Technique 

In this paper, the proposed HHSGA approach is used as a clustering technique for 
the classification of datasets for the diagnosis of a disease. In the proposed approach, 
each harmony vector is a sequence of real numbers that represents the cluster centers 
(K). In d-dimensional space, harmony vector is represented as (K*d). Consider a 
dataset having k = 2 and d = 3. Then, each harmony vector is displayed as follows: 

5.1 3.5 1.4 Cluster center 1 

4.9 3.0 1.4 Cluster center 2 

The classification algorithm aims to find the similarity/dissimilarity pattern 
between two data points. In this paper, Euclidean distance metric is used as a measure-
ment for similarity measure, and the sum of the square error is considered as an objec-
tive function. The main aim of the clustering algorithm is to minimize the objective 
function that can be represented as follows: 

f (P, C) = 
n∑

m=1 

min{∣∣∣∣pm − c j
∣∣∣∣2 , j = 1, 2 . . . ,  k} (7) 

Here, the value min-term represents the distance measurement between data point 
pm and cluster center c j . The proposed HHSGA as a clustering technique is given 
as follows: 

HHSGA Clustering Algorithm 

Input: 
Initialize cluster centers(k),HMS, HMCR,PAR, MaxIt). 
Initialize BW as in Eq. 2. 

Output: 
Cluster centers and cluster labeled data points.

(continued)
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(continued)

Begin 
Randomly initialize the harmony vectors from HM with k number of cluster centers. Calculate the 
distance of each data point from the center of cluster by using Eq. 7. Assign data objects to clusters 
having minimum value of fitness function 
While ( Itr  <MaxIt)  /*Apply improved harmony search algorithm for generating the new cluster 
centers*/ 

For j = 1 to d.  
If I(rand(0,1) < HMCR) then 

Xnew 
j = Xm 

j m ∈ randomcluster  f  romthe  pool  

If (rand(0,1) < PAR) then 
Improve Xnew 

j by using the modified value of BW by using Eqs. 2 and 3. 

End If 
Else 

Select X p j by using selection operator as in Eq. 4. 

Apply Recombination operator between X P j , X
worst 
j and generate Offspring Xc1 

j , X
c2 
j using 

Eq. 5 and 6 
End If 

End For 
Calculate fitness of XC1 

j , XC2 
j 

If f
(
XC1 

j , XC2 
j

)
< f (X P j , X

worst 
j ) then 

Replace offspring with the parents 
End if 
Evaluate the centers of the new cluster and replace the existing ones 
Itr = Itr + 1 

End while 
Partition the data points of the dataset using the global cluster centers. 
Return global best solution and labeled data points. 
End 

In the next section, the above-mentioned HHSGA approach is used as a basic 
technique for designing a disease diagnostic model. 

3.3 Proposed HHSGA-Based Diagnostic Model 

Many diagnostic models have been proposed by researchers for disease diagnosis. 
In healthcare datasets, the main aim of the diagnostic model is to maintain a high 
level of accuracy in the proper classification of datasets among different clusters. 
Henceforth, there is a requirement to design an intelligent diagnostic system that 
assists human in the proper diagnosis of diseases and can make precise results. In 
this paper, the proposed hybrid HHSGA algorithm is used as a diagnostic model 
for efficient classification of datasets and for generating the optimal clusters. The 
proposed model is shown in Fig. 1.
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Fig. 1 Proposed HHSGA disease diagnostic model 

4 Experimental Analysis 

4.1 Dataset Used 

See Table 1. 

4.2 Cluster Quality Measures 

To evaluate the performance of the model, the proposed algorithm is compared with 
other state-of-the-art algorithms like GA, PSO, and HS using four cluster quality 
measures, namely precision, recall, accuracy, and G-measure. These metrics are 
mathematically described as follows:

Table 1 Dataset description 
[5] 

Dataset Classes Instances Attributes 

LD (Bupa) 2 345 6 

Breast cancer 2 683 9 

Haberman 2 306 3 

Thyroid 3 215 5 
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• Precision: It envisions the reliability of the diagnostic model in classifying the 
model as positive. Mathematically, it is represented as TP/(TP + FP). 

• Recall: It visualizes the model’s capability to discover positive samples. Mathe-
matically, it is represented as TP/ (TP + FN). 

• Accuracy: It represents the ratio between the number of correct predictions and 
total number of predictions. It shows the number of times the model was overall 
correct [13]. 

• G-Measure: It is the mean of recall and precision and is represented as√
Precision*Recall [14]. 

4.3 Simulation Results 

Results in Tables 2, 3, 4, and 5 show that the proposed HHSGA model provides more 
significant results as compared to other compared models. It is clear from the results 
that the proposed HHSGA diagnostic model provides a higher level of accuracy 
than the other techniques. G-measure is also an important indicator for checking the 
diagnostic performance of a model. It is clear from the simulation results that the 
proposed HHSGA model provides a better G-measure value for the proper diagnosis 
of a disease. It represents the true positive rate in the diagnosis of a disease. From 
observations, it is clear that the proposed model has better precision and recall value 
that makes it more efficient and robust as compared to other compared models to 
diagnose diseases. 

Table 2 Simulation results of different metaheuristic models for the Bupa (LD) dataset 

Quality 
metrics/algorithm 

Precision mean 
(SD) 

Recall mean (SD) Accuracy mean 
(SD) 

G-measure mean 
(SD) 

GA 0.5740 (0.0028) 0.5447 (0.0020) 0.5147 (0.0020) 0.5593 (0.0022) 

PSO 0.5680 (0.0158) 0.5405 (0.0116) 0.4872 (0.0153) 0.5541 (0.0137) 

HS 0.5744 (0.0022) 0.5459 (0.00174) 0.4944 (0.0020) 0.5600 (0.0019) 

HHSGA 0.6237 
(1.17e−16) 

0.5767 (1.17e−16) 0.5246 
(1.17e−16) 

0.5998 (0.00) 

Table 3 Simulation results of different metaheuristic models for the breast cancer dataset 

Quality 
metrics/algorithm 

Precision mean 
(SD) 

Recall mean 
(SD) 

Accuracy mean 
(SD) 

G-measure mean 
(SD) 

GA 0.9607 (0.0032) 0.9495 (0.0089) 0.9593 (0.0055) 0.9550 (0.0060) 

PSO 0.9597 (0.0051) 0.9480 (0.0127) 0.9581 (0.0081) 0.9638 (0.0089) 

HS 0.9630 (0.0013) 0.9568 (0.0023) 0.9636 (0.0016) 0.9599 (0.0018) 

HHSGA 0.9640 
(1.17e−16) 

0.9584 
(1.17e−16) 

0.9648 
(1.17e−16) 

0.9612 (0.00)
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Table 4 Simulation results of different metaheuristic models for the thyroid dataset 

Quality 
metrics/algorithm 

Precision mean 
(SD) 

Recall mean (SD) Accuracy mean 
(SD) 

G-measure mean 
(SD) 

GA 0.7209 (0.0198) 0.6664 (0.0420) 0.6348 (0.0796) 0.6930 (0.0303) 

PSO 0.6327 (0.1598) 0.3643 (0.0387) 0.6553 (0.1120) 0.6407 (0.0629) 

HS 0.7269 (0.0655) 0.7211 (0.0215) 0.6753 (0.0737) 0.7308 (0.0425) 

HHSGA 0.7385 (0.0249) 0.7236 (0.0035) 0.6883 (0.0014) 0.7239 (0.0143) 

Table 5 Simulation results of different metaheuristic models for the Haberman dataset 

Quality 
metrics/algorithm 

Precision mean 
(SD) 

Recall mean 
(SD) 

Accuracy mean 
(SD) 

G-measure mean 
(SD) 

GA 0.5049 (0.0135) 0.5064 (0.0172) 0.5078 (0.0071) 0.4602 (0.0153) 

PSO 0.5041 (0.0121) 0.5053 (0.0155) 0.5183 (0.0067) 0.5047 (0.0138) 

HS 0.4996 (0.0157) 0.4940 (0.0189) 0.5169 (0.0250) 0. 5056 (0.0208) 

HHSGA 0.5150 
(1.17e−16) 

0.5192 
(1.17e−16) 

0.5196 
(1.17e−16) 

0.5171 (1.17e−16) 

Figures 2a–d illustrate the categories of disease related to a dataset using the 
HHSGA model.

The HHSGA model categorizes the liver disorder data point into two categories 
such as (a) patients having liver disorder and (b) patients having no liver disorder. 
Data objects related to the thyroid dataset have been categorized into (a) normal, 
(b) hypothyroidism, and (c) hyperthyroidism clusters using the proposed HHSGA 
model. Furthermore, the breast cancer dataset is clustered into malignant or benign 
categories, and the Haberman dataset is clustered into two categories, i.e., patients 
who survived after surgery or not. 

4.4 Statistical Analysis 

To analyze the performance of the proposed HHSGA model statistically, the 
Friedman test has been carried out on the mean value of accuracy and G-measure 
indicators [15]. This test signifies whether there is a difference in the performance of 
the HHSGA model and other compared models or not [16]. The null hypothesis (H0) 
has been set that specifies that there is no difference between the HHSGA and other 
models. Table 6 illustrates the average ranking of models based on accuracy and 
G-measure indicators. The level of confidence (α) is set to be 0.05. p-value reported 
in Table 7 is less than α that claim the rejection of null hypothesis and indicates that 
there is a considerable difference between the proposed and compared models.
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Fig. 2 Data-points classifications a breast Cancer b LD c Haberman d Thyroid datasets
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Table 6 Ranking of algorithms based on accuracy (Acc) and G-measure (GM) 

Datasets/algorithms GA PSO HS HHSGA 

Acc GM Acc GM Acc GM Acc GM 

Bupa (LD) 2 3 4 4 3 2 1 1 

Breast cancer 3 4 4 2 2 3 1 1 

Thyroid 4 3 3 4 2 1 1 2 

Haberman 4 4 3 3 2 2 1 1 

Average ranking 3.25 3.5 3.5 3.25 2.25 2.0 1 1.25 

Table 7 Friedman test summary 

Measure Statistical value Critical value Hypothesis p-value 

Accuracy 9.3 7.814728 Rejected 0.025557 

G-measure 8.1 7.814728 Rejected 0.04399 

5 Conclusion and Future Scope 

In this paper, a hybrid harmony search and genetic algorithm-based diagnostic model 
are proposed for the classification of healthcare datasets and diagnosis of a disease. To 
resolve the problem of poor exploitation capability of the basic harmony search algo-
rithm, some improvements have been made during the selection steps of the harmony 
vector. Instead of random selection, a polygamous selection followed by a recom-
bination operator has been incorporated into the harmony improvisation steps. The 
proposed algorithm is used as a clustering technique for the classification of health-
care data points into clusters that make it applicable as a disease diagnostic model. 
The performance of the proposed model has been analyzed using four healthcare 
datasets and is compared with other state-of-the-art models. Simulation and statis-
tical analysis using the Friedman test revealed that the proposed HHSGA model is 
more robust and efficient in accurate diagnosis of a disease. In future, this work 
can be extended for other applications like protein synthesis, software engineering, 
etc., using another hybrid approach by integrating the concept of multi-objective 
optimization in the proposed technique. 
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Abstract Software cost estimation is a standout among the huge demanding tasks 
in project management for new software. In any case, the procedure of estimation 
is unsure as it largely relies on certain qualities that are very hazy amid the begin-
ning periods of improvement. This exploration is to give a method to software cost 
estimation that performs superior to different procedures on the precision of effort 
estimation. A soft computing procedure has been investigated to beat the vulnera-
bility and error in estimation. This investigation is to expand the constructive cost 
model by intertwining the possibility of fuzziness into the estimation of size, method 
of improvement projects, and the cost drivers adding to the general advancement 
effort. The primary goal of the explorations is to examine the job of the fuzzy infer-
ence system method in enhancing the cost estimation precision utilizing COCOMO 
II by describing inputs variables utilizing fifth GL systems and contrasting their 
outcomes. The PROMISE dataset is utilized for the assessment of the fuzzy inference 
system (FIS) procedures. The examinations have been completed utilizing MATLAB 
simulation conditions. 
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1 Introduction 

Fifth generation language or fifth GL even tends to be programming languages, 
which contains visual tools to develop a program. It utilizes visual and graphical 
advancement interface device to make the source language that is assembled with 
a third GL or fourth GL compiler. Visual programming enables you to see object-
oriented structures and drag symbols to gather program squares. There are some 
important points as follows: 

• A fifth-generation programming language is a high level and logic language. User 
knowledge bases, expert systems, and less programmer control. 

• Fifth GL is a programming language dependent on tackling issues utilizing limi-
tations given to the program, as opposed to utilizing a calculation composed by a 
software engineer. 

• Most imperatives-based, logic programming languages, and some decisive 
languages are fifth GL. 

• Fifth GL is utilized mostly in artificial intelligence inquire about. 

Artificial intelligence (AI) is growing such a mind-blowing speed; occasionally, it 
appears to be supernatural. There is a supposition among analysts and designers that 
AI could develop so monstrously solid that it would be hard for people to control. 
People created AI frameworks by bringing into them each conceivable they could, for 
which the people themselves presently appear to be compromised. AI has many other 
areas as soft computing technologies, neural network, genetic algorithms, fuzzy logic 
modeling system, etc., for finding the precise expectation of software development 
cost estimation. The FIS technique has been adopted to predict maintenance cost. 

2 Related Work 

There is basic two category of models, such as algorithmic and non-algorithmic [1]. 
Everyone require inputs, a precise estimate of explicit traits, for example, lines of code 
and other cost drivers like range of abilities which are difficult to procure amid the 
beginning time of software development. In 1990s, non-algorithmic was conceived to 
extend estimating cost. Analysts have focus toward novel methodologies that delicate 
registering, for example, ANN, GA, and fuzzy logic [2, 3]. A portion of early works 
demonstrates that fuzzy logic offers an amazing etymological interpretation that 
ready to speak to imprecision in sources of inputs and outputs while giving huge 
learning ways to deal with model’s structure. It is a procedure to take care of issues, 
which are too complex to be in any way seen quantitatively. It depends on fuzzy-
set-theory. It gives a system to speaking to semantic builds, for example, many, low, 
medium, and high. It gives a deduction structure that empowers fitting man reasoning 
limits. Unexpectedly, the binary set hypothesis depicts crisp events that do or do not
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happen. This experiments perspective hypothesis that clarify if the events will happen 
evaluating the opportunity for which the given events are required happening [4, 5]. 

It is the rule-based system which is the core learning containing the implied 
Fuzzy IF THEN guidelines in which a couple of words are portrayed by consistent 
part works. It can be classified into three kinds: pure, Takagi and Sugeno’s fuzzy 
logic with fuzzifiers and defuzzifiers. The enormous bit for planning produces crisp-
data as for input and envisions crisp-data as for output. This was right off the bat 
created by Mamdani. It has been viably associated with a collection of mechanical 
techniques and customer things [6, 7]. 

It is the initial phase in the fuzzy inference process. This includes an area change 
where crisp inputs sources are changed into fuzzy inputs. Crisp inputs are careful 
information sources estimated by sensors and go into the control system for handling, 
for example, temperature, weight, etc. [8–10]. Each crisp input that will be prepared 
by the FIS has its gathering of membership functions or sets to which they are 
changed. This gathering of membership functions exists inside a vast expanse of talk 
that holds every single important value that the crisp input can have. The accompa-
nying demonstrates the structure of membership functions inside a vast expanse of 
talk for a crisp input [11, 12]. 

The principal of FIS is concentrated at the capacity of fuzzy logic that show 
characteristic. This system contains fuzzy-rules worked for expert-knowledge and 
called fuzzy expert systems, contingent upon their last use. Before FIS, it was at 
that point applied to construct expert systems for recreation objectives [13, 14]. The 
master frameworks depended upon the classical-boolean-logic that was not appro-
priate for dealing with the sequentially to the fundamental procedure wonders. Fuzzy-
logic enables continuous standards that be brought into expert-knowledge-based test 
systems [7, 15]. 

The Sugeno’s initial tasks, a great deal of scientists, have been engaged with 
structuring fuzzy systems from databases. The means of fuzzy reasoning performed 
by FISs are as follows: 

1. Comparison of input factors with the MF on the precursor portion to get the 
membership estimations of each phonetic mark. (Progression is frequently said 
fuzzification). 

2. Connection of the membership values on the reason portion to get terminating 
quality (level of satisfaction) of each standard. 

3. Production of certified ultimately (either fuzzy or crisp) or each standard relying 
upon terminating quality. 

4. Composite the certified consequents to deliver a crisp output. (Progression is said 
defuzzification).
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Fig. 1 Fuzzy inference system (FIS) 

3 Research Methodology Used 

The FIS is used to execute the differing preparing propels. Decisions were obliged 
making and adjusting FIS with fuzzy logic toolbox software using graphical instru-
ments or command line capacities. The research will implement on third GL, 
fourth GL, and fifth GL using Mamdani FIS. Figure 1 is used as fuzzification and 
defuzzification. 

The performance analysis and their corresponding results are compared. The 
results are analyzed using the criterion RMSE. Less value means that the result is 
more accurate. 

• Select a specific kind of FIS (Mamdani). 
• Define the variables for the input and output. 
• Set input and output member functions. 
• The data is now in rule editorial manager if-then rules. 
• An explicit model structure is made, and parameters of input and output factors 

tuned to get the ideal output. 

4 Proposed Model for Software Maintenance Cost 
Estimation 

COCOMO II is utilized as the model-based to assess the software project cost. The 
model was developed by Mr. Boehm and Scattered in 1981 that utilizing aggregated 
data from 63 projects. It is a good manual that estimating maintenance cost for 
software. This proposed model implies with new factual methodologies and strategies 
that estimate the maintenance cost of software using fifth GL (fuzzy inference system) 
procedure.
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The issue of software cost estimation is that everything considered and relies on 
single estimations of size, cost drivers, and scale factors. It is assessed dependent on 
recently finished projects that are fairly like the present projects [16–18]. Similarly, 
cost drivers and scale elements need through evaluation instead of doling out a 
fixed numbers value. To beat this condition, it is more brilliant to address these 
responsibilities to the kinds of fuzzy-sets, where the qualities of interval are utilized 
which is expressed through collection of membership functions like triangular MF, 
trapezoidal MF, and Gaussian MF [19]. 

The proposed fuzzy software cost estimation model is represented in the Fig. 2. Its  
principles contain phonetic factors identified with the undertaking. The FIS utilizes 
connecters “and/or” for COCOMO input factors that shape principles. The FIS incor-
porates many input software characteristics: seventeen cost drivers, five scale factors, 
one size (KDLOC), and one output as cost estimation (CE). 

Fig. 2 Proposed 
maintenance cost estimation 
model using FIS techniques
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Fuzzy set takes all the input and convert into the phonetic values. For each cost 
driver, a different FIS is planned. Principles are created as cost drivers for forerunner 
parts that comparing effort-multiplier in the resulting portion. The defuzzified value 
for the effort-multiplier has kept for separate FIS. The scale factors are additionally 
fuzzified. The pcap means that programmer-capability is examined for an example. 
Programmer-capability for fuzzification depends on COCOMO II, calibrated model 
of post-architecture qualities. 

Next, the model so obtained will be later subjected to optimization of its model 
parameters using fuzzy inference system optimization technique to arrive at better 
software cost estimation prediction accuracy. The fuzzy operators such union, inter-
section, and complement shall be used. FIS races to create answers for progres-
sive generations. Henceforth, the quality of the solutions in progressive generations 
improves. The procedure is ended when an ideal solution is found. The result has 
analyzed the criterion of root mean square error (RMSE) factor, which predicts the 
better software cost estimation with accuracy. 

4.1 Data Used for Validation 

The data used as input and output variables for ideal COCOMO II model advancement 
is given in Table 1. The dataset Table 2 is assembled from the examination of 40 soft-
ware projects, which is adopted from Software Engineering Repository of PROMISE 
dataset which open access for researching reason. It comprises 26 attributes like 
seventeen standards COCOMO II characteristics cost drivers and five scale factors 
in the range that measure in thousand delivered source lines of code (KDLOC) direc-
tions. The output of the model is the cost estimation (CE), measured in man-months. 
The estimated efforts using third GL, fourth GL, and fifth GL approaches obtained 
are tabulated and compared. The model equation is given as follows: 

PM = A × [Size]1.01 + 
5∑

i=1 

SFi × 
17∏

i=1 

EMi (1)

Here, effort is indicated in terms of person-months (PM), A is a constant that is 
multiplicative, size is the projected-size of the software that expressed in KDLOC, 
EMi (i = 1, 2, 3, 0.17) are effort-multipliers, and SFi (i = 1, 2, 3, 0.5) are scale 
factors as exponent. It is a specific normal for product improvement that has impact 
that increments or decrements the measure for advancement effort [20]. There are 
team cohesion, process maturity, architecture/risk resolution, development, flexi-
bility, and precedent Ness. All the effort-multipliers are gathered into 4 parts, which 
are project-factors, personnel, platform, and product. The items are utilized to modify 
the nominal effort.
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Table 1 COCOMO II effort 
multipliers [5] 

Input Variables Cost drivers and scale factors 

1 “ACAP” Analyst capability 

2 “APEX” Applications-experience 

3 “CPLX” Product-complexity 

4 “DATA” Size of database 

5 “DOCU” Documentations (life cycle need) 

6 “FLEX” Languages and tool-experiences 

7 “PCAP” Capability of programmer 

8 “PCON” Personnel continuity 

9 “PERS” Personnel capability 

10 “PLEX” Platform-experience 

11 “PMAT” Process-maturity-level (equivalent) 

12 “PREC” Precedentness for applications 

13 “PREX” Personal-experiences 

14 “PVOL” Volatility platform 

15 “RELY” Software-reliability (required) 

16 “RESL” Risk-resolution 

17 “SITE” Multisite-development 

18 “STOR” Main-storage (constraint) 

19 “TEAM” Team-cohesion 

20 “TIME” Time-execution (constraint) 

21 “TOOL” Software tools used 

22 “SIZE” SS 

Output Variables Cost estimation (CE)

4.2 Fuzzy Inference System Rules Applied 

Fuzzy principles for the fuzzy inference system dependent on COCOMO II are 
characterized with semantic factors in the fuzzification procedure. These principles 
depend upon connective “and” as between the input factors. 

The Rules are defined as follows: 
if (rely is vl) then (effort is vl) 
if (rely is l) then (effort is l) 
if (prec is vl) then (effort is xh) 
if (pmat is vh) then (effort is l) 

The following rules are used in Figs. 3, 4, and 5:
if (pcap is very low) then (increased effort) 
if (pcap is low) then (increased effort) 
if (pcap is nominal) then (unchanged)
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Table 2 Estimated-effort using that different MFs 

RMSE using different generation languages approaches 

P. no Actual COCOMO II Third GL Fourth GL Fifth GL 

1 2040 2215.24 2089 2075 1945 

2 321 213.83 201.6 200.4 187.8 

3 79 107.85 102 101.15 94.35 

4 6550 7806.45 7372 7329.2 6854.7 

5 724 733.16 690.9 687.14 643.9 

6 121.6 149.6 166.68 165.25 125.90 

7 117.6 144.9 98.87 99.39 114.13 

8 33.2 42.9 42.56 42.79 36.27 

9 36 40.1 48.10 48.36 36.64 

10 35.2 41.5 39.79 40.01 37.38 

11 8.4 18.4 6.12 5.65 5.24 

12 10.8 19.3 3.63 3.65 13.81 

13 352.8 369.9 444.90 447.09 340.60 

14 70 81.9 64.98 65.83 63.44 

15 72 79.8 45.32 45.71 61.45

Fig. 3 PCAP fuzzification cost drivers using Gaussian MF 

Fig. 4 PCAP fuzzification cost drivers using trapezoidal MF
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Fig. 5 PCAP fuzzification cost drivers using triangular MF

if (pcap is high) then (decreased effort) 
if (pcap is very high) then (decreased effort) 
Figure 6 expresses the graphical user interface that developed our model FIS. We 

can legitimately enter the qualities and get the relating effort. The studies have been 
carried out using MATLAB simulation environment. 

Fig. 6 Interface used for cost evaluation
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5 Experimental Results 

5.1 Root Mean Squared Error (RMSE) 

The assessment comprises in contrasting the exactness of the calculated cost with 
genuine cost. There are numerous assessment scales for estimating software cost. 
We connected the regular one is RMSE and defined as follows: 

RMSE =
(
1 

N 

N∑

i=1

(
yi − 

∧ 
y 
i

)2
)

(2) 

5.2 Mean Absolute Error (MAE) 

It is a proportion of expectation precision of a forecasting method in insights, for 
instance, in pattern estimation. The most part communicates precision as a rate and 
is characterized by the equation: 

M = 
1 

n 

n∑

t=1

∣∣∣∣
At − Ft 

At

∣∣∣∣ (3) 

The software effort got when utilizing regular COCOMO II and fuzzy MF were 
looked at. In the wake of breaking down, the outcomes acquired utilizing applying 
third, fourth, and fifth GL. It is shown that the cost evaluated by fuzzifying all 
effort-multipliers utilizing fifth GL (FIS) procedure is predicting better estimate. 

6 Comparison 

The parameter of cost estimation models for the assessment is the MAE that is 
represented in the Eq. 3. The effort has been calculated for every observation (Table 
3).

Table 4 demonstrates with the chart representing to the similar examination of the 
real cost with the estimated cost using COCOMO II, third, fourth, and fifth GL. The 
RMSE and MAE values are calculated using Eqs. 2 and 3, and the RMSE values for 
all project for COCOMO II, third GL, fourth GL, and fifth GL are 1.2403, 1.0638, 
1.075, and 0.9398, respectively. The MAE values are 0.1650, 0.1251, 0.1236, and 
0.1183, respectively. This plainly demonstrates here is a reduction in the absolute 
errors; therefore, the proposed model is progressively reasonable for estimating cost.
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Table 3 Comparison of MAE values 

MAE using different generation languages approaches 

P. no COCOMO II Third GL Fourth GL Fifth GL 

1 0.0859 0.024 0.0171 0.0465 

2 0.3339 0.3719 0.3757 0.4149 

3 0.3651 0.2911 0.2803 0.1943 

4 0.1828 0.1171 0.1105 0.0385 

5 0.0126 0.0457 0.0509 0.1106 

6 0.2242 0.1531 0.1462 0.0746 

7 0.0825 0.072 0.017 0.0451 

8 0.1533 0.0866 0.0813 0.0113 

9 0.4104 0.0630 0.064 0.0392 

10 0.3651 0.2911 0.2803 0.1943 

11 0.1828 0.1171 0.1105 0.0385 

12 0.0126 0.0457 0.0509 0.1106 

13 0.2242 0.1531 0.1462 0.0746 

14 0.0815 0.020 0.017 0.0491 

15 0.152 0.0846 0.0817 0.0121

Table 4 Comparison of RMSE and MAE factors 

Comparison of cost estimation techniques RMSE MAE 

COCOMO II model 1.2403 0.1650 

Third GL model 1.0638 0.1251 

Fourth GL model based on CBSD approaches 1.075 0.1236 

Fifth GL model based on FIS technique 0.9398 0.1183 

7 Conclusion 

We conclude that the use of fuzzy logic in SCE yields more exact outcomes than the 
past experimental model methodology. The RMSE values of cost estimation using 
fifth GL based on FIS techniques give better outcomes for most extreme rules if 
other high-level language techniques will be used. It found that the FIS is achieving 
better as it shows a likely change in its intervals, and accomplished outcomes were 
nearer to the actual cost. FIS has the lowest MAE and highest accuracy of the three 
generation language software methodologies that studied. 

Future work incorporates more current procedures, i.e., type-2 fuzzy-system can 
likewise be connected for increasingly precise forecasts of software. The above 
research work can be easily employed in the software industries.
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Survey of Text Summarization 
Stratification 

Arvind Jamwal, Pardeep Singh, and Namrata Kumari 

Abstract The volume of data on the Internet has increased at an exponential rate 
during the previous decade. Consequently, the need for a method for converting 
this massive amount of raw data into meaningful information that a human brain 
can comprehend emerges. Text summarization is a common research technique 
that aids in dealing with a massive quantity of data. Automatic summarization is 
a well-known approach for distilling the important ideas in a document. It works by 
creating a shortened form of the text and preserving important information. Tech-
niques for text summarizing are classified as extractive or abstractive. Extractive 
summarization methods reduce the burden of summarization by choosing a few 
relevant sentences from the original text. The implications of sentences are calcu-
lated using linguistic and statistical characteristics. This paper investigates extractive 
and abstract methods for text summarization. We will also explore many efforts in 
automatic summarization, particularly recent ones, in this article. 

Keywords Text summarization · Extractive summarization · Abstractive 
summarization · Natural Language Processing 

1 Introduction 

Every day, the volume of textual data available is increasing digitally as web pages, 
news, academic paper, and articles. Despite having so much information available, it 
seems difficult to find the related information to a certain user as most of the data is not 
related to a certain user’s need [1]. Automatic summarization helps in the extraction of 
needful information while rejecting the extraneous. It can also increase text legibility 
and cut down on the amount of time people spend searching. The ultimate goal is to
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produce summaries that include the major themes in a clear and right manner, while 
not including unnecessary material [2–4]. There are multiple ways to do summariza-
tion based on input parameters and desired outputs, but there are mainly two summa-
rization approaches in which we can divide the research, abstractive and extractive. 
Extractive summarization selects a few sentences or words or phrases from a source 
document and combines them to form a summary without modifying or changing 
the input sentences from the document. An abstractive summarization converts the 
relevant phrases collected from a text into an understandable and coherent semantic 
form, perhaps changing the original sentences. The combination of an extractive and 
abstractive summary is referred known as “hybrid text summarizing” [5]. 

In general, all automatic text summarizing systems have three phases in their 
processing design [6]. The initial stage is to identify the text’s sentences, words, and 
other elements. In the processing phase, it transforms the input text into a summary 
using a text summarizing approach. Post-processing is the third phase, which entails 
rectifying problems in the produced draft summary [7]. Some recent reviews on 
automatic text summarizing have been published, with the majority focusing on 
extractive summarization approaches [8] since abstractive summarization is difficult 
and necessitates extensive Natural Language Processing (NLP). On the basis of 
the literature survey done in this paper, Fig. 1 is drawn. In this paper, we will be 
discussing the following arguments over text summarization: approaches/techniques 
used in summarization; the evaluation, used for text summarization; and advantages 
of using specific techniques. 

Fig. 1 Text summarization techniques
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2 Types of Summarization Techniques 

2.1 Based on Types of Approaches 

1. In an extractive method without modifying the original content, extract notable 
phrases or words from the source documents and gather them to build a summary. 

2. In the abstractive approach, new words are generated that are not found in the 
original input text document. 

2.2 Depending on the Output Details 

1. Indicative summary is being used to offer a fast overview for lengthy documents, 
which only includes points of the source text to entice the user for reading the 
entire work. 

2. Informative might be used in place of the original document. It gives the user 
succinct information from the original material [8]. 

2.3 Based on Content 

1. Generic summarizing is a system that may be utilized by any sort of user, and 
the summary is independent of the document’s topic [8]. 

2. In a query-based, question-and-answer system in which the summary is decided 
by the user’s inquiry is known as query-based summarization. 

2.4 Based on the Language 

1. A monolingual summarizing system accepts a single language as input and 
outputs a summary in that same language. For instance, consider an English 
language summarizing system. 

2. In multilingual summarization, languages can be summed up using multilingual 
summarizing systems. Their input text and produced summary text, on the other 
hand, are written in the same language [2]. 

3. Multiple languages can be processed using a cross-lingual summarizing system. 
The output summary, on the other hand, is written in a different language from 
the input material, for instance, a summary of Bengali news in English [9].
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2.5 Based on a Source Document 

1. For single document summarizing, just one document is utilized as input. 
2. Multi-document summarization accepts many documents on the same subject as 

input. 

3 Extractive Summarization 

In this form summary, just the most important and frequent terms are included from 
the original text. The sentences are scored, and those with the highest rating are 
included in the summary [10]. Figure 2 shows the architecture of the extractive text 
summarization as explained in [11]. 

3.1 TF–IDF Frequency Method 

The TF–IDF is numerical insights that show how important a word is in a specific 
report. The word TF can relate to the repeated recurrence of the term in the report, 
and IDF can be defined as a metric that reduces the weight of repeating terms in 
the collection while increasing the weight of phrases that are encountered seldom. 
At this point, sentences are assessed in accordance with the things, and sentences 
with a high score are included in a rundown. One disadvantage of this method is 
that lengthier sentences generally have a higher word count since they include more 
words [12].

Fig. 2 Extractive text summarization techniques 
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3.2 Text Summarization with Fuzzy Logic 

These text summarizing methods make use of a multi-valued system known as fuzzy 
logic. Because the logical concepts “one” and “zero” do not necessarily match the 
“real world,” fuzzy logic [13] offers an efficient method for generating feature values 
for phrases that lie between these two values. Selecting a set of qualities for each 
sentence is the first step in sentence grading. The second step involves applying the 
fuzzy logic concept to each statement and assigning a score based on its relevance. 
This implies that each sentence is assigned a score between 0 and 1 depending on its 
characteristics [8]. 

3.3 Text Summarization with Neural Network 

This method involves teaching neural networks to figure out which phrases should 
be contained in the summary. A 3-tiered Feed Forward neural_network is used [14]. 

3.4 Cluster-Based Method 

It is natural to believe that summaries should cover various “themes” found in the 
papers. If the document collection for which the summary is being generated contains 
documents on completely diverse themes, document clustering becomes virtually 
mandatory in order to construct a relevant summary. Sentences are picked for their 
similarity to the theme of the cluster (Ci). The position of the sentence in the paper 
is the next consideration (Li). The last criterion is it resembles the initial phrase of 
the text it belongs to (Fi) [15]. In this section, we have compared the summarization 
models based on a technique used by the model which are described in Table 1.

4 Abstractive Summarization 

This type of text summarization involves the paraphrasing of the sentences and 
the generation of new sentences which are syntactically and semantically correct. 
Figure 3 shows the architecture of the abstractive text summarization.
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Table 1 Comparison of models based on the technique used and their accuracy in terms of Rouge 
metric 

Reference Approach/technique Remark Dataset Accuracy 

[18] Attentional 
encoder–decoder RNN 

Multi-sentence 
summaries 

CNN/DM and 
GigaWord 

27.14 

[19] Pointer generator, 
coverage mechanism 

Solved Inaccurate 
factual details 

CNN/DM 31.06 

[20] Coverage mechanism OOV words problem XSum 24.53 

[21] Bidirectional RNN, 
LSTM 

Solved limited 
awareness of the 
sentence context 

CNN/DM 33.3 

[22] CNN Utilize CNNs to allow 
parallelization over 
text data 

CNN/DM and 
GigaWord 

33.74 

[23] Attention mechanisms, 
RL 

Quality summaries for 
long documents 

CNN/DM 32 

[24] RL model Significant speed-up in 
training and decoding 

CNN/DM 32.41 

[25] Bottom-up attention Training the content 
selection takes 1,000 
sentences 

CNN/DM 32.75 

[26] Reinforcement learning Better overview than 
numerous baselines 

CNN/DM 33.03 

[27] Transformers 
Encoder-Decoder part 

Good semantic and 
context features of 
embeddings 

CNN/DM and 
XSum 

33.45 

[27] Transformer-based, 
decoder 

Can produce a broad 
spectrum of summaries 

GigaWord 36.69

Fig. 3 Abstractive text summarization techniques
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4.1 Tree-Based Method 

To achieve abstractive summarization in tree-based methods, comparable phrases 
in the input with relevant information must be clustered and then worked with for 
the executive summary [14]. Similar words are grouped into trees, and dependency 
trees, a typical tree-based representation, are created using parsers. The trees are 
then created using a technique known as pruning linearization. Some of the sentence 
clusters in order to construct summary sentences [16]. 

4.2 Template-Based Method 

In various fields, human summaries prefer to employ specific sentence forms. These 
are known as templates. Based on the style of the input document, the information in 
the input document is used to fill slots in applicable pre-defined templates document 
to conduct abstractive summarization [17]. To fill template slots, text samples can be 
retrieved using rules and linguistic clues [8]. 

4.3 Ontology-Based Method 

Using an ontology, ontology-based techniques construct abstractive summarization 
from an input document [17]. Many texts in specialized areas are linked to and may 
be mapped to a domain-specific ontology. To create a summary, the mapping is 
traversed [12]. 

4.4 Graph-Based Method 

Alami et al.  [16] used a graph model with nodes that each represent a word and 
positional information while also being connected to other nodes. Directed edges 
indicate the structure of a sentence. Creating a textual graph that reflects the original 
material and producing an abstractive summary are two aspects of the graph tech-
nique. Such a strategy explores and scores multiple sub-paths in the graph in order 
to offer an abstractive summary [1].
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5 Conclusion 

Automatic text summarization produces a summary by reducing the size of the orig-
inal content while maintaining important information. Despite the fact that various 
techniques have been presented, automatic text summarizing remains a difficult 
undertaking, with the results falling far short of quality human summaries. The 
majority of researchers concentrate on the extractive strategy. As a result, extractive 
summarization has a larger body of literature than abstractive summarization. This 
survey examined several approaches and strategies. We can say that combining two 
or more approaches or procedures is likely to provide positive outcomes, improving 
the quality of the summaries over utilizing either way alone. 
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A Systematic Study of Various 
Approaches and Problem Areas 
of Named Entity Recognition 

Monica Madan, Ashima Rani, and Neha Bhateja 

Abstract Named entity recognition (NER) is an essential part of the natural 
language processing (NLP) pipeline for the extraction of information as it finds 
application in many downstream applications. Many different rule-based, statistical, 
probabilistic, or hybrid approaches have been used to address it, the recent ones being 
machine or deep learning. Due to fast-changing technologies, many new develop-
ments have emerged in NER as well. This paper aims to provide a brief introduction, 
an overview of the new advancements, the addressed problem areas and approaches 
for the duration of five years from 2017 to 2021. This period has seen advances in 
deep learning, and some major developments are seen such as contextual embedding. 
The study explores different problem areas identified such as performance, handling 
noise or robustness, nested entities, low resources in new languages, scalability, fine-
grained entities, and others being worked upon using supervised, unsupervised, rein-
forcement transfer learning working at character, morphological, word or sentence 
level, or by adding dictionaries for including knowledge. The paper can help provide 
a high-level input, to give an idea, of the areas that are currently being worked upon 
in NER along with the latest approaches with their advantages and future directions. 

Keywords Deep learning · Named entity recognition · Natural language 
processing · Review · Survey 

1 Introduction 

Named entity extraction or recognition problem is part of the information extraction 
in NLP, also is one of the common tasks of NLP that are mostly touched directly or 
indirectly. One cannot miss seeing the extensive usage NER finds in biomedical and 
bioinformatics such as for information extraction from electronic medical records 
and for identification of the scientific terms in the text or identifying drug names. The 
other prominent area of applications of NER is language-specific implementation. To
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address the different needs of various languages, extra work is required to adapt the 
current or to add a new method. Different languages can be character based or may 
be varied in morphological patterns adding to the diverse semantics and syntaxes to 
cater to. This chapter will be going through the introduction of NER, the standards 
and metrics used in general by the researchers, followed by a synopsis of the state of 
the art available today. For the duration of 2017 to 2021, the problem areas that the 
authors focused on along with the approaches taken, solution advantage and future 
scope are illustrated. 

The motivation behind this study is that not only that it depicts the latest trends but 
also it has seen one of the major shifts that modified the course of solution, not only 
NER but also NLP in general. This shift is from feature engineering to contextual 
embedding, with the use of transformers, is so strong that they are naturally being 
adapted by the researcher to achieve state of the art. A summary of the latest trends 
not only helps with an overall recent picture but also facilitates the planning of the 
approach that one is planning to take. The papers chosen for this study are not of a 
particular domain or language application, but for NER in general. 

The earlier approaches for the NER problem were the rule-based approaches 
including dictionaries and finding patterns and adding grammatical knowledge. 
Popular probabilistic models were used such as hidden Markov model (HMM) 
and conditional random fields (CRF). Machine learning approaches such as support 
vector machines (SVM) and decision trees require features that had to be specifically 
curated and were then followed by advancing deep learning. The commonly used 
deep learning methodologies are recurrent neural network (RNN), long short-term 
memory (LSTM), and convolution neural network (CNN) where (Bidirectional) Bi-
LSTM-(CRF) is one of the popular models. Among the recent surveys, Li et al. [1] 
wrote about the deep learning advancements on NER explaining in detail, the deep 
learning technologies used and the resources involved. For language and domain-
specific surveys, to name a few recent ones, Sharma et al. [2] presented a named 
entity recognition survey for the Hindi language. A survey specific to food entities 
was presented by Popovski et al. [3]. Georgescu Tiberiu-Marian et al. [4] worked  
a survey for the cybersecurity domain while Wang et al. [5] worked on a detailed 
survey for nested entities. 

1.1 Named Entity Recognition 

NER is the identification of the entities from the text that are names of a person, 
organization, date, or place. This work can be further subdivided into two tasks, 
identifying the entity with its span and then classifying it. An entity can be a single 
word “Amazon” or can be of multiple words such as “University of New York.” Thus, 
it is important to identify and understand the boundary of the entity. The mentioned 
entity “University of New York” also represents another type of entity that is a nested 
entity where the system has to decide to identify “New York” as the entity in question 
or the “University of New York” as a single entity. Furthermore, there can be a general
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Fig. 1 Entity recognition using Spacy 

number of entities such as a person, date, and organization or can be fine-grained 
as per the specific need of the domain. Figure 1 shows what can be achieved for 
NER using a commonly used library “Spacy” in Python. Here, this example, along 
with the correctly identified entities, also depicts an issue as SpaceX is also an entity 
that should have been classified as an “Organization.” NER also deals with issues 
like Out of Vocabulary words (OOV) or emerging entities. Going forward, NER as a 
concept can be extended to highly visual documents often addressed as multimodal 
NER for improved information extraction. These were the few perspectives to view 
the NER problem; incoming sections will give a brief on the approaches and metrics 
used by earlier researchers. 

1.2 Metrics 

Being a multiclass classification problem, the following metrics that are universally 
applied are precision, recall, and F1 score for the evaluation of the NER models. 
These are widely used over accuracy as they are good measures even for class imbal-
ance. Precision is the ratio of correct entities to all the classified entities in that class. 
The recall is the ratio of correct entities to actual correct entities in the class. The F1 
score, a harmonic mean of both is a good measure and assigns equal weight to both 
the precision and recall. Equations 1, 2, and 3 show how the precision, recall, and 
F1 are calculated. 

Precision = True Positive 

True Positive + False Positive 
(Total posoitives predicted) 

(1)
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Recall = True Positive 

True Positive + False Negative 
(Total actual positives) 

(2) 

F1 = 2 × Precision × Recall 
Precision + Recall (3) 

1.3 State of the Art 

NER has many datasets that are popular and used in the benchmark study serving 
general and specific purposes. Few popular datasets are CoNLL2003 and Ontonotes 
V5. On the CoNLL2003 dataset, the state of the art is with an F1 of 94.6 by Wang 
et al. [6]. The researcher has used automatic concatenation of embedding to find one 
for the best performance. This is very closely followed by work done by Yamada 
et al. [7] with the F1 of 94.2 based on LUKE, pretrained representations including 
context using transformers. For Ontonotes v5 (English), Li et al. [8] have reached an 
F1 score of 92.07 using a new loss function Dice loss in place of cross-entropy. This 
is very closely followed by the subject-based packed markers of Ye et al. [9] with an 
F1 of 91.9. 

2 Literature Review 

2.1 Methodology 

The sample of the few papers used to represent this summary has been collected 
using the Google search engine and other reliable resources and Web sites for state 
of the art. The paper is an effort toward a mix of some popular and random works to 
represent the general work done during this time. The yearly distribution is not strict 
and only representational. It should be looked at subdivision for looking closely and 
should be taken together as the work done during these five years is presented in an 
easy-to-compare tabular form. Much of the work in NER areas can be seen in the 
applications of these models in different languages and domains. This paper is not 
exhaustive and does not talk about such efforts but does more about general issues 
faced by the NER.
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2.2 Research Papers for Review from Year 2017 

Table 1 shows a few of the papers from 2017. Performance is one of the major 
problem areas. The solution approach here is incorporating more context, sentence 
structure information in the training data, or a strong ensemble approach using three 
different algorithms particle swarm optimization (PSO), Bayesian, and CRF [10]. 
Performance is followed by the problem area of low availability of labeled data. 
Supervised learning approaches need a very big corpus to be able to have good 
training. To perform well in specific domains, the models need to be trained with 
a specific corpus. In such cases, the unavailability of the corpus can be a huge cost 
to the system. This brings one to the importance of unsupervised learning that does 
not depend on the huge amount of data for training. The details are mentioned in 
the table. Apart from this, scalability is another important area [11] to maintain its 
speed and accuracy, and Map Reduce was implemented with the model to exploit the 
parallelism. Also, accessibility and ease of use by the non-experts was one problem 
area worked upon by Dernoncourt et al. [12] using BRAT (annotation tool) and 
artificial neural network (ANN) for the same. The solution to the low resource leading 
to improved performance was by incorporating the domain knowledge using a disease 
dictionary and Unified Medical Language System (UMLS) along with semantic type 
filtering and CRF for better domain-specific results by Kanimozhi et al. [13]. In terms 
of models being used commonly, the Bi-LSTM-CRF, CNN, and graph convolution 
network (GCN) can be seen.

2.3 Research Papers for Review from Year 2018 

Table 2 shows a few of the papers from 2018 where the problem areas listed are 
robustness, fine-grained, and nested entities addressed using summarization, using a 
sliding adaptive window for including the context, while the other one exploited the 
correlation using knowledge base and attention. Nested entities were addressed using 
dependencies to explore the possible span of the entities (Details in the table). Further, 
newly introduced popular, embedding, or vector representations of words helped the 
models attain significant gain in performance and are responsible for changing the 
course of future research in NLP. These contextual embeddings can be pertained and 
generated using LSTM or transformer, e.g., FLAIR, Embedding for Language Model 
(ELMo), and Bidirectional Encoder Representations from Transformers (BERTs). 
These can be computationally expensive; thus, a hybrid approach with lexical features 
and small embedding can be seen for saving time [19]. Apart from these, in the 
problem area of low resources, variations of transfer learning using graphs were used 
to map corpus similarities [20] using n-gram and CRF models. The same problem was 
also addressed using few-shot or even zero-shot learning using metric, prototypical, 
and transfer learning [21] but requires more work in future for the multiple classes.
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Table 1 Few papers from 2017 

Authors Title Problem area Solution Advantages and 
future scope 

Cotterell et al. 
[14] 

“Low-resource 
named entity 
recognition with 
cross-lingual, 
character-Level 
neural conditional 
random fields” 

Low data 
resources 
availability 

Character level for 
knowledge transfer 
from high resource 
language to less 
resource one (using 
CRF on 15 
languages) 

Prove it as a 
viable method, 
the future will 
need performance 
improvement 

Centoli et al. 
[15] 

“Graph 
convolution 
networks for 
named entity 
recognition” 

Performance, 
dependency 
structure 

Using graph 
convolutional 
network on 
Bi-LSTM & CRF 

Able to show gain 
in performance, 
future needs 
performance 
improvement, can 
use contextual 
embedding 

Wang et al. [16] “Named entity 
recognition with 
gated 
convolutional 
neural networks” 

Performance GCNN—CNN 
using gating 
mechanism on 
CNN 

SOTA training 
efficiency, future 
with deeper NN 
& tagging for 
performance 
improvement 

Yang et al. [17] “Neural 
re-ranking for 
named entity 
recognition” 

Performance, 
structure 

Sentence-level 
patterns for 
re-ranking, LSTM 
CNN 

Performance gain, 
future need to 
distinguish 
similar structures 
using tree & 
experimentation 
with data 

Liu et al. [18] “Empower 
sequence labeling 
with task-aware 
neural language 
model” 

Unsupervised LM-LSTM-CRF, 
word and character 
level extraction of 
language structure 
features 

Concise, better 
performance and 
training 
efficiency, no 
dependency on 
data or knowledge

2.4 Research Papers for Review from Year 2019 

Table 3 lists the details from 2019. The problem areas listed here are the imbal-
ance of data and emerging entities, apart from the previously mentioned problem 
areas. Cloze words objective was used to pretrain where the middle word is to be 
predicted using the left and the right context to achieve new state of the art. More 
work listed in the table is the unified approach for nested and flat entities treating 
NER as machine comprehension or as a query, exploiting more associated semantic 
information compared to NER classification general approaches which do not have a
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Table 2 Few papers from 2018 

Author Title Problem area Solution Advantages and future 
scope 

Malykh 
et al. [22] 

“Named entity 
recognition in 
noisy domains” 

Noise, robust Replace noise with 
the correct 
probable character 
using CNN 

Achieved robustness 
and improved 
performance 

Liu et al. 
[23] 

“Fine-grained 
entity type 
classification with 
adaptive context” 

Fine-grained Global 
information using 
summary, 
adaptively window 
adjusting for 
context 

Better results, future 
more entity types, & 
more than one entity in 
one sentence 

Xin et al. 
[24] 

“Improving neural 
fine-grained entity 
typing with 
knowledge 
attention” 

Fine-grained Correlation 
between context 
and entity using 
knowledge base 
attention 

Effective and state of 
the art, future with 
more entity types, 
hierarchies and 
reducing noise 

Akbik 
et al. [25] 

“Contextual string 
embedding for 
sequence labeling” 

Embedding FLAIR 
embedding: 
contextual 
embedding using 
characters 

State of the art 
pretrained with LSTM, 
future requires work 
on sentence-level tasks 

Sohrab 
et al. [26] 

“Deep exhaustive 
model for nested 
named entity 
recognition” 

Nested entities Enumerating 
possible 
spans/regions for 
entities 

Region-level 
information/exploring 
dependencies 

Peters 
et al. [27] 

“Deep 
conceptualized 
word 
representations” 

Embedding Embedding for 
Language Models 
(ELMO) 
(Bi-LSTM) 

Performance 
improvement using 
Syntax, semantics, and 
context

specific task in mind but extraction. To handle the imbalance of data, that is, the nega-
tive and positive examples not being in the same proportion, a new criterion “dice 
loss” was proposed that gives equal weightage to false positives or negatives and 
thus is less susceptible to being affected by the data imbalance (details in the table). 
Also, the problem area of the low availability of resources, the effort can be seen 
in the automatic generation of the corpus using bootstrapping [28] with the advan-
tage of the possibility of adding specific information to the corpus along with being 
low cost, but future needs removal of incorrect labels. On the other side, phonetics 
was explored with the advantage of being able to work in multilingual settings by 
Cabot et al. [29] but with a few remaining errors of spelling and disambiguation to 
be removed in future.
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Table 3 Few papers from 2019 

Authors Title Problem area Solution Advantages and 
future scope 

Li et al. [8] “Dice loss for 
data-imbalanced 
NLP tasks” 

Imbalance of data A new criteria 
“dice loss” based 
on Sorensen-Dice 
coefficient or 
Tversky index 

It can support a 
model to gain 
significant 
performance 
and without any 
architectural 
change 

Nawroth et al. 
[30] 

“Emerging named 
entity recognition 
on retrieval 
features in an 
affective 
computing 
corpus” 

Emergent entities 
recognition 

Based on the 
known query and 
index system using 
affective 
computing 

Performs in 
some corpus, 
future needs 
improvement 
for real-world 
problems 

Li et al. [31] “A unified MRC 
framework for 
named entity 
recognition” 

Unified NER & 
nested NER 

Reformulate NER 
as machine reading 
comprehension 

State of the art 
for both nested 
and flat entities 

Devlin et al. 
[32] 

“BERT: 
pre-training of 
deep bidirectional 
transformers for 
language 
understanding” 

Embedding Deep 
Representations 
with both left & 
right context using 
random masking 

State of the art 
for 11 tasks in 
NLP with even 
low resources 
and easy 
fine-tuning but 
with high 
computational 
needs 

Baevski et al.  
[33] 

“Cloze-driven 
pretraining of 
self-attention 
networks” 

Performance Cloze word 
reconstruction for 
pretraining 
bi-directional 
transformer 

New state of the 
art, future will 
be on the 
variations of the 
current model 

2.5 Research Papers for Review from Year 2020 

Table 4 lists the work in 2020. The problem areas emerge again as performance, nested 
entities, and class imbalance. In a certain language, the entity recognition performed 
better when the researcher added word position in the word vector because the entity 
boundary is otherwise difficult to find using Bi-LSTM + CRF and IDCNN + CRF 
[34]. Another approach in the direction of the low labeled data availability, thus cost-
effective, was suggested by using triggers [35] with the benefit of a solution that can 
generalize even to the sentences that were not seen by the model, the trigger is the 
phrases that indicate the system toward an entity or in other words which would give 
a human intuition of recognizing an entity in the given text.
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Table 4 Few papers from 2020 

Authors Title Problem area Solution Advantages and 
future scope 

Lou et al. [36] “Hierarchical 
contextualized 
representation 
for named entity 
recognition” 

Performance, 
document 
context 

Sentence-level and 
document-level, 
contextual 
representation 
using memory 
network as a 
knowledge source 

New state of the 
art 

Thi et al. [37] “Named entity 
recognition 
architecture 
combining 
contextual and 
global features” 

Performance, 
context, and 
global relations 

XLNet for 
contextual features 
and graph 
convolution 
network (GCN) 
for global features 

Significant 
performance 
gains, in future, it 
can be tested on 
cross-lingual with 
knowledge graphs 

Ye et al. [9] “Packed 
levitated marker 
for entity and 
relation 
extraction” 

Performance, 
span 
interrelation 

Relation between 
spans—Packed 
Levitated Markers, 
subject-oriented 
packing 

State-of-the-art 
and promising 
efficiency, future 
to generalize to 
other tasks 

Osman et al. [38] “Focusing on 
possible named 
entities in active 
named entity 
label 
acquisition” 

Unstructured 
text, low 
resource, class 
imbalance 

Active learning 
query evaluation 
functions, 
semi-supervised 
clustering for 
positive token 
identification 
using BERT, CRF 

Improved 
performance with 
low data needs 

Yu et al. [39] “Developing 
name entity 
recognition for 
structured and 
unstructured” 

Nested entities, 
global view 

Global view, 
Biaffine model for 
spans, contextual 
embedding on 
multilayer 
Bi-LSTM 

State of the art, 
structure 
information helps 
both flat and 
nested NERs 

2.6 Research Papers for Review from Year 2021 

The list of the latest papers in 2021 is presented in Table 5. Problem areas seen here are 
overfitting and unified solution to flat and nested entities. Extensive experimentation 
on the models by varying embedding, sentence length, and many other factors was 
done by researchers and also seen adding GCN and gating to the Bi-LSTM-CRF 
model while gaining the context and robustness. Also, seen is the use of adversarial 
training for robustness. The adversarial training is used to add samples to the training 
data using an attack algorithm; here, the data are added to fill the data gaps. Going 
forward to reinforcement learning, negative data and span selector were successfully 
utilized by researchers Peng et al. [40] to achieve comparable gain without extra
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Table 5 Few papers from 2021 

Authors Title Problem area Solution Advantages and 
future scope 

Wang et al. 
[6] 

“Automated 
Concatenation 
of Embeddings 
for Structured 
Prediction” 

Performance, 
reinforcement 
learning 

Automatic concatenation 
of embedding to find the 
best fit in terms of context 

Good training 
accuracy and 
stronger reward 
function, state of 
the art 

Xu et al. [41] “Better feature 
integration for 
named entity 
recognition” 

Performance Utilizing long-distance 
structured information 
using GCN-LSTM-CRF 
and gating 

Extensive 
experimentation, 
effectively 
incorporates 
structure, context 
& robust 

Peng 
et al.[42] 

“Unsupervised 
cross-domain 
named entity 
recognition 
using 
entity-aware 
adversarial 
training” 

Unsupervised 
learning 

Using labeled data from 
one domain to predict 
unlabeled entities using 
entity-aware attention & 
adversarial training 

Performance 
improvement 
gained 

Fu et al.[43] “Exploiting 
Named Entity 
Recognition 
via Pre-trained 
Language 
Model and 
Adversarial 
Training” 

Overfitting, 
poor 
generalization, 
or robustness 

Better performance using 
BERT + Bi-LSTM-CRF, 
fast gradient method 
(FGM) to generate 
adversarial 

Improved 
performance, 
generalization, 
and robustness 

Yan et al. [44] “A Unified 
Generative 
Framework for 
Various NER 
Subtasks” 

One solution 
for flat, nested 
discontinuous 

Span-level classification 
using Seq2Seq with 
pointer 

State of the art, 
better results 
with shorter 
entity length 
representation

corpus, but optimization could be worked upon in the future for this. Figure 2 shows 
the areas identified in the duration in the form of a word cloud. 

3 Conclusion 

The future can be toward contextual embedding, i.e., ELMo, BERT, etc., as we can 
see the latest models achieving the state of the art using them in any NLP area. 
However, they have high demand in terms of computation and may need special 
hardware, and in the future, any effort in this direction or even the use of hybrid 
models will make them more available and easily accessible. One prominent problem
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Fig. 2 Word cloud based on the areas identified

area identified is the need of a big corpus for the supervised approaches and points 
us to the unsupervised approaches that currently use transfer learning, adversarial 
training, etc. Efforts here in future can prove fruitful as it is yet to see more in terms 
of gain in results. Few problems still need effort such as OOV words due to fast 
emerging technologies in every field do make it difficult to catch up and can be a 
desirable future work area. Also, can be foreseen much more work areas in future in 
terms of the languages and particular domains that need corpus and specific effort, 
lot of work should be seen in the future for the same. 

The survey aims to provide an overview of NER’s latest techniques and problem 
areas with approaches based on recent work. With the above sample of papers, the 
supervised, semi-supervised, reinforcement learning, and unsupervised approaches 
are covered with most of the problem areas that can be seen repetitively appearing 
throughout this duration. The paper can help provide the future direction to researcher 
while summing together the latest on this front. 
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From Virtual World Back to Real 
Classrooms? 

Viktória Bakonyi and Illés Zoltán 

Abstract In 2020 spring semester due to Covid-19, we had to quickly transform 
classical university courses to online ones. It was very hard, because we and the 
students either did not have too many experiences for using distance teaching methods 
and tools. During emergency situation, we got to know a lot of different IT tools 
and teaching practice to enhance our education quality and students used to these 
comfortable and modern possibilities. Now, the emergency situation is over, and we 
face a new problem. Is it possible to go back and continue education the same way 
as we did before Covid-19—which was proven to be good and effective? We made 
surveys just after the starting of distance education and after the first semester back 
to classical face-to-face teaching to collect the opinions of students. In this paper, 
we should like to present the experienced change in students’ attitude and their need 
which we should follow. 

Keywords Virtual classroom system · Real time · Interaction · Education · CRS ·
Classroom response systems 

1 Introduction 

To tell the truth, there were a lot of problems already with university education before 
Covid-19 [1–3]. Old, classical methods were not working as before. All participants 
in educational process were changed and maybe the most important thing, the “world” 
around us was changed as well. Maybe the most significant thing was noticed by 
many educators all over the world—students were not so active, and sometimes it 
seemed that they were totally boring during the lessons. Often heard, “It’s a waste 
of time to learn such a thing being one click distance on the internet.”
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1.1 Problem Detection 

The question is obvious: Why was the method good before some decades ago and 
why is it not working now? Now we experience, they forget active thinking, enough 
“two clicks” and go! Researchers detected two main problems:

• Prensky [4] spoke about digital natives first. It is far much than a simple word, 
indicator. Spending hours a day on the Internet has changed the physical activity of 
people’s brains. Researchers state that this is the result of the must of frequent and 
quick decisions what we are stimulated, when reading a nice, designed homepage 
with a lot of inspiring links. Therefore, digital natives need bigger stimulus not to 
be bored.

• Surrounded by several devices parallel and making quick decisions causes not 
only a bigger activity in brain, but meanwhile it causes hyper-attention [5]. This 
problem was detected by Kathrine Hayes. Hyper-attention means that the person 
who use several devices parallel must switch between the stimulus, and it can be 
managed properly on 2% of people—at the others efficiency will decrease [6]. 
As IT professionals, it is easy to give an example that can highlight the problem: 
switching between tasks in a multitasking operating system involves a lot of steps 
to reset the system later on where to continue. The “resetting” of brain back to 
the previous thoughts needs extra efforts. 

1.2 Possible Solution—Interaction 

It would be impossible to stop digital development, and we do not want to do it even 
we would be able—but what can we do to help education? [7, 8]. We have to think 
of E. Dale (Cone of experience http://www.edutechie.ws/2007/10/09/cone-of-experi 
ence-media/) the American pedagogics measured the efficiency of learning during 
in different passive and active learning environment. The measured result proved his 
idea that activity enhance the efficiency of learning. 

In the last decades, educators try to use up this result and newer and newer method-
ologies appeared focusing to activate students—e.g., like developing new interac-
tive course materials instead of traditional documentations, teams working, flipped 
classrooms or using classroom response systems (CRSs) [9–11] during lessons, 
etc. However, in 2014, Ferdinand von Prondzynski of Robert Gordon University 
in Aberdeen still said that “truly interactive lectures are still rare, and many students 
nowadays do not attend these events at all.” (https://bit.ly/37DnkNO).

http://www.edutechie.ws/2007/10/09/cone-of-experience-media/
http://www.edutechie.ws/2007/10/09/cone-of-experience-media/
https://bit.ly/37DnkNO
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1.3 E-Lection, Our CRSs (Classroom Response Systems) 
Solution 

Some years ago, we decided to use a CRS in our teaching practice to increase inter-
activity in our lectures and practices. Mostly, at large-scale lectures, presentations 
participated several hundreds of students, we have seen, the classical methods did not 
work further. If a professor asked a question, only the silent was the answer. Students 
did not want to raise their hands to ask when they do not understand something new or 
a question got to their mind—they might shamed their questions before the others. So, 
we recognized; their accustomed communication mode is chatting instead of classic 
oral communication [12]. We, as a first step, examined few possible ready-made 
software. 

However, they are mostly well designed good solutions, but with limitations and 
difficulties. We think not only our students found, e.g., funny language inventions 
as ID names (Donald dug, No pain-No gain, etc.) causing 5–10 min laughing break. 
Sure such a funny situations are not fully waste of times, unfortunately they not really 
help the efficiency of lectures. After trial period, we decided to implement an own 
system avoiding unnecessary cases. See Fig. 1 [13–15]. 

It became a Bring Your Own Device (BYOD), bidirectional real-time Web appli-
cation based on university standard authentication process (no funny ID names, no 
ambiguous language questions, etc.). It was written in C#, using Web Forms template, 
and for real-time features, we used SignalR. It was bidirectional because teacher may 
send quiz questions to all of the students’ joint devices and students may send back 
answers; their questions toward the teacher or a simple do not understand signals. 

The concept was working; we measured the efficiency of it and proved that the 
results became better using it see Table 1. In our faculty, there are 3 different training 
versions students may choose. That is why some of them learn the subject in autumn 
and others in spring. They were all Hungarian students; the lectures were given in

Fig. 1 E-Lection and its architecture 
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Table 1 Measure of 
efficiency [20] 

2017 without 
E-lection 

2018 first year 
with E-lection 

Spring Missed exam 20.5% 17.8% 

Average 9.9 10.6 

Dispersion 4.8 5.2 

Median 10 11 

Autumn Missed exam 15.5% 14.2% 

Average 10.3 12.2 

Dispersion 4.9 5.5 

Median 10 12.2 

their native language. The age group of them is between 20 and 25. They are both 
from the countryside and from bigger towns, mixed. 

Beside the efficiency also was important for our students, that this CRS was written 
by their professors and in this case not true the well-known saying “Preaching water 
and drinking wine!” 

2 Dramatic Changes—Covid-19, the Time for Distance 
Education 

In 2020 spring from one day to another, we have to transfer our courses to virtual 
space without any trial period or planning. What about education which usually based 
on personal connections? [16–18].

• LCMS (Learning Content Management System) where educators have to upload 
the documents, ppt-s, video tutorials, create online tests, quizzes; on the other 
hand, the students have to upload the homework, performed the online tests, e.g., 
Moodle, Canvas, etc.

• VCS (Virtual Classroom Systems) and give lessons online in real time to keep 
the personal contact with our students as much as we can, e.g., Google Meet, MS 
Teams.

• Hybrid solution, some lessons are online, some have got only documents or 
another version of hybrid learning to attend personally only one third of the 
students at the same time, and they are rotating. This is practically mixing of 
LCMS and VCS.
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2.1 Our Faculty Solution 

In Informatics Faculty at ELTE, Hungary the dean’s decision was to go on with 
the schedule using real-time virtual classroom system (VCS), Microsoft Teams 
with synchron online teaching method and video recording. Naturally, we started to 
create more documents to help student uploaded them to our LCMS system, Canvas 
preferred by our faculty. (We use Canvas for years without any problems, students 
like it, so we did not created any questions about it in our survey.) 

At the end of the first emergency semester (and at the starting of autumn semester), 
we asked the students opinion about it [19–22]. 

2.2 The Environment of the Survey 

473 Hungarian students answered the questions. Age group is between 20 and 25. 
They are from the country side and from bigger towns too, mixed. Filling out was 
not compulsory. We used Google Forms to support anonymity. Survey for Hungarian 
students is available at https://forms.gle/b5AMePqjmG7DvnWbA. 

Now, we focus on the following 3 questions:

• Do you like online Teams courses? (Grade 1 (not at all)–5 (very much))
• What do you think, a Teams online lesson may substitute a classical live lesson, 

where you are personally there? (Grade 1(absolute not)–5(totally))
• What do you not like in them? (Free text). 

2.3 Likeness of Online Lessons 

Most of them liked it, see Fig. 2, they graded it quite well. (We must note that first 
semester student’s likeness was lower than in case of experienced students, which 
average was grade 4.0. This is a little bit higher, but this is not so surprised, they are 
practically professionals.) 62% of Hungarian students graded 4 or 5 the likeness of 
Teams online courses. At about 9.5% graded it 1 or 2 others liked it. The average 
grade is 3.76. This value is higher than we thought before the survey.

2.4 May Substitute Classical Lessons? 

The result for the second question was a little bit surprising. As we saw at previous 
question, they liked online lessons, but the same time they do not think it may 
substitute the classic face-to-face teaching see Fig. 2. The average grade is only 3.04 
contrary to 3.76!

https://forms.gle/b5AMePqjmG7DvnWbA
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Fig. 2 May or may not substitute classical teaching

Comparing the trends of the data given in the two different questions (Hungarian 
survey), we can clearly see that to go into the virtual space for ever and neglect 
personal classes is not so acceptable for a lot of students. See the dotted trend lines, 
Fig. 2. 

2.5 Lack of Interactivity 

So, students liked very much online courses, but they can’t substitute classic 
educational method. What my cause this controversy? What is the reason for this 
contradiction? We asked their opinion what they do not like. 

They mentioned a lot of things; we analyzed the results and published in papers 
as well [19, 20]. Among others, the result proved that they need more interactivity, 
more personality which seemed to be lost using virtual classrooms. At Table 2, we  
gave the average grade of likeness of online lessons in the case the student mentioned 
a given problem. Naturally, if they have a problem, the likeness is lower. 

Though they miss interactivity, we noticed all over distance period that students 
now (maybe regarding this lonely period) are less active than before. They do not 
like to switch on their microphone or Web camera. They do not like to share their 
screens. They prefer chat messages. Therefore, interaction is not easy with them.

Table 2 What students do 
not like 

Likeness 

Reduced interaction Mentioned 3.82 

Not mentioned 3.95 

Impersonality Mentioned 3.76 

Not mentioned 3.94 

Hard to focus Mentioned 3.58 
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3 We’ll Be Back … to the School 

Based on the epidemic regulations of the country, 2021 autumn, we tried hybrid 
teaching method. Half of the students were personally in the class, and half of them 
were online, next week they changed—to avoid crowd in the buildings. We started 
2022 spring semester with distance teaching due to a strong Covid wave, but from the 
1st of March, we continued with face-to-face teaching. The rules for absence were 
not so strict because faculty considered that may be there will be more illness among 
students and professors than usual. For the same reason, lessons were streamed and 
recorded through Teams for those who must stay at home for any reasons. 

We and all over the world educators notice that something changed—again [23– 
25]. Yes, as we know this, one thing is constant, the change. A lot of students do 
not want to come into university at all; they prefer to be at home, and they neglect 
interactivity as many as they can—they were absent till the maximum limit. As we are 
involved to understand the students’ needs, we again created an anonymous survey 
and asked their opinions. 

3.1 The Environment of the Survey 

It was done in April, in 2022 spring semester, after the distance period. 169 Hungarian 
students answered the questions. Filling out was not compulsory. The age group is 
between 20 and 25. They are from the countryside and from bigger towns too, mixed. 

We used Google Forms to support anonymity. 
Survey for Hungarian students is available at https://forms.gle/J5syCkqYXFYm 

uY148. 
Now, we should like to focus on three questions with which we can detect how 

the students’ needs changed toward online teaching.

• What form of teaching would you choose? (Dropdown list)
• In terms of lecture-style lessons, which do you find most effective? (Dropdown 

list)
• Which is the most adequate practice style? (Dropdown list). 

3.2 The Teaching Mode 

After two years of studying in emergency situation, they already tried fully online 
and hybrid teaching. 

About 30% of students would like to learn fully online, and only, 10% want to go 
back to traditional school! A lot of students would prefer a mixed style see Fig. 3.

See, Fig. 2 again, where we collected data what they think about possible substitu-
tion of traditional education with online teaching. We can compare data (Hungarian

https://forms.gle/J5syCkqYXFYmuY148
https://forms.gle/J5syCkqYXFYmuY148
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Fig. 3 Preferred teaching mode due survey in 2022

students) easily. We made equivalence between grade 1 (not possible to substitute) 
with fully traditional choice, grade 5 (totally substitutable), and a mixed possibility 
with grades 2–4. Let us see the result in Fig. 4. 

We can notice that fully online mode is the winner of the last two years changes. 
At the beginning of emergency situation only, ~ 15% thought that online classes 
can substitute face-to-face lessons, now, after two years ~ 30% think that no need 
of personal teaching at all! It is also interesting, what is the main attractiveness of 
online teaching, we examined this question in a paper earlier [20].

Fig. 4 Comparison of changes in students’ thinking about online teaching 
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Fig. 5 Preferred lecture style 

3.3 Interaction, Common Work? 

One is the most precious; serious part of education is the interaction among the 
professors and the students, the common work, the interaction, discussion between 
them. Think about Dale’s cone again. Nowadays, it is said, a professor should work 
as a tutor and not as a classical teacher who use frontal teaching tools. 

3.4 Lectures 

Our second question was: In terms of lecture-style lessons, which do you find most 
effective? The possible choices were the followings: pre-recorded material, no need 
for live lectures; live lecture with ppt, demos; live lecture with content outline (ppt); 
live lecture using demos only. 

If somebody prefer pre-recorded lectures, then he/she does not want to be involved, 
does not want to discuss anything in real time. The possibility of real-time interaction 
is lost. 

Let us see the results see Fig. 5. Surprisingly, at about 40% of students choose this 
ready-made, impersonal lecture style as most effective. But, there is another group; 
it is as big as the first mentioned (40%) which prefer live lectures with demos and 
ppt-s. 

3.5 Practice Work 

Our next question is: Which is the most adequate practice style?
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Fig. 6 Students opinions about best practice styles 

The possible choices were the followings: Lecture style + small ppt; from the 
initial sample code—solution written by the teacher; after practical presentation, 
instructor writes the full solution; after practical presentation, individual solutions 
from initial sample code; direct practical exercise presentation—then individual 
solutions. 

The first three choices means that professor has a bigger role—they are more 
classical, frontal methods. The last two choices mean, the professor role is rather a 
tutor role; he/she may give personal help in solutions. Meanwhile, it means a more 
active learning mode. But, the fact is that at more than half of the students prefers 
to attend practice lessons without really, individual contributions, where they might 
understand deeper the contexts, can ask better questions—see Fig. 6. 

This kind of attitude is against Dale’s experience; it is against the law of personal 
care and attention. Covid-19, the emergency situation, the online lessons strengthened 
such a strange attitude. 

4 Summary 

In the twenty-first century, living in a digital world, it looks changed everything, 
education too. We, together with other researchers, believe in active learning methods. 
Before Covid-19, our CRS, E-Lection was very effective to make the classical lectures 
more interactive, and students were activated well in it. We must note, as the saying 
goes, “you can have too much of a good thing,” too much E-Lection made less 
productivity. 

During emergency situation, during the last two years—when personal meeting 
was not possible between the professors and the students—professors and students 
learned and used a lot of new informatics tools to enhance learning experience. It is a
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very good base to increase the level of active learning and give a better motivation to 
students—contrary we found that a large proportion of students’ priorities becomes 
more convenience and are less inclined to work independently. Unfortunately, this 
unexpected result comes at the expense of the ability to learn and the knowledge 
acquired. 

It is clear, we cannot step into the same river twice; we must not go back simply to 
the teaching mode before Covid-19. The usage of new tools is required by everybody. 
This moment, we do not have the stone of wise; we have to work on a more successful 
mixed teaching mode, a new mix of tools, maybe a new E-Lection we need again, 
as we did before to bring back students’ activity. 
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Aspect-Based Opinion Mining 
Framework for Product Rating 
Embedded with Fuzzy Decision 

Garima Srivastava, Vaishali Singh, and Sachin Kumar 

Abstract The technique of evaluating text on a subject jotted down in natural 
language and classifying it with polarity as neutral form, positive form, or negative 
form based on the sentiments, emotions, and expressions by humans in it is known as 
opinion mining or sentiment analysis. Analyzing and extracting opinions from such 
a large volume of reviews manually is probably impossible. A self-dependent auto-
mated opinion mining strategy is required to resolve this issue. It can primarily be 
carried out at three levels: document, sentence, and aspect level. Work proposed is an 
effort to rate a product and predict its demand based on features extracted from aspects 
of opinion expressed with fuzzy set decision boundary. Aspect identification, aspect-
based opinion word identification, and inclination as positive, negative or neutral 
are the three major tasks in aspect-based opinion mining. Weights were assigned 
according to the polarity percentage of the words extracted. Polarity scores of the 
labeled dataset were then divided into 5 fuzzy set decision boundaries, confirmed 
positive, positive, neutral, negative, and confirmed negative, to accurately predict the 
correlation between polarity score obtained and product rating. Algorithm proposed 
was operated on aspect-based corpus for product rating which acquired from GitHub, 
comprised of 7563 rows of product aspects; the analysis suggests that maximum share 
44% lies with positive range of fuzzy boundary, and this can be tapped for trend 
prediction of customer choice; the algorithm successfully provides a fuzzy-assisted 
prediction mechanism for product rating for the corpus with labeled aspects; algo-
rithm performs at par with existing technique, and it also provides percentage share 
of products presence in market for future trends. 
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1 Introduction 

With the Internet’s growth, an enormous amount of information is available to the 
public over the past decade. People worldwide digitize their diverse opinions and 
experiences on the Internet, making numerous pieces of information available in 
digital form. The Web is heading to an age where consumer opinions would be 
predictive and will dictate products and services. Sentiment analysis has received 
a lot of interest and has been recognized as an emerging study area over the past 
10 years. The expressions in form of words describe a person’s perception, opinion 
and sentiment of, or understanding of, a certain thing, 

Further, we entered the age of ecommerce thanks to the Internet’s and technology’s 
rapid advancement. Ecommerce is the act of selling and purchasing goods or services 
over the Internet. Nowadays, many consumers express their views as for or against 
goods or services online. The three fundamental components of an opinion or senti-
ment—opinion holder, opinion object, and opinion orientation—must be understood 
in order to determine opinion polarity. The person or organization that holds the 
opinion regarding a product or subject is known as the opinion holder. The entity 
that a user offers an opinion about is called an object, and an opinion’s orientation 
determines whether that opinion is positive or negative. Figure 1 depicts architecture 
of a generic opinion mining framework [1–3]. 

Sentiment analysis can be categorized with five specific problems. 

i. Document-level sentiment analysis 
ii. Sentence-level sentiment analysis 
iii. Aspect-based sentiment analysis 
iv. Sentiment lexicon acquisition 
v. Comparative sentiment analysis.

Fig. 1 Architecture of a 
generic opinion analysis 
system 
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Fig. 2 Framework for opinion mining/sentiment analysis 

While sentiment analysis locates and analyzes the polarity of a text, opinion 
mining obtains and analyzes people’s views about a subject [4–6]. Opinion mining 
is the technique of categorizing opinions to identify if the polarity of the opinion 
holder as neutral, positive, or negative about a product or topic. Figure 2 illustrates the 
general framework or phases involved in the identification of polarity of expressions: 

Data gathering. The WWW is a vast repository of data, and the process of opinion 
mining begins with data collection. Review sites and social networks are only two 
examples of diversified sources of data from which data for opinion mining can be 
gathered. Flipkart.com instance may be employed to accumulate data on customer 
opinion for any product. 

Data Preprocessing. Primary step for classification involves preprocessing of 
data. Preprocessing helps improve the performance of classification algorithms by 
reducing noise. Real-time sentiment classification is accelerated with the help of 
preprocessing. 

Preprocessing involves: 

i. Tokenization 
ii. Removal of URLs, hash tags, references, and special characters 
iii. Slang word translation 
iv. Stemming. 

The subsequent step in the classification of opinions is feature extraction or feature 
selection. Here, pertinent features that are used to create an efficient and precise 
classifier are chosen. The potential of the features selected determines how successful 
a classification model will be. Once features are identified various, the classification 
of the opinions is done using supervised, unsupervised machine learning, or lexicon-
based algorithms, which is a tough problem. 

Opinion Polarity, Evaluation, and Results: In this step, opinions are divided into 
three categories—positive, negative, and neutral—and the effectiveness of the clas-
sification methods is assessed using established performance metrics. Lastly, the 
opinion mining results are shown as charts or graphs. [7–10] 

The paper is organized as follows: Sect. 2 presents the motivation for conducting 
the study; Sect. 3 describes the materials and method employed for preprocessing 
of the corpus and implementing the algorithm adopted for estimating the aspect 
score classification of the cleaned data; Sect. 4 briefly discusses the outcomes of the 
experiment carried out before drawing a conclusion in Sect. 5.
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2 Motivation 

Applying various strategies to analyze the opinions and sentiments derived from 
data sources is known as opinion mining [11]. Machine learning and lexicon-based 
techniques are two processes for classifying opinions expressed. Machine learning 
techniques is a commonly utilized and useful strategy in opinion mining algorithms 
devised because of its ability to handle enormous amounts of data and automatic 
implementation. The machine learning methodology uses an algorithm that enables 
systems to understand [12]. Algorithms for machine learning classification are a 
group of techniques for discovering patterns in data. Classification algorithm first 
creates a framework to classify the testing dataset after learning how to classify 
opinions from a training dataset [13]. There are various types of machine learning-
based sentiment classification methods, including supervised learning approach, 
unsupervised learning approach, and semi-supervised learning approach [14]. 

Sentiment lexicons, which are collections of annotated and preprocessed senti-
ment phrases, are used in lexicon-based approaches [15]. Through the discovery of 
an opinion lexicon that analyzes the textual material, the lexicon-based technique 
carries out opinion mining. Lexicon-based methods can categorize opinions in two 
different ways [14]: 

i. dictionary-based approach and 
ii. corpus-based approach. 

The decision tree (DT), Naive Bayes (NB), K-nearest neighbor (KNN), support 
vector machine (SVM), and SentiWord-Net machine learning and lexicon-based 
algorithms were compared in [15], which provided a detailed assessment of various 
machine learning techniques. A model for combined sentiment topics (CSTs) based 
on unsupervised learning was introduced in [16]. According to experimental find-
ings, this model outperformed supervised and semi-supervised methods in diversified 
domains. 

Support vector machines and Naive Bayes supervised machine learning methods 
were covered in [17], which also provided a summary of the opinion mining area. 
They determined that the task of opinion mining is exceedingly difficult and provided 
a description of the metrics for performance evaluation of the opinion mining classifi-
cation method: accuracy and F1-score. To examining customer feedback, researchers 
in [18] developed phrase-level opinion mining. Frequent itemset mining was utilized 
for aspect extraction, and the opinion or sentiment orientation of each aspect was 
determined using the supervised machine learning Naive Bayes method. In [19], 
a dictionary-based method for polarity analysis of Twitter corpus was presented. 
Combining various opinion mining classifiers is known as the hybrid classification 
approach for opinion mining. Shahnawaz and Astya [20] addressed many methods 
for sentiment analysis, including lexicon, machine learning, and hybrid sentiment 
classification strategies.
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3 Proposed Methodology 

Extracting aspect from corpus provides very useful insights into thought process of 
customers, which can serve as base for prospects of products and their commer-
cial viability. Aspects are the potential entities rated by the reviewers that provide 
excellent information on trends of sale and customer liking [21]. An aspect for a 
product can be a sentence or a single word. From work studied, it can conclude that 
generally noun and phrases containing noun are potential aspects. Figure 3 depicts 
the proposed generalized flow graph for aspect-assisted opinion mining framework 
for product rating embedded with fuzzy decision. To segregate aspects, searching of 
noun and phrases containing nouns of the reviews are required. Aspect extraction is 
performed at sentence level for all reviews; steps can be summarized as 

i. Acquire features and split the features into the sentence, the sentence is then 
put up for analysis. 

ii. Evaluate the part of speech tag at the sentence level. 
iii. Extract NN, NNP, NNS, etc., tagged words. Step is performed for each 

sentence. 
iv. Estimate acutance of words extracted. 
v. Removal of redundant words. 
vi. Work on most frequent words. 
vii. Cluster synonyms and label them. 
viii. Estimate subjectivity and polarity. 
ix. Classify tokens as positive, negative, and neutral. 

Aspect table comprises of potential aspects and similar words. The aspect-based 
corpus for product rating was acquired from GitHub; aspect database comprised of 
7563 rows; visible column is depicted in Fig. 4. Aspect table so formed is employed 
for evaluating the subjective phrases [22–24]. Stanford POS tagger was employed 
for tagging purpose.

Acquiring 
Reviews Preprocessing 

Identification 
of

 Subjective Sentence  

Identification 
of 

Aspect Related 
Opinion Words 

Aspect Level 
Score

 Estimation 

Summarized Aspect 
Based Result Assisted 
with Fuzzy Decision 

Set 

Database 
Reviews 

 Reviews for 
Training 

Aspect Extraction Dictionary - 
Aspect 

Fig. 3 Generalized flow graph aspect-assisted opinion mining framework for product rating 
embedded with fuzzy decision 
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Fig. 4 Aspect-based product rating database 

Reviews acquired from corpus were first subjected to preprocessing steps to 
improve accuracy and avoid latency; steps include removal of stop words, all unnec-
essary non-alphabetic characters, and smileys. Python has been employed as a coding 
language for the work proposed. Corpus is then cleaned via: 

i. Removal of all capital letters, punctuations, emojis, links, etc. Basically, 
removing all that is not words or numbers. 

ii. Tokenization of the corpus into words, which means breaking up every comment 
into a cluster of individual words. 

iii. Removal of all stop words, which are words that don’t add value to a comment, 
like “the,” “a,” “and,” etc. 

The group a, r, n, v present with database means adjective, adverb, noun, and 
verb, respectively. Scores are estimated and are defined by finding opinion words in 
the database, if present, scores are estimated for the same. In case of appearance of 
matched opinion word with number of occurrences more than once, then algebraic 
mean of polarity score is considered. Negations are to be estimated with proper 
justification to get the information context of the phrase. The corpus is POS tagged, 
and same is depicted in Fig. 5. After cleaning the corpus is lemmatized, this technique 
groups together the inflected forms of a word, so they can be analyzed as a single 
item, since they have a similar meaning. Task is performed employing lemmatize 
function from Python. 

Finally, all empty comments from the data are removed; some people just comment 
emojis, punctuations, or things like that. This leaves us with 3221 comments to 
analyze. Figure 6 depicts the word frequency.

Fig. 5 Corpus with POS tagging 
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Fig. 6 Word frequency count of corpus 

Figure 7 depicts the number of trigrams that appear in corpus; the graph presents 
information about expressions, people carry for products. For subjective phrases, 
identification is achieved via labeled polarity words as present in phrases defining 
expressions about products. Opinionated phrases so labeled are called subjective 
phrases, that must be analyzed, and other redundant phrases not included for 
expression establishment should be removed. This helps in reducing latency further.

The proposed technique takes phrases as a subjective phrase only if it has a feature 
present in the aspect table. The same was estimated for aspect corpus and is depicted 
in Fig. 8. In aspect-based opinion mining, it is of primary importance to identify 
words that alter the meaning of aspects, as these help in identification of opinion 
words that establish polarity of communication toward those aspects.

Work done employed adjectives, verbs, adverb adjective, and adverb verb 
combinations for polarity establishment. 

The proposed technique employs adjectives, verbs, adverb adjective combina-
tions, and adverb verb combinations as potential data for polarity estimation. Adjec-
tives are typically very important opinion words in a phrase. Trigrams are searched 
forward and backward from the aspect location of the sentence to acquire opinion 
words. This was performed employing POS tag data; the technique doesn’t provide 
satisfactory results if phrases have number of aspects and will not be able to accurately 
estimate contextual polarity scores. 

Figure 9 presents the sparse diagram between subjectivity and polarity estimated 
from the corpus. Technique employed uses dependency relations that exist between 
words. The algorithm extracts opinion words for score estimation. Based on these
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Fig. 7 Trigrams present in corpus

Fig. 8 Subjectivity of the comments in corpus
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scores, the polarity of the aspects is estimated; values estimated are further subjected 
to fuzzification to predict the prospects of products. 

Aspect-Level Score Calculation: To this point, the subjective phrase of a product 
review is estimated for aspect-related opinion words. In aspect-level score estimation 
step, the polarity score value of an aspect in a phrase is evaluated by algebraically 
adding opinion word scores in that phrase. 

The proposed methodology provides polarity ratings to the opinion words algo-
rithm before assigning priority values. Here, word sense disambiguation is not 
considered in the process [25–27] (Fig. 10). 

Fig. 9 Sparse diagram between subjectivity and polarity estimated from the corpus 

Fig. 10 Polarity, subjectivity, and sentiment of the words in corpus
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4 Result and Discussion 

Next step comprises of estimation of aspect score for entire review comments by 
customers. Total score value of the aspect from entire review is estimated by alge-
braically adding the phrase-wise score of the aspect. Polarity of the area separately 
aggregated. If the positive score is higher side, the conclusion about the product from 
the entire set of reviews is categorized as positive otherwise it is negative. Aspect 
score for the entire corpus can be estimated using following relation [28]. 

For each aspect j of the product: 

Positive_ PolarityAggregate[ j] =
∑

i 

Positivepoli, j (1) 

Negative_ PolarityAggregate[ j] =
∑

i 

Negativepoli, j (2) 

Polarity values of the labeled dataset were then divided into 5 fuzzy set decision 
boundaries, confirmed positive, positive, neutral, negative, and confirmed negative, to 
accurately predict the correlation between polarity score obtained and product rating. 
Figure 11 depicts fuzzification of the polarity ranges for five different categories. 

Polarity estimated was mapped on fuzzy set defined for 5 different ranges 
confirmed positive, positive, neutral, negative, and confirmed negative; from Fig. 12, 
it can be concluded that:

i. Confirmed Positive—for the product that crossed 0.5% polarity on positive side 
had excellent reviews in the corpus, the percentage share is 36% of the total

Fig. 11 Fuzzification of the polarity ranges for five different categories 



Aspect-Based Opinion Mining Framework for Product Rating … 581

-1.5

-1

-0.5 

0 

0.5 

1 

1.5 

1 33
 

65
 

97
 

12
9 

16
1 

19
3 

22
5 

25
7 

28
9 

32
1 

35
3 

38
5 

41
7 

44
9 

48
1 

51
3 

54
5 

57
7 

60
9 

Po
la

ri
ty

 

Fuzzy Ranges 

Fig. 12 Percentage share of product with fuzzy boundaries 

data, and fuzzy range suggests that the products studied will be referred and 
bought. Product may be rated as top performing and highly saleable.

ii. Positive—product that stays between 0 and 0.5% polarity on positive side had 
good reviews in the aspect corpus, the percentage share is 44% of the total data, 
and fuzzy range suggests that products studied will be referred and has maximum 
percentage share. Product may be categorized as performing satisfactory and 
saleable. 

iii. Neutral—for the product that stays at 0% polarity on axis had mixed reviews in 
the aspect corpus, the percentage share is 3% of the total data, and fuzzy range 
suggests the products studied may or may not be will be referred at all. Product 
under this category comes under average performing category. 

iv. Negative—for the product that stays between 0 and 0.5% polarity on negative 
side had poor reviews in the aspect corpus, the percentage share is 12% of 
the total data, and fuzzy range suggests that the products studied will never 
be referred. Organization needs to modify or stop production of the product. 
Product under this category comes under below average performing category. 

v. Confirmed Negative—for the product that stays between beyond 0.5% polarity 
on negative side had extremely poor reviews in the aspect corpus, the percentage 
share is 1% of the total data, and fuzzy range suggests that the products studied 
had no future at all and should be completely removed from list. Product under 
this category comes under poor performing category. 

Algorithm proposed maps the polarity ranges on the fuzzy boundaries with 5 
classification sets and establishes correlation between polarity and product rating 
through fuzzy boundary.
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5 Conclusion 

Work proposed is an effort to rate a product and predict its demand based on the 
aspect-assisted opinion mining embedded with fuzzy set decision boundary. The 
primary work in aspect-assisted opinion mining is aspect identification, identification 
and extraction of words that act as feature of aspects and its inclination detection. 
Polarity scores of the labeled dataset were then divided into 5 fuzzy set decision 
boundaries, confirmed positive, positive, neutral, negative, and confirmed negative, 
to accurately predict the correlation between polarity score obtained and product 
rating. Algorithm proposed was operated on aspect-based corpus for product rating 
which acquired from GitHub, comprised of 7563 rows of product aspects; confirmed 
positive was defined for products that crossed 0.5% polarity on positive side; the 
percentage share is 36% of the total data, and fuzzy range suggests that these prod-
ucts will be referred and bought. Positive was defined for the product that stays 
between 0 and 0.5% polarity on positive side; the percentage share is 44% of the 
total data, and fuzzy range suggests that the products studied will be referred and 
has maximum percentage share, Neutral was defined for the product that stays at 
0% polarity on axis had mixed reviews in the aspect corpus; the percentage share 
is 3% of the total data; negative was defined for the product that stays between 
0 and 0.5% polarity on negative side had poor reviews in the aspect corpus; the 
percentage share is 12% of the total data, and confirmed negative was defined for the 
product that stays between beyond 0.5% polarity on negative side had extremely poor 
reviews in the aspect corpus; the percentage share is 1% of the total data; the analysis 
suggests that maximum share 44% lies with positive range of fuzzy boundary, and 
this can be tapped for trend prediction of customer choice; the algorithm successfully 
provides a fuzzy-assisted prediction mechanism for product rating from the aspect-
based corpus; algorithm performs at par with existing technique, and it also provides 
percentage share of products presence in market for future trends. 
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The Problems and Organization 
of Learning Using Distance Educational 
Technologies: Practical Issues 

Aliya Katyetova 

Abstract Since the beginning of the pandemic 2020, educational system in every 
country has offered and introduced new technologies and instruments for distance 
education. Each school independently chose an Internet platform through which 
distance learning was organized. Parents and children are worried about Internet 
connection and their speed because there are problems with it everywhere, in 
urban and rural areas, also regarding technology. The results of distance learning 
in Kazakhstan during the pandemic indicate the insufficient effectiveness of national 
telecommunications networks. The author of the article has experience in teaching 
distance learning technologies at universities and outlines the problems and basic 
requirements for the organization of the educational process with the use of distance 
educational technologies in the Republic of Kazakhstan, namely, the practical ques-
tions based on what standards and rules, whereby and how to execute them in the orga-
nization of education including a primary school. The author provides a comparative 
study of learning management systems used in Kazakhstan education and suggests 
that a future task is the identification of the student in distance learning, which can be 
performed using facial recognition of students during authorization. Furthermore, the 
author plans to conduct a questionnaire survey among teachers, which will demon-
strate the situation during distance learning in computer science lessons at primary 
schools. These practical issues will help to avoid the main distance learning problems 
of schoolchildren. The present paper is useful for teachers and school management 
in the implementation and control of educational activities. 
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1 Introduction 

In the spring of 2020, every school in the world including Kazakhstan moved on to a 
new form of education–distance education. This required the Ministry of Education 
and Science to revise approaches to the educational process. 

Currently, Kazakhstan’s education is going through a period of reforms. The 
development of domestic education is focused on the best world and European stan-
dards. Among them are digitalization and automation of the educational process and 
the introduction of electronic textbooks in schools in Kazakhstan. According to the 
instructional and methodical letter “About the features of the educational process in 
secondary education organizations of the Republic of Kazakhstan in the 2021–2022 
academic year,” the subject “Digital literacy” was introduced in the first grade from 
January 1, 2022. The name of the subject "Information and communication tech-
nologies" in primary school has been changed to "Digital literacy" [1]. Computer 
science textbooks have been developed for the youngest students: Now, first-graders 
will be taught the basics of computer literacy. 

In the national project “Quality education “Educated Nation,”” a focus places on 
the availability of school content from home 24/7 and the provision of Internet at 
least 100 Mbit/s. 

During COVID-19, many schools in Kazakhstan introduced distance educational 
technologies. In each educational institution, there had been problematic issues to 
do with implementation. This article was motivated by the author’s previous work 
in e-learning and provides some suggestions about the means and rules by which 
distance learning is organized. 

2 Requirements for Organizations of Education 

By order of the Minister of Education and Science of the Republic of Kazakhstan on 
November 03, 2021, № 547 “On amendments to the Order of the Minister of Educa-
tion and Science of the Republic of Kazakhstan dated March 20, 2015 No. 137 “On 
approval of the Rules for the organization of the educational process on distance 
learning technologies,”” distance educational technologies are implemented inde-
pendently by each educational organization, where learning by distance educational 
technologies follows the curricula of primary, basic secondary, general secondary 
and additional education, as well as of technical and vocational, post-secondary 
education [2]. 

Hereafter is a list of requirements that must be observed in the education 
organization.
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Fig. 1 Enter page language selection [4] 

2.1 Information System and Educational Portal 

Each organization should have an educational portal based on the known 
systems LMS—learning management system (Platonus, Moodle, Prometheus, Lotus 
Domino/Notes, or other automated information systems) with pages containing the 
training-methodical, organizational, and administrative information for students. 

The popular e-learning environment Moodle is used by 60% of educational insti-
tutions around the world, the United Nations, and even Google [3]. For example, 
many schools in Estonia and other countries use Moodle to conduct lessons and 
exchange information. 

Below are the pages of an automated information system Platonus (see Figs. 1 
and 2) and Web portal EduPage (see Fig. 3):

Any automated information system for learning at an educational institution must 
contain a distance learning module (unit). 

The distance learning module must contain: 

• authorization (authentication) system (definition of access and user rights); 
• role-based access control system; 
• means of protection in case of failures; 
• means of protection from malicious programs; 
• means of logging the user experience; 
• a content management system; 
• the management system movement of students; 
• testing system. 

The education organization should have a distributed information system of educa-
tional process management, containing a database of students, information on current 
progress, and providing reliable identification of the individual students. Information 
systems should be able to:
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Fig. 2 Authorization page [4] 

Fig. 3 Page “The main actions of the portal EduPage” [5]

• personalize the curriculum for students; 
• monitor the students’ progress; 
• produce different kinds of reports, such as lists of students by grades, by the form 

of learning, by status, sheets of intermediate control knowledge, and examination 
lists; 

• provide information about the movement of students (e.g., enrollment, exclusions, 
transfers); as well as allow users to enter and update the list of subjects studied in 
the current term/semester; 

• archive data about alumni.
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However, an educational portal as technology has disadvantages, one of which 
is the lack of a single standard for the design and content of portals, and therefore, 
their content varies among different educational organizations. The only common 
component is often user registration. The external design of the portal/site does not 
play a decisive role and may not be standardized, but the content and structure of 
the educational portal must meet certain standards. When drawing up the standard, it 
is necessary to use the normative documents for the organization of the educational 
process at the educational institution. 

The main documentation for the organization of the educational process at the 
schools is the state standard, the standard curriculum of the subjects, methodolog-
ical recommendations, and instructions. The supporting documentation includes the 
schedule of lessons, orders for the number of students, etc. 

Technical Support and Conditions 
Each participating organization should have as follows: 

• equipment with access to the telecommunications network (Internet, satellite TV); 
• multimedia classrooms and electronic reading rooms; 
• own or purchased learning content and multimedia laboratories to create their 

content (local and network); 
• testing complex; network learning management system—LMS and learning 

content management system—LCMS. 

Experience shows that for successful participation in distance education tech-
nologies all staff must do specialized advanced training courses. Participating 
organizations should: 

• deliver educational material to students through information technology or on 
paper; 

• organize and conduct consultations in mode «online»; 
• provide feedback to learners in a mode «offline»; 
• control the learning achievements of students in the modes «online» and «offline»; 
• create suitable conditions for teaching and academic staff to help them to design 

and upgrade educational resources. 

As maintained by Al-araibi et al., technical readiness is the main aspect of e-
learning implementation [6]. 

Concerning Learners 
Learners (students) who want to be trained on educational technologies (DET) must 
write an application addressed to the head of an organization/school with a reasoned 
justification for the possible use of DET in training with the provision of supporting 
documents from the parents and/or recommendations of medical and pedagogical 
consultation. 

The head of the education organization should specify the technologies. It should 
include:
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• the statement of the student; 
• individual curriculum of the student; 
• individual schedule organization of training activities of every student; 
• recommendations of medical and pedagogical consultation about the possibility of 

the children’s participation with disabilities in the educational process by remote 
(distance) educational technologies. 

The education organization has two days to familiarize students and their parents 
with the plan and timetable of an educational process used in e-learning. 

E-Pedagogy in Disciplines 
To provide school students with teaching materials, educational providers need 
to have an e-learning strategy, particularly their electronic educational methodical 
complexes on all subjects/disciplines of the curriculum (EEMCD), implemented 
using DET. The preparation of electronic teaching materials such as a set of a training 
package, teaching and methodical materials, handouts, visual, audio, video, and 
multimedia materials for educational discipline needs to be provided by the devel-
oper of the course (teacher) based on the approved work training programs developed 
in accordance with the curriculum. 

Nowadays, many educational institutions use “case technology” where teaching 
materials are clearly structured and appropriately collected in a special set (case). 
It is therefore recommended that electronic educational methodical complex of the 
subject includes obligatory and optional sets of EEMCD structure which is defined 
below. 

The compulsory suite of electronic educational and methodical complexes of 
disciplines should consist of: 

• the working learning program including the content of the discipline, calendar 
thematic plan, a list of references for recommended reading (basic and supple-
mentary), the modular partition of discipline, the schedule for distance consulta-
tions; 

• electronic lecture notes; 
• materials for practical works and seminars; 
• tasks for students’ self-study and self-study-led teacher; 
• formative materials (test assignments of individual tasks); 
• summative assessment materials (test examination tasks, exam questions, tickets, 

examinational control works). 

An additional set includes methodical instructions on coursework; computer 
training programs: simulators, guidance materials, and multimedia versions of 
educational and teaching tools to help to learn the subject. 

Special Structural Departments 
One of the main requirements for the state and compulsory standard of education 
is the presence of special structural departments in the organization of education, 
implementing DET providing organizational, methodological, informational, and
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technical support for the learning process by DET, and having in its composition the 
following offices: 

• administration of the educational process by DET; 
• design of didactic means of DET; 
• information and technical support. 

The administration office of the educational process by DET plans and organizes 
the educational process by DET, shall keep such records, related to the DET, and 
plans to increase the training of teachers and tutors. Further, this service organizes 
the collection of all control materials of students (control and course works, essays, 
papers, written examination papers, and the like) in paper form and/or electronic 
form. And the transfer of these materials to tutors to assess knowledge, and provide 
entry of information on current progress, received from the tutors in the information 
database. 

The DET pedagogical department works on the development, acquisition, and 
mastering of electronic textbooks, multimedia courses, methodical manuals, devel-
oping test systems and other means of control of knowledge, and techniques of using 
information resources for DET. 

The information and technical support office designs, produces, and maintains 
software manuals, as well as informational and technical distance learning tools. 

Conformity of Academic Calendar and Training Programs (Curriculum) 
DET conforms to the normal academic year. All types of learning activities are carried 
out through: 

• pedagogical communication between teaching staff or tutors and students either 
virtually or face-to-face at educational institutions (at the initiative of the student); 

• student self-study using the materials provided. 

The monitoring of progress and intermediate certification of students are 
performed following the working curriculum, academic calendar, and the demands 
of different training programs. Ongoing monitoring occurs as a result of: 

• direct contact of a student with the teacher in mode “online” to use telecommu-
nication tools; 

• automated testing; 
• checking of individual tasks. 

The information system is protected from unauthorized access and falsifications 
through the use of electronic methods of limiting access and independent assessment. 
Each student is admitted to intermediate certification in the subject after doing and 
passing all control measures established by the curriculum. 

The educational achievements of students for all types of training sessions are 
evaluated by a character of the score-rating system of knowledge assessment. 
Educational achievements of students are evaluated in the subjects accordingly
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to the curricula of general secondary education, technical and vocational, and 
post-secondary education. 

Submission of course works (projects) by distance educational technologies is 
carried out: 

• publicly, orally at an education institution; 
• online using telecommunicational means; 
• by sending to the education organization the project in paper form and electronic 

form and video performances after receiving reviews on course work (project). 

3 IoT in Primary Education 

As claimed by Dipak R. Kawade et al., “the Internet of Things (IoT) is known as the 
most profound technology which connects most of the digital devices with the help 
of the internet” [7]. IoT means the connection between people, people with things, 
and vice versa. Likewise, automated technology can access all information through 
the Internet and smart devices. 

All people use computers or smartphones. By using this modern and changing 
world of electronics and telecommunication industry in education, we enhance the 
performance of primary education. IoT is a new technology that uses various methods 
and modern technologies to improve performance and gain higher accuracy. 

Essentially, e-learning is one type of distance education. Under the legal frame-
work for distance education, technologies are implemented by “case technol-
ogy” where teaching materials are clearly structured and appropriately collected 
in a special set (case), that is, network, TV—technologies in online and offline 
modes. In distance education, the subjects are students, pedagogical staff, and those 
organizations that implement training programs for additional education (schools, 
colleges). 

As highlighted by Al Rawashdeh et al., IoT helps teachers and students to provide 
access to course content in digital form and exchange knowledge, while increasing 
the effectiveness of learning by expanding interaction between teachers and students 
through online forums, knowledge sharing, and content sharing [8]. 

Each school chooses an Internet platform for the organization of the educational 
process in a distance learning format with the appropriate and functional infrastruc-
ture and educational content based on the principal teachers’ requests [9]. These 
platforms stimulate learning through various functions that include online course 
development, assessment, and monitoring of activities for students and teachers. 

In conformity with the Kazakhstan methodological recommendations on the orga-
nization of the educational process in secondary education organizations during the 
period of restrictive measures related to preventing the spread of coronavirus infec-
tion, one exercise in a playful form was provided for students of grades 3 and 4 on 
the subject of ICT in a distance format for one lesson [9]. Traditional educational 
methods have fulfilled the need of students in this digital era, including the pandemic
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time, of 2020. At the same time, there was an urgent need to acquire new technologies 
and techniques that would meet the students’ needs. IoT is one of the best ways for 
this problem. 

For example, during the pandemic in 2020, smartphones were used in Kazakhstan 
schools. These means were the main instruments for distance learning in each grade. 
As part of the monitoring of distance learning in schools of JSC “Information-
Analytic Centre” as part of emergency distance learning in Kazakhstan, a survey 
was conducted, which was attended by about 20 thousand students, parents, and 
teachers of the country. According to the survey results in the IV term of the 2019– 
2020 academic year, 92% of the students used their smartphones as a learning tool. 
However, despite the convenience of connecting via a smartphone, this device is not 
the most effective for learning [10]. 

Teachers chose the Zoom video service for video lessons, video conferences, and 
online meetings. More advanced teachers used the Teams platform. Students and 
teachers used WhatsApp messenger daily. The WhatsApp application allowed them 
to connect to a video conference without spending a large amount of traffic, whereas 
these difficulties were when connecting through the Zoom application [10]. 

Besides that, the school program was fully digitalized. Nowadays, more than 12 
thousand online lessons are available in two languages, Kazakh and Russian, on all 
electronic devices. 

“Online mektep” was the most visited online school Web site during the COVID-
19 (see Fig. 4) [11]. Almost the entire school curriculum is presented here: more than 
24 thousand lessons under the standards of the Ministry of Education and Science 
of the Republic of Kazakhstan. Many resources are available in Kazakh, Russian, 
and English languages. What is more, the mobile application “OnlineMektep” is 
available on gadgets.

On this Web site, teachers prepare homework and distribute it to all students. 
Students can solve these tasks, and teachers can give grades. Based on the students’ 
grades and individual characteristics of students, the teacher can update their teaching 
material or create new material. Teachers can prepare professional topics using smart 
devices that will increase student attendance and involve students in classes. It can 
be used to create an attractive presentation of educational programs that will help 
students focus on the topic, better understand the topic, and memorize information 
on the topic for a long time. Furthermore, it will encourage the learning process and 
students to have a positive attitude toward learning. IoT will increase readability for 
teachers, as well as reduce learning time. 

As a result, the author believes that digital literacy is improved. In the book 
“Role of information and communication technology during COVID-19” Nidhi, 
S. & Meetender hold the same opinion and state that both the students and teachers
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Fig. 4 Online school Web site with ICT materials and tasks for primary schoolchildren [11]

have grown up as good students to study and use digital tools during COVID-19, 
which has allowed them to increase their level of digital literacy [12]. 

Problems in the Implementation of Distance Learning 
With reference to a study conducted by the research center “Paper Lab” of Kaza-
khstan, the most frequently noted problem in distance learning is an Internet connec-
tion and the availability of appropriate means of communication (computer, laptop, 
smartphone) [13]. And this minimum requirement has not been met everywhere in 
the country. The unavailability or unsatisfactory quality of Internet connection, espe-
cially in rural areas, was noted from the very beginning of distance learning and at all 
levels. The best confirmation is that the Ministry of Education was forced to admit 
that it was impossible to organize online school education (conducting lessons via 
video communication). 

In 2020, the Paper Lab center conducted a study on how the first months of 
distance learning took place among students of primary and secondary schools. To 
do this, senior pupils and parents of primary school students kept diaries where they
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recorded how their online learning was going and what problems arose. In total, data 
were collected from 110 people (55 students of grades 8–10, 55 parents of primary 
schoolchildren of grades 2–4) from 5 regions of the country, where the responses of 
students from cities and villages were evenly presented. Among the most frequently 
encountered problems, students and parents noted the low quality and speed of the 
Internet, a heavy burden on teachers, but at the same time their low involvement in 
the learning process, low level or lack of control, knowledge gaps, maintaining the 
status quo in assessing students’ knowledge, incomplete educational resources and 
applications, and other resulting problems [13]. 

It was not only on the Internet but in programs and Web sites that are not fully final-
ized. They had many disadvantages. In particular, the electronic diary Kundelik.kz, 
unfortunately, does not always open and is not filled properly. This Web portal is 
responsible for setting and viewing grades, and attendance marks, and issuing and 
viewing homework assignments. 

A domestic platform “Sphere” was developed. It has become a platform for 
distance learning for schoolchildren in Almaty city. The educational content was 
developed through the Bilim Media Group Company. Teachers were trained to 
successfully conduct distance learning. 

The software environment Opiq.kz allows not only to distribute, but also to create 
electronic textbooks. It offers students electronic textbooks from grades 1 to 11. Opiq 
electronic textbooks are available on any device: desktop computer, laptop, tablet, 
or smartphone. The interface adapts automatically. The cost of the license is 1300 
tenge per month, for a set of 85 textbooks from grades 1 to 11. 

Simultaneously, video lessons were shown on TV, which served as additional 
material for teaching schoolchildren. Unfortunately, as noted in the Ministry of 
Education, not all settlements of the country could receive a television picture of 
educational channels. These channels were unavailable in more than 600 villages, 
and more than 300 students live in them [14]. 

Below is one world example from Arizona State University (ASU), USA, how 
the university responded to the educational challenges presented by the COVID-19 
pandemic: 

ASU has ASU Prep Digital (ASUPD) which is an accredited online school for 
students and other users, who want to take a single online course or to learn full-time. 
ASUPD, constantly promoting the transition to blended learning with local schools, 
provided guidance and support, continuing to support more than 10,000 learners. 
As Carole G. Basile notes, “ASUPD was able to adapt the following initiative to 
support schools during the disruptions caused by the pandemic. ASU immediately 
responded by launching a reliable set of free online educational resources to support 
the transition to distance learning for students and teachers at the national level. This 
platform is called ASU for You and includes online classes for teaching students, 
access to the main materials of the ASUPD course, a library of instructional videos 
that help teachers and parents move to a new level, as well as full support for learning 
in schools. The platform ensures consistency between schools and provides teachers 
with tools that complement their current distance learning plans by providing metrics 
and assessments to make informed decisions” [15].
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In addition to other problems in Kazakhstan primary education, younger students 
could not cope with the proposed form of education on their own, and their parents 
took on the function of a teacher. They received messages and sent files, explaining 
new topics and tasks to their children, and helping them do their homework. 

Moreover, in addition to a poor Internet connection or no Internet connection at all, 
there was a low digital literacy of teachers, undeveloped educational infrastructure, 
and the unpreparedness of school management for new realities [16]. 

There was an additional problem with the online portal’s interface. Domestic plat-
forms have been described by many teachers as inconvenient to use. As an example, 
when teachers assigned tasks to students, they had to upload tasks in one window, 
enter a description, and send it to pupils in another window [11]. 

4 Contribution: Previous Work 

This study contributes to the theory and practice of organizing education using 
distance learning technologies. It seems currently, electronic textbooks (e-books) 
are already familiar to everyone in the education system of Kazakhstan. They have 
become reliable helpers to schoolchildren and students in their independent indi-
vidual learning. Their effectiveness has been proven in many schools and universities 
in Kazakhstan. When using e-books, the quality of academic performance increases 
two to three times; at the same time, the duration of training is reduced. Thus, you can 
learn quickly and efficiently. Additionally, e-books are useful for distance learning; 
this was especially noticeable during the pandemic in 2020 when all educational 
institutions were forced to switch from the traditional education system to a full 
distance learning form. Thus, we can single out Estonia’s experience in the digital-
ization of education. Over the past three years, the use of electronic textbooks in 
Estonia has increased tenfold, and the educational literature industry has turned into 
a real provider of digital services. There, the introduction of electronic books into 
the educational process solved another important task—relieved children of heavy 
school backpack. Paper textbooks are provided to students by the school. At the 
end of the lessons, books remain on the shelves in school classrooms. Pupils study 
at home using electronic textbooks [17]. Estonia has EdTech Opiq, an interactive 
digital learning materials platform that replaces all old school textbooks [18]. 

Many universities have already realized this and have developed or are 
developing their distance learning systems in one form or another, including 
using e-books. Now, almost all universities in Kazakhstan are training personnel 
using distance learning technologies: Web sites and portals have been opened; 
special services have been created, and an educational and methodolog-
ical base is being developed. For example, the following links to universi-
ties confirm this: https://satbayev.university/en/second-education, https://polytecho 
nline.kz, https://www.kaznu.kz/ru/17959/page/, https://www.keu.kz/ru/edu/distantsi 
onnoe-obuchenie.html. The Moodle and Platonus systems are taken as the basis of 
the portals, and their developments are also used. Portal sections allow for feedback

https://satbayev.university/en/second-education
https://polytechonline.kz
https://polytechonline.kz
https://www.kaznu.kz/ru/17959/page/
https://www.keu.kz/ru/edu/distantsionnoe-obuchenie.html
https://www.keu.kz/ru/edu/distantsionnoe-obuchenie.html
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between the participants of the process DET. Communication of training portals and 
automated information systems of distance learning is implemented. 

In 2008, by order of the Ministry of Education and Science dated July 22, 2008, a 
list of basic educational organizations was determined in the priority direction of the 
development of higher and postgraduate education—the development of distance 
learning technologies—Kazakh-Russian University and Karaganda University of 
Kazpotrebsoyuz. However, this order was canceled in 2016 by the order of the 
Minister of Education and Science [19]. Despite this, higher education institutions 
with a special status can introduce new learning technologies, including distance 
learning technologies [20]. 

The superiority in the introduction of distance learning technology in the Republic 
of Kazakhstan rightfully belongs to the Kazakh-Russian University (KRU), whose 
educational activities since the very foundation of the university (1998–1999) have 
been associated with the use of information and satellite educational technology 
of the Modern Humanitarian Academy in Moscow [21]. This technology includes 
dozens of licensed automated systems that allow users to fully and cost-effectively 
deliver educational materials anywhere in the world, provide feedback, and monitor 
student progress. 

International scientific and practical conferences on distance learning technolo-
gies were held annually based on KRU. In 2009, the Ministry of Education and 
Science confirmed the competence to conduct short-term courses on distance learning 
technologies with the right to issue certificates of the established sample of the Insti-
tute of Advanced Training and Retraining (IATR) of Personnel of the KRU. IATR 
KRU has conducted advanced training for more than 2000 teachers and staff from 
more than 30 national, state, and non-state educational organizations. One of the 
lecturers of the advanced training courses on DET was the author of the present 
article, who trained teachers on the development of e-books and EEMCD. 

However, the announced educational portals and Web sites carried quite a bit of 
information intended for participants in the educational process. Most of the sites 
had a limited list of sections that could satisfy only a person who knew nothing 
about this university with information, i.e., they performed only the functions of a 
business card. Definitely, such information was necessary, but the fact that the bulk 
of universities was limited only to this opportunity did not cause much satisfaction. 
The main task of the university Web site is to help its students master academic 
disciplines, prepare for seminars, tests and exams, and contain information about the 
individual plan—the schedule of classes, tests, and exams, the topics of term papers, 
and theses, events at the university and faculty scale. The same applies to school Web 
sites. 

There were various issues of intellectual property protection, development of high-
quality content, identification of the student’s identity, and other questions, which 
should be reflected in the regulatory framework. 

Along with this, schools use their developments or a single EDUPAGE platform. 
The author together with colleagues from IATR KRU helped and advised univer-

sities and other educational organizations on the development of the interface of the 
university portal on DET, digital textbooks, EEMCD, and introduced teachers and
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university staff to the rules and approaches to the successful implementation of DET 
in the educational process and the development of regulatory documents. 

Several universities, after completing advanced training courses and using 
distance educational technologies, have implemented international double-degree 
programs for master and Ph.D. doctoral studies. 

5 Discussion 

Vidakis and Charitakis state that the active development of information and commu-
nication technologies (ICT) and their application in everything and everywhere, 
especially in the field of education, has prompted educational institutions around the 
world to introduce new technologies into teaching and learning processes [22]. 

Gupta and Bansal claim “The educational institutions and students are now ready 
to understand and accept the online teaching methodologies and approaches, digital-
ization brings with it. A number of new technologies and platforms have appeared” 
[23]. 

Thus, learning management systems (LMSs) help educational institutions to 
provide and implement training programs. For a software product to be included 
in the category of learning management software systems, the system must meet the 
criteria: 

• allow courses and teaching materials to be contained in a centralized system 
accessible to students for learning purposes; 

• store reports on the training progress of individual participants and the perfor-
mance of training programs as a whole; 

• allow customizing training programs by individual needs; 
• provide opportunities for building plans and schedules and tracking the passage 

of training courses and disciplines. 

Increasingly, Kazakhstan educational institutions use in the educational process 
such tools of LMS as EDUPAGE, ONLINEMEKTEP.ORG, PLATONUS, and 
CANVAS. If compare these tools with the most popular LMS, for instance, 
MOODLE, they are used for the development, management, and distribution of 
educational, online materials with the provision of shared access by all interested 
stakeholders (teachers, students, the administration of the educational institution, 
parents). As well, they are a repository of educational materials and students using 
DET have their training plans with a schedule of classes. Responsible managers and 
teachers too can create and add new modules, subjects, and lessons to the LMS. They 
set deadlines for completing homework and manage assessment criteria and grades. 
These systems allow for storage reports on the progress of individual participants’ 
learning. 

Table 1 provides information about LMS tools used in Kazakhstan educational 
organizations.
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Table 1 Kazakhstan learning management systems 

Description Learning management systems 

EDUPAGE ONLINEMEKTEP 
ORG 

PLATONUS CANVAS 

Used in public schools ✓ ✓ 
Used in colleges, 
universities 

✓ ✓ 

Available for parents ✓ ✓ 
Trilingual information 
system (Kazakh, Russian, 
English) 

✓ ✓ ✓ 

Conducting e-learning ✓ ✓ ✓ ✓ 
Formation of individual 
student curricula 

✓ ✓ ✓ ✓ 

Convenient and 
comfortable in work 

✓ ✓ ✓ ✓ 

Easy creation of new online 
courses and modules 

✓ ✓ ✓ ✓ 

According to the study, EduPage and Moodle systems are popular and frequently 
used in Kazakhstan educational organizations. At the same time, teachers and 
students also use the information system Platonus. However, not all tools have open 
source code such as MOODLE. 

Each educational institution has the right to independently choose any educational 
platform that meets the needs of teachers and students. 

All the mentioned tools allow teachers and students to download and work with e-
books that motivate students for creative work. This is an environment that is familiar 
to a child: Gadgets and computer technologies make school classes interesting and 
encourage new ideas to be generated. 

In addition, together with practical issues and fundamental requirements for orga-
nizing the educational process in the Republic of Kazakhstan using DET, this study 
can help the schools and universities in solving the future task—the student identity 
in distance learning. This may be the recognition of a student’s face using a Webcam. 

6 Conclusion 

Based on the above, it can be stated that educational organizations desire to use 
distance learning technologies in their educational process must adhere to the regu-
latory framework for distance education and follow all the rules and requirements 
described in this paper. 

At the same time, the government of Kazakhstan is working to update the subject 
of “ICT” in schools, the introduction of programming lessons in primary grades, and
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integration of information and communication technologies in humanities at univer-
sities. Additionally, this is facilitated using of the Internet of Things in education 
because gadgets and computer technologies make school activities interesting and 
encourage the generation of new ideas. 

The effective work is conducted on platforms Kundelik.kz, Bilimland.kz, and 
Online mektep. Work is being carried out to maximize the coverage of the territory 
with high-speed broadband Internet, to provide schools with computer equipment, 
and the availability of educational Internet platforms. 

In the future, the author plans to expand and continue the research and analysis 
of how IoT and LMS tools influence primary schoolchildren’s digital literacy devel-
opment. For this purpose, the author will conduct a questionnaire survey among 
teachers, which demonstrates to us the situation in the teaching of computer science 
in primary schools, including distance learning. 
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The Task of Question Answering in NLP: 
A Comprehensive Review 

Sagnik Sarkar, Pardeep Singh , Namrata Kumari , 
and Poonam Kashtriya 

Abstract An important task of natural language processing is a question answering 
(QA) (NLP). It provides an automated method of pulling the information from a 
given context. Thus, QA is made up of three separate modules, each of which has a 
core component in addition to auxiliary components. These three essential elements 
are answer extraction, information retrieval, and question classification. By classi-
fying the submitted question according to its type, question classification plays a 
crucial role in QA systems. Information retrieval is crucial for finding answers to 
questions because, without the presence of the right ones in a document, no further 
processing can be done to come up with a solution. Last but not least, answer extrac-
tion seeks to locate the response to a query posed by the user. This paper sought to 
provide a comprehensive overview of the various QA methods, assessment criteria, 
and benchmarking tools that researchers frequently use. 

Keywords Natural language processing (NLP) · QA system · Encoder · Decoder ·
Attention · Transformer · BERT · T5 · Knowledge graph 

1 Introduction 

Question answering (QA) is to provide accurate responses to questions based on 
a passage. In other words, QA systems enable users to ask questions and retrieve 
answers using natural language queries [1] and can be viewed as an advanced form
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of information retrieval [2]. Additionally, the QA has been utilized to create dialogue 
systems and chatbots designed to simulate human conversation. There are two main 
procedures for processing questions. The first step is to examine the structure of the 
user’s query. The second step is to convert the question into a meaningful question 
formula that is compatible with the domain of QA [3]. The majority of modern NLP 
problems revolve around unstructured data. This entails extracting the data from the 
JSON file, processing it, and then using it as needed. An implementation approach 
categorizes the task of extracting answers from questions into one of four types: 

1. IR-QA (Information retrieval based) 
2. NLP-QA (Natural language processing based) 
3. KB-QA (Knowledge based) 
4. Hybrid QA. 

2 General Architecture 

The following is the architecture of the question answering system: The user asks a 
question. This query is then used to extract all possible answers for the context. The 
appropriate architecture of a question answering system is depicted in the Fig. 1. 

Fig. 1 Question answering 
systems [4]
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2.1 Question Processing 

The overall function of the question processing module, given a question as an input, 
is to process and analyze the input question so that the machine can understand the 
context of the question. 

2.2 Document Processing 

After giving the question as an input, the next big task is to parse the entire context 
passage to find the appropriate answer locations. The related results that satisfy the 
given queries are collected in this stage in accordance with the rules and keywords. 

2.3 Answer Processing 

The similarity is checked after the document processing stage to display the related 
answer. Once an answer key has been identified, a set of heuristics is applied to it 
in order to extract and display only the relevant word or phrase that answers the 
question. 

3 Background 

“Can digital computers think?” was written by Alan Turing in 1951. He asserted that 
a machine could be said to be thinking if it could participate in a conversation using a 
teleprinter and imitate a human completely, without any telltale differences. In 1952, 
the Hodgkin–Huxley model [5] showed how the brain creates a system that resembles 
an electrical network using neurons. According to Hans Peter Luhn [6], “the weight 
of a term that appears in a document is simply proportional to the frequency of 
the term”. Artificial intelligence (AI), natural language processing (NLP), and their 
applications have all been influenced by these events. The BASEBALL program, 
created in 1961 by Green et al. [7] for answering questions about baseball games 
played in the American league over the course of a season, is the most well-known 
early question answering system. The LUNAR system [8], created in 1971 to aid lunar 
geologists in easily accessing, comparing, and evaluating the chemical composition 
of lunar rock and soil during the Apollo Moon mission, is the most well-known 
piece of work in this field. A lot of earlier models, including SYNTHEX, LIFER, 
and PLANES [9], attempted to answer a question. Figure 2 depicts the stages of 
evolution of the NLP models.
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Fig. 2 Evolution of NLP models [10] 

4 Benchmarks in NLP 

Benchmarks are basically some set of some standard used for assessing the perfor-
mance of different systems or models agreed upon by large community. To ensure 
that the benchmark is accepted by large community, people use multiple standard 
benchmarks. Some of the most renowned benchmarks that are used largely are as 
follows: GLUE, SuperGLUE, SQuAD1.1, and SQuAD2.0 

4.1 GLUE (General Language Understanding Evaluation) 

General Language Understanding Evaluation, also known as GLUE, is a sizable 
collection that includes a variety of tools for developing, testing, and analyzing natural 
language understanding systems. It was released in 2018, and NLP enthusiasts still 
find it to be useful today. The components are as follows: 

1. A benchmark of nine sentence- or sentence-pair language understanding tasks 
constructed on well-established existing datasets and chosen to cover a wide 
range of dataset sizes, text genres, and degrees of difficulty; 

2. A leaderboard to find the top overall model; 
3. A diagnostic dataset to assess and analyze the model’s performance in relation 

to a variety of linguistic issues encountered in the natural language domain. 

4.2 SuperGLUE 

General Language Understanding Evaluation, also known as GLUE, is a large collec-
tion of dataset that includes a variety of tools for developing, testing, and analysis. 
SuperGLUE is an updated version of the GLUE benchmark. SuperGLUE bench-
mark is designed after GLUE but with whole new set of improved and more diffi-
cult language understanding tasks, improved reasoning, and a new canvas of public 
leaderboard. It was introduced in 2019. Currently, Microsoft Alexander v-team with 
Turing NLRv5 is leading the scoreboard with URL score of 91.2.
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4.3 SQuAD1.1 (Stanford Question Answering Dataset 1.1) 

SQuAD or Stanford Question Answering Dataset was introduced in 2016 which 
consists of Reading Comprehension Datasets. These datasets are based on the 
Wikipedia articles. The previous version of the SQuAD dataset contains 100,000+ 
question answer pairs on 500+ articles. 

4.4 SQuAD1.1 (Stanford Question Answering Dataset 2.0) 

SQuAD2.0 or Stanford Question Answering Dataset combines all the 100,000 ques-
tions in SQuAD1.1 with over 50,000 unanswerable questions written so that it may 
look similar to answerable ones. SQuAD2.0 tests the ability of a system to not only 
answer questions when possible, but also determine when no answer can be found 
in the comprehension. Currently, the IE-NET (ensemble) by RICOH_SRCB_DML 
is leading the scoreboard with EM score of 90.93 and F1 score of 93.21. 

5 Research 

In this systematic literature review (SLR), we tried to address the various steps 
based on the guidelines provided by the Okoli and Schabram [11], Keele [12], which 
emphasizing as: Purpose of the Literature Review, Searching various Literature, 
Practical Screen, Quality Appraisal, and Data Extraction. The amount of written 
digital information has increased exponentially, necessitating the use of increasingly 
sophisticated search tools. Pinto et al. [13], Bhoir and Potey [14]. Unstructured data is 
being gathered and stored at previously unheard-of rates, and its volume is growing. 
Bakshi et al. [15], Malik et al. [16], and Chali et al. [17], among others. The main 
difficulty is creating a model that can effectively extract data and knowledge for 
various tasks. The tendency in this situation of the question answering systems is to 
glean as many answers from the questions as you can. This SLR will be guided by 
the research questions in Table 1 in an effort to comprehend how question answering 
systems techniques, tools, algorithms, and systems work and perform, as well as 
their dependability in carrying out task.

We gathered as many journals and papers written in English in different digital 
libraries and reputed publications through the various keywords and tried to provide 
some strong evidence related to the research questions that have been tabulated 
earlier. 

RQ_1: Fig.  3 tried to show the popularity of various models on the basis of the 
number of paper published in the category in every year. Here, we can observe that 
the BERT-based model is the most popular in this category.
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Table 1 Research questions 
to be addressed 

Question No. Research question 

RQ1 What are the popular QA techniques? 

RQ2 Which domains use the question answering 
models? 

RQ3 How it is improving the existing model? 

RQ4 Contribution of other authors in the field of 
QA?

2018                          2019                          2020                          2021 

RoBERTa 
GPT-2 
BERT 

T5 
XL-net 

Fig. 3 A graph showing the popularity of the models 

RQ_2: Fig.  4 tries to show the various question answering fields the QA models 
are used. We can see that general domain QA is dominantly used here. 

RQ_3: The fine-tuning of different models have given rise to various improve-
ments in the existing models. Moreover, using the different techniques over the 
existing model can give rise to different model which can improve the existing the 
model. For Example: The different BERT-based models like AlBERT, RoBERTa, 
DistilBERT with different parameters are used according to the need as shown 
in Table 2. 

General QA                                     Open Domain Q A                                       Answer Selection 
Community QA                              K nowledge based Q A                                 Generat ive QA 

88 % 
6 % 

2 % 
1 % 

2 % 

Fig. 4 Chart shows the different types of question answering area 

Table 2 Different 
application using different 
models 

Tasks BERT T5 GPT-2 

Language modeling 4 3 3 

Text generation 1 3 3 

Question answering 7 4 3
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Table 3 Table showing the 
area of working the models 

Tasks BERT T5 GPT-2 

Language modeling 4 3 3 

Text generation 1 3 3 

Question answering 7 4 3 

Machine translation 2 2 1 

Text classification 1 1 

Text summarization 2 2 

Sentiment analysis 1 6 

RQ_4: This is the main purpose of the literature review. This question is answered 
in support with Table 3. Many papers have been taken into consideration for this 
comparison [8, 18–38]. Here, we took only three models as these are the main base 
models that predominate the question answering domain. 

6 Conclusion 

Question answering system using NLP techniques is much complicated process 
as compared to other type of information retrieval system. The closed domain QA 
systems is able to give more accurate answer than that of open domain QA system but 
is restricted to a single domain only. After the screening phases, we can see that the 
attention-based model is must preferable among the researchers. We also observed 
that researchers have equally turned themselves to the hybrid approaches like graph 
attention and applying different styles of mechanism over the base model to make 
their job easy. The contributions of this work are a systematic outline of different 
question answering systems that are able to perform better in all the different tasks. 
The future should try to explore the possibility of any such model that can outperform 
all models. 
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Monitoring False Colour in an External 
Monitor for Film and Television 
Production: An Evaluative Study 

Sambhram Pattanayak and Malini Mittal Bishnoi 

Abstract Today, video production monitors are integral to television, broadcasting, 
and film production. In fact, because monitors accurately display what the camera 
sees without any changes or enhancements, they deliver a realistic image essential 
for video production. Though a camera offers a suggested exposure setting, images 
demand greater exposure accuracy. It is therefore essential to understand the camera’s 
exposure level. Underexposure shots tend to lack clarity and overexposure causes 
in advertent loss of detail in image’s highlights. The challenge thus is in setting the 
correct level of exposure to convey a message. An external monitor has certain distin-
guishing features that enhance picture quality in several ways. One such feature is 
‘false colour’, which is found primarily on external monitors. False colour benefits 
cinematographers by transforming varied exposure levels in a frame into distinct 
bands. They are allowing the user to see where under or overexposure is occurring. 
It exposes faults that a built-in internal camera viewfinder may easily ignore while 
minimizing overheating issues. This paper undertakes a comparative analysis of the 
picture quality in terms of colour, brightness, and contrast of an external monitor with 
the camera’s inbuilt viewfinder. This is an experimental study that determines the 
amount and quality of exposure that an image receives. Furthermore, this research 
experiments with ‘false colour’ viewing in terms of the IRE value chart and examines 
the exposure levels of all parts of the shots before recording. In this research, a stun-
ning and perfectly exposed image was made by adjusting the false colours according 
to the IRE value. Underexposed areas appeared in blue, and overexposed areas in 
red. Checking on the skin tones faster is the key to exposing the image quickly and 
accurately with the help of false colour.
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1 Introduction 

One of the most common reasons filmmakers choose external monitors over inbuilt 
cameras is the small size of the built-in screen. A production monitor is a larger 
version of a television set. It has a better propensity for accurately reading camera 
signals such as fast processing, precise linearization of an input signal using the 
optical-electrical transfer function, and perfect colour reproduction. Production 
monitors are commonly found in production trucks, studios, shooting sets, and other 
permanent control room sites. Like an on-camera monitor, a production monitor 
has monitoring tools like waveform, vectorscope, false colour, and on-screen infor-
mation displays. Some also have a variety of waveforms, scopes, and histograms, 
ensuring that the user has all the information they need to provide proper lighting 
and exposure. Video-centric features such as focus peaking and zebras are becoming 
more common, but some cameras still lack them. Only external monitors offer these 
features. 

Exposure is the amount of light that enters the camera’s sensor, making visual 
information throughout time. Correct exposure is subjective, primarily based on a 
specific visual narrative. Aperture, shutter speed, and ISO triangulate the exposure 
affect and must be adjusted to take correctly exposed images. The external monitor 
shows the exposure values ranging from 0 to 100 of a shot under the false colour and 
changes them into various colours for easy viewing. So each pixel on the monitor 
will have an exposure value colour which is an essential weapon in a filmmaker’s 
arsenal. It is used to convey mood and emotion, inform the viewer about the context 
of a scene, or provide information about characters and settings. A colour component 
transfer function is commonly referred to as using the ‘gamma’ and the chromaticity 
of a white point in video colour space. RGB chromaticities describe a colour gamut. 
These numbers specify how colour data is encoded for a specific video standard. 
Watching these crucial colours on an extensive professional monitor gives accurate 
colour fidelity. 

Earlier researches have primarily focused on HDR uniform colour space, colour 
transfer, and colour correction methods. The current research problematizes absence 
of appropriate exposure and examines accurate exposure reading through the false 
colour technique.
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2 Related Work 

Since the year 2000, colour transfer has been actively researched. Reinhard et al. 
performed colour transfer technology that aligns the source and reference images’ 
mean and standard deviation of colour distributions [1]. The most common format 
for HDR data is linear RGB, which highly correlates with the channels. RGB pixel 
values are frequently converted to luma-chroma colour spaces such as YCbCr or 
Yuv, where ‘u’ and ‘v’ denote uniform chromaticity scales to reduce the influence of 
pixel manipulation on one channel affecting the others [2]. 

Due to multi-spectral imaging techniques, many innovative multi-spectral 
recording devices have been developed in recent years. Zhenghao et al. solved colour 
bias and multicollinearity for an RGBN camera colour correcting. Although the 
images suffer from colour desaturation, red-green-blue and near-infrared (RGBN) 
cameras can simultaneously capture visible NIR information. The image colour bias 
becomes apparent when photographing outdoor situations with high NIR illumi-
nation. The ordinary least squares regression (OLSR) colour-correcting result is 
inadequate due to the multicollinearity in RGBN camera channels [3]. 

Because of time savings, modern television tales may cover much more ground 
than movies. By positioning each camera at a different angle and shooting the scene 
once, multiple cameras reduce the need for several shots of the same scene. This 
covers a large part of a screenplay in a considerably shorter span of time than 
a single camera production. Inter-camera colour consistency is an issue in multi-
camera production. Chunqiu et al. developed a highbred histogram matching (HHM) 
algorithm to address this issue. This is accomplished by utilizing the cumulative 
colour histogram, which primarily involves global colour mapping and local colour 
straightening for uniform colour presentation among all the cameras [4]. 

3 Methodology 

This is hands-on experimental research. A video camera and two Fresnel lamps of 
800 watts each were used as the media tool. This experimental study deploys a ‘false 
colour’ technique to primarily determine and visualize wavelengths that the human 
eye cannot see. The camera was adjusted at various exposure levels to get the perfect 
image in a stable lighting condition (see Figs. 1 and 2). With the help of the false 
colour and its IRE values, the monitor shows that 0 is clipped out black and 100 is 
white. The purple colour (IRE 0) denotes the absence of all colours or black. The 
colours blue and blue variations (IRE 2–24) imply that it is pretty dark not much 
exposure to light is available. The colour dark grey (IRE 24–42) implies that light is 
leaving (or entering) a dimly lit place. The experiment’s findings reveal that a 60–70 
IRE value is an ideal choice for the shot.

The experiment technique deployed various types of exposure adjustments like 
f-stop, shutter speed, and gain as the primary function to get the perfect brightness.
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Fig. 1 Equipment analysis 

Fig. 2 Pre-requisite 
methods

Similarly, incoming lighting control with intensity and quality was also attuned. The 
metre of illumination, expressed in footcandles or lux, is used to measure the amount 
of light present in a given area.



Monitoring False Colour in an ExternalMonitor for Film and Television… 617

4 Colour Balance 

The media industry is constantly improving image quality with higher frame rates, 
larger resolution, brighter colours, and better contrast to enhance the entire watching 
experience for both cinema and television. Due to the chromatic adaptation process, 
the human visual system perceives display colours differently depending on the envi-
ronment. The trichromatic human visual system, which has three cone sensors, is 
used to develop digital cameras. If a camera wants to record colours like a human 
vision, the sensor fundamentals should possibly be similar [5]. Chromatic adapta-
tion is the ability of the human visual system to preserve perceived colour appear-
ance despite variations in chromaticity reflected from an object under a wide range 
of lighting conditions [6]. Different colour temperature cards are used to modify 
the colour temperatures of photos when utilizing various filming equipment. High 
colour temperatures produce warm and reddish images, while low colour tempera-
tures produce incredible blue images [7]. Both resolution and colour reproduction 
determine a colour display’s visual quality: colours, i.e. all colours with chromatici-
ties outside the triangle associated. Because the settings of these controls choose the 
best image quality, it is essential to understand how different brightness and contrast 
levels affect image quality. Emerging display technologies can create pictures with 
a significantly broader colour gamut than traditional cinema and television distribu-
tion gamuts, allowing for the creation of gamut extension algorithms (GEAs) to fully 
utilize the colour potential of these new systems. Colour refers to all the weighted 
combinations of spectral wavelengths, expressed in nanometres (nm), emitted by 
the sun visible by the human eye (see Fig. 3). Through adaptation, the human eye 
can perceive a dynamic range of over 14 orders of magnitude (i.e. the difference in 
powers of ten between the highest and lowest luminance cvalue) in the real world 
[8]. 

Accurate colour reproduction requires chromaticity consistency, a wide colour 
gamut, and high brightness [9]. Colour reproduction is determined by the white 
point brightness level, repeatable colour gamut, and constant channel chromaticity. 
Most present displays are based on the trichromacy property of human vision, which 
creates colours by combining three carefully chosen red, green, and blue primaries in 
various proportions (see Fig. 4). The chromaticities of these primaries, which form a 
triangle in the CIE xy chromaticity diagram, determine the display’s colour gamut. 
Colour gamut refers to the range of colours that can be reproduced on an output

Fig. 3 The whole visible 
colour spectrum and its 
associated wavelength 
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Fig. 4 Anatomy of a CIE chromaticity diagram 

device within a colour spectrum or colour space. Every screen will display different 
amounts of colour depending on how broad the gamut is. 

There will be many colours that humans can perceive but that the display cannot 
produce for any given three primary colours, i.e. all colours with chromaticities 
outside the triangle associated with the display [10]. A wide colour gamut (WCG) is 
included with HDR, bringing an even more comprehensive range of colours to the 
table. WCG improves the quality of colour reproduction on the screen-redder reds, 
bluer blues, greener greens, etc. Whereas a high dynamic range improves a picture’s 
dynamic range (with brighter brights and darker darks), a wide colour gamut enhances 
the quality of colour reproduction on the screen (with redder reds, greener greens, 
bluer blues, and so on). 

A majority of imaging systems can only collect, process, and display LDR content 
with the ITU-R BT.709 colour gamut which is standard for high-definition television 
image encoding and signal characteristics.
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5 High Dynamic Range (HDR) 

HDR technology strives to capture, distribute, and exhibit various brightness and 
colour values that closely match what the human eye can see. HDR increases the 
contrast range between the darker and brighter sections of an image on the screen 
(the difference between the brightest whites and the darkest blacks that a television 
can display is known as contrast). While standard dynamic range (SDR) capturing 
and display mechanisms can only deal with 2–3 orders of brightness magnitude. 
The HDR has the potential to closely mimic the human visual system by increasing 
this range to 5 orders of brightness units and reproducing colour values that are 
comparable to what the human eye can perceive [8] Though wide colour gamut 
(WCG) seeks to improve the amount of visible colour that can be portrayed, HDR 
aims to express a whole range of perceptible features from shadows to highlight with 
sufficiently distinct tonal levels to avoid visual information loss. 

WCG and high dynamic range HDR requirements should be applied to video 
monitors for vivid and realistic displays. However, the WCG’s low transmittance rate 
and the HDR’s high expenses for peak brightness capability are essential roadblocks 
[11]. Pictures that were tone-mapped to standard screens are re-rendered for high 
dynamic range (HDR) displays. Because these new HDR displays have a far more 
comprehensive dynamic range than regular monitors, a picture generated for standard 
monitors may likely appear overly bright when viewed on an HDR panel [12]. 

Different manufacturers’ cameras use different interpolation algorithms to 
recreate the missing colour values. As a result, some systems use colour attributes to 
identify the camera model [13]. HDR acquisition has not been a problem. Camera 
manufacturers like Arri, Red, and Sony have recently released digital cinema cameras 
that can capture 14–16 stops of dynamic range. True HDR material, on the other 
hand, may capture, store, and process more than 16 stops of scene dynamic range 
with either ITU-R BT.709 or ITU-R BT.709 [14]. PQ-EOTF is used to build and 
save HDR master pictures. This guarantees that the HDR movie master makes better 
use of the dynamic range initially taken. Dolby algorithms can deliver a better user 
experience regardless of where the video was seen by adapting to the display’s capa-
bilities. Algorithms ensure that the material maintains its original creative purpose 
[15]. Users can enjoy a better viewing experience with HDR images because they 
provide the full dynamic range that the human visual system (HVS) can perceive 
at any level of adaptation. HDR photos have been effectively used to explore the 
viewing experience of presented images in the past [16]. 

6 Advantages of False Colour 

Using an instrument to assess exposure is critical, especially when the user wants 
to double-check and ensure that the monitor displays the right image. The brain 
receives information about luminance and chrominance. Visible light, which the
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eye senses from a scene, consists of variable ratios of the three primary colours red, 
green, and blue (RGB). In terms of television, the colour white is composed primarily 
of red (30%), green (59%), and blue (11%) signals. The false colour is much like 
waveforms and histograms, in which the user can check the exposure levels of any 
image. Histograms give mountain shapes broad exposure, and the waveforms can see 
different RGB values across the horizontal values, whether its singular vectorscope 
or parade. False colour evaluates actual brightness values from sampling data on 
a coloured scale, indicating IREs ranging from 0 to 100%. False colour is bene-
ficial because it displays each image section’s Institute of Radio Engineers (IRE) 
value, allowing users to identify where under/overexposure occurs. It denotes a video 
stream’s overall energy (in Mv.) by measuring an amplified electronic signal. 

This is a challenging scenario for a camera’s dynamic range. For instance, in a 
scene with a bright summer sky in the background with a character in the shade, the 
cinematographer must ensure that the background sky does not burn out and that the 
subject in the shade receives adequate exposure to expose the image appropriately. 
As a result, using false colours on the monitor, the sky may appear hot red. This 
indicates that the highlights are being sheared. Alternatively, if the cinematographer 
lowers the exposure to compensate for the sky, the subject may now be pushed into 
the purple or underexposed zone. Hence, the cinematographer may use fill lights for 
the character to achieve a balance. 

This is commonly used in image processing to represent otherwise invisible infor-
mation. It is a well-recognized technique to show photographs in varied colour 
schemes to highlight specific aspects. Purple, blue, black, grey, yellow, orange, and 
red are just a few of the hues used in these images. These colours can assist the 
operator in determining the amount and quality of exposure an image receives. For 
example, high dynamic range (HDR) photographs are frequently represented in false 
colour to depict the wide range of luminance in the photographed scene [17]. Mostly 
false colour options are available on an external monitor attached to the camera. Any 
digital cinema camera’s raw camera files give images encoded at high colour bit 
depth with a native colour gamut that considerably surpasses DCI-specification stan-
dards, and in most cases, meets or exceeds Rec. 2020. The spectrum of a waveform 
monitor displays the same type of sampling data. 

On a waveform monitor, 0% indicates that no light is transformed into an electrical 
signal [18]. The sensor’s highest energy state is represented by 100. This is where 
the majority of the light from the sensor is turned into image data. The false colour 
matrix applies a range of reference colours to the video image (See Fig. 5) to ‘fill in’ 
parts of the image at various IREs (illustrated in Table 1). There are usually six or 
more colours representing the range of brightness across the entire video frame.

The false colour exposure check measures the camera’s image, tints specific signal 
levels a particular colour, and displays the remaining as a black and white image. 

A true colour image combines accurate red, green, and blue light measurements. 
Although at least one nonvisible wavelength is used in a false colour image, that 
band is nevertheless represented in red, green, or blue. As a result, the final image’s 
colours may differ from what we expect. The inherent linkages between true colour 
and greyscale films relating to the same individual exist, even though true colour and
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Fig. 5 False colour display on an external monitor 

Table 1 IRE false colour value 
Colour Percentage 

value 
Colour IRE value 

110 100 to 109 

100 93 to 100 

90 84 to 93 

80 77 to 84 

70 58 to 77 

60 54 to 58 

50 47 to 54 

40 43 to 47 

30 24 to 43 

20 15 to 24 

10 8 to 15 

0 2 to 8  

−10 −7 to 2
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greyscale videos are diverse [19]. White indicates sections of the scene that are 6 
or more stops overexposed. Normal-neutral is 18% grey. Black is 6 or more stops 
underexposed. The primary distinction between a true colour image and a greyscale 
image is that an actual colour pixel may be considered a vector with three components 
(red, green, and blue). Still, a greyscale pixel can only be considered a scalar grey 
level [20]. 

7 Viewfinder Versus External Monitor 

The monitor’s resolution refers to how sharp a screen may be. It also has to do with the 
size of the screen. Because the density of the pixels makes the image appear sharper 
on a small screen, a lower resolution can be used. Higher resolutions are required for 
a larger screen. Colours are simply one facet of an image, but they usually determine 
how the image looks and gives a camera its identity. 

To view the picture clarity on an inbuilt camera monitor while shooting in direct 
sunlight is a difficult chore for a camera operator. Most external displays have a 2200-
nit brightness level, which is twice as bright as ordinary monitors’ 1000-nit bright-
ness. When combined with its max brightness capacity, its high pixel density, high-
quality resolution, and 1200:1 contrast ratio prevent the image from being washed 
out by ultra-bright sunlight. 

False colour employs the pixel data straight from the camera sensor to establish the 
integrity of the values existing in the video file, rather than just using any inspection 
monitor onset to determine the effectiveness of a video image. It displays them on 
a colourful reference scale that can be read using a colour-coded key provided by 
the camera or monitor manufacturer. Another compelling reason to invest in an on-
camera monitor is brightness, as built-in displays frequently fall short of this criterion, 
or their high-brightness options quickly deplete battery life. 

8 Experiment and Results 

Based on the experiment with limited literature review and fewer available research, 
materials in the past left room for other researchers. For this exploratory research, a 
Panasonic video camera was used with various exposure values (dB settings—0 dB, 
12 dB, and 24 dB) and two Fresnel lamps of 800 watts intensity were used for the 
purpose of the experiment. The key light was placed 10mts far from the subject and 
the backlight was 13mtr far in flood mode. False colour was monitored on a SWIT 
external monitor. A colour represents each exposure stop. The colours blue, cyan, 
green, yellow, orange, and red are presented from dark to light. The value 0 to 100, 
0 is black, 100 is white, and the rest of the values in between are grey (mentioned in 
Figs. 6, 7, and 8).
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Fig. 6 Signal-level IRE value 3.5% 

Fig. 7 Signal-level IRE value 40% 

Fig. 8 Signal-level IRE value 90%
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Fig. 9 Final image after false colour monitored 

Adjusting false colours produced a beautiful and perfect exposed image (see 
Fig. 9). Overexposed elements would seem red, and underexposed parts would gener-
ally appear blue. The use of false colour on colour monitors showed what was being 
exposed in a frame and how much (in IER). Thus, while ensuring that there is neither 
underexpose nor overexpose, ‘false colour’ primarily achieves the perfect colour 
balance. 

9 Conclusion and Future Work 

Getting the perfect exposure in any professional camera used in film and television 
production is vital. This research draws out the advantages and possibilities of false 
colour technology to determine different luminance values represented by different 
colours that grasp the exposure levels of every section of the shot to see exactly 
where under- or overexposures are occurring. This helps the cinematographer or the 
camera operator to set the perfect exposure according to the available light and the 
scene. 

Future work will focus on the external recorder, which can record Apple ProRes 
Raw up to DCI 4K60 directly from the sensor of some cameras. An external recorder 
supports essential log files from major professional camera manufacturers and a 
10-bit screen with brightness to monitor log gamma footage properly.
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Adaptive Gamification in E-Learning 
Platforms: Enhancing Learners’ 
Experience 

Mitali Chugh, Sonali Vyas, and Vinod Kumar Shukla 

Abstract Gamification for e-learning is an approach to apply human-focused 
design: the systems are developed with the essentials of learners’ conduct, moti-
vation, uncertainties, and aims in mind. For instance, aspects like multiple attempts 
benefit learners to do away with the fear of failure, encouraging them to try again and 
investigate. Also, gamification triggers learners’ behavior pattern that facilitates the 
learning process (e.g., involvement, competition, socializing, etc.). However, when 
implementing gamified design elements in e-learning, we must contemplate different 
kinds of learners, and this instigates the need for adaptive gamification. The present 
work intends to develop an adaptive operational gamification framework for imple-
mentation in e-learning platforms to empower learners. To propose the framework, 
twelve adaptive gamification research papers have been reviewed, gaming elements 
were identified, and an enhanced operating model is proposed. The framework is 
envisioned to be employed as a guide for developers and researchers who seek to 
develop engaging e-learning systems built on good foundational ideas. The system 
covers both the conceptual and operational aspects of an adaptive e-learning system 
to sort out the problem of disengagement. 

Keywords Adaptive gamification · Conceptual model · E-learning · Game 
components 

1 Introduction 

Gamification is the utilization of game-design components and game philosophies, 
mechanics, and aesthetics in non-game contexts [1, 2] to support learning and resolve 
problems. The applications of gamification have rapidly increased in the different
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sectors like education, training, marketing, gaming, etc., specifically focusing on the 
unpredictable and dynamic needs of the stakeholders [3]. Simoens et al. opine that 
gamification contributes to e-learning to enhance student motivation and engage-
ment [4] and use game elements in creating worthy games that are used in the 
process of teaching. E-learning facilitates content delivery as a tool, web technology, 
and virtual learning environments making education possible everyplace and at any 
time [5]. Gamified e-learning systems have been designed to draw learners’ attention 
and interest, however, have faced failures due to uniform design for all learners [6]. 
Schöbel and Sollner state that all learners are different, and hence, the e-learning 
systems must be designed to address the individual preferences of the learners, and 
it is the primary reason for the failure of the e-learning systems [7]. Therefore, it 
is essential to design tailored gamification systems that offer adaptivity of gamifi-
cation components centering on special necessities [8, 9]. As gamified e-learning is 
a budding research area and only a few studies [10–12] have proposed and imple-
mented the components and operational frameworks for adaptive e-learning systems, 
thus the present work has the following objectives to address the research gap.

• Exhaustive literature review on the structures of gamification suitable for 
e-learning

• To recognize the design essentials of an efficacious e-learning gamified system.
• Recommend a framework architecture for an e-learning gamification platform. 

The paper is organized as follows: This section introduces the significance of adap-
tive gamified e-learning systems and the objectives of the study. Section 2 examines 
the methodology followed by the proposed adaptive operational gamified frame-
work for e-learning systems in Sect. 3. Section 4 presents the implications of work 
for research and practice. Section 5 concludes the study and presents the future scope 
of the work. 

2 Methodology 

The organized literature review is conducted to address the stated objectives of the 
study. The research papers that are related to e-learning and gamification are included 
in the study. The search was conducted related to databases indexed in Google 
Scholar, Scopus, and Web of Science (WOS) indexes by entering keywords like e-
learning gamification frameworks or gamification design frameworks in e-learning, 
title, abstract, and metadata, and full text includes education with the inclusion and 
exclusion standards as offered in Table 1.

As to the literature reviewed, the planned adaptive operational gamification frame-
work comprises different components like informative, technical, proposal, organiza-
tion, social, economic, and gamification characteristics to introduce e-learning gami-
fication as shown in Fig. 1. In this study, we have proposed the conceptual framework 
along with the operational framework for implementing an e-learning platform that
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Fig. 1 Adaptive operational gamification framework

can be in the next stage be used for course implementation and evaluation (Tables 2 
and 3). 

3 Proposed Enhanced Operational Gamification 
Framework 

The barriers of time and distance have been overcome using e-learning platforms. 
However, the drop-out ratio for many e-learning platforms is high. Among the signif-
icant reasons for the dropouts is dearth of motivation among learners. It is due the 
fact that all the learners do not have the same style of learning, and the e-learning 
platforms have same kind of learning experience. Hence, to enhance motivation for 
learning gamification has been introduced in the e-learning platforms. 

The gamification has enhanced learner’s motivation, and we have introduced the 
framework that specifically targets to the diverse learning styles of learners based 
on the student interactions with the e-learning system. Thus, the system is adaptive 
gamification system. 

Components of the adaptive framework: The first component adaptive gamifi-
cation engine presents elements of the system that are mapped with the attributes of 
the learners. To perform the administrative functions such as enrolling students,
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Table 2 Summary of e-learning frameworks 

S. No. Reference Game elements and 
adaptivity criteria 

Theoretical 
underpinning 

Gaps/challenges 

1 Monterrat et al. 
[13] 

Gamification player 
typology 

Develop an engine to 
predict the profile and 
games elements 

Implemented and 
evaluated mixed 
results 

2 Santos et al. [14] Gamification 
typology 

Not explicitly 
referred to, Flow 
Theory 

Implemented and 
validated to have 
positive impact 

3 Knutas et al. [15] Gamification player 
typology based on 
hedax element 
categorization 

Using of DSRM, 
atomic lense 
development, and the 
use of ML for CSCL 

Proposed 

4 Böckle et al. [16] Based on usage data, 
use, player or 
personality 

Developed an 
adaptive framework 
framework with set 
criteria 

Evaluated and 
shown to have an 
impact 

5 Hassan et al. [17] Learning styles Learning theories and 
use of formulae to 
assign the game 
elements 

Implemented and 
evaluated mixed 
results 

6 Chtouka et al. 
[18] 

Learner and 
gamification 
typologies 

Reinforced learning 
and algorithm 

Implemented, but 
not validated 

7 Lavoue et al. 
[19] 

Gamification player 
typology 

Use of adaptation 
Engine based on 
player framework 

Implemented and 
evaluated to 
showed impact 

8 Kamunya et al. 
[10] 

Motivational 
affordances, 
Psychological 
outcome, behavioral 
outcome 

Self determination 
theory, motivational 
affordance theory, 
Flow theory, 
e-learning theory, 
Technology task fit 
framework and 
adaptivity 

Proposed but not 
implemented 

9 Jayalath and 
Esichaikul [12] 

Motivation and 
engagement 

ARCS framework of 
motivational design 
and game thinking 

The proposed 
operational 
framework is not 
validated 

10 Kamunya et al. 
[11] 

Adaptive gamification Design science 
research 
methodology 
(DSRM) 

Implemented but 
not validated 

11 Yamani Gamification player 
typology 

Instructional design 
framework 

Implemented but 
not validated 

12 Zineb et al. Gamification player 
typology 

Keller’s ARCS 
learning framework 

Proposed but not 
tested
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Table 3 Summary of the adaptive gamification research summary 

Year 2017 2018 2019 2020 2021 2022 

No. of publications 1 3 3 2 1 1

access rights, etc., management of the e-learning platform exists. The adaptive 
game elements are stored in the repository called adaptive game techniques and 
dynamics which constitutes the third component of the system. The game elements 
initiate motivation at the time of learning. The curriculum, resources, and learning 
content are developed following the gamification plans contented by the adaptive 
device. The element influence of adaptive gamification is the desired outcome of 
the e-learning platform. The e-learning platform associates gamification to attain 
enhanced education by improving engagement, learning practices, motivation, and 
better knowledge. 

Operational framework for adaptive framework: The operational aspect of the 
adaptive framework includes the use of game thinking in the non-game perspective, 
i.e., e-learning in our scenario. The apt usage of game components, dynamics, and 
mechanics results in positive effects on the learner’s behavior that is in addition to 
course objectives and achievements. A gamified course design process (GCDP) [20] 
that incorporates game mechanics, elements, and dynamics is the basis of designing 
the proposed framework. The framework is a blend of game modules to attain the 
anticipated learning outcomes conferring on the student reaction. To drive applicable 
game dynamics, proper game mechanics are chosen that use suitable game compo-
nents. At the time of course delivery, learners’ marks are fed into the e-learning 
system to obtain the final grades. If the learner is adequately proficient, then a certifi-
cate is given, or else the learner is conveyed to attain the required skills and give a 
re-assessment. The operational framework facilitates diverse and dynamic learners’ 
behavior, by different and accustomed game components, envisioned to emphasize 
the desired learners’ behavior. 

Addressing the customized and societal requirements of the learner provides a 
pleasing experience for the learner. Altered game mechanics, elements, and dynamics 
are anticipated to augment effectiveness, enthusiasm, efficiency, commitment, 
experience, and knowledge throughout the learning. 

4 Implications of Work for Theory and Practice 

In the present scenario, e-learning has acquired significance in educational peda-
gogy; hence, the design of e-learning platforms accustomed to the needs of users 
is vital. A poorly designed gamification-enabled e-learning system does not match 
the customized needs of the learner. To address this issue, an explicit and precise 
method for the design and implementation of an e-learning platform is required. The
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proposed enhanced adaptive operational gamification framework for e-learning plat-
forms complements the adaptive gamification research and provides a direction to 
the researchers for a research plan, information gathering tools, and techniques and 
significantly facilitates assessment meticulousness in the present work. The proposed 
framework will support academicians to enhance their understanding of working of 
gamified e-learning systems to cater the needs of the diverse learning needs and styles 
of the learners. In addition, the developers of such systems will be able to compre-
hend the schema and operational framework of the gamified e-learning systems. As a 
final point, the stakeholders can apprehend about introducing adaptive gamification 
of e-learning, resource identification, and way to appraise the system efficiency. 

5 Conclusion 

Gamification triggers engagement, motivation efficiency, experience, and knowledge 
for the user. The present review intends to provide directions for an adaptive gami-
fied e-learning framework including its operational model to cater to the diverse 
learners’ needs. The gamified framework must be robust in design to be well suited 
for e-learning, grounded on e-learning and motivational theories and rigorous vali-
dation. The proposed framework and operational model are designed to contribute 
significantly to forthcoming blended e-learning agendas specifically in education. By 
employing the proposed framework, it is anticipated that learning outcomes will be 
accomplished by the students for the course, attain proficiencies through e-learning 
platforms and achieve higher success rates. We propose to advance this study by 
forming an e-learning gamified model and incorporating it into a Learning Manage-
ment System (LMS). Moreover, it can also be researched which game components 
are chosen when compared to others in different scenarios of education and training. 
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A Study on the Integration of Different 
DLP Systems at Different Levels 

Sampath Reddy Racha and Ganesh Reddy Karri 

Abstract Individuals and organizations worry more about leaking confidential 
information. In the past, data privacy was safeguarded by security rules and tech-
niques like firewalls, VPNs, and IDSs. These systems aren’t proactive or committed 
to protecting sensitive data, so rules must be implemented to do so. Confidential data 
can leak out in a variety of ways and through a variety of channels, which can have 
major impact. Therefore, there has been a push to use better systems to solve these 
issues. Data leakage prevention (DLP) Systems are meant to discover and halt the 
leaking of confidential details when the data is in use, in motion, or at rest. To detect 
data leaks and put a stop to them, DLP Systems employ a variety of approaches 
for analysing the content and context of confidential data. In this work, we have 
conducted a detailed survey on the various DLP Systems mechanisms that are in use. 
It gives a clear definition of DLP Systems and classifies the several active research 
directions in this area. In addition, we provide prospects for the development of more 
consistent DLP Systems that can compensate for some of the shortcomings of the 
ones that are existing now. 

Keywords Loss prevention · DLP Systems · Content discovery · Content analysis 

1 Introduction 

DLP System is one of the most overhyped and misunderstood security tools. It could 
be difficult to understand the inherent worth of the tools and which products best 
suit those environments with at least a half-dozen different names and even more 
technology approaches [1] available in the market. This review will give you the 
background knowledge that you need on DLP Systems so you can better understand 
the technology, know what to look for in a product, and select the most appropriate 
for your cloud computing or individual company. There is no consensus on precisely 
what undermines the DLP solution. Some people think about encryption or DLP for
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Fig. 1 DLP System view 

USB ports [2], while others stick to full product suites. DLP is defined as products 
that use deep content analysis to identify, monitor, protection of data, in motion, 
and use, based on central policies [3]. DLP solutions protect sensitive data while 
also providing insight into how content is used within the company. Only a few 
businesses categorize data beyond what is publicly available and everything else. 
DLP enables businesses to gain a better understanding of their data and improve their 
content classification and management capabilities. DLP as a feature and solution 
both technologies is available in the market. Basic DLP functions are provided by 
several products, particularly email security solutions [4], but they are not complete 
DLP solutions. The distinction is a DLP product consists of centralized management, 
policy creation, and enforcement workflow for content and data monitoring and 
protection. The user interface and functionality are designed to address the practical 
and theoretical problems with content awareness-based content security (Fig. 1). 

2 Literature Review 

2.1 Content Versus Context 

We must distinguish between content and context. Content awareness is one of the 
distinguishing features of DLP solutions. This is different from contextual analysis 
and refers to a product’s capacity to do in-depth content analysis utilizing a range 
of methodologies. It is simple to comprehend that the content is a letter, with the 
envelope and surroundings serving as context. Context includes anything outside of 
the letter’s content such as the source, header information, destination, size, recipi-
ents, sender, metadata, format, and time [5]. Context is extremely valuable, and any
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DLP System should include it as a part of the overall solution. Business context 
analysis is a more sophisticated form of contextual analysis that takes into account 
the content’s use at that specific time as well as its environment at the time of analysis 
[6]. A component of content awareness is looking into containers and assessing the 
contents. Content awareness allows us to utilize context without being constrained 
by it [7]. 

2.2 Content Analysis 

Taking possession of the envelope and opening it is the first step in conducting content 
analysis [8]. Following that, the engine will need to parse the context (which is going 
to be necessary for the analysis) and delve into it. This is a straightforward task to 
complete in the case of an email containing only plain text; however, if you want to 
inspect the contents of a binary file, the process becomes somewhat more difficult. 
This problem is solved by every DLP solution available, which is file cracking. 
The process of file cracking [9] refers to the technology that is utilized to read and 
comprehend the file, regardless of how deeply buried the content may be. Crackers 
can sometimes read Excel spreadsheets in compressed Word documents. Unzip the 
file, read it, and analyse the Word document, then read and analyse the Excel data 
[10]. 

To assist in file cracking, quite a few of these programmes make use of the 
autonomy or verity content engines; nevertheless, all of the major tools have quite 
a bit of their proprietary capacity in addition to the embedded content engine. The 
majority of solutions can recognize standard data encryption and use it as a contextual 
rule to block or quarantine information [11]. Using recovery keys in conjunction with 
corporate data encryption, several technologies make it easier to analysis encrypted 
data [12]. 

3 Content Analysis Techniques 

Once the basic information has been accessed, seven basic analysis techniques are 
applied on that data to discover policy breaches. Each of these techniques has its own 
set of advantages and disadvantages. 

3.1 Rule-Based/Regular Expressions 

It examines the material in search of particular rules, such as 16-digit numbers that 
comply with the standards of credit card checksums, medical billing codes, or some 
other textual analysis techniques [13]. The majority of DLP solutions improve upon
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fundamental regular expressions by incorporating their very own supplementary 
analysis criteria (for example, a name near an address near a credit card number). 

3.2 Database Fingerprinting 

This technique is also referred to as exact data matching at times. This method 
searches exclusively for exact matches within a database [14], using either a dump of 
the database or live data retrieved from the database (through an ODBC connection). 
You could create a policy, for instance, that only checks for credit card numbers 
in customer base, allowing you to ignore your employees when they make online 
purchases. 

3.3 Exact File Matching 

With this process, you calculate a file’s hash values first and then search for additional 
files with the exact same fingerprint. Some people categories this technique like a 
contextual analysis procedure because the content of the files themselves is not 
studied in it. It excels in dealing with media files as well as other binaries, when 
textual analysis is just not viable [15]. 

3.4 Partial Document Matching 

This technique searches for complete or partial match on the material that is being 
protected. You are therefore able to construct a policy to safeguard a sensitive docu-
ment, and the DLP solution will search for either the full text of the document or 
even just a few phrases’ worth’s of an excerpt from the document [16]. For instance, 
if a worker copied and pasted even a single paragraph from a business plan for a new 
product into an instant message, the DLP System would alert you. 

3.5 Statistical Analysis 

The process of analysing a corpus of content using machine learning, Bayesian 
analysis, and other statistical approaches to identify policy violations in content that is 
similar to protected content [17]. This category comprises a large variety of statistical 
methods, each of which varies considerably in terms of how they are implemented 
and how efficient they are. Certain approaches are extremely comparable to those
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utilized in the prevention of spam. It can work with huge content where it might not 
be possible to find exact documents to match. 

3.6 Conceptual/Lexicon 

This technique protects information that resembles a concept. An illustration is the 
best way to describe something like this, so here is one: a policy that offers warnings 
when there is conduct that is similar to insider trading and that looks for infractions 
based on key phrases, word counts, and positions; this policy also issues warnings 
when there is an activity that is similar to insider trading [18]. Not all company rules 
can be described with specific examples. Conceptual analysis can find violations of 
policies that aren’t well-defined, which other methods couldn’t even begin to check 
for. 

3.7 Pre-built Categories 

Everything that can be put into one of the categories that are offered is ideal for 
this. Generally speaking, it is not difficult to describe the content that is associated 
with privacy, legislation, or industry-specific requirements. It is very easy to set up 
and saves substantial policy generation time. Category policies can be used as a 
foundation for more advanced policies that are specific to an enterprise. Most DLP 
products on the market are based on these seven techniques. Not every product uses 
every technique, and there can be big differences in how each technique is used. 
Most products can also use “chaining techniques”, which means that they can make 
complex policies by combining content analysis technique with contextual analysis 
technique. 

4 Technical Architecture 

4.1 Securing Data in Motion, at Rest, and Use 

A DLP System is meant to protect content throughout its entire life. In terms of DLP, 
this is important in three ways; scanning storage and other content repositories are 
part of data at rest. This is done to find where sensitive content is stored. This is what 
we call “content discovery”. A DLP device, for instance, can search your servers for 
documents containing credit card details. The file may be encrypted, erased, or the 
owner of the file may receive a warning if the server is not permitted to store that 
kind of information. Data in motion is sniffing network traffic [19] (either passively
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or in real time with a proxy) to find out what is being sent over certain channels. One 
way to do this is to look for bits of sensitive source code in emails, instant messages, 
and web traffic. Depending on the type of traffic, tools that are already in use can 
often block based on central policies [15]. 

4.2 Data in Motion 

Organizations start in DLP with network-based products that protect both managed 
and unmanaged systems in a wide range of ways. Most of the time, it is easier to start 
a deployment with network products so that you can quickly cover a large area. Early 
products could only do basic alerting and monitoring, but all of today’s products have 
advanced features like that allow them to work with existing network infrastructure 
and offer protective controls, not just detective controls [20]. A passive network 
monitor forms the core of the majority of data loss prevention (DLP) solutions. In 
most cases, the network monitoring component is installed on a SPAN port at the 
gateway or in close proximity to it. Real-time full packet of data capture, session 
reconstruction, and content analysis is among the tasks that may be carried out using 
this tool [21]. However, this level of performance is not necessary except in extremely 
rare situations, as very few organizations are currently operating at such a high level of 
communications traffic [22]. Additionally, some systems restrict monitoring to pre-
defined port and protocol combinations [23], as opposed to using service/channel 
identification based on the content of the packets being monitored [24]. 

The next crucial element is the incorporation of email. Due to the fact that email 
acts as a store and forward, a variety of features, including filtering, quarantining, 
and encryption integration, can be added without encountering the same difficulties 
as synchronous. The majority of goods already include a Mail Transport Agent, 
allowing you to easily add it as an additional receiver in a chain of email recipients 
[25]. Integration of proxies for filtering/blocking is almost inevitable that whoever 
deploys a DLP System will at some point want to start limiting traffic [26]. Bridge 
is if we use a bridge, all we need is one computer with two network cards or some 
kind of content analysis tools in the middle [27]. Proxy is a protocol or application-
specific middleware that organizes incoming traffic into queues before forwarding it 
and so enables more in-depth analysis. Most commonly, HTTP, FTP, and IM are the 
protocols supported by gateway proxies. 

Internal Networks: DLP System is rarely utilized on internal communications 
other than email, although being technically able to monitor internal networks. Gate-
ways offer handy choke points, but internal monitoring presents a difficult challenge 
from the perspectives of cost, efficiency, and policy management. Although some 
DLP companies have association for internal monitoring, most organizations place 
less importance on this feature (Fig. 2).



A Study on the Integration of Different DLP Systems at Different Levels 641

Fig. 2 DLP System view of 
data in motion 

4.3 Data at Rest 

Despite the fact that detecting leaks on the network is an effective strategy, it is 
only one small component of the overall problem. Finding out where all of that data 
is housed in the first place is proving to be of equal or even greater value to a lot 
of clients these days. The technique that we are referring to here is called content 
discovery. It is possible that enterprise search tools could help with this, but they 
aren’t very well optimized for the difficulty that is being presented here. Enterprise 
data classification tools can also be helpful, but based on the feedback I’ve gotten 
from a number of customers, I’ve found that they aren’t very effective at locating 
specific rule violations (Table 1).

4.4 Data at Rest Enforcement 

The DLP tool is equipped with a variety of possible responses that it can implement 
in the event that a violation of the data policy is discovered. When you receive an 
alert or a report, you should handle it as though it were a breach of the network and 
create an incident on the central management server. Send the user an email letting 
them know that their actions may be in violation of the rules. Move the file to the 
central administration server and then leave a text file with instructions on how to 
make a recovery request for the file. This action is known as “quarantine and notify”. 
Quarantine and encrypt mean to encrypt the file in its current location while typically 
leaving behind a plain text file that describes how to make a request for decryption 
(Fig. 3).
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Table 1 Summary of DLP System with accuracy and computational overhead 

Title Attack addressed Accuracy (%) Computational overhead 

Legitimate data loss in 
email DLP [4] 

Accidental data loss 94.95 High 

Data leakage measures 
[7] 

Data loss due to 
malicious activity 

92 High 

Unsupervised approach 
for content-based [8] 

Insider attack and 
malicious 

91.51 Low 

Transformed data leaks 
[10] 

Insider attack 92 High 

Privacy-preserving 
detection [15] 

Anomalous user 95 Low 

Sensitive data exposure 
[6] 

Unpredictable leak 87 Medium 

File monitoring in cloud 
[2] 

Sensitive data leak 88 High 

Data leaks computing 
[18] 

Data leaks caused by 
human mistakes 

90 Low 

Data leakage in cloud 
[20] 

Guilt agent detection 97.4 High 

Analysis of third-party 
libraries 

Guilt agent detection 91.2 High

Fig. 3 Data at rest DLP 
System
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Fig. 4 View of data in use DLP System 

4.5 Data in Use 

DLP often starts on the network since doing so is the most effective, efficient, and 
cost-friendly approach to acquiring the widest possible coverage. DLP may be broken 
down into two categories: network-based and host-based. Network monitoring is non-
intrusive and gives visibility to every system on the network, regardless of whether 
it is managed or unmanaged, a server or a workstation. This is because network 
monitoring does not interfere with the operation of the system being monitored. 
The exception to this is when you need to crack SSL [27]. The process of filtering 
is more complicated, but it is still not overly complicated on the network, and it 
encompasses all of the systems that are connected to the network. However, it is 
quite clear that this is not a comprehensive solution. If someone goes out with a 
laptop, you will not be able to back up your data. Nor can you prevent someone from 
copying data to a portable storage device such as a USB drive. The product needs to 
extend coverage not only to the stored data, but also to the endpoints. Control and 
policing are performed directly within the operating system kernel. If you plug into 
the kernel of the operating system, you will be able to monitor user behaviours such 
as copy-pasting sensitive text (Fig. 4). 

4.6 Limitations of Existing DLP Systems

• Performance and storage constraints will limit the types of content analysis and 
the number of policies that can be imposed locally.

• It is difficult to spot and intercept confidential material that has been encrypted, as 
well as difficult to spot data leakage that is occurring across encrypted networks.

• When communicating sensitive information about the company to a private entity, 
there should be controls in place that are on the same level as the information being 
sent.
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• Graphics files often include sensitive information about companies, such as credit 
card scores, academic records, and project specifications. This requires more CPU 
time as well as the capacity to perform more computations.

• A DLP network solution has been implemented to monitor activities, which 
includes email traffic, chat over IM, and communication over SSL, and more. 
To begin with, these solutions need to be configured in accordance with a prede-
termined information disclosure policy in order to distinguish private data from 
regular data. Unless it reveals sensitive information. 

5 Conclusion and Future Scope 

Since the beginning of the DLP Systems market, there have been at least one hundred 
different firms doing DLP evaluations. Although not all of them purchased a product 
and not all of them put one into operation, those who did generally found that the 
implementation was simpler than that of a great number of other security products. 
Inappropriate expectations and a lack of preparation for the business process and 
workflows of DLP are typically the most significant roadblocks that stand in the way 
of a successful DLP deployment from a purely technical point of view. Make sure 
that your expectations are realistic. DLP System is a very useful tool for prevent 
inadvertent disclosures and putting a stop to poor business processes that include 
the usage of sensitive data. DLP market is still a few years away from being able to 
halt knowledgeable bad people. Although DLP devices are still in their expanding 
years, they provide very high value to businesses that take the time to plan effectively 
and learn how to make the most of their capabilities. In future, DLP Systems pay 
special attention to the process of creating policies and workflows and collaborate 
with relevant business units to overcome existing problems. Therefore, there is a need 
for study that would analysis both the content and the context of data in a balanced 
way. 
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Effect of Anime on Personality 
and Popularity of Japanese Culture 

Kaushal Binjola 

Abstract Anime is the unique art animation shows or movies originating from 
Japan. It has received widespread appreciation and recognition from the public. It is 
an aggregation of multiple genres and will always have something for everyone. Due 
to its wide popularity and ability to grasp attention, it is often the talk of the town 
and has led to the genesis of many communities, each based on one/multiple anime 
shows/movies. Observation shows that consumption of such media has led many to 
relate to a particular character from the show and revolve their personality around said 
character. They try to imitate various behavioral habits, tones, and even dialogs from 
these characters. Many people have begun using various Japanese terms and dialogs 
in natural speech. Unconsciously, anime has started to affect its watchers’ natural 
behavior, speech, and vocabulary. This paper aims to study the range of effects of 
anime on an average watcher. We will also learn how anime has led to a significant 
increase in the knowledge and appreciation of Japanese culture and how it could 
affect tourism in the recent years. 

Keywords Anime · Personality · Tourism · Japan · Culture 

1 Introduction 

This paper will explain the correlation between the increasing popularity of Japanese 
culture in the country and anime’s role in it. The influence of anime is not restricted to 
Japanese culture and language but extends way above and bleeds into an individual’s 
personality. To be closer to a character, people pick up various quirks and habits of the 
character, which can range from talking in a strange voice to imitating the character 
at all times, or performing certain habits performed by the characters, for example, 
Kaneki Ken, the protagonist of Tokyo Ghoul, is seeing cracking his index finger 
whenever he is about to power up. This is seen as cool and is also easily replicable. 
We also see the use of certain dialogs in everyday conversation. Expanding on the
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popularization of Japanese culture in India, we have seen a stark increase in people 
learning the Japanese language, taking an interest in consuming Japanese cuisines 
like ramen and sushi, and even wanting to travel to Japan to experience the world they 
have seen just through anime. What we would consider eccentric behavior in earlier 
times is turning quite normal as the popularity of shows has increased. At present, 
no data or paper explains the existence of a relationship between the popularity of 
anime and the increase of interest in Japanese culture or the behavioral changes in 
a person because of watching anime. In this paper, we will take data from a survey 
and use a Google search to evaluate the personality shift because of anime and also 
its impact on the increasing demand for knowledge of Japanese culture, cuisines, 
and even tourism to Japan. We will also see entertainment media’s effect on other 
countries citizens. This will give us a better insight into how digital media affects 
its viewers and helps us understand anime watchers better. Along with its impact 
on Japan as a whole, it covers tourism, cuisine, and language. This will help us 
develop conclusions about how digital media can be used as a source to advertise 
one’s country and even promote culture and language. 

2 Literature Review 

Many studies show that television shows and movies significantly impact viewers. 
The social learning theory provides reliable proof and states that people imitate what 
they observe, and a great proof of the same is children trying to imitate people around 
them like their parents or siblings. The same is true when people consume entertain-
ment media. As proposed in the paper: A study on the influence of anime among 
anime fans in Aizawl was carried out by creating focus groups. The researchers 
found that the participants were keen on copying the behaviors of their favorite 
anime characters [1]. There is also a relation between an individual’s personality and 
the media genre they consume. However, the media they consume is not necessarily 
the one they like most [2]. This postulation can mean that a genre can easily affect 
an individual’s personality, allowing them to take an interest or like another genre 
they would have otherwise hated. We can also see the significant effects of media on 
personality, wherein a participant from the focus group started finding his younger 
sibling endearing after watching an anime about siblings and their adventures [1]. 
Participants also started picking up personality cues of their favorite characters, 
which changed their outlook on life [1]. There are adverse effects, such as smoking 
promoted in teenagers due to movies [3]. We can also see a promotion and desire 
for knowledge of the culture and dominant language of the country to which the 
media belongs. We observed this when participants of the focus group were inter-
ested in Japanese food, clothing, music, and language from watching anime [1]. 
Young children aged 3–8 years are learning and conversing in Hindi in Bangladesh 
after watching the Hindi dub of the show Doraemon [4]. 

The Pearson correlation coefficient is an effective method for checking the simi-
larity between multiple data variables. Relations between multiple data variables can
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be formed using it. Hence, meaningful relationships or conclusions can be derived 
from it [5, 6]. Spearman correlation coefficient is also an important method to analyze 
data and form relationships, as seen when a substantial and positive relationship 
between the social responsibility of a club with reputation and fans’ dependency 
on the team in the football premier league was found using Spearman’s correlation 
coefficient [7]. Along with Spearman, it was observed that the Kendall correla-
tion coefficient also serves as an efficient and robust method estimator [8]. Films 
portraying violence against women induced agreeableness in male subjects, making 
them accept interpersonal violence against women [9]. 

Data can be collected via several methods, like focus groups [1] or web scraping 
[2]. Technology and social media have enabled more forms of data collection as 
well. The use of telephones, emails, and audiovisual interviews has given a new 
direction to the collection of data, making data collection cheaper, efficient, and 
reliable [10]. The use of survey research methods is also present, which involves the 
use of questionnaires [11]. 

This paper will describe how anime, a famous Japanese media, has led to a 
worldwide shift in the appreciation of Japanese culture, language, personality, and 
behavioral changes in an individual after watching and relating to an anime. 

3 Methodology 

3.1 Data Collection 

The data is collected via a survey using google forms. The demography of people 
is between the ages of 16 and 27. The respondents were asked various questions 
about their interest in anime, Japan, and tried to find how anime has affected their 
personality and lifestyle. Table 1 gives the questions asked and the possible answers 
respondents could have as a response.

3.2 Exploratory Analysis 

On the data, we then applied various exploratory data analysis methods to understand 
the respondents better and form meaningful relationships between those who watch 
and do not watch anime to the effect anime has had on their life or their choices. 
An initial way is by calculating the percent responses to ordinal questions asked to 
people who watch anime. Time also plays an essential role in the development of 
bias. Critical analysis can be done by checking how prolonged exposure to anime 
has affected an individual’s answers. We also applied different kinds of correlations 
like Pearson and Spearman to check the impact of various data features on each 
other. Meaning the degree to which the answer to a question relates to the answer to
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Table 1 Survey questions and their possible answers 

Question Answer options 

Name Subjective 

Age Number 

Do you watch anime? Yes/no 

When did you first start (approximate year)? Number 

Does anime affect your personality? (Made you 
agreeable or happy-go-lucky or cynical or pure or 
cold or will to never give up, etc.) 

Strongly agree/agree/disagree/strongly 
Disagree 

If it had an effect on your personality, how so? 
(Enter-if it didn’t) 

Subjective 

Has anime encouraged you to learn Japanese? Strongly agree/agree/disagree/strongly 
disagree 

Are you interested in Japanese cuisine? Strongly agree/agree/disagree/strongly 
disagree 

Are you interested in Japanese culture? Strongly agree/agree/ disagree/strongly 
disagree 

Do you wish to travel to Japan? Strongly agree/agree/ disagree/strongly 
disagree 

Do you have a stereotype of Japan, based on the 
anime you watched? 

Strongly agree/agree/disagree/strongly 
disagree 

Are you interested in anime clothing and apparel? Strongly agree/agree/disagree/strongly 
disagree 

Do you ever want to cosplay? Strongly agree/agree/disagree/strongly 
disagree 

Do you use anime dialogs frequently? Strongly agree/agree/disagree/strongly 
disagree 

Has anime introduced you to Japanese music? Strongly agree/agree/disagree/strongly 
disagree 

Do you ever act like any favorite anime character 
and copy any of their characteristics? 

Strongly agree/agree/disagree/strongly 
disagree 

Have you picked up habits from anime characters? 
(e.g., Kaneki finger crack) 

Strongly agree/agree/disagree/strongly 
disagree 

Describe the habit you picked (if none enter-) Subjective 

Have anime characters changed the choice of 
liking of real-life people for you? 

Strongly agree/agree/disagree/strongly 
disagree 

Has anime introduced certain wanted 
characteristics in your significant other? 

Strongly agree/agree/disagree/strongly 
disagree 

On a scale of 1–10, how much do you enjoy 
Japanese Music? 

Number 

Which genres of anime do you like? Subjective 

Do you ever imagine yourself in an anime or as the 
main character of one? 

Yes/no
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another question. Meaningful conclusions can also be drawn by which features are 
more related to others. 

Pearson coefficient is calculated as 

ρ = cov(X, Y ) 
σx σy 

(1) 

where 
cov(X, Y ) covariance of X and Y 

σ x standard deviation of X 
σ y standard deviation of Y. 

Spearman coefficient is calculated as 

ρ = 1 − 6�d2 
i 

n
(
n2 − 1) (2) 

where 

d the pair-wise distances of the ranks of the variables xi and yi. 
n the number of samples. 

Kendall coefficient is calculated as 

τ = c − d 
c + d =

S
(
n 
2

) = 2S 

n(n − 1) (3) 

where 

c the number of concordant pairs 
d the number of discordant pairs. 

In our case, we will convert our ordinal data into numbers with Strongly Agree 
= 2, Agree = 1, Disagree = −1, and Strongly Disagree = −2. Following that, 
a correlation coefficient matrix is made, which will help calculate the correlation 
coefficient between every data variable with other data variables by applying the 
above-given formulas. The coefficients can then be extracted, and analysis can be 
performed on the features. The analysis will be performed on Jupyter Notebooks. 

3.3 Google Trends 

Google Trends is an online search tool that analyzes a portion of Google searches 
to compute how many searches have been done for the terms entered relative to the 
total number of searches done on Google over the same time. It allows the user to
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see how often specific keywords, subjects, and phrases have been queried over a 
specific period. We cannot directly check for the effect of anime on an individual’s 
personality via Google Trends, but it helps give an accurate idea of how interest in 
Japan and Japanese culture has been changing over the years and how it equates 
to the popularization of anime. This directly relates to anime’s effect on Japan and 
Japanese culture. 

4 Analysis  

4.1 Percent Analysis 

A Percentage Analysis can be done by calculating the percentage of response to 
ordinal questions which were asked. The questions are framed in a way that shows 
that a high percent of Strongly Agree answers would directly correspond to a heavier 
impact of anime on their personality as well as their bias toward Japan and Japanese 
culture and vice versa is also true that a high percent of Strongly Disagree would 
mean no impact of Anime. 

4.2 Time Exposure to Anime Analysis 

A way of analyzing the effect of exposure of time on the answers given by the respon-
dents is to take a ratio of Agree to Disagree of all questions belonging to a particular 
year. We have also taken an assumption as to when there are no disagreements in 
a year. The disagreements in the year will be given a one by default to avoid zero 
division error. 

4.3 Correlation Coefficient Analysis 

Correlation coefficient gives us how strong the relationship between two variables is. 
The range of correlation coefficients varies from − 1 to 1. Wherein 1 signifies total 
positive correlation, as X increases or decreases, Y will also increase or decrease, 
respectively, by a scaled value of X. − 1 signifies total negative correlation, as X 
increases or decreases, Y will also decrease or increase respectively by a scaled value 
of X. Spearman coefficient is used for variables that are not normally distributed and 
are nonlinear. For a case such as this paper, this will prove very useful. It is also 
useful in a rank-based system, such as one our respondents answer.
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5 Result 

5.1 Percent Analysis 

Two-thirds of the respondents agree that anime has encouraged them to learn 
Japanese. Following that, 87.5% have shown an interest in Japanese cuisine. A clear 
indication of anime promoting tourism can be seen as 100% of all respondents agree 
that they are interested in Japanese Culture and have a desire to travel to Japan. The 
survey also shows significant marketing leverage, indicating that two-thirds of all 
respondents are interested in clothing and apparel displayed in anime. An exciting 
discovery was also made, showing anime’s direct impact on personality. 59% of 
anime-watching respondents conveyed that they underwent a personality change or 
that anime has affected their personality in one way or another. Furthermore, the 
same has also agreed to use dialogs used in anime frequently. A more direct impact 
can be seen from the question, “Do you ever act like any favorite anime character and 
copy any of their characteristics?” 54% agree and 45% agree they also copy certain 
habits or personality trademarks of anime characters they are watching. 50% of all 
respondents also expressed the desire to be the main character of an anime. 

On analyzing the subjective question of the effect of anime on personality, all the 
responses were positive and usually revolved around gaining the ability never to give 
up, being tenacious, willful, and having a strong sense of friendship. 

5.2 Time Exposure to Anime Analysis 

Performing the above analysis, we obtained the following distribution Fig. 1 of years 
to ratios. We can see that there was no determining factor as to the effect of year on 
the answers provided by the respondents. A notable observation was that the highest 
number of respondents started watching anime in 2015, and it has received one of 
the most balanced amounts of agreeing to disagreeing responses.

5.3 Correlation Coefficient Analysis 

A moderate negative Pearson correlation of 0.544580 can be seen between the respon-
dents’ age and their want to learn a language. This can be expected as the want to learn 
a language decreases as the age of an individual rises. The three correlations also 
reaffirm our analysis of the relation of time exposure to anime and other features, 
as all the correlation coefficients used display a low correlation between the start 
year of anime and other features. A strong Pearson correlation of + 0.604790 was 
seen between a person using more anime dialogs and feeling that anime has affected 
their personality. Respondents of a higher age also imagine themselves more as the



654 K. Binjola

Fig. 1 Effect of time exposure to anime

main character of an anime, with a Spearman correlation between the two being + 
0.497336. Following expectations, a 0.570561 positive Spearman correlation coef-
ficient was seen between liking Japanese cuisine and wanting to travel to Japan. As 
interest in Japanese cuisine increases, it will be natural to try it from an authentic 
source. Those who feel that their personality has been affected by anime also show a 
positive Spearman correlation of 0.560748 to imagining they are the main character 
of an anime. Such a coefficient is expected. Those who had their personality affected 
have been influenced by a particular character, usually the main one. A high posi-
tive correlation of 0.735706 can be seen between respondents to whom anime has 
introduced specific wanted characteristics in their significant other and those who 
copy specific characteristics of any characters. This is also intuitive as those who 
copy characteristics of a character would also want a significant other similar to the 
characters they copy. A substantial positive Pearson correlation of 0.678287 can also 
be witnessed between the introduction of anime to Japanese music and the want to 
learn Japanese. Lastly, according to expectations, those who enjoy Japanese music 
are more likely to have Japanese music introduced to them via anime, as shown by 
a powerful positive Spearman correlation coefficient of 0.736528. 

5.4 Google Trends Analysis 

Google Trends gives us a great look at how interest in the Japanese language changed 
to anime. According to Fig. 2, which queries through Google web searches from 2004 
to the present, we see a similar shape shared by the two graphs with Japanese language
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Fig. 2 Web searches of anime and Japanese language from 2004 to present 

being offset by some value. Both line charts rise and fall at the same time and can be 
seen to have similar slopes. The two slopes also show a very high positive Spearman 
correlation coefficient of 0.885203. Spearman is used here as the distributions are 
not normal. 

An outlier point can be seen in the Japanese graph around 2011, which can be 
associated with the Japan Tohoku earthquake and tsunami 2011. The spike of searches 
in January of 2017 and fall of searches in March of 2019 cannot be attributed to any 
concrete point or theory. 

6 Conclusion and Future Work 

Using the analysis work presented in this paper, we can say that anime has substan-
tially affected the viewer’s personality and has introduced various positive changes 
to their mindset. Japanese culture has also received a massive boost from anime, 
with people wholeheartedly supporting Japanese cuisine and songs and wanting to 
learn the Japanese language. A significant take from the survey can be the impact of 
anime on tourism. Japan can use anime as a marketing strategy to invite the youth 
to explore Japan firsthand. They can also extend the use of anime to popularize their 
education and work sector to invite people from other countries to pursue education 
and work in Japan, increasing their economy. 

Further analysis can also be done by considering the economic change in Japan’s 
industry due to anime and tourism over the years. Sales of anime merchandise and 
profits due to tourism can also serve as validation. Furthermore, data can be collected 
on the increase in travel to Japan by foreign nationals for a vacation to experience 
Japan firsthand. Social media can be used to collect data on the increase in the number 
of posts relating to anime and Japan and can be used to perform sentiment analysis
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to understand the change of personality of anime watchers. Unsupervised learning 
can also be explored to understand the data better, and meaningful interpretations 
can be gathered from the same. 
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Synthetic Time Series Data Generation 
Using Time GAN with Synthetic 
and Real-Time Data Analysis 

Tanya Juneja, Shalini Bhaskar Bajaj, and Nishu Sethi 

Abstract Synthetic time series data generation is a wide area to research, and 
lot of attention has drawn recently. The assumption for generating multivariate 
time sequenced data is well proportioned and continuous without missing values. 
A productive time series data model should retain momentum, such that the new 
sequence maintains the actual relationship between different variations occurrence 
over time. Different existing approaches that put forward generative adversarial 
networks into the sequence system that prohibits care for temporary interactions 
that differ from sequential time data. Simultaneously, monitored sequence predic-
tion models—allowing for fine control over network dynamics—are naturally deter-
mined. Time series data generation has problems like informative missing data values 
leading to untraceable challenge and long sequences with variable length. These prob-
lems are biggest challenges in making of a powerful generative algorithm. Herein, 
we are using an innovative structure to produce real-time sequence which associates 
the adaptability of different unattended prototype through controls provided during 
the supervised model training. Privacy data analysis safeguards data privacy and data 
sharing. Generation of accurate private synthetic data is a NP hard problem from any 
considered scenario. This paper discusses about privacy parameter and data analysis 
of real and synthetic data. The synthetic data is enclosed in the boundaries of real 
data and have similar behavior. 
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1 Introduction 

The temporal model poses a unique challenge on productive models. The model not 
only gives the function of apprehend the distribution of parameters within various 
instances of time, but it should also seize the potential for intricate variables of 
variables present at that period. Specifically, in modeling multivariate data y1: T = 
(y1…yT ), we wish to do accurately download conditional distribution πp(yt |y1:t − 1) 
and temporary changes. Introducing the time series generative adversarial networks 
(Time GANs), an ordinary structure aimed at producing real-time serialized data for 
diverse domains. Furthermore, the unpredictable losses of both original and practical 
contradictions, respectively, we present the tracked losses that follow the steps by 
means of the real data as monitored, obviously to encourage models to seize uncer-
tain distribution following steps within data points. It yields to take benefits of the 
fact that more information acquired on training data rather than every data point 
is original or artificial so, to acquire from transformation since actual follow-up. 
Importantly, supervised losses are jointly reduced training both embedded networks 
and generators, so that the hidden area is not just functional promote efficiency of 
parameter setting to expedite generator learning temporary relationships. Eventu-
ally, the framework for dealing hybrid data preparation with together discrete plus 
continuous time series data generated simultaneously. 

Our approach is the first to integrate the unstructured GAN structure in autore-
gressive models with control given to supervise training. The benefits in a sequence 
of analysis with different realistic plus virtual datasets scenarios. Preferably, we drive 
TSNE [1] and PCA [2] analyze to visualize similarity in distribution produced actual 
distribution. In addition, using the “train on synthetic, test on real (TSTR)” frame-
work [3, 4] in the subsequent predictive function, we test fitness of the facts produced 
keeps original speculative features. We find that Time GAN accesses consistently and 
significant developments beyond modern standards in producing real-time series. 

Also using Gretel for different comparisons between real and synthetic data. Gretel 
Synthetics called privacy filter, which provides the kind of weapons to cover data for 
the making of weak points that often exploited by enemies to attack. For example, 
synthetics that are remarkably like the original data can lead attacks on membership 
ideas and attribute disclosure. Another major privacy risk appears when you have 
“external” records, especially if they are like external one’s training records. Combat 
both conditions, we created filters like outlier, which are both can dial to a certain 
extent based on the desired level of privacy. 

2 Related Work 

Time GAN, a productive time sequence model, taught to fight and collaborate 
with capabilities to learn embeddings. A gap consisting supervised loss and uncon-
trolled loss. Therefore, route is in middle of the road of a wide range of research
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areas, including themes from automated models to predict sequencing, GAN-based 
approaches to generating sequence, and learning to represent a time series. 

Automatic repetitive networks trained with a high probability system [5] tend 
to be errors can be large guesses when sampling multiple steps, due to differences 
between close-loop training and open-loop inferences. Based on curriculum learning 
[6], planned sample firstly aimed as a solution, in which the models trained to produce 
output embedded in a mixture of both previous speculation and basic truth data 
[7]. Encouraged to adapt to the adversarial domain [8], professor forcing has been 
instrumental in training apartheid facilitator to differentiate between free running and 
hidden conditions imposed by teachers, thus promoting network training and sample 
power to combine [9]. The methods of criticizing the character [10] have proposed, 
introducing the character to the character in targeted results, trained to measure the 
next worth proposed functions which guide player’s free operation predictions [11]. 

Contrastingly, different research indicates directly benefited from the GAN frame-
work within temporary setting. Firstly, (C-RNN-GAN) [12] clearly applied on GAN 
structure on sequence data, by LSTM networks to generate generators and discrim-
inators. Data points reproduced repeatedly; it takes as includes audio data and data 
created with prior timeline. GAN with normal conditions (RCGAN) [3] took the 
same approach, introducing a small structural difference as a drop relying on previous 
output while preparing additional inputs [13]. The crowd of the studies since then 
has used these frameworks to produce a sequence of actions in such a variety domain 
such as text [14], finance, bio signals, sensor and intelligent grid data [15], and regen-
erative conditions [16]. Recent work [17] suggested making a timeline information 
to treat samples infrequently. However, unlike our proposed method, these methods 
are only dependable regarding the contradictory learning response, it itself may not 
be enough to confirm especially since the network is effectively holding temporary 
power over training data. 

Finally, learning to represent the process of time sequences deals principally on 
benefits of acquiring codes combined to benefit sub-functions such as prediction [18], 
prediction [19], and separation [20]. Different activities study helps to read hidden 
presentations for purposes of previous training [21], segregation [22], and interpre-
tation [23]. Meanwhile in a stable state, various operations seem to discover benefits 
of combining autoencoders along with enemy training, accompanied by objectives 
that have same learning paradigms [24], which allow for effective thinking [25], 
as well improving production capacity [26]—the method used later in production 
different structures by coding and producing complete sequence of discrimination 
[27]. On the contrary, our proposed method incorporates time series data randomly, 
incorporating the intensity of the other measurement of time, as well as the use of 
embedded network to identify space with a lower side of a productive model to learn 
the step-by-step distribution and subtle flexibility of data.
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3 Proposed Work 

Generative adversarial networks (GANs) exist as a category of machine learning 
structure accustomed to train productive models. These networks are interesting 
sufficient for its past implementation to operate in key areas of the same infrastruc-
ture energy systems, agriculture, and other industries [28]. As a consequence, it is 
so important to study utilizations of GAN on a large scale. By means of productive 
opposition networks, we can generate performance data points that cannot separate 
from the original data according to the data traits by transferring the sequence of 
real data and arbitrary sound as response to the frame. Conventional GAN structure 
composed of two neural networks connected to one another, specifically, generator 
network along with discrimination network. Mutually, the generator and the discrim-
inator systems are set up with the first bias of the appropriate tiers. Generator network 
considers random audio as capture and generate data sequences, which transmitted 
to the discrimination network. 

3.1 Time GAN 

Time GAN contains four structure modules: embedding function, retrieval func-
tion, sequencing generator, and subsequent discrimination. Important understanding 
that autoencoding parts trained jointly with opposing components, such as Time 
GAN concurrently acquires coding features, making presentations, and repeating 
over time. Embedding network provides hidden space, the opposing structures oper-
ates containing space, and hidden power your real and virtual dataset synced with 
supervised losses. We describe each one in sequence. 

Architecture: The GAN time variant intended to seize characteristics of real data 
and the complex flexibility of those features over time. The newly launched embed-
ding network provides a rewind map between features and hidden representation. The 
network embedding and the recovery network maintains the relationship between the 
hidden vectors and elements in the hidden area, whereas the function of the gener-
ator and the racist network remains unaffected. Like traditional GAN, generator and 
discrimination are associated with successive losses, also known as unsupervised 
loss [29]. Inclusive to unattended losses, the model repaired with two other losses 
activities, identified as supervised losses and reconstruction losses, coupled with it 
automatic installers. 

Four parts are as: (I) Generator—Produces data sequences. (II) Discrimination— 
Distinguishes sequence of data as actual or duplicate. (III) Embedding network— 
Consists of a rewind map amid features and hidden features illustration. (IV) 
Restore—Consists of a map between the feature and the hidden space. 

Three types of losses can describe as: (1) Uncontrolled Loss—Loss of work in rela-
tion to electricity generation and racism (minimum size). (2) Monitored Loss—How



Synthetic TimeSeriesDataGenerationUsingTimeGANwith Synthetic… 661

well the generator accurately calculates future data in a hidden location. (3) Recon-
struction Loss—Compares reconstructed and original data, referring to automated 
embedding 

Embeddings and recovery function: The embedding and recovery functions 
offer mappings among features and latent spaces, permitting to acquire basics of 
temporal dynamics of the data through lower-dimensional representation in adver-
sarial network. Let GS: GX denotes the latent vector spaces resultant characteristics 
space S:X.GX includes constant and progressive time-based characteristics to the 
latent codes gS; g1: T = e (s; × 1: T ). Herein, we execute e through repetitive struc-
ture, where eS : S− > GS is an embedding network for unchanging characteristics, 
and eX  : GS ∗ GX ∗ X− > GX a recurrent embedding network for progressive 
time-based features. t X takes constant and progressive time-based codes back to 
their feature representations s; × 1: T = r (GS; g1: T ). Implementations of r across a 
feedforward network at each step , r S  : GS− > S and r X  : GX− > X are recovery 
structure for constant and progressive time-based embeddings [30]. The embedding 
and recovery functions characterized with the help of several structure of selection, 
along with one perquisite that it adopts autoregressive plus spontaneous sequencing. 

3.2 Datasets 

In this paper, we have taken three multivariate time series datasets. These datasets 
described below: 

1. Power: Database characterized by sound repetition, high magnitude, and related 
features. The UCI appliances’ power forecasting database contains various 
estimates, with continuous value that includes different temporal features that 
measured soon. 

2. Stock: This database taken from Yahoo finance contains six variables. Open, Up, 
Down, Close, Adj Close, and Volume. 

3. Air quality: The site contains 9358 times the mid-hour responses from a series 
of five chemical oxide sensors embedded in a high-quality chemical device. The 
device found in a stadium in a highly polluted area, road level, in the heart of an 
Italian city. Data recorded from March 2004 to February 2005 (one year) repre-
sents the longest record available for cooling chemical sensors. Low true hours 
CO hours, non-methane hydrocarbons, benzene, total nitrogen oxides (NOx), and 
nitrogen dioxide (NO2) provided by a certified reference reviewer. 

4 Experiment and Evaluation 

Quality testing metrics often referred to observable examination. Subjected on the 
function and structure of the model results. Distinctive viewing method used. Dupli-
cate visualization data is modest, but when we consider higher-degree time series
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Fig. 1 Field data comparison between training data (violet) and synthetic data (sea green) on dataset 
stock field volume and high 

data, visualization turns difficult. It is difficult to detect any minor inconsistencies 
between actual and artificial data points. That is, it must be impossible considering 
model was real distribution. In Fig. 1, training data and synthetic data at various 
instances can be seem close to with difference less than 1. As at time interval in high 
at time interval 10–11 value seems to be 3.3 for synthetic while 3.4 for training data. 

4.1 PCA and TSNE 

TSNE [1] and PCA [2] analyzes on both the original and synthetic datasets (flattening 
the temporal dimension). These visualization helps in estimating the closeness of 
the distribution of created data points resemblance to real in 2D plot, resulting in 
qualitative assessment. In Fig. 2, there is PCA and TSNE analysis of the datasets. In 
Fig. 2, PCA analysis shows that all data points are within the original data points, 
and similarly for TSNE, original data encapsulates synthetic data. The descriptive 
analysis of data points shows that data is close to original data and varies between 
lowest and highest real data points.

4.2 Correlation 

The term autocorrelation or correlation refers to the degree of similarity between (A) 
and a given time series, and (B) its late version, over (C) consecutive intervals. In 
other words, autocorrelation intends to measure the relationship between the current 
value of a variable and any past values you can reach. Therefore, the time series 
of automatic integration attempts to estimate the current values of the variance by 
comparing the historical data for that variance (Fig. 3).
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Fig. 2 PCA and TSNE result for synthetic (red color) and real data (black color) for energy data

Fig. 3 Correlation analysis of synthetic and real data 

4.3 Privacy Protection 

Privacy protection [31] is some on basis of four characteristics: (I) outlier filter, (II) 
similarity filter, (III) overfitting prevention, and (IV) differential privacy. Figure 4 
gives us details about privacy of datasets.
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Fig. 4 Privacy protection of synthetic and real data 

5 Result 

The synthetic data generated is not exactly close to real data values. Data values 
duplicated depending on datasets such as zero values duplicated in synthetic data, 
while 130 data values duplicated in energy datasets. In the worst-case generation 
of synthetic data, Boolean of linear statistical is NP hard problem [32]. Differential 
privacy disabled for all three datasets which is very efficient to prevent duplicate data 
generation. Synthetic quality score is above 85 which indicates all the privacy factors 
and analysis are favorable and synthetic data is unique and in structured format. PCA 
analysis of the dataset overlapped properly for the taken dataset as seen in Fig. 2. 
Observation from Fig. 3 various parameters in the datasets are correlated while certain 
parameter is distant in that instance of time. The correlation difference is less than 0.2 
in most parameter considered for comparison. Differential privacy disabled indicates 
that no privacy compromised during synthetic data generation. Overall accuracy and 
quality of data ranges between 80 and 90. The privacy outliners enable data to be 
secure for usage and (Table 1) encourages to obtain high accuracy also enabling 
synthetic data to fully capture characterstics of original data.
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Table 1 Parameter analysis 
on three datasets 

Parameter Energy Stock Air quality 

Synthetic 
quality data 
score 

90 80 88 

Privacy Good Exceptionally 
good 

Exceptionally 
good 

Field 
correlation 
stability 

94 70 88 

Deep 
structure 
stability 

88 85 88 

Field 
distribution 
stability 

99 88 91 

Outlier filter Disabled Medium Medium 

Similarity 
filter 

Disabled Medium Medium 

Overfitting 
prevention 

Enabled Enabled Enabled 

Differential 
privacy 

Disabled Disabled Disabled 

6 Conclusion and Future Scope 

Herein, we present Time GAN, a unique framework for a generation of serialized time 
data that includes variation of the unmanaged GAN method and conditional variable 
duration controls provided by autoregressive supervised models. Using donations 
for supervised losses as well as collaboratively trained embedding network, Time 
GAN demonstrates consistent and critical development in addition to high-quality 
benchmarks in the production of real-time series data. We also investigated privacy 
parameters on the generated time series data using Time GAN with the help of Gretel. 
The privacy of data encourages to preserve original data with high accuracy enabling 
to fully capture characteristics during synthetic data generation. Data generation can 
be used in different fields like IOT and health care by developers to develop strong 
data model with improved hyperparameter adjustments embedding network creation. 
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How Big Data Analytical Framework 
has Redefined Academic Sciences 

Imran Rashid Banday, Majid Zaman, S. M. K. Quadri, 
Muheet Ahmed Butt, and Sheikh Amir Fayaz 

Abstract Academic institutions generate a large amount of heterogeneous data and 
academic leaders want to make the most of that data by evaluating it for improved 
decision-making. The volume is not the only difficulty; the organization’s data format 
(structured, semi-structured, and unstructured) creates complication in academic 
functioning and decision-making on a daily basis. Academic data sets have expanded 
in amount and proportion to the point that standard data processing and analytics 
cannot provide satisfying results; moreover, it is not only about volume but also 
about what is to be done with data. In this paper, Big Data is used in an academic 
institution (University of Kashmir) to analyse data (structured, semi-structured, 
and unstructured) from multiple sources for smart decision-making, and machine 
learning models on Big Data are used to predict academic behaviour such as student 
performance, academic bias, and job market viability. 

Keywords Big Data · Data mining · Heterogeneous sources · Big Data in higher 
education 

1 Introduction 

Higher education institutions cannot avoid the effect of Big Data. Massive volumes 
of educational data are gathered and created every day in the higher education system 
from many sources and in various forms [1]. In higher education institutions, infor-
mation technology has been employed to automate the majority of the manual proce-
dures (from student admissions to tests to result declaration or physical file tracking
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records to administrative activities), resulting in massive repositories of data sources. 
Higher education institutions already have massive amounts of data, both physical 
and digital, housed in a variety of repositories [1]. Furthermore, there is a massive 
surge in digital data, which nearly doubles each year. The student life cycle is the 
primary driver of this data increase. One of the most obvious advantages of Big Data 
is its ability to handle enormous volumes of data at once and discover trends. The 
potential benefits of Big Data analysis in higher education are still mostly unknown 
[2]. Accrediting organizations (such as NIRF and QS BRICS), governments, and 
other stakeholders investigate and audit universities in order to discover innovative 
ways to enhance and monitor student progress and other institutional practices [3]. 
People are very interested in this data, and they want to acquire more and more 
information about students in order to better understand students and programmes. 
Previously, if a student wanted to follow a programme at the University of Kashmir 
(UoK), he would just enrol in the course based on the already mentioned statues, with 
no regard for the University. However, with the implementation of the choice-based 
credit system in higher education, we can now recommend course combinations to 
students, or even if a candidate is already enrolled in a course, we can recommend 
subject combinations for him/her in the following semester and or programme for 
higher education. In this research, we provided a methodology that demonstrates 
how institutions (specifically the University of Kashmir) can handle large amounts 
of data [4]. 

1.1 Big Data Introduction 

Big Data basically refers to huge volume of data that cannot be stored and processed 
using the traditional approaches within the given time frame. How huge this data 
needs to be in order to be classified as Big Data. There is lots of confusion while 
referring to the Big Data. Usually, Big Data term is used to data that is either in 
gigabytes or terabytes or petabytes or exabytes or anything that is larger than this 
size. However, this does not define the term Big Data completely, even a small amount 
of data can be referred as big data depending on the context it is being used. The size 
of the data will vary between megabytes and petabytes, depending on the domain [5, 
6]. Big Data is therefore context-specific and can apply to various sizes and types 
from domain to domain, but the common challenge facing all of these domains is to 
be able to make sense of the data by analysing it at a high analytical level. 

1.2 Big Data Definition 

Big Data concerns large volume, structured or unstructured, complex, growing 
datasets with multiple, independent heterogeneous, and or homogenous sources. 
SAS defines Big Data as follows: “Big Data is a term that describes the large volume
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of data—both structured and unstructured—that inundates a business on a day-to-day 
basis [7]. But it is not the amount of data that is important. It is what organizations 
do with the data that matters. Big Data can be analysed for insights that lead to better 
decisions and strategic business moves”. 

IBM definition for Big Data is: “Big Data is a term applied to data sets whose size 
or type is beyond the ability of traditional relational databases to capture, manage 
and process the data with low latency [8]. Big Data has one or more of the following 
characteristics: high volume, high velocity, or high variety”. 

1.3 Big Data Source 

Primarily data is obtained from following types of sources. 

(1) Internal Sources: Internal sources are those data sources that provide generally 
organized data that originates from within the enterprise. Data from internal 
sources (like student life cycle, customer management, resource management, 
etc.) is generally operational data. This type of data is used by enterprises for 
their daily operations like OLTP [9]. 

(2) External Sources: External sources are those data sources that provide unor-
ganized data that originates from the external environment of an enterprise. 
Data from these sources (like Internet, industry partners, government, weblogs, 
etc.) is analysed to understand the external entities (students, customers, and 
competitors) [10]. 

1.4 Big Data Types 

Structured data: Structured data can be defined as the data that has predefined 
format and usually stored in tabular format [11]. The sources for this type of data are 
flat files (delimiter separated values), relational databases. 

Unstructured data: Unstructured data is the data that may or may not have and 
predefined format or repeating patterns. Unstructured data consists of data having 
different formats like text, images, audio, video, emails, etc. [11]. Sources for this type 
of data are documents, logs, survey results, feedbacks, social networking platforms, 
and mobile data. 

Semi-structured data: Semi-structured data can be defined as the data that does not 
follow the proper structure of the data models as in relation databases [11]. This type 
of data contains labels or mark-up components in order to separate elements and 
generate hierarchies of records and fields in the given data. 

Figure 1 shows the percentage of structured, semi-structured, and unstructured 
data [7].
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Fig. 1 Percentage structure 
of Big Data 

2 Literature Survey 

There is a lot of research on Big Data in Academia, and we have highlighted some of 
the most significant publications in this study. We believe there is not a single research 
employing models on big data for Artificial Intelligence solutions for predicting 
academic behaviour including student performance, academic bias and job market 
viability. 

A Big Data-based novel knowledge teaching assessment method in universities 
is reviewed by Xin [12]. The discussion of knowledge teaching evaluation systems 
in colleges and universities over the last ten years is summarized in this paper. It also 
examines the factors that are preventing further advancements in teaching evaluation 
and draws on performance management theory. The evaluation system offers a struc-
tured framework for integrating assessment methods used in university knowledge 
teaching theory and practice. 

Brock et al. [13] suggested that the research model adds elements of organiza-
tional learning capacities to the classic technology adoption paradigm. This study 
polled 359 information technology workers from 83 countries who are studying 
at the University of Liverpool Online and work in a variety of sectors. This study 
combines two technology adoption paradigms to give meaningful academic and 
practical information. 

Wen et al. [14] examine works on increasing Hadoop cluster energy efficiency 
and group them into five categories: energy-aware cluster node management, 
energy-aware data management, energy-aware resource allocation, energy-aware 
job scheduling, and alternative energy-saving strategies. Authors briefly explain 
each category’s logic and compare and contrast the relevant works in terms of their 
benefits and drawbacks. Furthermore, they present our findings and suggest future 
research directions, including energy-efficient cluster partitioning, data-oriented 
resource classification and provisioning, resource provisioning based on optimal 
utilization, EE and locality aware task scheduling, machine learning-assisted job 
profiling, elastic power-saving Hadoop with containerization, and efficient big data 
analytics on Hadoop. 

Rehman et al. [15] looked into the latest BDA technologies, methods, and method-
ologies that can lead to the development of intelligent IIoT systems into their research. 
Authors created a taxonomy by classifying and categorizing the literature based on
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key factors (e.g. data sources, analytics tools, analytics techniques, requirements, 
industrial analytics applications, and analytics types). The foundations and case 
studies of the many businesses that have profited from BDA were presented. Authors 
in this research also go through the several advantages that BDA brings to the IIoT. 
Furthermore, they highlight and debate the critical concerns that must be addressed 
as research directions in the future. 

Williamson et al. [16] emphasis the paper on a large ongoing data infrastruc-
ture project in UK Higher Education. It looks at the infrastructure’s sociotechnical 
networks of organizations, software programmes, standards, dashboards, and visual 
analytics technologies, as well as how these technologies are integrated with govern-
mental market reform imperatives. The study highlights how higher education is 
being remade through the utopian goal of a “smarter university” while also being 
transformed through the political agenda of marketization. 

Cantabella et al. [17] present a case study conducted at the Catholic University of 
Murcia, in which student behaviour was analysed over the course of four academic 
years according to learning modality (on-campus, online, and blended), taking into 
account the number of LMS accesses, tools used by students, and events associated 
with them. Due to the difficulties of managing the vast number of data created by users 
in the LMS (up to 70 GB in their research), statistical and association rule approaches 
were used in conjunction with a Big Data framework to speed up statistical analysis 
of the data. The gathered findings were shown and reviewed using visual analytic 
tools in order to uncover patterns and shortcomings in student’s use of the LMS. 

3 Big Data at University of Kashmir 

Higher educational institutions like universities and their affiliated colleges hold 
very huge quantity of data related to students, courses, and staff. Analysing this data 
can allow us to obtain insights which can enhance the operational effectiveness of 
educational organization. By doing statistical analysis on this educational big data, 
variables like student course selection, examination results, and career prediction of 
each student can be processed [18]. 

Before we talk about this educational Big Data, let us first examine how higher 
education institutions look like without Big Data. Let us take the example of Univer-
sity of Kashmir (UoK) (Fig. 2), but it can be very similar at any other universities. 
In University, lots of operations take place during life cycle of a student. Actually 
these operations are referred as processes that take place at different stages right 
from registration of student in a particular programme to completion of degree. In 
2001, the first process, which was automated in UoK, was result compilation. For 
this purposes, database management systems (dBase) were used which were having 
“.dbf” file as underlying file format. As of now, this system is still in use for result 
preparation of few small programmes. In year 2004, registration section was auto-
mated. Registration section is the back bone of university, where in they keep data
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Fig. 2 Different process at University of Kashmir (UoK) 

like student name, DOB, college, address, course opted, etc., in short all the informa-
tion related to the student is available here. This process was having platform which 
was built using SQL SERVER at back end and VB as front end tool. Simultaneously, 
another process was automated which was handling degree preparation and printing, 
with MS access at backend DBMS. 

This is how organizations have been working for quite some time. In University 
of Kashmir, it was working in similar way before automation of every process of 
student life cycle at UoK that took place, i.e. after year 2008. Now, problem is 
that we have data everywhere. Educational institutions have changed today, all the 
operations/ processes in student life cycle as shown in below figures are online, and 
each process has its own database thus huge volume of data at multiple locations is 
being generated rapidly. 

The identification of Big Data and the sources from which it originates is the 
reference point from where one has to start. It is assumed that we are dealing with 
University of Kashmir (UoK) atmosphere, but it can be very similar at any other 
universities. This data is available in physical files (non-electronic format) at the 
university, data from multiple databases of different processes as illustrated in the 
figures above, data in the form of logs from various processes and university servers, 
data from external educational boards such as the JK State Board of Education, 
data from affiliated colleges, and data from the feedback forum (the university’s 
feedback/grievance portal for students). Today all the processes involved in student 
life cycle (at University of Kashmir) is happening online and each process as is 
having its own data source. Below (Fig. 3) mentioned pictures show the detailed 
explanation of these processes.

The student life cycle as demonstrated in the Fig. 3 above starts with the admission 
of a student in the University. The next important step is the student verification and 
registration process. Once the student is enrolled in the university, he becomes eligible 
for appearing in the internal exams conducted by the concerned college/department 
and the external exams conducted by the university. The colleges/departments after
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Fig. 3 Detailed process of students life cycle

conducting the internal exams/practical submit the awards to the university exam-
ination system where these are awards recorded for each student. Next, university 
conducts the examinations, and the papers written by students of different colleges/ 
departments are being evaluated by University examination system. The results for 
both internal and external exams are finally compiled and declared. For students who 
pass all the subjects, university awards the degree. The students who fail in one or 
multiple subjects are considered as backlogs and for these students’ examination 
process is repeated [19]. 

The examination conduct process is the core process in the student life cycle. As 
demonstrated in Fig. 4, this process is all about the conduct of examination. There 
is a repository of the student academic history.

From this repository, the internal/practical marks for the regular students are 
pushed into the examination conduct system where they get recorded for the compi-
lation of the final results. Through the examination conduct system, there are other 
tasks that get initiated. These tasks are as listed below. 

(1) The generation of admit cards for all students who are eligible for sitting in the 
exams. 

(2) The centre statements for the conduct of exams. In these statements’, centres 
are allocated for all the colleges and departments for the conduct of their exams. 

(3) Attendance sheets for all designated centres to track the record of present and 
absent students for different exams. 

(4) Centre-wise/paper statements that is taken care by conduct and paper setting 
section. 

The backlog students are also included in the same examination conduct process 
after due process of examination form submission and fee payment by the concerned 
students.
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Fig. 4 Examination conduct process

The result automation process is the culmination of entire examination conduct 
and evaluation process. As demonstrated in Fig. 5, the automated result compila-
tion mechanism gets several inputs that are necessary for the result compilation and 
declaration. This mechanism gets inputs like examination conduct enrolment data, 
e-awards (Practical exams) from departments and colleges, external e-awards from 
departments/nodal colleges and OMR scanning data. All these inputs get compiled, 
and the output is the result of the examination. The results are uploaded to the 
university website and a hard copy in the form of result gazette is send to the 
concerned department/college. The result of all the students gets recorded in the 
student academic history repository.

Also, the students are given option to submit the re-evaluation form within a 
stipulated time in case they are not satisfied with their exam results. The re-evaluation 
request for a paper invokes again the entire paper evaluation and result compilation 
process for the concerned student/s. In case of any change in the result, student 
academic history repository gets updated [20]. 

4 Technical Implementation 

Traditional approaches are having extremely inefficient architecture for processing 
Big Data as it is time-consuming, costly, and complex. The data is enormous, and the 
systems are small. The processing of the large component must be transferred to the 
small component thus resulting in demand of parallel computing, in which several 
calculations are performed at the same time by dividing big problems into smaller 
chunks and solved in parallel. Emerging technologies provide new and interesting
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Fig. 5 Result automation and declaration process

approaches to procedure and remodel huge data, described as complex, unstruc-
tured, or huge quantities of data, into significant knowledge. There are several key 
frameworks in Big Data area such as: 

4.1 MapReduce 

MapReduce is a distributed computing processing technique and application model 
based on Java. It is one of the most widely used systems for solving parallel processing 
problems involving large datasets and a large number of computers (nodes). The Map 
and Reduce [21] tasks are the two key components of the MapReduce algorithm. Map 
converts a set of data into tuples (key/value pairs), which are then used to generate 
another set of data. Second, the reduce task takes a map’s output as input and merges 
the data tuples into a smaller set. 

4.2 Hadoop 

Hadoop software library is a system that uses simple programming models to allow 
for the distributed processing of large data sets across clusters of computers [22]. 
Hadoop is designed in such a way that it can be scaled from a single server to 
thousands of computers with very high fault tolerance.
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4.3 NoSQL 

NoSQL also known as not only SQL are databases that store data in a format other 
than relational tables. 

5 Technical Implementation 

For academic enterprise analysis, we need to design a framework for that we have 
to first identify the problem for which framework will be designed. For instance, 
suppose university authorities or government officials are looking for information 
regarding how many students of science stream of a particular district have received 
their degrees that have completed their programme without any backlog, of partic-
ular years. So, to generate that information, we actually need the data from all the 
identified sources and data processing algorithm that will make it ready for analysis. 
An algorithm for this will collect data from all known data sources and clean it up 
as needed. The next stage will be to move unstructured data to Hadoop and perform 
any required data transformations. Following data transformations, the algorithm will 
create a data warehouse using the transformed data as well as other structured data. 
Finally, we can analyse the data that has already been placed in the data warehouse. 

To design analytics architecture using above-mentioned algorithm, there are few 
steps that need be taken after the data from physical files, multiple databases, and 
other sources (external sources) has been identified. The crucial step is to get all the 
data from these sources/databases integrated or accessible at one place/platform. The 
architecture will be having minimum four layers (Fig. 6). The data sources are covered 
by the lowest layer. Structured data could be stored in relational databases, or all of 
the academic enterprise’s relational databases can even be explicitly integrated at this 
layer. NoSQL databases can be used to store unstructured data. Apache Hadoop will 
be the next layer. The data from the lowest layer is processed by Hadoop. This tool has 
the advantage of being able to work with both relational data and NoSQL. The Apache 
Hive tool can be used at the same layer and can be used for working with NoSQL data 
and converting it to RDBMS. In next layer, we now have a data warehouse. Once we 
have all data in data warehouse, we can use any business intelligence tool/platform 
(like Tableau) and create visualizations.

6 Conclusion and Future Studies 

Big Data analytics is employed less frequently in higher education than in other 
industries, and the need for it is growing in the education sector as well. We are 
approaching a new era in which Big Data mining in education sector will assist us in 
discovering learning in modern times. Big Data analytics is critical in this era of data
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Fig. 6 Academic enterprise 
architectural framework

floods because it can bring unexpected insights and aid in better decision-making in 
the education sector. Big Data analysis of educational data is not as easy as it may 
appear. We highlighted a very important asset in this research, which is the identi-
fication of heterogeneous data sources in the University of Kashmir’s (educational 
setting), as well as the concerns associated with big data mining and the design of 
a framework. The design of the framework is only one of the challenges associated 
with it. The approach given in this paper incorporates Hadoop into existing systems 
and data warehouse to provide a solution for educational institutes’ expanding data. 
This suggested Big Data architecture for education will allow for collecting data, 
storage, and analysis, which will all have potential benefits for future initiatives. The 
academic challenges will be well addressed by Big Data because unforeseen ideas 
such as job vacancies, course recommender systems for students, and student reten-
tion can only be well designed and integrated with the existing system when big data 
is implemented in the education setup. 
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Software Complexity Prediction Model: 
A Combined Machine Learning 
Approach 
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Abstract The need for computers increased quickly. As a result, the program is 
utilized in a significant and intricate manner. More complex systems are being devel-
oped by software businesses. Additionally, customers expect great quality, but the 
market requires them to finish their assignment faster. Different measuring methods 
are employed by software firms. Some of these include customer feedback after it has 
been given to customers, software testing, and stakeholder input. The objective of this 
project is to use a combination of machine learning techniques to predict software bug 
states using the NASA MDP dataset. The research process considered data prepro-
cessing methods and applied singular and combination machine learning algorithms. 
To create the model, the single classifiers were combined using the voting method. 
Accuracy, precision, and recall were used to evaluate the model’s effectiveness, along 
with tenfold cross-validation. The promising result was recorded by a combination 
of J48 and SMO classifiers. Before attempting to test the software product, the 
researcher retrieved attribute data from the source code; the complexity of the soft-
ware product will then be ascertained using the constructed model. The main contri-
bution of this study is to improve software quality by incorporating a machine learning 
framework into the present software development life cycle between implementation 
and testing. 

Keywords Software complexity · Prediction model ·Machine learning · Software 
metrics · Software faults

E. Birihanu (B) · H. Kefie 
Software Engineering, Wolkite University, Wolkite, Ethiopia 
e-mail: ermiyas.birhanu@wku.edu.et 

B. Adamu 
Applied Informatics, Silesian University of Technology, Gliwice, Poland 
e-mail: birtbir170@student.polsl.pl 

T. Beshah 
School of Information System, Addis Ababa University, Addis Ababa, Ethiopia 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
Y. Singh et al. (eds.), Proceedings of International Conference on Recent Innovations 
in Computing, Lecture Notes in Electrical Engineering 1011, 
https://doi.org/10.1007/978-981-99-0601-7_53 

681

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0601-7_53&domain=pdf
mailto:ermiyas.birhanu@wku.edu.et
mailto:birtbir170@student.polsl.pl
https://doi.org/10.1007/978-981-99-0601-7_53


682 E. Birihanu et al.

1 Introduction and Problem Definition 

Software companies are building various complex systems from time to time. 
Usually, software businesses construct a variety of complicated systems. Addition-
ally, customers want great quality while the market expects that projects be finished 
quickly. Most frequently, the quantity of faults or defects discovered in software 
products can be used to assess the software’s quality. Customer reviews may be one 
technique to determine or judge the software quality of a product. However, there 
are at least two issues with consumer feedback metrics. In the first place, it does 
not provide specific feedback regarding potential areas for improvement, and in the 
second, it occurs too late to implement any changes. Software fault classification is 
used to both discover and prevent problems. 

The need for computers increased quickly. Therefore, the usage of software 
grows into enormous and complex. Software is computer programs that are used to 
instruct the computer to do a given task. Software Development Life Cycle (SDLC) 
[1] describes the methodology by which the development of any software takes 
place. SDLC includes feasibility analysis, requirement analysis and specification, 
designing, implementation, testing, and maintenance. In this study, the researchers 
were focused only on software testing and maintenance. Software testing [2] provides 
a way to reduce maintenance and overall software costs, as well as faults. Various 
software techniques are applied for testing the software; to reduce error, but, it 
cannot possible be error-free. The systems that are taking an input such as char-
acters numbers, and files; it is easy to test for any small input, but what if the line of 
code is complex and large?. Software testing is a means of determining the quality 
of the software. It is the most important and expensive stages in SDLC. Project 
managers must understand “When to stop test?” and “Which part of the code to be 
tested?” the answers to these queries will have a direct impact on resource alloca-
tion (i.e., the experience of test staff, how many people to allocate for testing), cost, 
and defect rates as well as product quality. Manual software inspection gets more 
difficult as software grows and complexity. Software defect prediction is an alternate 
strategy that is utilized in this context to predict potential impacts clearly. Testing is 
an important component of software engineering since it often consumes between 
40% and 50% of development efforts and requires more work for systems that need 
higher levels of reliability [2–4]. Software defects have an impact on the price and 
time of development in addition to the software’s quality. Various factors, most of 
which are connected to human mistake, design or coding issues, data input errors, 
documentation faults, and communication breakdowns, could also cause the system 
to be faulty. We will use software fault prediction to account for the most common 
human variables prior to putting the software systems via testing and maintenance. 

Now a day, there not available several datasets that could be mined to discover 
useful knowledge regarding software defects. We were used a variety of machine 
learning approaches to the publicly accessible datasets CM1, JM1, KC1, KC2, and 
KC3 from the National Aeronautics and Space Administration (NASA) software 
repository. The goal is to divide the software modules into modules that are prone
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to faults and not-faults. To extract meaningful information from massive datasets, 
machine learning is one of the most important and inspiring fields. Therefore, it is 
advised to use this method when developing software applications. The fundamental 
goal of machine learning is to uncover patterns in data that can be useful. Data mining 
methods include organized formats (for instance, many databases) and text mining, 
which uses unstructured data (for example, natural language documents). Machine 
learning tasks can be classified into two categories, descriptive and predictive. To 
predict the future, the predicative task uses the dataset to infer the current data. The 
main goal of this project is to create and refine a software complexity predictive 
model. 

2 Related Works 

Machine learning has been developing quickly, resulting in a wide range of learning 
algorithms for various purposes. Machine learning techniques also used for software 
engineering. These techniques overall worth is mostly determined by how well they 
work to solve issues in the actual world. As a result, for the field to advance, algorithm 
reproduction and application to new tasks are crucial. However, several machine 
learning experts have just lately released work on the creation of models for predicting 
software defects. 

In this section, we examined the research that has been conducted to date divided 
into three categories: software defect prediction using classification approaches [5– 
9], clustering approaches [10, 11], and ensemble approaches [12, 13]. According 
to these categories assessments, we have seen combining two or more classifiers 
produces better performance; hence, we used the voting method to combine two 
machines learning techniques. 

3 Research Methodology 

This study is based on data collected from NASA MDP; a dataset created by NASA 
for research purposes. To fully comprehend the data, it is necessary to have a close 
working relationship with domain experts like software testers and developers. 

3.1 Design of Software Complexity Prediction Model 

The design and development of the software complexity prediction model were the 
main emphases of this research study. We started by using the chosen data from 
the NASA Promise MDP, which contains training data such as software metrics and 
associated values. Second, the input data received preparation through the handling of
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Fig. 1 Proposed architecture of software complexity prediction model 

missing values and the removal of noise. Third, we applied a 10-fold cross-validation 
test in the devloped model while using the selected techniques (J48, MLP, SMO, 
and Vote). Finally, a performance report was examined, and software complexity 
predictions are in line with fault or non-fault one. The researcher creates a prototype 
system with an input form that automatically feeds from the database when the user 
clicks on the load data button to assess if it has flaws or not to ensure the design 
and development of a model. The architecture of the software complexity prediction 
model is given in Fig. 1. 

3.2 Data Exploration 

Data on software faults are difficult to find and even while commercial software 
companies do not make the data available to the public, for measuring software 
faults. Due to its initial version and the fact that 60% of software defect studies 
chose it as a priority, in this study, we collected data from NASA MDP Promise [14]. 
Before using machine learning techniques, we considered several factors, which are 
covered in the following subsections. 

There are now 13 datasets targeted for software metrics based on NASA Promise 
repositories [15]. It includes the distinct programming languages, code metrics (Code 
size, Halstead’s complexity, and McCabe’s Cyclomatic complexity), and time limits. 
We have selected five datasets (CM1, JM1, KC1, KC2, and KC3) out of the 13
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Table 1 Dataset information 

CM1 JM1 KC1 KC2 KC3 

Programming language C C C++ C++ Java 

Line of code (LOC) 20k 315k 43k 18k 18k 

Modules 498 10,885 2109 522 458

available.1 Tables 1 and 2 illustrate the attributes we utilized and the description of 
the dataset. 

3.3 Feature Extraction 

In this section, we took two sample codes that are measured by software metrics tools 
(Prest and Loc metrics). We used Java source code to extract features using Prest 
and Loc metrics. The researcher extracted the feature from the source code based on 
mathematical methods which is several operands and operators. 

1. Prest Based Extracting Attributes: It can simultaneously parse all files written 
in C, C++, Java, JSP, and SQL using several parsers. We were used remote method 
invocation for scientific calculator Java source code. Table 3 provides a full set 
of extracted attributes with corresponding values.

2. Loc Metrics-Based Extracting Attributes: We used source code for remote 
method invocation to extract attributes. Loc metrics were used to calculate 
physical line, executable logical, blank lines, total lines of code, McCabe VG 
complexity, comment, and header comment. Since Prest cannot support these 
properties, we only considered IO code, comment, Halsted comment, and Halsted 
blank lines. In the Loc metrics tool first the user’s browser the source code to be 
extracted attributes (useful information of the source code), then click on count 
Loc. 

4 Experimental Results 

The main goal of this study was to predict software fault using machine learning 
approach by single classifiers and combing of two classification methods. We used 
Weka 3.6.9 machine learning software to develop a predictive model.

1 http://promise.site.uottawa.ca/SERepository/datasets-page.html. 

http://promise.site.uottawa.ca/SERepository/datasets-page.html
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Table 2 List of features and 
their descriptions 

Attribute name Data type Description 

Loc Numeric McCabe’s line count of 
code 

V(g) Numeric McCabe “Cyclomatic 
complexity” 

ev(g) Numeric McCabe “essential 
complexity” 

iv(g) Numeric McCabe “design 
complexity” 

N Numeric Halstead total operators + 
operands 

V Numeric Halstead “volume” 

L Numeric Halstead “program length” 

D Numeric Halstead “difficulty” 

I Numeric Halstead “intelligence” 

E Numeric Halstead “effort” 

B Numeric Halstead 

T Numeric Halstead’s time estimator 

lOCode Numeric Halstead’s line count 

lOComment Numeric Halstead’s count of lines 
of comments 

lOBlank Numeric Halstead’s count of blank 
lines 

lOCodeAndComment Numeric Line of code and comment 

uniq_Op Numeric Unique operators 

uniq_Opnd Numeric Unique operands 

total_Op Numeric Total operators 

total_Opnd Numeric Total operands 

branchCount Numeric The flow graph 

Defects String Module reported to defect 
or not defect

4.1 Model Building Using Single Classifiers 

The main objectives of this study were to enhance the performance and accuracy of 
single classifiers. To achieve this, we first measured the accuracy and performance of 
single classifiers and recorded it using the method and performance measure that we 
chose. Three algorithms—decision tree, multi-layer perceptron, and support vector 
machine were selected by the researchers. Table 3 which discussed below is an 
experimental result summary for selected machine learning methods.
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4.2 Model Building Using Combined Methods 

Based on the researchers showed that combining of two methods, improve the perfor-
mance and accuracy of single classifiers [16]. We combined two classifiers in order 
to evaluate the performance and accuracy of combined classifiers using a vote algo-
rithm with the average probability combinational method. Table 4 which discussed 
below is an experimental result summary for selected machine learning methods.

5 Performance Evaluation 

In Sects. 3.1 and 3.2, the researcher observed the following basic research work 
outcomes:

• J48: As the dataset size increased, the number of leaves, the size of the tree, 
and the time required to create the model all increased, while the model’s recall, 
precision, and accuracy all decreased.

• When the size of the dataset is increased, the models for MLP, SMO, J48 & 
MLP, J48 & SMO, SMO & MLP perform worse in terms of recall, precision, and 
accuracy, and take more time to develop. 

6 Experimental Discussion 

Single and combination classifiers are employed to create the software fault 
predicting model, and six independent experiments are conducted for each clas-
sifier and dataset. Based on all criteria, 30 experiments were performed. The dataset 
was classified into two sections, i.e., training (90 %) and testing (10%) using ten 
cross-validation. The experiment was created to determine if growing the size of the 
dataset enhances or degrades the performance of algorithms, to assess the impact 
of algorithms on performance, and to compare the effectiveness of algorithms in 
predicting software faults. The model produced by the J48 classifier was chosen as 
the most effective one for predicting software defects. J48 decision tree generated 25 
rules for predicting software complexities data from which the researchers consid-
ered only 7 rules. The graphical user interface was designed and developed using Java 
NetBeans IDE 8.0.2 on these seven selected rules. The developed model points out 
that extracting of the source code information before software testing then applying 
the developed model to determine whether the software product has faults or not.
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Table 5 Effect of pruning 

Number of 
instances 

J48 with all attributes and pruned 
parameter 

J48 with all attributes and 
Un-pruned parameter 

Accuracy (%) Precision Recall Accuracy (%) Precision Recall 

CM1 498 87.95 0.904 0.969 88.35 0.919 0.955 

KC3 458 89.3 0.924 0.961 88.2 0.925 0.947 

KC2 522 81.4 0.873 0.896 80.2 0.88 0.87 

KC1 2109 84.5 0.885 0.939 83.8 0.887 0.927 

JM1 10,885 79.7 0.837 0.919 79.0 0.837 0.919 

Table 6 Effect of dataset size J48 classifiers model 

J48 with all 
attributes 

Instance 
number 

Number of 
rules 

Size of the tree 
(size of 
complexity) 

Recall Precision Accuracy 

CM1 498 5 9 0.969 0.901 87.95 

KC3 458 7 13 0.983 0.919 89.3 

KC2 522 26 51 0.945 0.873 81.41 

KC1 2109 56 111 0.978 0.872 84.54 

JM1 10,885 340 679 0.99 0.841 79.7 

6.1 Effect of Dataset Size 

The outcomes of the experiments demonstrate that increasing the data size affects 
how well machine learning algorithms work. To understand why machine learning 
algorithm performance declined as dataset size increased, the researchers ran addi-
tional experiments. We used J48 classifiers for the CM1, JM1, KC1, KC2, and KC3 
datasets with pruned and unpruned parameters. Table 5 illustrates how pruning affects 
the effectiveness of prediction models as data size grows. 

According to the findings of the experiments and additional study by the 
researcher, machine learning algorithms perform worse because datasets grow since 
doing so complicates models, produces more rules, and lowers model recall, accuracy, 
and precision. The example in Table 6 is very apparent. 

6.2 Effect of Methods on Performance 

Out of all the approaches, the combination of the J48 and SMO method produced the 
results for KC3 data with the highest accuracy (90.82). Figure 2 depicts the impact 
of the algorithm on performance for the CM1 dataset; when compared to other



Software Complexity Prediction Model: A Combined Machine … 691

Fig. 2 Model comparison for CM1 dataset 

techniques, J48 and SMO showed higher performance; the second performance was 
recorded for MLP with SMO and SMO methods for the CM1 dataset. 

6.3 Extracted Rules from Decision Trees 

When compared to the other five classifiers in this study, J48 classifiers achieved 
relatively high performance based on performance evaluators like specificity and 
execution time. As can be seen in the results of Experiment 1 using the J48 decision 
tree, 25 (twenty-five) rules for predicting software defect were produced. We chose 
7 (seven) criteria that account for the majority of instances in the provided dataset, 
and then, the researchers held in depth discussions with domain experts to ensure 
that the chosen rules actually apply to all instances. 

7 Software Complexity Classification System: A Prototype 

In this study, an attempt was made to design and develop an operational applica-
tion prototype named software complexity classification system that uses the clas-
sification rules generated from J48 classifiers. The prototype is used to classify a 
software product into one of the software labels (fault or not-fault). The software 
complexity classification system includes the user to load extracted source code data 
from the database and predict the software product based on the trained into defect 
or not defected one if we click on predict button. From Fig. 3, there are 22 inputs 
(attributes), and output can be defect or not defect. Inputs are given from extracted 
source code data. Exit button is used to close out from the graphical user interface. 
The prototype was developed based on the rules generated by the J48 classifier. To 
demonstrate the predicted outcome of software defects as TRUE based on rule 7 in
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Fig. 3 Software complexity prediction prototype user interface with sample result 

experiment one, we put the extracted source code and data into the prototype as we 
saw in Fig. 3. We used Java source code to predict software faults according to the 
selected rule generated from J48 classifiers. 

8 Conclusion and Future Works 

Due to its advantages, software-based system development is now growing more than 
in past years. Before the software system is made available to end users, quality assur-
ance is necessary. We have several quality measurements, including software testing, 
CMM, and ISO standards, to improve the quality of the software. Software testing is 
currently becoming more and more crucial to the dependability of software. Using 
machine learning techniques, software defect prediction can significantly increase 
the effectiveness of software testing and direct resource allocation.
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This study main objective is to use a mixed machine learning method for software 
complexity prediction in software product. This study attempted to generate practical 
predictive models from the NASA MDP dataset and develop a novel graphical user 
interface for effective utilization of the developed model. 

In the data exploration section, we had a total of 498, 10885, 2109, 522, and 458 
records and 22 attributes. To get the dataset ready for experiments, we did noise 
removal and handled missing values. To build the model, we used machine learning 
algorithms such as a decision tree, support vector machine, multi-layer perceptron, 
and a combination of single classifiers using the voting method. We also introduced 
a novel, visual representation method (Fig. 3) which visually conveys information 
about the extracted software attributes from the source code using Prest and LOC. 
The performance of the model was measured by accuracy, precision, and recall. This 
study helps the software project managers in predicting and fixing bugs before the 
product is given to clients, ensuring the software’s quality. 

In the future, we plan to extend the model to more software repositories (Eclipse, 
JEdit, Open-source software, and AR datasets). Additionally, we also plan to perform 
to examine the effect of attribute reduction on the performance of machine learning 
algorithms and apply other software metrics, i.e., resource metrics. 
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Work with Information in an Outdoor 
Approach in Pre-primary Education 

Jana Burgerová and Vladimír Piskura 

Abstract Outdoor education, due to its characteristics and accessibility, currently 
represents one of the innovative approaches in the field of pre-primary education. 
In recent years, this approach has also been implemented in the content of tertiary 
education. One of the compulsory areas of the curriculum that should also be covered 
in the outdoor approach is mathematics and work with information. The existing 
generation of students, future teachers, is referred to as the alpha generation and is 
specific in terms of the use of technology. The present research aimed to analyse the 
knowledge and attitudes towards outdoor education and towards information literacy, 
to analyse their interrelation with future pre-primary teachers in the first and last year 
of their studies by comparing the selected items. The research was conducted on a 
sample of 153 respondents using the questionnaire as the main research tool. We 
present findings and conclusions regarding outdoor education, which is familiar to 
students but is an unexplored and relatively unknown area in terms of its connection 
with information work. The conclusions correspond with current trends that note the 
shortcomings in using technology for effective and practical solutions despite the 
digital skills of the current generation. 

Keywords Pre-primary education ·Work with information · Outdoor approach 

1 Introduction 

One of the innovative (although not new) approaches to education, especially in pre-
primary education, is outdoor education. “For the kindergarten teachers, the most 
handy and most accessible environment is the nature. Children love nature, they are 
interested in everything that surrounds them, and have an unstoppable curiosity”
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[4]. Contemporary globalized society is characterized by, among other things, lack 
of exercise, being in nature, loss of physical activity, increasing stress, and overall 
demands on the psyche, which is manifested by a decrease in physical fitness, an 
increase in various civilizational diseases, and thus a deterioration in the health status 
of the entire population. Physical activity is an essential biological expression of life 
and necessary for a child’s healthy growth and development [11]. To explain outdoor 
education in a simple way, we can generally imagine education in outdoor spaces 
outside the classroom. Outdoor education can also be understood as the transfer of 
education from the traditional classroom to the schoolyard. The question is, why 
would we do it? There are different opinions. There are several opinions. Whether 
people are discovering something new about nature, developing skill, or simply 
learning how to be comfortable in the outdoors, they often experience a wide range of 
emotion [6]. When teachers realize the teaching outside the class, they often observe 
the improvement of the children’s behaviour, and the whole class enjoys learning; 
children with specific needs are often more successful in the outdoor environment. 

In pre-primary education, the national curriculum for pre-primary education docu-
ment, which sets out the state’s essential requirements for providing institutional 
education in Kindergarten, is the most important document and the content of educa-
tion. It is structured into areas, out of which two are mathematics and work with 
information, describing the standards of informatics education and digital technolo-
gies. “Outdoor” and technology seem to represent two incompatible domains at first 
glance. This challenged our interest; particularly, we were interested in the perception 
of existing students on the interconnection or intersection of those two domains. 

There is a generation of young people, currently studying in higher education 
referred to by the terms as Millennial Generation, Howe and Strauss [7], the Net-
Generation surrounded by digital media [10], the Digital Natives by Prensky [8] 
and considered to be “native speakers” of the digital language of computers and the 
Internet. They are also called and described as the Y and Z Generation replacing 
Generation X [13], the iGeneration [9], or Digital Learners, which offers a more 
global vision of the twenty-first century learner [2]. Net-Generation generally refers 
to the generation that has grown up in the Internet age. The concept of Net-Generation 
or Digital Natives was first proposed by American educator Prenskyin [8] and he has 
made pro-and-con distinctions between Digital Natives and Digital immigrants [5]. 
Regardless the label, the young people of this era are generally considered univer-
sally able to and skilled in working with digital technologies. Still, there is research 
that speaks against this claim and which demonstrates that there is no automatic 
ability for this generation to transfer digital competencies and digital skills into, for 
example, academic settings. In fact, there is no evidence that today’s students want 
to use these technologies for educational purposes either. Our experience gained 
in training the future primary and pre-primary education teachers at the Faculty of 
Education of the University of Prešov also sounds against the generally overesti-
mated digital skills of today’s students. The results of testing conducted in 2016 
using the IT Fitness Test on a sample of 532 students showed the significant gaps in 
the digital skills of our students [3]. Also, the direct experience of teachers technology 
enhanced subjects teaching in which it is possible to directly observe the work of
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students, points to the absence of skills in working with spreadsheets, graphic editors, 
presentation software, the use of cloud computing, but especially the use of tech-
nology for problem solving. Alghamdi et al. [1] realize study with aims to explore 
kindergarten student teachers’ readiness to integrate technology into their future 
classrooms and factors affect their integration. The first-phase results showed that 
participants were ready to implement technologies while having positive attitudes 
towards technology integration. The second-phase results confirmed all participants 
were able to transfer their technical skills into professional practice. However, few 
were ready to practically apply their pedagogies. The results indicate three main 
factors, including technological resources, the school infrastructure, and the number 
of students in their classrooms. It is recommended to improve teacher preparation 
programme to develop teacher technology readiness. In a study titled primary school 
teachers’ attitudes towards technology use and stimulating higher-order thinking 
in students: a review of the literature. Wijnen et al. [12] present interesting results 
focused on teachers’ attitudes towards technology. They conducted two separate 
literature reviews on teachers’ attitudes towards (1) using technology (78 articles) 
and (2) stimulating higher-order thinking in students (18 articles). To structure the 
potential underlying constructs constituting teachers’ attitudes in these two contexts, 
they used the Theory of Planned Behaviour. They identified nine factors related to 
primary school teachers’ attitudes towards using technology in their teaching and 
four factors related to primary school teachers’ attitudes towards stimulating higher-
order thinking. Furthermore, they found that it was not always possible to establish 
the impact of each factor on teachers’ intended or actual use of technology and 
behaviours stimulating higher-order thinking, respectively. 

Considering the above-mentioned characteristics of the students, and all 
mentioned researches, in the present research, we focused our attention on the 
students’ perception of the interconnection between the outdoor and computer 
science fields and the possibility of implementing computer science activities in 
the MOE through an outdoor approach. 

2 Participants 

We electronically surveyed 419 students. All participants were students of the Faculty 
of Education, University of Prešov, in the following fields of study: pre-school and 
elementary pedagogy and pre-school and elementary pedagogy and pedagogy of 
psychosocially disturbed in the academic year 2021/2022. The target group consisted 
of students in the first (Y1) and third year (Y3) of bachelor’s studies. We received 153 
completed questionnaires, representing a return rate of 37%. Of the 153 students, 99 
(65%) were first-year students, and 54 (35%) were third-year students. The partici-
pants were deliberately selected; they were future educators who will work in pre-
primary settings. Therefore, the survey was administered at the beginning and end 
of their studies.
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3 Measurement 

The research aimed to analyse the knowledge and attitudes towards outdoor educa-
tion, knowledge about information literacy, and to analyse their interrelationship in 
the groups of future kindergarten teachers in the first and the last year of their studies. 
For this purpose, we constructed a non-standardized research instrument, a question-
naire, which contained a total of 6 items. The first three items (p1–p3) in the form of 
a Likert scale (ranging from 1 to 6) focused on outdoor education. The items p4–p6 
focused on information literacy education in kindergartens, with two Likert scales 
items and 1 (p6) multiple choice item. 

The following hypotheses were formulated: 
H1: There is a statistically significant difference in the scores of the two study 

groups between items p1 and p2. 
H2: There is a statistically significant difference between items p2 and p3 in the 

ratings of the two treatment groups. 
H3: There is a statistically significant difference between items p4 and p5 in the 

scores of both treatment groups. 
H4: There is a statistically significant difference in scores between items p3 and 

p5 in both treatment groups. 
The data collection was done electronically through MS Forms tool. The link to 

the research tool was provided to the students electronically. Data collection was 
conducted between 3 and 18 May 2021. Each Likert-type item contained a six-item 
scale, and a summary score was calculated for each item. 

Statistical analysis was performed in the freely available programmes Jasp and 
Jamovi. Comparison of scores between the selected items was done by paired t-test. 
The above frequentist techniques were used in order to assess whether the difference 
between the selected items was statistically significant. Therefore, Bayesian statistics 
were used to assess the relative degree of empirical evidence in favour of the null 
(H0) or alternative hypothesis (Ha). Thus, for each of the items tested, a so-called 
Bayes factor was calculated to indicate the extent to which our beliefs in favour of 
one of the hypotheses need to be revised in the light of the observed data. A Bayes 
factor greater than 3 can already be considered as significant evidence in favour of a 
given hypothesis. At link 1 (bit.ly/38wPbCP) is available research tool and at link_2 
(bit.ly/3taKYMj) the complete data. 

3.1 Results 

At the beginning of the analysis, we were interested in the summary results of the 
Likert-type questionnaire items. Items p1, p2, and p3 focused on awareness and 
attitudes towards outdoor education and their overall mean rating in both study groups 
is high, at 5.29 on a 6-point scale, with the lowest rating in item p3 in Y1: 4.96 and the 
highest rating in item p2, also in Y1 5.65. Items p4 and p5 were focused informatively,
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Table 1 Basic descriptive indicators for all liquor-type items 

Group N Mean Median SD SE 

p1 A 99 5.12 6.00 1.127 0.1133 

B 54 5.20 6.00 1.088 0.148 

p2 A 99 5.65 6.00 0.644 0.0647 

B 54 5.59 6.00 0.901 0.123 

p3 A 99 4.96 5.00 1.019 0.1025 

B 54 5.28 5.50 0.811 0.110 

p4 A 99 4.71 5.00 0.824 0.0828 

B 54 4.85 5.00 1.035 0.141 

p5 A 99 4.20 4.00 1.160 0.1166 

B 54 4.39 5.00 1.338 0.182 

Note A-first year (Y1), B-third year (Y3) 

and their overall mean rating in both treatment groups is moderately high at 4.53 out 
of a 6-point scale. Comparing all the outdoor (Øp1, p2, p3) and informative (Øp4, 
p5) Likert-type items, we detect a difference in the ratings of all participants at 0.76 
points. Items focused on outdoor education had more positive ratings than those 
focused on computer science. All descriptive statistics for each item are presented 
in Table 1. The summary ratings show that students rated the items more positively 
than negatively overall, averaging 4.99 out of 6 on the 6-point scale. 

Hypothesis H1 

To begin our analysis, we tested for differences in scores between the p1 and p2 items. 
Item p1 read: I know what outdoor education/outdoor access is in kindergarten. In 
terms of the evaluation level, both monitored groups (R1 and R3) are at an almost 
identical level, with a difference of only 0.08 points. In terms of distribution, the 
data in both groups are similarly inconsistent. In the first year, a larger number of 
participants evaluated the highest level, while the same number is scattered on levels 
5, 4, and 3, the lowest levels are occupied only sporadically. In R3, the situation is 
similar, but the lowest level is not occupied at all. In item p2, we asked the students 
whether they consider spending more time outside to be beneficial for a child in 
kindergarten. Of all the items, the students rated it the most positively, at an average 
level of 5.62. The evaluation of both monitored groups is almost at an identical level 
(difference 0.05b). Based on the descriptive indicators (Table 2),  the data in R1 are  
consistent. The majority of students rated grade 6, while no one chose the first 3 
grades. In R3, the data are more scattered, but still consistent in the positive region. 
A paired t-test was used due to the nature of the research data and the research 
population, the results of which are presented in Table 3.

The calculated p-value is at the level of statistical significance with a medium 
effect size. Based on this fact, we reject the null hypothesis. The performed Bayesian 
analysis demonstrates that assuming the validity of Ha, i.e. p(D|Ha), the observed
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Table 2 Basic descriptive indicators for items p1 and p2 

Item N Mean Median SD SE 

p1 153 5.15 6.00 1.11 0.0898 

p2 153 5.63 6.00 0.742 0.0600 

Table 3 Paired t-test between item p1 and p2 for all students 

Statistic ±% df p Cohen’s d 

Student’s t −4.84 152 <0.001 −0.391 

Bayes factor10 4001 1.57e−10

data are 5220 times more likely than the data that can be expected in the case of 
validity of H0, i.e. p(D|H0). Thus, with robust empirical support, we can conclude 
that item p2 was rated significantly better by students compared to item 2. 

In the next part of the evaluation, we statistically compare items p2 and p3 and 
in both treatment groups to see whether students who know that being outdoors 
more often is beneficial for the child in the Nursery School as a future educator will 
implement outdoor learning in the Nursery School and how this changes over the 
course of the study. 

It is evident from the data visualisation in Graphs 1 and 2 that first-year students 
rated items p2 and p3 diametrically differently. This fact is confirmed by the descrip-
tive indicators in Table 4. The observed difference is 0.69 points from the 6-point 
scale. Given the calculated standard deviations, the data for item p2 are consistent, 
while the data for item p3 are scattered. Based on the visualized data on Graphs 1 and 
2, for item p2, first-year students are unanimous in their belief that being outdoors 
more often is beneficial for the child. For item p3, the data no longer suggest this is 
the case, and we find a spectrum of ratings. Students in the first year are not unan-
imous in their approach to the subsequent implementation of outdoor education in 
teaching practice.

Hypothesis H2 

A paired t-test was calculated to test the statistical significance of the differences 
between items p2 and p3 in the first year, which are presented in Table 5.

The p-value reaches the level of statistical significance, and thus, we reject the null 
hypothesis with a large effect size (Cohen’s d = 0.663). The calculated Bayes factor 
probability values clearly tend (BF10 = 4.75) to favour the alternative hypothesis 
(BF10 > 3), and the observed level of evidence in favour of Ha is sufficient to declare 
its validity. Thus, it can be concluded that the difference in scores between p2 and 
p3 and in Y1 was confirmed, respectively. The observed data constitute adequate 
empirical evidence to decide on the validity of Ha. 

The same statistical analysis was carried out in the third, final year of the Bach-
elor’s degree. The visualized data in Graphs 3 and 4 show similar characteristics 
in this case as well. They are consistent for item p2 and scattered in the last three
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Graph 1 Observed distribution in p2 and p3 for Y1(A) 

Graph 2 Density distribution of the data in item p2 and p3 for Y1(A)
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Table 4 Basic descriptive variables for items p2 and p3 in Y1 

Item N Mean Median SD SE 

p2 99 5.65 6.00 0.644 0.0647 

p3 99 4.96 5 1.019 0.1025

Table 5 t-test between item p2 and p3 for Y1 

Statistic ±% df p Cohen’s d 

Student’s t 6.59 98.0 <0.001 0.663 

Bayes factor10 4.75e+6 2.09e−15

grades for item p3, a slight change from the first year. The difference in mean scores 
between items p2 and p3 in Y3 compared to Y1 is half of that in Y1, 0.32 points on 
a 6-point scale. From the descriptive indicators (Table 6), we can see that compared 
to the first year, this item was rated slightly more positively. 

To test the statistical significance of the differences between p2 and p3 in Y3, a 
paired t-test was calculated, and the results of which are presented in Table 7. The  
calculated p-value reaches the level of statistical significance, and we are thus able to

Graph 3 Observed distribution in item p2 and p3 for Y3(B)
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Graph 4 Density distribution of the data in item p2 and p3 for Y3(B)

reject the null hypothesis with a small effect size (Cohen’s d = 0.384). Furthermore, 
the calculated Bayes factor likelihood values show that Ha is a model that describes 
the observed data better than H0 (BF10 = 5.14), and the observed level of evidence 
in favour of Ha is sufficient to declare its validity. 

The difference between p2 and p3 in Y3 is confirmed as the observed data provide 
sufficient empirical evidence for the validity of Ha. 

Hypothesis H3 

In our analyses, we further investigated whether there is a statistically significant 
difference between the scores of items p4 and p5, and thus whether there is a corre-
lation between the level of computer literacy represented by item p4 and the idea of 
implementing computer science education activities in the MOE through an outdoor 
approach. We investigated this separately in the first and third years and compared 
the results.

Table 6 Basic descriptive indicators for items p2 and p3 in Y3 

Item N Mean Median SD SE 

p2 54 5.59 6.00 0.901 0.123 

p3 54 5.28 5.50 0.811 0.110 

Table 7 t-test between item p2 and p3 for Y3 

Statistic ±% df p Cohen’s d 

Student’s t 2.82 53.0 0.007 0.384 

Bayes factor10 5.14 3.96e−9 
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Table 8 Key descriptive indicators for items p4 and p5 in Y1 

Item N Mean Median SD SE 

p4 99 4.71 5.00 0.824 0.0828 

p5 99 4.20 4 1.160 0.1166 

Table 8 gives the basic descriptive statistics for the items. From the mean values, 
we can see that students in the first year rated item p4 more positively than item p5, 
with a difference of 0.505 points. From the values of the standard deviations, but 
also the visualization of the data in Graphs 5 and 6, we can see that there is also a 
difference in the variance of the data. While the data for item p4 look consistent, in 
item p5, it is diversified. Thus, in item p4, more students rated positively, while the 
first stages of the evaluation are not occupied at all. 

A paired t-test was used to test the statistical significance of the detected difference 
in scores between items p4 and p5 for first-year students, the results of which can 
be found in Table 9. As the table gives, the p-value reaches the significance level, 
on the basis of which we are able to reject the null hypothesis and thus confirm the 
existence of a certain difference.

Graph 5 Observed distribution in item p4 and p5 for Y1(A)
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Graph 6 Density distribution of the data in item p4 and p5 for Y1(A)

Table 9 t-test between item p4 and p5 for Y1 

Statistic ±% df p Cohen’s d 

Student’s t 4.29 98.0 <0.001 0.431 

Bayes factor10 407 3.49e−10 

The performed Bayesian analysis shows that assuming the validity of Ha, i.e. 
p(D|Ha), and the observed data are 407 times more probable than the data that can 
be expected in the case of validity of H0, i.e. p(D|H0). Thus, with robust empirical 
support, we can conclude that there is a statistically significant difference between 
the first-year scores of item p4 and p5. Students in their first year of study who 
have some level of information literacy (item p4 = 4.76/6) think they can master 
information technology, but they cannot imagine using this technology to carry out 
outdoor activities. 

The same statistical analysis was carried out in the third year of study. The basic 
descriptive statistics are presented in Table 10. 

Already from the mean values, we can conclude that the difference between these 
items in year 3 is almost at the same level as that of the freshmen of 0.463 (the 
difference of differences is only 0.042 points). A slight difference occurred in the 
density distribution of the data. Overall, the data density distribution shows similar

Table 10 Basic descriptive variables for items p4 and p5 in Y3 

Item N Mean Median SD SE 

p4 54 4.85 5.00 1.04 0.141 

p5 54 4.39 5.00 1.34 0.182 
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Table 11 t-test between item p4 and p5 for Y3 

Statistic ±% df p Cohen’s d 

Student’s t 2.54 53.0 0.014 0.345 

Bayes factor10 2.70 4.34e−9 

characteristics to Y1 (p4 consistent, p5 scattered), but at p4 students already rate 
more heterogeneously than in Y1 (Graphs 7 and 8). 

Again, we subjected the detected difference to statistical analysis. As given in 
Table 11, the p-value reaches the significance level with a medium effect size (Cohen’s 
d intervals: small 0.2–0.5 medium), on the basis of which we are able to reject the 
null hypothesis and thus confirm the existence of some difference. 

The performed Bayesian analysis does not have sufficient evidential power (BF10 
< 3) to confirm the alternative hypothesis Ha (BF10 = 2.70), and the data are also not 
conclusive in favour of H0 (BF01 = 0.370). We do not find a statistically significant 
difference in this case; we conclude from the data that there is a difference between 
items p4 and p5, but the data are ambiguous in this case, and so we are unable to 
obtain empirical evidence of its magnitude/probability in favour of Ha or H0. 

Hypothesis H4 

Another area of interest was the correlation between p3, where students were asked to 
express a preference for implementing outdoor education in the MOE (p3: As a future 
educator, I will implement outdoor education in the MOE), and p5, where students 
were asked to express whether they can imagine implementing educational activities 
in the information domain outdoors (p5: I can imagine implementing educational 
activities in the information domain outdoors/outdoors—e.g. I can imagine imple-
menting educational activities in the information domain outdoors/outdoors—e.g. I 
can imagine I can think of ways to implement educational activities in the outdoor 
environment (e.g. in a park or a schoolyard (digital animation, digital games, elemen-
tary programming). We tested these items separately for the first and third years and 
compared the analysis results. 

We report the basic descriptive statistics in Table 12. The difference in item p3 
and p5 scores is 0.758 in the first year, with item p3 being more positively rated. As 
can be seen from the visualization in Graphs 9 and 10, the density distribution of 
the data is very similar for each item, with p3 being slightly more consistent in the 
positive region. 

A paired t-test was used to test the statistical significance of the detected difference 
in scores between items p3 and p5 for first-year students, and the results of which

Table 12 Baseline descriptive indicators for items p3 and p5 in Y1 

Item N Mean Median SD SE 

p3 99 4.96 5.00 1.02 0.102 

p5 99 4.20 4 1.16 0.117
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Graph 7 Observed distribution in p4 and p5 for Y3(B) 

Graph 8 Density distribution of data in item p4 and p5 for Y3(B)
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Graph 9 Observed distribution in item p3 and p5 for Y1(A) 

Graph 10 Density distribution of the data in item p3 and p5 for Y1(A)
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Table 13 t-test between item p3 and p5 for Y1 

Statistic ±% df p Cohen’s d 

Student’s t 5.82 98.0 <0.001 0.585 

Bayes factor10 165,751 2.88e−13 

Table 14 Baseline descriptive indicators for items p3 and p5 in Y3 

Item N Mean Median SD SE 

p2 54 5.28 5.50 0.811 0.110 

p3 54 4.39 5.00 1.338 0.182 

can be found in Table 13. The calculated p-value reaches the level of significance, 
on the basis of which we are able to reject the null hypothesis and thus confirm the 
existence of a certain difference. 

The implemented Bayesian analysis provides robust empirical support for the Ha 
model. Assuming the validity of Ha, i.e. p(D|Ha), the observed data are 165,751 
times more likely than the data that can be expected in the case of the validity of 
H0, i.e. p(D|H0). Thus, with robust empirical support, we can conclude that there is 
a statistically significant difference between the first-year scores of item p3 and p5. 

We performed the same statistical analysis for the final year Y3. Table 14 reports 
the basic descriptive statistics for items p3 and p5 in the third year. Compared to 
Y1, we observe more positive evaluations for both items under study. The detected 
difference between the items is at 0.899 (the difference in differences is + 0.141 for 
year 3). 

In terms of the scatter in the data visualized in Graphs 11 and 12 for item p3 
in Y3, the data look consistent compared to Y1. Comparing p3 and p4 in Y3, we 
observe a significant difference in the density distribution of the data. Item p3 is 
rated significantly more consistently in the positive domain by third parties, with the 
first 3 rating levels not occupied at all, whereas item p5 is rated significantly more 
diversely by third parties and all rating levels are occupied comparatively.

The calculated p-value is at the level of statistical significance with a large effect 
size, formally demonstrating the existence of a statistically significant difference 
between p3 and p5 in Y3 and thus formally rejecting H0 (Table 15).

The implemented Bayesian analysis also in Y3 provides robust empirical support 
for the Ha model. Assuming the validity of Ha, i.e. p(D|Ha), the observed data are 
5487 times more likely (with Bayes facts greater than 3 being sufficient as formal 
evidence for the validity of the hypothesis) than the data that can be expected in the 
case of the validity of H0, i.e. p(D|H0). Thus, with robust empirical support, we can 
conclude that there is a statistically significant difference between the item scores of 
p3 and p5 in the third year.
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Graph 11 Observed distribution in item p3 and p5 for Y3(B) 

Graph 12 Density distribution of data in item p3 and p5 for Y3(B)
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Table 15 t-test between item p3 and p5 for Y3 

Statistic ±% df p Cohen’s d 

Student’s t 5.21 53.0 <0.001 0.709 

Bayes factor10 5487 4.22e−12

4 Conclusions and Discussion 

The study aimed to analyse the knowledge and attitudes towards outdoor education 
and information literacy and to find out their interrelationship among prospective pre-
service teachers in the first and final years of their studies in the MOE. In general, we 
can conclude that students rated the items overall more positively than negatively. 

Outdoor education represents a new theoretical area that several students have 
encountered for the first time at university. Being outdoors is generally beneficial 
for people physically and psychologically, and it is also a stably implemented part 
of the day that has been in the organization of the day in kindergartens since their 
inception, which in our opinion, may have caused the significantly higher score of 
the p2 item dealing with the dependence of the frequency of being outdoors on the 
child’s well-being. 

It was interesting to compare items p2 and p3, where, on the one hand, students 
declare that they know what outdoor education is and that being outdoors more 
often is beneficial for the child in kindergarten (and with a higher rating in the first 
year), on the other hand, they rate significantly lower the item in which they, as future 
educators, should implement this type of education, which we observe in both groups 
studied. 

On the one hand, students are proactive in implementing outdoor activities; on 
the other hand, when technology enters into it a problem arises in outdoor activities 
for students. The observed difference was confirmed in both study groups and did 
not change during the study. Also, the future teachers in the third, i.e. final year, 
plan to implement outdoor education in the MoE; however, they already rate the 
implementation of outdoor educational activities in the computer field in the MoE 
significantly lower. 

From the results of the conducted questionnaire research and statistical analysis, 
we can conclude that students are familiar with the concept of outdoor education 
and generally consider more frequent staying outdoors as beneficial for the child. 
However, students know this concept more theoretically and applying the acquired 
knowledge to the practical level is a potential problem for them. A similar problem 
is observed in the field of technology. On the one hand, students take the initiative 
in the implementation of outdoor activities; on the other hand, if they have to use 
technology in a practical way, a problem arises in outdoor activities. Our task is, 
therefore, to provide opportunities to link these seemingly incompatible areas.
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Human Versus Automatic Evaluation 
of NMT for Low-Resource Indian 
Language 

Goutam Datta , Nisheeth Joshi, and Kusum Gupta 

Abstract Machine Translation (MT) is an important application of natural language 
processing that converts a source language to a target language automatically with the 
injection of a parallel corpus. Researchers from academia and industry are currently 
very active in designing high-performance translation systems. The MT system 
has witnessed a big paradigm shift, and a recent neural network-based translation 
system, i.e., the Neural Machine Translation system, has almost replaced the statis-
tical Machine Translation (SMT) system. This paper mainly focused on two things: 
firstly, the design of the NMT model and then evaluating its performance with human 
and automatic metrics on a low-resource Bengali-to-English language pair. Secondly, 
we have checked the performance of two popular online translators: Google Trans-
late and Bing. We have evaluated the performance of these two translators with the 
most popular and widely used automatic evaluation metrics, Bilingual Evaluation 
Understudy (BLEU) and Word Error Rate (WER). BLEU’s evaluation process is 
primarily based on the n-gram matching approach; hence, sometimes scores are not 
reliable. WER computes the Levenshtein distance between hypothesis words and 
reference words. Human evaluation is considered to be the best in MT evaluation. 
Hence, we have also computed the translation score with the gold-standard human 
evaluation metric. This research will be helpful as a part in evaluating the perfor-
mance of various MT engines, especially in domain-specific low-resource language 
pairs, and also the performance of MT engines can be judged with human evaluators.
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Also, these human evaluators are used to verify the accuracy of available automatic 
evaluation metrics. 

Keywords Neural Machine Translation · BLEU ·Word Error Rate 

1 Introduction 

One of the initial objectives of computers was the automatic translation of text 
between languages. Being flexible with human language, MT is considered to be 
one of the most challenging jobs in Artificial Intelligence. Historically, rule-based 
systems were employed for this task, but in the 1990s, statistical methods super-
seded them. Deep neural network models have recently achieved state-of-the-art 
performance in the field of Neural Machine Translation [1, 2]. There are different 
models proposed by the researchers in the NMT domain. Some of the popular NMT 
systems as proposed by the researchers in different phases are as follows: Bahadanu’s 
Attention model, transformer model, etc. [3, 4]. Google helped solve many of NMT’s 
issues, including issues with handling rare words and a lack of robustness, among 
others, with their NMT system [5]. At Google, in the research paper published in 
2017 and titled “Attention Is All You Need,” the transformer model was presented 
for the first time. Its purpose was to transform one sequence into another without 
making use of any recurrent neural networks (RNNs). The transformer models are 
state of the art, and their design is based on a self-attention mechanism that allows 
them to function (Fig. 1). The simple transformer model is a sequence-to-sequence 
model having encoder and decoder blocks. Each encoder and decoder block has a 
stack of identical blocks. Also, each encoder block has two important components 
such as self-attention and a position-wise feedforward network.

There is another challenge of MT, i.e., evaluating the performance of MT systems 
[6–8]. Although human evaluation is considered to be the best, it is a time-consuming 
process. There are many automatic evaluation metrics proposed by the researcher, 
such as BLEU [9], precision, recall, F-measure, cosine similarity, METEOR [10]. 
There is another human-like automatic metric proposed by many researchers [11–13]. 

In this paper, we have experimented with a transformer-based model on a low-
resource Bengali-to-English language pair (tourism dataset). Bengali is a language 
that is mostly spoken in India and Bangladesh. English and Bengali are both morpho-
logically rich languages. We have evaluated the performance of our model and two 
more MT engines, such as Google and Bing Translate, with automatic metrics BLEU, 
WER, and human evaluation. We also compared the scores of BLEU with gold-
standard human evaluation. The rest of the paper is organized as follows: Sect. 2 
describes some previous work on NMT and its performance evaluation with auto-
matic metrics. Section 3 highlights our overall methodology. Section 4 outlines our 
experimental setup; in Sect. 5, we have presented some analysis and discussion. 
Finally, we put conclusions and future direction in Sect. 6.
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Fig. 1 Transformer model [4]

2 Previous Work 

In the paper [12], the authors primarily focused on evaluating the performance of MT 
systems. They designed a framework for different types of errors and categorized 
them. They performed a comparative analysis of the types of errors available in the 
raw text generated by the MT engine and then performed some post-editing processes 
to remove them. The aim was to find out the recurrent errors that are produced by the 
translation system. This may eventually be helpful for future researchers to produce 
robust translation systems. Human evaluation is considered to be the best in eval-
uating the performance of MT systems, but it is time-consuming and cannot be 
reproducible. In bilingual translation systems, if the human evaluator understands 
both languages, then he can correctly judge the quality of the translation generated 
by MT engines. Automatic evaluations are dependent on human evaluation because 
they require one or more reference translations to correlate the MT outputs. Some-
times, even automatic metrics fail to generate correct scores when the languages 
are morphologically rich. In the paper, the authors address this issue of automatic 
metrics by proposing a human-like evaluation metric where they have exploited the 
use of scalar and multidimensional quality metrics. Their transformer-based NMT
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model was trained on low-resource English-to-Irish language pairs. In this study, they 
presented a comparative analysis with human evaluation of the outputs generated by 
RNN-based and transformer-based models on English-to-Irish language pairs [6]. 

In another work, researchers during the development of MT evaluation mainly 
focused on the semantics of the language. They proposed an approach where the 
adequacy of the language is the prime concern rather than fluency. This evaluation 
scheme mainly tries to find the semantic similarity between the source and the target 
languages and does not depend on the reference translation [13]. 

3 Methodology 

We have used a tourism dataset collected from TDIL (https://tdil-dc.in/). Firstly, we 
swapped the parallel corpus and took Bengali to English. That is, the source language 
is Bengali and the target is English. After the required preprocessing of the dataset, 
we trained the NMT model (transformer) with default hyperparameters. After model 
convergence, we randomly picked three samples from the test set. The same test 
dataset was given to online translation engines: Google and Bing. The translation 
qualities of our tuned model, Google and Bing translate models, were verified with 
gold-standard human evaluators. Human evaluation metrics were calculated using 
that questionnaire. For the purpose of our MT engines’ (our transformer model, 
Google Translator, and Bing) qualitative performance, we have mainly focused on 
the following evaluation metrics: BLEU, WER, and human evaluation. 

3.1 Human Evaluation 

As stated before, to generate a human score, we have carried out a survey that is 
based on the questionnaires. Five individuals with a satisfactory to excellent level 
of linguistic expertise in both of these languages (English and Bengali) are partici-
pated in the survey. Questions primarily addressing the adequacy and fluency of the 
translation were developed as part of the questioners’ inquiries. The adequacy and 
fluency of the response were evaluated using a scale with a value that ranges from 
0 to 5. The concept of adequacy ensures that the meaning of the source text and the 
translated output is the same; that the source sentence and the target sentence are 
both complete; and that there is no distortion between the source sentence and the 
target sentence, among other things. In a similar vein, fluency guarantees that both 
the source language and the target language have the correct syntax. A score of 5 is 
given for adequacy when all meanings between the source and target languages are 
correct; a score of 4 is given when most of the meaning is correct; a score of 3 is given 
when much meaning is given; a score of 2 is given when little meaning is given, and 
a score of 1 is given when no meaning is given. When evaluating fluency, a score 
of 5 indicates flawless language, a score of 4 indicates good language, a score of 3

https://tdil-dc.in/
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indicates non-native language, a score of 2 indicates diffluent language, and a score 
of 1 indicates an incomprehensible language. We have shown the translated results 
of three randomly picked sentences from a test set that were translated from Bengal 
to English by our transformer model and freely available online translators, Google 
Translator and Bing Translator, from Microsoft. This translated text’s quality was 
evaluated with the human evaluator and the automatic metrics BLEU and WER. 

3.2 BLEU is an Automatic Metric 

Bilingual Evaluation Understudy (BLEU) is used to measure the quality of MT output 
by comparing the MT output with reference text. It tries to match MT output with 
reference text with an n-gram-based approach, where n is the number of tokens; in 
a unigram, n equals to one; in a bigram, n equals to two; and so on. 

Word Error Rate (WER). 

The Word Error Rate (WER) is exploited in evaluating the performance of MT 
systems and speech recognition systems [14]. Researchers in the field of text and 
the speech translation system used WER to evaluate the quality of translations of 
their model [15]. As stated before, WER computes the Levenshtein distance between 
hypothesis words and reference words divided by the total number of reference words. 

WER is calculated with the help of the following expression: 

WER = S + D + I 
N 

, (1) 

where S is the total number of substitutions in the target sentence, D is the total 
number of deletions in the target sentence, I is the number of insertions, and N is the 
total number of words in the reference. 

The overall methodology is represented in Fig. 2. With the help of processed 
dataset and default set of hyperparameters, we trained our model. Hyperparameter 
tuning is essential in any machine learning model [16–18]. We then tested our model 
with the test set. The model’s performance was evaluated with two automatic metrics 
such as BLEU and Word Error Rate (WER). As stated before, we also evaluated our 
model with human evaluators. Their scores were averaged to compute the final score.

4 Experimental Setup 

We used open NMT’s transformer model and trained the model on a Bengali–English 
dataset. Our model was trained in the NVIDIA Tesla V100 environment. We trained 
our model up to 10,000 training steps. After that, model starts converging. We split 
our entire dataset as follows: 70% training set, 15% validation set, and 15% test set.
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Fig. 2 Schematic representation of the model building and quality evaluation process

The model took around 3 hours for the entire training process. Proper hyperparam-
eter tuning is very important in any machine learning model. Few of the selected 
hyperparameters of our transformer model are represented in Table 1. 

With the help of selected hyperparameters, we trained our model. 
The purpose of the selected hyperparameters is as follows:

Table 1 Snapshot of some 
selected hyperparameters of 
the transformer model 

Hyperparameters Values 

Optimizer Adam 

Learning rate 2 

Dropout 0.1 

Heads 8 

Decay_method Noam 
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Table 2 Randomly picked test sets and their translation scores as generated by human and automatic 
evaluation metrics 

Test set Translation engine Human evaluation 
(averaged) (in scale 0 
to 100) 

BLEU (scale 0 to 1) WER (in %age) 

1 Our model 30 0.14 88 

2 Our model 25 0.12 91 

3 Our model 35 0.11 95 

Table 3 Randomly picked test sets and their translation scores as produced by human and automatic 
evaluation metrics (in Google translation engine) 

Test set Translation engine Human evaluation 
(averaged) in scale 
(0–100) 

BLEU (scale 0–1) WER (in %age) 

1 Google 90.5 0.11 73.3 

2 Google 90.5 0.67 81.81 

3 Google 100 1.0 0 

Optimizer: It helps the model by selecting suitable parameters so that loss can be 
reduced and accuracy can be increased. 

Learning rate: It is a tunable parameter that selects step size in each iteration 
during its movement to the minimum loss function. 

Dropout: It is a regularization technique used in machine learning and deep 
learning. 

Heads: It is the number of heads in the transformer model. 
Decay_method: In machine learning, decreasing the learning rate is a type of 

decay. Similarly, increasing the learning rate is a warm-up process. Noam is a type 
of decay method used in deep learning where warm-up and decay both exist. 

We noticed after around 10,000 epochs there was no further improvement in 
training and validation accuracy. We verified the performance of our model with 
randomly picked sentences from the test dataset. And, the same sentences were fed 
to other online engines Google and Bing. Performance evaluation of all translators 
was carried out with automatic and human evaluation metrics. The performance of 
our model, Google Translate, and Bing Translate, is reported in Tables 2, 3, and 4, 
respectively. The graphical representations of all these results are reported in Figs. 3, 
4, and 5, respectively.

5 Analysis and Discussion 

From our above experimentation, we can see that our model’s performance is not 
satisfactory (Table 2 and Fig. 3). WER, BLEU, and human evaluation scores are
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Table 4 Randomly picked test sets and their translation scores as produced by human and automatic 
evaluation metrics (in Bing translation engine) 

Test set Translation engine Human evaluation 
(Averaged) in 0–100 

BLEU in a scale (0–1) WER (in %age) 

1 Bing 90 0.12 66.6 

2 Bing 90 0.14 68.18 

3 Bing 60 0.75 50 

Fig. 3 Translation quality scores as generated by human evaluation and automatic evaluation 
metrics (BLEU and WER) for the transformer model 

Fig. 4 Translation quality scores as generated by human evaluation and automatic evaluation 
metrics (BLEU and WER) for Google Translate
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Fig. 5 Translation quality scores as generated by human evaluation and automatic evaluation 
metrics (BLEU and WER) for Bing Translate

presented in Table 2 and Fig. 3. There are possibly many factors for this. We have 
used tourist datasets that are too small for deep learning models. Even the dictio-
nary vocabulary was very small for our model. In the case of morphologically rich 
languages, the handling of rare words is a serious problem if the vocabulary is 
not large enough. Another reason for model underperformance is that our model 
was tuned with the default hyperparameter setting. Next, in the evaluation part, we 
have evaluated the performance of Google Translate and Bing Translate. We have 
picked three sentences randomly from the test set. As we can observe from the tables 
and graphical representations in Section 4: Table 3 and Fig. 4, we can see that in 
some instances, the BLEU score is less than the human score. The WER is also 
significantly higher, whereas, for the same test sentence, the human score is quite 
high. The same thing we can notice in Bing Translate; also, results are presented 
in Table 4 and Fig. 5. In some cases, the scores generated by the automatic metric 
and the human score differ significantly. The reason is that the BLEU is based on 
n-gram matching between translated texts and one or more reference texts. It does 
not capture the overall semantics of the translated text. Similarly, in WER also, if 
there are many substitutions of the words (although the substituted words have the 
same meaning) and many deletions, the WER percentage will be higher. These are 
some of the reasons; though automatic metrics are faster and reusable, their scores 
are sometimes not satisfactory.
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6 Conclusion and Future Work 

From the above experimentation, we can conclude that proper tuning of hyperparam-
eter is important in designing any machine learning model. The use case we consid-
ered is an NMT system. We have seen that NMT exploits deep learning, and hence, it 
requires a huge corpus to develop a better model. Furthermore, computing the scores 
of MT systems with automatic evaluation metrics such as BLEU, WER, and others 
is useful for evaluating the overall translation quality of MT models. However, MT 
evaluation is a challenging task since the same word can convey different meanings in 
some other contexts. Most of the automatic metrics are precision and recall based and 
fail to capture the semantics of the words. Hence, MT evaluation is still an interesting 
research area, and as discussed before, sometimes intervention of human evaluation 
is required because human evaluation is the best [19], though it is time-consuming. 

In the future work, researchers are focusing on the strategies to capture the seman-
tics of the hypothesis and reference texts along with the n-gram-based matching to 
enhance the accuracy of the automatic metric scores. 
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Framework for Detection of Malware 
Using Random Forest Classifier 

Mohsin Manzoor and Bhavna Arora 

Abstract Malware poses a challenging threat to this digital world of communi-
cation, as it can manipulate or perform any baffling activity inside a computer by 
corrupting important files and disabling the network system with malicious attacks. 
Since the malware writers have evolved in their malware designing technique over 
the past decade, so the detection mechanism should be robust enough to identify the 
latest malware and also should curb its propagation inside a computer. The traditional. 
method of malware detection like signature-based. methods fails to detect the new 
complex malware as the developers now develop variations of these and camouflage 
the malware. Hence, the malware goes undetected using the traditional techniques. 
So, there is a dire need for an effective and an efficient malware detection system 
that could identify and detect the obscured and encrypted malware with maximum 
accuracy so that the big enterprise or any other institution that relies on the digital 
exchange of information should not sustain any kind of financial and information 
loss. The utilization of machine learning in malware detection has been found effec-
tive in detecting hidden and obscured malware. This study focuses on a quick and 
concentrated assessment of malware detection utilizing several machine learning 
approaches and recommends a framework that uses the Random Forest classifier-
based strategy for detecting malware. The maximum accuracy obtained during this 
research was about 98.5%. 
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1 Introduction 

Malware, sometimes known as “harmful software,” is a catch-all term for any mali-
cious program or code that causes computer damage. Malware is malicious soft-
ware created to infiltrate, damage, or disable a computer system by obtaining partial 
control over the operations of the information and communication (ICT)-enabled 
devices. The malware that has the power to spread is the most hazardous since 
there is no central control, making it difficult to defend them [1]. The types of 
malware that are usually found in any kind of malware attack are enlisted as worms, 
spywares, viruses, Trojan viruses, ransomware and adwares [2]. Malware is designed 
to attack internet-based applications as practically every aspect of life. Malware can 
be detected using different methods. The most popular method is using the classifier 
to determine whether the file is a malware or not. In order to detect the malware, 
several issues and concerns arise. There are various types of malwares that differ 
from each other through the propagation modes, functionality, and performance. 
The malware writers encrypted their malware so that the former detection mecha-
nism should fail to identify and detect the malware. Key limitations of signature-based 
detection methods are that they vary from different antivirus vendors; furthermore, 
the signature-based malware detection technology only works with known malware. 
Malware authors employ a variety of ways to enable their produced malware to 
readily evade and fool signature-based detection methods, which include mutations 
like encryption, oligiomorphism, polymorphism, and metamorphism, usually done 
by mutation engines [3]. Mutation engines are computer program that can change one 
program into another with different codes by encrypting the target software using 
various keys and a decryption module that may be customized widely [4]. These 
mutations are described as follows: 

(a) Encryption: The malware developers did not want their malicious code to be 
noticed and detected by any detection mechanism, and for that purpose, encryp-
tion is very simple way. This type of mutation consists of the phenomena of 
encrypting and decrypting the malwares while escaping from the detectors and 
infecting the target, respectively [3]. 

(b) Oligiomorphism: It is another important technique used for achieving the camou-
flage behavior of malwares, and the oligomorphic malwares were first emerged 
during 1990’s under the name “whale” (as a DOS virus). Unlike encryption 
technique where the decryptor remains uniform or same for each malware, the 
pleomorphism supports the unique decryptor for each malware infection. This 
technique is considered as an advancement in the encryption. 

(c) Polymorphism: This technique is the blend of encryption and oligiomorphism, 
but these malwares are more infectious than the others. The first polymorphic 
virus was first designed by “Mark Washburn” during late 1990’s and was labeled 
as virus 1260 [3]. It is very difficult and hard for the antiviruses to detect such 
type of malwares as these malwares change their behavior and appearance upon 
the generation of new copies.
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(d) Metamorphism: This type of malware obfuscation technique holds the 
phenomena of altering the syntax of the malware while the semantics remains 
the same, which means that newly generated malware copies apparently look 
different, but deep inside, their working or execution remains the same [3]. 

The paper is organized in different sections: The first section discusses about the 
basic malware and the advanced malwares; it also discusses different techniques for 
malware detection and different machine learning approaches for the same. Section 2 
summarizes the research work carried out by different researchers. The proposed 
framework has been detailed out in Sect. 3. Section 4 discusses the results followed 
by conclusion in Sect. 5. 

1.1 Malware Detection Techniques 

The detection methods for malware are classified into several groups from various 
perspectives, such as the signatures they produce, their behavior upon executing 
under controlled scenarios, and the heuristic analysis; based on these perspectives, 
the different techniques of malware detection are depicted in Fig. 1 [5]. 

1. Signature-Based Malware Detection: 

A file’s signature is a one-of-a-kind property, similar to an executable’s fingerprint. 
Signature-based methods are more efficient and faster than other methods since they 
leverage patterns taken from diverse malware to identify them [5]. 

2. Behavior-Based Detection: 

Malware detection techniques based on behavior examine a program’s way of 
executing inside a machine to determine if the given piece of code is malicious or not. 
Behavior-based techniques are immune to the flaws of signature-based techniques 
since they watch what an executable file performs [5].

Malware Detection 
Techniques 

Signature Based  

Behaviour Based  

Heuristic Based 

Fig. 1 Malware detection methods [5] 
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3. Heuristic-Based Detection: 

Heuristic evaluation is a virus-spotting approach that includes looking for suspicious 
features in code; the heuristic model was designed to discover suspicious qualities 
in unknown, new viruses, modified versions of current threats and known malware 
samples [5]. 

1.2 Machine Learning (ML) Approaches for Detection 
of Malware 

Malware is difficult to detect because it is comprised specialized programs designed 
to achieve a certain aim and executed in a predetermined manner [6]. Over time, 
various researchers have used various machine learning techniques for observing the 
obscured and encrypted malware. These techniques are enlisted as follows [6]: 

1. K-means: The purpose of this iterative approach for classifying or grouping items 
is to divide the dataset into K groups or clusters, where K is a positive integer 
number. This strategy is most effective when it comes to detecting polymorphic 
malware. 

2. Naïve bays: The Naive Bayes probabilistic classifier is created using the Bayes 
classifier. When compared to other methods, the Naive Bayes approach is more 
suited for more competent results. This method works effectively for identifying 
worms and viruses on mobile devices. 

3. SVM: In SVM, the decision boundaries are defined by the decision planes. It is 
a binary classifier that is not probabilistic. It is fantastic at detecting malware on 
Android. 

4. Decision tree: For classification and regression, it is a supervised learning strategy 
that works like a flowchart, starting from the root node and bifurcating the data 
to the leaf nodes till the entropy is decreased. This technique is also effective in 
detecting polymorphic malware. 

5. Neuro-fuzzy: To improve the capabilities of neural networks, this approach 
combines the benefits of fuzzy logic and artificial neural networks. This strategy 
works well for detecting malware that has been disguised [6]. 

6. Random Forest: This classifier uses a combination of the results of numerous 
decision trees that have been applied to different subsets of a dataset for improve-
ment in the dataset predicted accuracy. It is based on ensemble learning, which 
combines numerous classifiers to solve complicated problems. 

7. ANN: Unlike the K-nearest neighbor technique, the all nearest neighbor (ANN) 
classifier selects “k” throughout the procedure (Fig. 2).
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Machine Learning 
Techniques  

K-
means 

Naïve 
bays SVM Decision 

tree 
Neuro-
fuzzy 

Random 
forest ANN 

Fig. 2 Taxonomy of different machine learning techniques for malware detection [6] 

2 Literature Survey 

Based on the various machine learning approaches, various authors have proposed 
different methods, along with the objectives and the accuracy for the detection of 
malware. A brief description of some of the research is as follows. 

Souriet et al. [5] The paper give out an analytical and elaborated survey of malware 
detection approaches by employing machine learning. The authors had reviewed 
more than 50 papers, and according to their detailed survey, the detection tech-
niques are bifurcated into two classifications, including signature and behavior-based 
detections. The research specifies an appropriate category for malware detection 
techniques rather than scanning and statistical analysis. 

Tahir [3] The paper discusses in detail about the different malwares in addition 
to different malware detection techniques. According to the author, malware is the 
biggest threat to this digital flow of information as it can manipulate or perform any 
obfuscation activity inside a computer by corrupting important files and disabling the 
network system with malicious attacks. The author classified the malware as Trojans, 
worms, rootkit, adwares, spywares, sniffers, robot-networks (botnets), keyloggers, 
spamware, ransomware, etc. The author also briefed about how malware creators 
are advanced in their developing malware approach, as the malware creators had 
developed new tools to make the malware be unidentified inside a computer or a 
network, and the authors labeled the technique as camouflage behavior. 

Stahlbock et al. [7] Malware is an ever-changing hazard in the internet era. The 
author presented a deep learning architecture as well as an intelligent malware model. 
Detection: to show how a deep learning architecture is utilized, this article employs 
extracted Windows API calls from portable.executable (PE) files, and autoencoders 
(SAEs) are a two-part deep learning approach for intelligent malware identification. 
Phases: For intelligent malware detection, unsupervised pretraining and supervised 
backpropagation can be utilized. 

Liu et al. [8] This study presented a malware analysis system based on machine 
learning with three modules: data processing, decision-making, and new virus detec-
tion. The data processing module is in charge of grayscale pictures, opcode features,
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and import functions, which are all used to extract malware features. Then, there 
is the detection. The module searches for new malware families using the shared 
nearest neighbor (SNN)-based clustering method. 

Damodaran et al. [9] In this study, the authors compare malware.detection method-
ologies utilizing static, dynamic, and hybrid analysis. Markov models that are used 
to train on both types of feature sets—static and dynamic, as to compare detection 
rates among virus families (HMMs). They also include hybrid cases, such as when 
dynamic analysis is utilized during training, but static approaches are used for detec-
tion, and vice versa. The authors look static and dynamic analyses, as well as hybrid 
methodologies. 

Shijo et al. [10] This research proposes a static and dynamic analyses-based 
approach for assessing and identifying an unknown executable file. Machines are used 
in the technology. With training data consisting of known viruses and benign applica-
tions, learning is possible. After inspecting both the binary code and the dynamic, the 
feature vector has determined behavior. The proposed technique employs both static 
and dynamic analyses, resulting in improved efficiency and classification accuracy. 
The results of the tests show that the static approach is 95.8% correct, the dynamic 
technique is 97.1% correct, and the combined method is 98.7% correct. In the exper-
imental setup and assessment, static analysis was done on 997 viral files and 490 
clean files, with each file assessed using the strings program. 

Saeed et al. [11] The current status of malware infection and the effort being done 
to build anti-malware or malware detection systems are examined in depth in this 
study. As a result, it provides malware detection system developers with an up-to-
date comparison reference. The major purpose of this review article is to look into the 
present state of malware and detection technologies. In addition, the study examines 
the approaches and technology utilized to develop anti-malware. The authors in 
this paper provide a thorough comparison of major malware families along with a 
summary of malware detection systems. 

Garcia et al. [12] The authors of this work employed a way of converting a 
malware binary into an image and then utilizing Random Forest to categorize malware 
families. The method’s usefulness in identifying malware is demonstrated by the 
accuracy of 0.9562. The authors used the Malimg Dataset, which comprises 9342 
malware samples from 25 distinct malware families, to evaluate their ideas. 

Roseline et al. [13] This study presents a complete machine learning-based anti-
malware solution that employs a visualization method that depicts malware as 2D 
graphics. The proposed method employs a layered ensemble approach that resembles 
the primary features of deep learning while excelling them. The proposed system 
requires no hyperparameter change or backpropagation and requires reduced model 
complexity. 

Chen et al. [14] The researchers look at the peculiarities of API execution and 
offer this double retrieval approach based on semantics and structural data. Based 
on the API data features and attention method, researchers also designed and built 
a sliding local attention detection system. The authors divided their work into three 
phases, i.e., in phase first, the authors did analyze the characters or features of the API 
execution sequence. In the phase second, the researchers proposed a new novel feature
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extraction model that is totally based on API execution sequence, and in the last 
phase, based upon the API data characteristics and attention mechanism feature, the 
authors framed a model on detection framework scenario called sliding local attention 
detection system (SLAMS) that is totally based on local attention mechanism and 
sliding Windows method, and the result shows the accuracy of 97.23%. 

Anderson et al. [15] The authors of this paper describe the many assaults against 
machine learning models that have been demonstrated in the field of information 
security. The researchers used a gradient-boosted decision tree model with a 0.96 
area under the receiver operating characteristic score that was trained on 100,000 
malicious and benign data (ROC AUC). 

Aafer et al. [16] Researchers performed a rigorous study to extract significant 
characteristics from malware behavior gathered at the API level and then used the 
feature set to test multiple classifiers. Their results show that using the KNN classifier, 
researchers can attain an accuracy of 99 percent and a false positive rate of only 2.2 
percent. In this research, researchers attempt to address the limitations of permission-
based warning methods by developing a robust and lightweight classifier for Android 
applications that can be used to detect malware. The authors use a generic data mining 
strategy to develop a classifier for Android applications in this research. 

Galen et al. [17] The authors of this paper investigate how machine learning-based 
models perform when it comes to detecting malware that is in the portable executable 
(PE) format. Given the extensive use of PE format executables (which include.exe 
files) on Windows-based machines, when results for these files are available, they 
may be of substantial practical use. Many machine learning-based malware detection 
studies train and test malware detection models on a large dataset of malware and 
good ware samples’ models. 

Raman [17] The author of this study proposed a list of seven key characteristics 
for differentiating between malware and clean software. To discover these traits, we 
used the assumption that attributes from various regions of a PE file would be linked 
less to one other and more to the file’s class, dirty or clean. These characteristics 
can be utilized as raw data or as input to malware classification algorithms. The 
categorization data can be used by antivirus software to increase detection rates. 

Bekerman et al. [18] The authors did offer a supervised technique for detecting 
malware by analyzing network data in great detail. At the network layer, the proposed 
technique removes 972 behavioral characteristics from various protocols. The 
researchers then utilize a feature selection strategy to highlight the most important 
or relevant features. According to the authors, who based their findings on an exper-
imental investigation of real network traffic from various circumstances (Table 1).

3 Proposed Framework 

In this section, the methodology and the framework that are being implemented are 
discussed. The technique that is used along with the dataset is given in detail.
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Table 1 Comprehensive overview of the review of recent papers 

S. 
no. 

References Author/year Objectives Method Dataset Accuracy 

01 [7] Galen 
et al./2020 

Detecting the 
malware in 
executables 
that are in 
portable 
executable 
(PE) format 

Random Forest Private 99.55% 

02 [8] Chen 
et al./2020 

Sliding local 
attention 
mechanism 
(SLAM) 

CNN Public 
dataset (the 
dataset of 
Alibaba 3rd 

Security 
Algorithm 
Challenge) 

97.23% 

03 [1] Kumar R 
et al./2019 

ScaleMalNet 
to detect new 
malware 
attacks 

Deep learning “Ember” 
dataset is 
containing 
70,140 
benign and 
69,860 
malicious 
files 

98.1% 

04 [9] Liu 
et al./2017 

Feature 
extraction 
using 
grayscale 
photos, the 
n-gram 
opcode, and 
key functions 

SNN, 
backpropagation, 
classification 

Kingsoft, 
ESET 
NOD32, 
and Anubis 

For known 
malware, 
98%, and 
for 
unknown 
malware, 
86% 

05 [10] Anderson 
et al./2017 

A rudimentary 
reinforcement 
learning-based 
architecture 
for attacking 
static PE 
anti-malware 
engines 

Reinforcement 
learning 
technique 

Private 96% 

06 [11] Stahlbock 
et al./2016 

Deep learning 
framework for 
malware 
detection 
(short for 
DL4MD) 

Neural network 
and deep learning 

“Comodo 
Cloud 
Security 
Centre” 

96%

(continued)
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Table 1 (continued)

S.
no.

References Author/year Objectives Method Dataset Accuracy

07 [12] Garcia 
et al./2016 

Converting 
malware 
binaries into 
the grayscale 
images 

Random Forest 
method 

Malimg 
dataset 

95% 

08 [13] Bakerman 
et al./2015 

Network 
traffic packet 
analysis 

Naïve Bayes, j48 
and Random 
Forest 

Network 
traffic 
capture 
collected by 
Verint and 
Emerging 
threats 

90% 

09 [14] Aafer 
et al./2013 

Malware 
activity 
recorded at the 
API level 

KNN classifier McAfee 
and 
Android 
Malware 
Genome 
Project 

99% 

10 [15] Raman/2012 Using machine 
learning 
approaches. 
The resulting 
algorithms 
classify 
malware 

IBK, J48, PART, 
J48 Graft, Ridor, 
and Random 
Forest 

Clean files 
(benign 
files) from 
Windows 
XP and 7 
and dirty 
files 
(malware) 
from VX 
Heaven’s 
archive 

j48 Graft 
and 
Random 
Forest with 
an accuracy 
of 98.55% 
and 
98.21%, 
respectively

3.1 Technique 

The focus of this research is to propose a method that could detect the latest malwares 
with maximum accuracy by using the behavior analysis. The technique that this 
research uses is the Random Forest classifier technique for malware detection. 
Random Forest employs the supervised learning approach algorithm for learning. 
It can be utilized for classification as well as for regression issues. It is based on 
ensemble learning, which means that it is a strategy for solving complicated prob-
lems by merging numerous classifiers as well as enhancing the model’s performance. 
Random Forest is a machine learning approach that unites the number of decision 
trees formed on various subsets of a dataset and combines the results and provides 
the average result to improve the model’s predicted accuracy. The important features 
or advantages of using a Random Forest classifier are that it predicts output behavior 
with high accuracy and runs efficiently, and it keeps track of accuracy even when a
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large chunk of data is missing. Next, we need to develop a model that can classify 
the output into two output classes, namely "Malware" and "Benign." 

3.2 Dataset 

Datasets are crucial in determining the requirement for malware detection depending 
on performance. The dataset “Malware Detection” used in this research has been 
collected from “Kaggle” repository, the entire dataset consists of about 216,352 
instances, in which 75,503 files are malware files and 140,849 files are benign 
(normal) files. In our experiment, we extracted 36 characteristics or parameters that 
may be used to determine if a file is authentic or malicious, and the full dataset was 
split into training and testing phases in a 75:25 ratio. During the experiment, the 
greatest accuracy attained was 98.5%. 

3.3 Methodology 

The methodology is shown in Fig. 3. The following steps are performed to achieve 
the results: 

1. Importing dataset: The dataset mentioned above is imported into the model. 
2. Data preprocessing: After collecting the mixed data containing both malware and 

benign files from the dataset, the entire data are preprocessed. The preprocessing 
includes removal of null values, and most importantly, the dataset is preprocessed 
in such a way that it does not overfit the proposed designed model. The outputs 
from this process play a vital role for analyzing the data. 

3. Splitting dataset: The dataset is splitted into the training and testing sets in the 
ratio of 75% and 25%, respectively. 

4. Fitting Random Forest algorithm: We have used Random Forest classifier with 
default hyperparameter settings except the use of Gini as criterion in place of

Dataset 
Data Pre-processing 

Splitting data into 
training & testing 

sets 

Fitting random 
forest algorithm on 

training set 

Parameter 
Selection 

Benign (1) 

Importing 
Data 

Malware (0) 

Legitimate 
Predicting the 

test results 

Fig. 3 Proposed framework of the model
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Table 2 Parameter 
description for the model 

Parameter label Value range 

1. Id 1–216,352 

2. Size of optional header 224 or 240 

3. Major linker version 8–48 

4. Section alignment 4096 or 8192 

5. File alignment 512 or 4096 

6. Major operating system version 4–10 

7. Minor operating system version 0–2 

8. Size of header 512–4096 

9. Section min entropy 512–35,840 

10. Minor image version 0–20,512 

11. Subsystem version 2–9 

12. Minor subsystem version 0–20 

13. Size of header 512–4096 

14. Size of stack commit 0–8196 

15. Loader flags 0 or 1  

16. Legitimate 0 or 1  

entropy. After the splitting phase, the Random Forest classifier is applied on the 
training set.

5. Feature selection: The important parameters or characteristics that are used by 
the model to label any sample as malware or benign are depicted in Table 2 along 
with the range of values. The parameters ranging from 1 to 15 are the important 
input features for the model and the parameter with label “Legitimate” is the 
output parameter; the model will learn the trends for the classification of the 
samples based on enlisted parameters. 

6. Predicting the results: So, with the final output of these algorithms, we can deter-
mine whether the given file taken into consideration is malware, i.e., 1or benign, 
i.e., 0. 

4 Results and Discussion 

According to the literature survey, different researchers have proposed different 
models for malware detection, but the Random Forest classifier has shown the 
maximum accuracy and minimum false-positive and false-negative rate as compared 
to the other proposed models. The work on this project is still going on in Central 
University of Jammu (Jammu and Kashmir). The results obtained from the project 
are depicted below as (Table 3; Figs.  4 and 5).
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Table 3 Evaluation parameters of the results 

Precision Recall F1-score Support 

Benign files (0) 0.99 0.99 0.99 35,129 

Malware files (1) 0.98 0.98 0.98 18,959 

Macro average 0.98 0.98 0.98 54,088 

Weighted average 0.99 0.99 0.99 54,088 

Fig. 4 Confusion matrix 

Fig. 5 ROC curve 

5 Conclusions 

Prior identification of malware is a critical task in order to reduce the frequency of 
harmful malware assaults. In certain cases, the Random Forest algorithm is the best 
strategy for detecting camouflage malware. This study presents a detailed examina-
tion of detecting malwares using machine learning-based algorithms. It is obvious 
by this investigation that Random Forest-based approaches have a greater accuracy



Framework for Detection of Malware Using Random Forest Classifier 739

in malware detection strategies. As a result, future research should focus on devel-
oping strong and current models that can readily detect encrypted malware. In this 
comprehensive study, Random Forest is found to be the most promising technique 
in the detection mechanism of malware; other notable characteristics of the Random 
Forest classifier are its ability to anticipate output behavior with high accuracy and 
efficiency, even when a substantial piece of data is missing, and its ability to maintain 
track of correctness even when a huge chunk of data is missing. 
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Machine Learning-Based Intrusion 
Detection of Imbalanced Traffic 
on the Network: A Review 

S. V. Sugin and M. Kanchana 

Abstract Cyber threats are a very widespread problem in today’s world, and because 
there are an increasing number of obstacles to effectively detecting intrusions, secu-
rity services, such as data confidentiality, integrity, and availability, are harmed. Day 
by day, attackers discover new sorts of threats. First and foremost, the type of attack 
should be carefully assessed with the aid of Intrusion Identification Methods (IIMs) 
for the prevention of these types of attacks and to provide the exact solution. IIMs 
that are crucial in network security have three main features: first, they gather data, 
then they choose a feature, and finally, they choose an engine. As the amount of data 
produced grows every day, so does the number of data-related threats. As a result of 
the growing number of data-related attacks, present security applications are insuf-
ficient. In this research, the Modified Nearest Neighbor (MNN) and the Technique 
for Sampling Difficult Sets (TSDS) are two machine learning techniques that have 
been suggested to detect assault in this research. It is intended to employ an IIM 
technique based on a machine learning (ML) algorithm by comparing literature and 
giving expertise in either intrusion detection or machine learning algorithms. 

Keywords IIM · Imbalanced traffic network · Technique for Sampling Difficult 
Sets ·ML · DL 

1 Introduction 

The use of the internet has been steadily expanding recently. It offers a lot of possi-
bilities in applications, considering education, business, healthcare, and a variety of 
other industries. Everyone has access to the internet. This is where the primary issue 
arises. The information we obtain from the internet must be protected. This Intrusion
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Identification (IIM) ensures data security over the network and system. Firewalls 
and other traditional ways of implementing, for the sake of security, authentication 
procedures have been implemented [1]. The first level of protection for data was 
considered, and the second level of protection was studied. 

IIM is used to detect illegal or aberrant conduct. An attack is initiated on a network 
that is exhibiting unusual activity. Attackers take advantage of network flaws such as 
poor security procedures and practices, as well as program defects such as buffer over-
flows, to cause network breaches [2]. It is possible that the attackers are less acces-
sible component services on the lookout to get more control of access or black hat 
attackers looking to check on regular internet users for critical information. Methods 
for identifying intrusion can be centered on detecting misuse or based on detecting 
anomalies. Misuse-based IIM examines traffic on the network and compares it to a 
set of criteria in a database of predefined malicious activity signatures. Attacks are 
identified in the identification of anomalies method. 

2 Intrusion Identification Methods (IIMs) 

Access to the network or a hacker’s use of a resource is referred to as an intrusion. 
An intrusion is used to diminish the integrity, confidentiality, and availability of a 
resource. In the current world, an intruder tries to obtain entry to illegal metrics and 
causes harm to the hacker actions that are identified [3] (Fig. 1). 

Intrusion Identification Methods (IIMs) detect all of these types of harmful actions 
on a network and alert the network administrator to secure the information needed 
to defend against these attacks [2]. The development of IIM has increased security 
in a network and the protection of service data. 

As a result, an Intrusion Identification Method (IIM) is a network and computer 
security solution that keeps track of network traffic [4]. Firewall security is provided 
by an IIM. A firewall protects an enterprise by detecting dangerous internet activity, 
whereas an IIM detects attempts to breach firewall protection or gain access, and

Fig. 1 Intrusion identification methods (IIMs) 
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it quickly notifies the administrator that something needs to be done. As a result, 
IIMs are security systems that detect various attacks on the network and ensure the 
security of our systems. 

3 Network Intrusion Identification Model Framework 

Faced with this unbalanced traffic on the internet, we suggested the Technique for 
Sampling Difficult Sets (TSDS) algorithm, which compresses the majority class 
samples, while in tough situations, enhancing the quantity of minority samples is a 
must to decrease the training set’s imbalance and allow the Intrusion Identification 
Method to improve category performance [5]. For classification models, as classifiers, 
employ RF, SVM, k-NN, and Alex Net. 

The intrusion identification model presented in Fig. 2 was proposed. Data prepro-
cessing such as processing of duplicates, incomplete data, and missing data is done 
first in our intrusion identification structure [6]. The test and training sets were then 
partitioned, with the sets of practice being treated for metrics balance with the help of 
our suggested TSDS algorithm. We utilize StandardScaler to normalize and digitize 
the sample labels and analyze the data before modeling to speed up the convergence 
[7]. Likewise, the practice set is processed and utilized for the training data to be 
constructed, which is then evaluated using the test set. 

Fig. 2 Network intrusion identification system model framework



744 S. V. Sugin and M. Kanchana

Several traffic data types have comparable patterns in imbalanced network traffic, 
and minority attacks, in particular, might be hidden within a significant tough for 
the classifier to understand the distinctions between them during the training phase 
because there is a lot of typical traffic [8]. The redundant noise data is the majority 
class in the unbalanced training set’s comparable samples. Because the majority 
class’s number is substantially greater than the class of the minority predictor, who 
is not able to understand the minority class’s spread, the majority level is compact. 
Discrete traits in the minority class remain constant, but constant attributes change 
[9]. As a result, the continuous qualities of the minority class are magnified to provide 
data that adheres to the genuine distribution. As a result, we propose the TSDS 
algorithm as a means of redressing the imbalance. 

First, using the Modified Nearest Neighbor (MNN) technique, the near-neighbor 
and far-neighbor sets were created from an unbalanced set of data [10]. Because the 
samples from the collection of near-neighbors are so similar, the classifier has a hard 
time recognizing the distinctions between the groups. In the identification process, 
we refer to them as “exhausting instances and extracts.“ Then, in the tough set, 
they move in and out of the samples from the minority. Likewise, the augmentation 
samples from the easy set and the toughest set’s minorities are merged to make a new 
set of exercises. In the MNN method, the K-neighbors are used as the availability 
aspect for the complete algorithm [11]. The number of problematic samples grows 
as the scaling factor K increases, as does the compression. 

3.1 Comparison of Accuracy on Datasets 

See Table 1 and Fig. 3.

3.2 Comparison of Various ML-Based IDS Approaches 

See Table 2.

4 Discussions 

The research trends in benchmark datasets for evaluating NIDS models are also 
graphically illustrated. The KDD Cup ‘99 dataset is shown to be the most popular, 
followed by the NSL-KDD dataset. However, the KDD ‘99 dataset has the issue 
of being quite old and not resembling present traffic data flow. Other datasets are 
accessible as well, but the research trend in these datasets is quite low due to the new 
dataset’s lack of appeal in research. It is suggested that researchers can be encouraged
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Table 1 Comparison of accuracy on datasets 

S. No. Author Attack Dataset Accuracy (%) 

1 L. Liu, IEEE Access 
[1] 

Denial of 
Service (DoS) 

NSL-KDD 78.24 

2 J. Alikhanov, IEEE 
Access [3] 

Distributed 
Denial of 
Service (DDoS) 

NSL-KDD,AWSCIC-IDS 84.61 

3 T. Kim, IEEE 
Access[2] 

Distributed 
Denial of 
Service (DDoS) 

CSE-CIC-IDS2018 88.97 

4 Z. K. Maseer, IEEE 
Access [12] 

Denial of service 
(DOS) 

CIC-IDS2017 85.88 

5 M. Wang, IEEE 
Access[8] 

Neptune NSL-KDD 89 

6 A. Kavousi, IEEE 
Transactions[10] 

Havex Malware LUBE-SOS 82.83 

7 Z. Chkirbene, IEEE 
Systems [13] 

Denial of service 
(DOS) 

NSL-KDD 80 

8 M. A. Siddiqi, IEEE 
Access[6] 

Botnet ISCX-IDS2012 96.51 

9 G. De Carvalho 
Bertoli, IEEE Access 
[14] 

Malware AB-TRAP 54 

10 Y. Uhm, IEEE Access 
[9] 

Denial of service 
(DOS) 

CIC-IDS2017 97.78 

11 D. Han, IEEE [4] Botnet, 
Distributed 
Denial of 
Service (DDoS) 

Kitsune 81.65, 79.55 

12 L. Jeune, IEEE 
Access[7] 

Botnet, 
Distributed 
Denial of 
Service (DDoS) 

DARPA1998 86.34, 80 

13 S. Wang, IEEE 
Access[15] 

Distributed 
Denial of 
Service (DDoS) 

UNSW-NB15 90 

14 M. Injadat, IEEE 
Transactions [16] 

Distributed 
Denial of 
Service (DDoS) 

UNSW-NB2015 74 

15 W. Seo, IEEE 
Access[17] 

Distributed 
Denial of 
Service (DDoS) 

UNSW-NB15 95.8 

16 D. Gumusbas, IEEE 
Journal [11] 

Denial of service 
(DOS) 

AWID2018 78.4

(continued)
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Table 1 (continued)

S. No. Author Attack Dataset Accuracy (%)

17 C. Liu, IEEE 
Access[18] 

Distributed 
Denial of 
Service (DDoS) 

NSL-KDD, 
CIS-IDS2017 

99.87 

18 Y. Li, IEEE 
Access[19] 

Denial of service 
(DOS) 

NSL-KDD 94.25 

19 Y. Tang, IEEE Access 
[20] 

Denial of service 
(DOS) 

UNSW-NB15 88.53 

20 G. Siewruk, IEEE 
Access [21] 

Denial of service 
(DOS) 

NSL-KDD 98 

21 W. Xu, IEEE 
Access[22] 

Denial of service 
(DOS) 

NSL-KDD 90.61 

22 A. G. Roselin, IEEE 
Access [23] 

Distributed 
Denial of 
Service (DDoS) 

NSL-KDD 81.82 

23 A. R. Gad, IEEE 
Access[24] 

Distributed 
Denial of 
Service (DDoS) 

NSL-KDD, 
KDD-CUP99 

80.65 

24 Z. Li, IEEE Journal 
[5] 

Denial of service 
(DOS) 

NSL-KDD, 
CIC-IDS2017 

93.12 

25 L. Le Jeune, IEEE 
Access [7] 

Distributed 
Denial of 
Service (DDoS) 

NSL-KDD 94.7 

26 Y. D. Lin, IEEE 
Access [25] 

Denial of service 
(DOS) 

CSE-CIC-IDS2018 97 

27 M. D. Rokade, (ESCI) 
[26] 

Denial of service 
(DOS) 

NSL-KDD-CUP-1999 88.50 

28 P. F. Marteau, IEEE 
Transactions [27] 

Denial of service 
(DOS) 

CIDDS 80 

29 W. Wan, Z. Peng, 
(ICCEA) [28] 

Denial of service 
(DOS) 

NS-KDD 80.49 

30 M. Lopez-Martin, 
IEEE Access[29] 

Distributed 
Denial of 
Service (DDoS) 

UNSW-NB15 91

to use modern datasets with more detailed attributes that are more relevant to today’s 
environment. 

5 Conclusion 

In this review, we studied the dataset assault through machine learning techniques. 
It reviewed ML models from different assaults available in the dataset. As a result of
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Fig. 3 Comparison of classifier accuracy on datasets

Table 2 Comparison of the related works 

S. 
No. 

Authors Key findings Techniques used Dataset Limitations 

1 L. Liu, IEEE 
Access [1] 

Demonstrating 
advantages over 
existing methods and 
the high potential for 
usage in emerging 
NIDS 

To present a 
novel Difficult 
Set Sampling 
Technique 
(DSSTE) 
method 

NSL-KDD, 
CSE-CIC 

Intrusion 
detection 
systems have 
a hard time 
predicting the 
distribution of 
malicious 
attempts 

2 J. Alikhanov, 
IEEE Access 
[3] 

On the NIDS detection 
rate, different 
extraction strategies 
are applied 

Sketch-Guided 
Sampling (SGS) 
techniques are 
used 

NSL-KDD, AWS 
CIC-IDS 

The impact of 
sampling on 
NIDS based 
on anomalies 
should be 
less evaluated 

3 T. Kim, IEEE 
Access[2] 

Through pattern 
matching with 
incoming packets, the 
NIDS attacks and 
detects intrusions very 
efficiently 

The 
classification 
detection rate 
and 
classification 
speed may both 
be increased by 
using ML-NIDS 

ISCX2012, 
CSE-CIC-IDS2018 

The 
ML-NIDS 
defects may 
be exploited 
to 
dramatically 
enhance 
prediction 

4 Z. K. Maseer, 
IEEE Access 
[12] 

Anomaly-based IDS 
(AIDS) can identify 
malware and violent 
attacks by analyzing 
the sent data in depth 

Implementing 
anomaly-based 
IDS (AIDS) 
dataset 

CIC-IDS2017 Increase the 
vulnerability 
of AIDS

(continued)
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Table 2 (continued)

S.
No.

Authors Key findings Techniques used Dataset Limitations

5 M. Wang, 
IEEE Access 
[8] 

An Improved 
Conditional 
Variational 
Autoencoder (ICVAE) 
with a enhance 
detection rates 

Framework uses 
SHapley 
Additive 
exPlanations 
(SHAP) 

NSL-KDD Framework 
not in real 
time 

6 A. Kavousi, 
IEEE 
Transactions 
[10] 

Anomaly Detection 
Model based on 
LUBE and SOS 

The use of 
prediction 
intervals (PIs) is 
used to develop 
an intelligent 
anomaly 
detection 
approach 

LUBE-SOS Malicious 
attacks with 
different 
severities, 
data can 
attack easily 

7 Z. Chkirbene, 
IEEE Systems 
[13] 

Unsupervised and 
supervised learning 
approaches are used to 
create triangle 
area-based closest 
neighbors (TANN) 

The Euclidean 
distance map 
(EDM) is a 
novel method 
for detecting 
anomalies using 
sequential 
algorithms 

UNSW-NB, 
NSL-KDD 

In compared 
to modern 
system 
procedures, 
the EDM 
technique has 
a lower  
warning rate 

8 M. A. Siddiqi, 
IEEE Access 
[6] 

The detection rate of 
intrusion detection is 
high when guided ML 
methods are used 

IDS approaches 
based on a  
random forest 
were utilized 

CIC-IDS2017, 
ISCX-IDS2012 

The 
reinforcing 
procedure 
provided less 
efficiency 

9 G. De 
Carvalho 
Bertoli, IEEE 
Access [14] 

The AB-TRAP is used 
to identify attackers in 
both local (LAN) and 
global (internet) 
aspects 

AB-TRAP 
organizes the 
process of 
designing and 
implementing 
NIDS systems 

AB-TRAP Applying 
machine 
learning 
algorithms to 
give fresh 
techniques is 
a key point in 
favor of not  
recycling old 
datasets 

10 Y. Uhm, IEEE 
Access [9] 

To reduce the minority 
class problem, a 
service-aware 
partitioning method 
was developed 

Random forest 
(RF) and 
decision tree 
(DT), as well as 
deep neural 
networks 
(DNNs), are 
used to build 
NIDS 

CIC-IDS2017, 
Kyoto2016 

Improve the 
real-time 
intrusion 
prevention 
algorithm that 
has been 
presented

(continued)
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Table 2 (continued)

S.
No.

Authors Key findings Techniques used Dataset Limitations

11 D. Han, IEEE 
[4] 

Network Intrusion 
Identification Methods 
based on anomaly also 
use machine learning 
(ML) techniques 

Particle Swarm 
Optimization 
(PSO) based on 
algorithm for 
traffic mutation 

Kitsune The 
scalability of 
ML-focused 
NIDS is being 
improved 

12 L. Jeune, IEEE 
Access [7] 

Intrusion Detection 
Expert System (IDES) 
and HIDS 

The botnet was 
utilized in a 
large-scale 
(DDoS) effort 
on the (DNS) 

DARPA1998, 
NSL-KDD 

Real-world 
scenario is not 
synthesized in 
the datasets 

13 S. Wang, IEEE 
Access [15] 

To protect networks 
against malicious 
access 

Used firewalls, 
deep packet 
inspection 
systems and 
intrusion 
detection 
systems 

NSL-KDD, 
UNSW-NB15 

The 
performance 
validated by 
UNSW-NB15 
cannot be 
clearly 
categorized 

14 M. Injadat, 
IEEE 
Transactions 
[16] 

SMOTE is done to 
increase the training 
model’s performance 
and decrease network 
traffic data class 
imbalance 

In order to apply 
Z-score 
normalization 
and SMOTE, 
data 
preprocessing is 
required 

CIC-IDS2017, 
UNSW-NB2015 

When 
compared to 
the CBFS 
approach, the 
IGBFS 
method had a 
higher 
detection 
accuracy 

15 W. Seo IEEE 
Access [17] 

In signature-based 
detection and anomaly 
detection, cyberattacks 
have made significant 
progress 

Convolutional 
neural networks’ 
(CNNs) 
algorithm is 
used 

UNSW-NB15 To develop 
real-time IPSs 
and identify 
current 
network 
system 
vulnerabilities 

16 D. Gumusbas, 
IEEE Journal 
[11] 

Artificial Neural 
Networks (ANNs) and 
Deep Belief Networks 

Packet CAPture 
(PCAP) and the 
NetFlow 
protocol 

AWID2018, 
CIC-IDS2017 

To do 
classification, 
another ML 
model is 
required 

17 C. Liu, IEEE 
Access [18] 

Adaptive 
Synthetic Sampling 
(ADASYN) 

Convolutional 
Neural Network 
(CNN), Long 
Short-Term 
Memory 
(LSTM) 

NSL-KDD, 
CIS-IDS2017 

It takes a long 
time and has a 
low efficiency 

18 Y. Li, IEEE 
Access [19] 

Domain Generation 
Algorithm 
(DGA) 

Hidden Markov 
model (HMM) 

NSL-KDD DNN model 
classification 
should be 
improved

(continued)
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Table 2 (continued)

S.
No.

Authors Key findings Techniques used Dataset Limitations

19 Y. Tang, IEEE 
Access [20] 

Randomly initializing 
weights and deviations 
increases the speed of 
an extreme learning 
machine (ELM) 

Improved 
particle swarm 
optimized online 
regularized 
extreme learning 
machine 
(IPSO-IRELM) 

NSL-KDD, 
UNSW-NB15 

To increase 
IRELM’s 
capacity to 
classify data 

20 G. Siewruk, 
IEEE Access 
[21] 

Context-aware 
software vulnerability 
classification system 

Continuous 
Integration 
and Continuous 
Deployment 
(CICD) 

NSL-KDD Improve the 
vulnerability 
performance 

21 W. Xu, IEEE 
Access [22] 

The network is 
recreated using Mean 
Absolute Error (MAE) 

Autoencoder 
(AE)-based deep 
learning 
approaches 

NSL-KDD Improve the 
performance 
of the dataset 

22 A. G. Roselin, 
IEEE Access 
[23] 

To identify malicious 
network traffic, 
BIRCH clustering 
technique is used 

Optimized Deep 
Clustering 
(ODC) 

NSL-KDD ODC 
technique has 
a lower  
detection rate 
of anomalies 

23 A. R. Gad, 
IEEE Access 
[24] 

Synthetic minority 
oversampling 
technique (SMOTE) 

The Chi-square 
(Chi2) approach 
was used to pick 
features. ODC 
technique has a 
lower detection 
rate of 
anomalies 

NSL-KDD, 
KDD-CUP99 

Less 
complexity 

24 Z. Li, IEEE 
Journal [5] 

Gated Recurrent Unit 
and Long Short-Term 
Memory 

Broad Learning 
System 

NSL-KDD, 
CIC-IDS2017 

Less accuracy 
BLS 
algorithms 

25 L. Le Jeune, 
IEEE Access 
[7] 

PCCN-based 
approaches are used 

Intrusion 
Detection 
Expert System 

NSL-KDD IDES 
performance 
should be 
improved 

26 Y. D. Lin, 
IEEE Access 
[25] 

Variational 
autoencoder and 
multilayer 
perception model are 
used 

Range-based 
sequential 
search algorithm 

CSE-CIC IDS2018 Improve the 
categorization 
of 
segmentation 

27 M. D. Rokade, 
(ESCI) [26] 

SVM-IDS approach 
based on deep learning 

Artificial Neural 
Network 
algorithm 

KKDDCUP99, 
NLS-KDD 

Classification 
and detection 
of high-class 
objects should 
be improved

(continued)
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Table 2 (continued)

S.
No.

Authors Key findings Techniques used Dataset Limitations

28 P.F.Marteau 
IEEE 
Transactions 
[27] 

One-class SVM 
classifier (1C-SVM) is 
used 

Semi-supervised 
DiFF-RF 
algorithm 

CIDDS Inaccurate 
datasets 

29 W. Wan, Z. 
Peng,(ICCEA) 
[28] 

All single DNN 
classifiers are 
integrated using the 
AdaBoost technique 

Generative 
Adversarial 
Networks 
(GAN) 

KDD99, 
NS-KDD 

Increase the 
sample 
deduction 
accuracy rate 

30 M. 
Lopez-Martin, 
IEEE Access 
[29] 

Radial Basis Function 
(RBF) is implemented 

Radial 
Basis Function 
Neural 
Networks 
(RBFNNs) 

NSL-KDD, 
UNSW-NB15 

Improve the 
suggested 
dataset’s 
performance 
metrics

the growing number of data-related assaults, present security applications are insuf-
ficient. In this research, the Modified Nearest Neighbor (MNN) and the Technique 
for Sampling Difficult Sets (TSDS) are two machine learning techniques that have 
been suggested to detect assault in this research. More recent and updated datasets 
must be utilized in future research in order to assess deployed algorithms in order to 
deal with more current harmful intrusions and threats. 
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A Novel Approach to Acquire Data 
for Improving Machine Learning Models 
Through Smart Contracts 

Anuj Raghani, Aditya Ajgaonkar, Dyuwan Shukla, Bhavya Sheth, 
and Dhiren Patel 

Abstract Despite the Big Data Revolution, critical aspects to improve machine 
learning models have been overlooked concerning the benchmarked datasets and their 
nature that are available for the model. In this work, we propose a blockchain-based 
decentralised, trustless platform using “Smart Contracts” that is tailored exclusively 
for data collection from proficient developers and machine learning model improve-
ment. Elastic Weighted Consolidation is used to update this model to take into account 
the characteristics of the incoming dataset(s) in order to avoid catastrophic forget-
ting, which occurs when a model only learns from fresh data and ignores its existing 
knowledge. A rewarding mechanism has been discussed, which ensures that low-
quality data is not rewarded and good information is compensated fairly based on 
the improvement made to the model. It fosters a favourable environment for compe-
tition. This platform is conceived as a marketplace that provides monetary incentives 
for developers to partake in improving and contributing to model development. 

Keywords Machine learning · Datasets · Blockchain · Smart contracts ·
Crowdsourcing 

1 Introduction 

According to IBM, machine learning is a subfield of artificial intelligence (AI) 
and computer science which focuses on using data and algorithms to simulate how 
humans learn while constantly increasing its accuracy [1]. Machine learning (ML) 
is a subset of artificial intelligence (AI) that gives computers the capacity to learn 
using their “own” intuition rather than being explicitly programmed by humans.
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The development of computer algorithms that can adapt to new data is the focus of 
machine learning. 

At the very heart of ML lies Data. Datasets are collections of instances that 
all share particular attributes, where each sample is a single row of data. Machine 
learning algorithms are given training datasets to help them “learn” and then vali-
dation datasets to ensure that the model interprets the data as it should. Datasets 
govern the development, utility, and success of machine learning models. They are 
the foundation for developing cutting-edge solutions but also serve as inhibitors of 
the potential of machine learning models [2]. Machine learning has experienced 
exponential growth, which can be attributed to three factors: (a) algorithms with 
high efficiency, (b) improved computational power, and (c) the availability of vast 
amounts of labelled data [3]. 

The ability of models to represent data and the processing power of GPUs have 
significantly improved over the past few years, yet data is still being overlooked in the 
quest to improve machine learning. Simple examples are the ImageNet benchmark for 
visual object recognition and the GLUE benchmark for English textual understanding 
[4, 5]. It is evident that the vastly increased availability of data has been a key driver 
of AI/ML, coupled with faster processors, less expensive storage, and theoretical 
advancement. We have produced and catalogued data exponentially more quickly in 
recent years than ever before. 

To support the notion of the importance of data for improving our results vastly, 
we need to look no further than well-known and established benchmark datasets. The 
direction of the aims, ideals, and research agendas of machine learning advancement 
has been greatly influenced by benchmark datasets. According to reports, machine 
learning algorithms perform astonishingly well when put to the test against these 
benchmark datasets. Quality datasets are, therefore, crucial to the construction and 
assessment of models in the field of machine learning. The desire to acquire newer and 
more varied datasets is motivated by the realisation that a single group of developers 
or institutions cannot, on their own, create or amass a dataset that best serves their 
intended purpose, i.e. has a dataset that is highly representative of the data the systems 
would encounter in real-world use. 

However, recent developments reinforce the understanding that datasets limit 
the capability of machine learning and artificial intelligence along with the emer-
gence of concerns regarding biases and societal prejudices creeping into the realm of 
computing and AI as a result of the shortcomings in the underlying data leading to 
disturbing and unfavourable trends in the domain. Particularly, current data processes 
have a propensity to abstract away human labour, arbitrary assessments and biases, 
and variable circumstances involved in dataset development [6]. To elaborate on 
one facet of data concerns, Paullada et al. [7] imply that the relationship between 
inputs and target labels seen in datasets is not necessarily significant and that the way 
objectives and data are gathered might cause models to rely on unreliable heuris-
tics. The issues this raises go beyond false conclusions drawn from benchmarking 
studies. When machine learning models can use fictitious cues to predict outcomes 
well enough to surpass a baseline on test data, the resulting systems may give the 
impression that fictitious tasks that do not correspond to real-world capabilities are
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legitimate. Formally speaking, certain tasks have the ability to be specified but cannot 
have an adequate extensional realisation frequently because the task’s underlying 
theory is flawed. 

The type of unique, skilled, and methodical annotation used in dataset collection 
was found to be “slow and expensive to acquire,” so developers turned towards the 
unrestricted collection of increasingly large amounts of data from the web, along-
side increased reliance on crowd workers and contributing developers. Recently, 
the machine learning field has turned to approaches with much more robust data 
requirements. 

In order to address this issue, which is at the heart of data science and machine 
learning, our solution—which is covered in more detail in Sect. 3—sets out to develop 
better machine learning models and solutions. To do this, it will tap into the world’s 
machine learning talent and enhance machine learning solutions. It will also create 
a decentralised platform on the blockchain. In order to increase the performance of 
current machine learning models, we thus make use of breakthroughs in the field 
of blockchain technology and the theoretical underpinnings of federated machine 
learning. 

The remainder of the paper is structured as follows: the backdrop of present 
systems is given in Sect. 2, along with background information on the fundamental 
ideas upon which our solution is built. The summary of the proposal and the justi-
fication for the system’s architecture are included in Sect. 3. Key components and 
the architecture are highlighted in Sect. 4. The proposal is restated and submitted for 
confirmation in Sect. 5. Section 6 contains the paper’s conclusion as well as a list of 
references. 

2 Background 

At the outset, we acknowledge prior research that shares the objectives of our proposal 
and provides the groundwork for the combination of blockchain technology, smart 
contracts, and machine learning. The most insightful work is presented by Harris 
and Waggoner [8], who lay out their idea for a system that would allow users to 
collaborate to build a dataset and host a continuously updated model using smart 
contracts. We acknowledge their proposal and have worked to refine and build on its 
foundations to create a functioning marketplace. We also give credit to the DanKu 
protocol proposal, which was the first to advocate using blockchain technology to 
establish contracts that provide compensation for a machine learning model that has 
been trained for a specific dataset [9]. This proposal is a derivative of their initial 
proposal, from soliciting machine learning models as solutions for certain datasets 
to soliciting datasets to refine existing machine learning models. Similarly, Marathe 
et al., in their proposal DInEMMo [10], suggest a complete marketplace for both ML 
model and data sharing, which provides theoretical insight for this proposal. 

For conceptual similarity, we also note Waggoner et al. [11], who put forward a 
technique for buying data from a set of individuals. Participants are encouraged to
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participate if they feel that their data points are representative or that the information 
they provide will help the mechanism make more accurate predictions in the future 
using a test set. 

The goal to cultivate, encourage, and increase the engagement of experienced 
developers in machine learning creation and refinement to advance the field has 
served as the main inspiration for this idea. At the same time, the Open-Source 
movement has greatly enabled and inculcated the values of learning, sharing, and 
cooperation. However, it is still limited because this strategy depends on the other 
contributors’ willingness to participate. Hence, we propose a blockchain-powered 
marketplace designed to facilitate the improvement of machine learning models by 
adequately incentivising collaboration. Before elaborating on this system, we briefly 
examine the core technologies and concepts which serve as its foundation. 

2.1 Blockchain 

Blockchain is a decentralised and distributed ledger system that promotes trust and 
dependability since data and transactions are only added to the chain once participants 
have come to an agreement. We use its services in our system to make sure that such 
agreements will happen smoothly, securely, and reliably [12]. 

2.2 Smart Contracts 

In essence, smart contracts are computer programmes that are kept on a blockchain 
and linked to a specific blockchain address that contains the contract’s source 
code [13]. A smart contract’s code cannot be modified when it is published, and 
anybody can interact with it [14]. Transactions are traceable and irreversible, and 
the code governs their execution. Transactions are traceable and irreversible, and the 
code regulates their execution. Without the need for a centralised authority, a legal 
system, or an external enforcement mechanism, smart contracts enable trusted trans-
actions and agreements to be made between dispersed, anonymous parties. Simple 
“if/when…then” phrases that are typed into code and placed on a blockchain are how 
smart contracts operate. When predefined circumstances have been verified to have 
been met, a network of computers will carry out the actions. 

2.3 Dataset Sourcing 

The main concept is that supplemental data contracts are provided, where the best 
model currently available is improved with additional data. The best model currently 
available can be improved with new data points through a data contribution contract
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that the organisers can design. Participants are compensated if their data contribution 
improves the performance of the best model, i.e. fills in the gaps in the training data 
already available. For instance, newly developed data can include fresh texts, movie 
titles, images, etc. In a study, Chen et al. [15] make the claim that if we have a 
test dataset, we can pay data providers based on how well the model trained on 
their provided data performs on the test dataset. When a data buyer lacks access to 
a test dataset, they also investigate the creation of incentive systems for obtaining 
high-quality data from multiple data sources. 

2.4 Federated Machine Learning 

A machine learning technique called federated learning [16] enables machine 
learning models to learn from several datasets located in various locations (such 
as local data centres or a central server) without exchanging training data. This 
lowers the likelihood of personal data breaches by allowing personal data to stay 
on local sites. Without transferring data, federated learning is used to train machine 
learning algorithms utilising a variety of local datasets. Without storing training 
data in a centralised location, this enables businesses to develop a shared global 
model. Our method, which receives data from contributors and then trains the current 
model on the newly obtained data, is inspired by federated machine learning. On the 
decentralised storage system, the updated model weights are kept. 

3 Proposed Solution 

As acknowledged earlier, further strides in the development of machine learning 
solutions are severely limited by the availability of quality data. This provides the 
motive of improving the quality of data used for training machine learning models. 
As a result, the development process would be substantially accelerated, and more 
reliable models would be produced using the newer, better data. The easiest method 
to try to do this is to collect data manually. However, collecting data manually can 
be very expensive and time-consuming, not to mention fraught with considerations, 
as explained in the introduction. 

A web platform serves as our solution. The problem is solved by an “Organiser” 
or contract creator who wants to increase the accuracy of an already existing machine 
learning model. They build a blockchain-based smart contract [17] with the following 
specific details: 

1. ML model description, 
2. validation dataset description, 
3. current machine learning model file, 
4. maximum total reward that they offer to contributors.
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The submitted machine learning model is tested on the validation dataset, and base 
accuracy is evaluated on the backend server. The validation dataset and submitted 
machine learning model are uploaded onto the IPFS [18]. The hashes from the vali-
dation dataset and machine learning model uploading, as well as the base accuracy 
assessed earlier, are then added to the smart contract. The Ethereum blockchain is 
where the smart contract is stored and deployed. Initiation of the contract results in 
creating a new competition on the application. 

The “Developer” or “Data Contributor” views the contract and reads the model 
and data definitions. The developer may upload the data if doing so will enhance 
the model’s accuracy. The existing model is trained on the new data provided; after 
training is completed, the new model is tested on the validation data uploaded earlier, 
and a new accuracy is calculated. If the new accuracy is more than the base accuracy, 
the submission is considered successful. Multiple such developers can participate in 
the contract, and if the accuracy obtained by evaluating new models trained on their 
datasets is more than the base accuracy, then those developers will be eligible for 
some portion of the reward stated by the organiser. 

When the organiser downloads the final model, which is an aggregation of all 
the models with accuracy more than the base model on the validation data, then the 
rewards will be distributed to all the eligible developers who contributed data to the 
competition. A continual learning approach is proposed for averaging the weights 
when the final model is created. The architecture diagram of the solution is illustrated 
in Fig 1.

4 Functional Overview 

We propose a solution where the participants collaboratively improve a model and use 
smart contracts to store the submissions and incentivise contributors that improve the 
model and apply federated learning with a continual learning approach. The reward 
mechanism is designed to receive good data only. The basic outline of the flow of 
the application is illustrated in Fig 2. Our framework has three phases:

An initiation phase in which an organiser stakes a token to be awarded to 
contributors and shares the validation data and base model, 

A contribution phase in which participants submit training data samples and 
train their data on the base model, 

A remuneration phase in which the provider pulls the model and the best models 
are averaged, and the reward is distributed based on the improvement made by indi-
vidual submissions. The specifics needed to explain the proposal’s intricacies are 
covered in the parts that follow.
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Fig. 1 Architecture diagram of data contribution contracts’ service

Fig. 2 Flowchart for data-sourcing contracts
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4.1 Commitment Phase 

The organiser initialises the smart contract by uploading the validation data and base 
model. The validation data is used for assessing the quality of the data submitted. 
This is done by first calculating the base accuracy, and once the base model is trained 
on the data submitted by the contributor, the new accuracy score will act as feedback 
on the quality of the data. Additionally, if the validation data is kept private, the 
dataset given may be biased, which may encourage data providers to report data 
that is biased in favour of the validation set, reducing the usefulness of the acquired 
data for subsequent learning or analysis activities. The organiser then specifies the 
reward he is ready to stake. Mechanisms exist for regulating the reward price set by the 
organiser [19]. This is to make sure that the contributors are adequately compensated. 
In case the contract fails, the reward is refunded back. All the computations in these 
phases are done off-chain to reduce gas costs on Ethereum and the incapability to 
handle floating-point calculations. Once the organiser is satisfied with the contract, 
the contract is submitted to be deployed. The Data Contribution Contracts Service 
(DCCS) then deploys the contract in the organiser’s account, and the model file and 
validation data are uploaded on IPFS to ensure privacy and availability. The Hash 
generated from it is then stored in the contract as a struct instance, and the contract 
is now publicly available on the portal for contributors. The gas cost of the whole 
process is borne by the organiser. The code below is the Solidity snippet of a contract 
entity. 

struct Contract{ 
uint 256 reward; 
address payable organiserAddress; 
string validationDataHash; 
string baseModelHash; 
string model description 

} 

4.2 Participation Phase 

Once the commitment phase is over, the contract is available publicly now, and 
contributors can understand the problem at hand through the problem description. 
The organiser offers metadata, such as the range of values for each characteristic and 
potential labels on the records, to help with interaction. In recent years, we have seen 
the emergence of marketplaces like WorldQuant and Xignite, where data is available 
as a commodity. These marketplaces’ main objective is to facilitate communica-
tion between data contributors and data consumers when they need data to carry 
out certain tasks, such as developing new machine learning models, enhancing the 
precision of existing ones, or doing statistical estimation. Recent works have demon-
strated methods that strike a balance between exploration (learning more about the
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data that the provider has) and exploitation (putting that knowledge to use in allo-
cating the limited data acquisition budget) [20]. Concerns like data privacy, repeating 
submissions to steal rewards, and data security are not addressed here. Various data 
acquisition techniques are used by contributors, like data discovery, data acquisition, 
and data generation (crowdsourcing or synthetic data) [21]. Once the user is satisfied 
with the data collected, the user uploads the data. The data is received by the DCCS 
service, and the base model is trained on this data. After the training is finished, 
the validation data hash is fetched from the contract and accuracy is computed, and 
the data contributed is stored on the IPFS. Since EVM cannot handle floating-point 
numbers, we propose storing the decimal part and integer part separately. This will 
ensure fairness even in close-case scenarios. Again, the objective of storing on IPFS 
and not EVM is to reduce gas costs. All off-chain API calls are handled by Oracalize, 
a service that allows smart contracts to access data from other blockchains and the 
World Wide Web [22]. The submission details are stored on the contract. Code below 
is the Solidity snippet of a Submission entity: 

struct Submission{ 
address payable contributor; 
uint 256 accuracyInteger; 
uint256 accuracyDecimal; 
string contributedDataHash; 
string baseModelHash; 
string improvementInAccuracy; 

} 

4.3 Reward Phase 

Once the organiser is satisfied with the improvement in the metrics so far, the contract 
can be closed. Here, the organiser will receive a newly trained model with a better 
accuracy score on the validation data. Optionally, the organiser can also acquire 
the data points that contributed to the improvement. This will be useful when the 
organiser wants to periodically again create a new contract in the future. We take 
inspiration from the federated learning approach for combining the learnings from 
all submissions that improved the base model. This phase is further divided into two 
sub-phases. 

4.3.1 Reward Mechanism 

Incentives are required to encourage people to contribute new data that will help 
improve the model’s performance. Data contributors can earn points and badges 
when other contributors validate their contributions, just like on websites like Stack 
Overflow. Incentives must not be distorted or misaligned. Because the prize structure 
is winner-take-all, second place is equivalent to not competing at all. This eventually
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leads to an equilibrium, in which only a few teams compete, and potential new 
teams never form because catching up appears highly unlikely. A structure like this 
is anticollaboration. Competitors are strongly encouraged to keep their techniques 
confidential. This is in stark contrast to many other crowdsourced projects, such as 
Wikipedia, where participants must build on the work of others [23]. 

Willingness of the contributors to improve the model is the one thing that the 
proposal is dependent on. So, there is a need to automate this process. Since we are 
storing the new accuracy scores of all submissions, it makes sense to reward only 
those who contribute “good data.” As proposed in our previous work [24], we put 
forward using a fair and equitable incentive system. Let’s assume the base metric 
score is B, and we have “N” contributors and their metric scores are S1, S2,…, SN , 
so the incentive received by the ith contributor will be Ri which will be: 

Ri = 

⎛ 

⎝(Si − B)/ 
n∑

(k=0) 

(Sk − B) 

⎞ 

⎠ ∗ R, (1) 

where R denotes the total reward specified in the contract. The mechanism described 
above ensures that low-quality data is not rewarded. Because there is no winner-take-
all scheme, the reward mechanism encourages more people to contribute. It fosters a 
healthy level of competition. The whole mechanism for reward distribution is shown 
in Algorithm 1. 

4.3.2 Combining the Best Submissions 

Continual Learning 

The ability to learn tasks sequentially is critical for artificial intelligence development. 
In general, machine learning models are incapable of this, and it has long been 
assumed that forgetting of weights learned is an unavoidable property of models 
dependent on previous input. This process is known as continual learning [25]. Since, 
in our approach, we want the models to improve upon the existing learned parameters, 
we have used the Elastic Weighted Consolidation (EWC) algorithm [26]. The basic 
idea behind this algorithm is a quadratic penalty, introduced to constrain the network 
parameters to stay within the low error region for task A when learning to perform 
B. The quadratic penalty acts as a “spring” of sorts to anchor the parameters to 
previously learned solutions, hence the name Elastic Weight Consolidation. This 
iterative process is executed over all the submissions that improved the base model. 

Federated Averaging 

For all the submissions that have improved the base accuracy, we now have to combine 
the learnings from all models into one global model.
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There are two types of aggregation for federated learning: 

1. parameter aggregation: aggregate according to parameters or intermediate 
calculation parameters of the client-side models, 

2. model aggregation (M): aggregate according to the client-side models. 

In the original study by McMahan et al., the weighted average of the local learning 
parameters on each client is used to maintain the global model after they have been 
aggregated by the central server. The federated matched averaging (FedMA) algo-
rithm compares elements with similar feature extraction signatures and matches and 
averages hidden components, such as channels for convolution layers, hidden states 
for LSTM, and neurons for fully connected layers [27]. FedMA builds the shared 
global model in a layer-by-layer fashion. Precision-weighted federated learning takes 
into account the second raw moment (uncentered variance) of the stochastic gradient 
when computing the weighted average of the parameters of independent models 
trained in a federated learning setting [28]. It handles the heterogeneity of data 
across various clients. They also make sure that data privacy is not violated in any 
form. This aspect of the system is evolving, and research is going on to improve the 
ability to accumulate the weights learned into one ensemble model. 

Algorithm 1: Reward Transfer 

1: subs ←getAllDataSubmissions() 

2: N ←length(submissions) 

3: totalImprov ←0 

4: for i = 1 to N − do 
5: if subsi[accuracyImproved] > 0  then 

6: totalImprov ← totalImprov + subsi[accuracyImproved] 
7: end if 

8: end for 

9: reward ←getRewardValue() 

10: for i = 1 to N −1 do 

11: reward Awarded ← subsi [accuracy I mproved] 
total  I  mprov ∗ reward 

12: transferRewarded(rewardedAwarded,subsi[walletAddress]) 

13: end for 

5 Validation 

We attempt to validate our proposal by simulating the envisioned marketplace by 
way of a contract organiser and a set of developer accounts, all of which interact 
and provide data to the open contract. The organiser initiates the contract by giving 
the details mentioned earlier and posts the contract on the marketplace. However,
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no deduction is made from the organiser’s wallet at this time. Published contracts 
are available on the marketplace and can be viewed by all the users, except the 
organiser, from their developer dashboard, as shown in Fig. 3. Developers can upload 
new datasets from their dashboards for a particular contract. The base model is 
trained on the newly submitted data on the backend server using the elastic weight 
consolidation (EWC) so that the model learns new data and also remembers old 
data. If the performance of the new model on the validation dataset uploaded by the 
organiser is better than the old model, the weights of the new model are stored on the 
IPFS network and the hash for these weights is stored in the smart contract along with 
the contributor address. The organiser can view the performance of the submissions, 
as shown in Fig. 4. On contract termination, the organiser downloads the model, and 
for all the models that have performed better than the base model, their weights will 
be averaged. The amount of the reward is deducted from the organiser’s account and 
deposited into the account of all the contributors whose data was accepted into the 
model development process. 

This proposal, however, is subjected to certain technical limitations similar to 
some of those presented by Harris and Waggoner [9], namely, Bad intent and 
response, Illusionary and Ambiguous Data, and Overwhelming the Network, which 
are briefly explained as follows: 

Bad intent and response: this essentially refers to the ability of certain developers 
to “game” the system in a manner, where in bad faith, they can block other submis-
sions by filling up the submission limit without making any meaningful contribution. 
A wealthy and determined agent can corrupt the contract. The incentive mecha-
nism should make it costlier for the contributor with every wrong submission or set 
submission limits. 

Illusionary and Ambiguous Data: on the other hand, the “organisers” who use 
this framework must carefully evaluate the type of model and how providing unclear 
data can affect the system, as doing so may merely give the impression of greater

Fig. 3 Viewing available contracts as a developer
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Fig. 4 Viewing published contract submissions from organiser dashboard

performance. To avoid a bad submission penalty, the contributors should make sure 
that they meet the data quality standards mentioned in the contract. 

Overwhelming the Network: public blockchain-based applications have had 
dependability problems as a result of network congestion. While we circumvent this 
by using a private blockchain, its scalability is somewhat constrained, and resources 
are relatively scarce. When adding data that necessitates making new transactions, 
this can be problematic for this framework. 

6 Conclusion 

In this paper, we have introduced a system that intends to source better quality datasets 
and improve the efficiency of existing machine learning models by incentivising 
contributors. Contributed datasets are stored securely on IPFS, which also makes the 
system fault-tolerant to data storage failures and highly scalable. The gas costs of 
keeping enormous amounts of data on-chain are reduced by off-chain interactions; 
instead, the data is kept on IPFS, and only the hashes of the data will be saved in the 
smart contract. We use smart contracts to maintain a record of all contributors and 
ensure fair and unbiased distribution of rewards among the contributors. Our novel 
rewarding mechanism filters out bad-quality data. Since the model has to improve on 
the existing benchmark, the EWC algorithm is used to avoid catastrophic forgetting of 
prelearned weights of submissions that improve baseline metrics. Our system creates 
a platform to improve machine learning models using blockchain technology. With 
advances in technology, the solution can be scaled for the improvement of more 
complex machine learning models. Also, we anticipate the use of blockchain in AI 
not only for improving machine learning models but also in various other aspects of 
machine learning.
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Blockchain Framework for Automated 
Life Insurance 

Vaishali Kalsgonda, Raja Kulkarni, and Shivkumar Kalasgonda 

Abstract The insurance process is done manually in India. The insurance client has 
to depend on an insurance agent from buying to the claim firing process which leads 
to wrong entry, fraudulent claims, and cost overhead on the agent’s commission. An 
insurance client has to maintain documents and make them available at the time of 
claim firing, which is very cumbersome. Blockchain smart contracts will provide 
a secure, automatic, cost-cutting, paperless, and real-time insurance process. This 
paper aims to provide a blockchain solution for life insurance claim processing, 
as it is the most purchased and needy insurance. An architectural illustration of a 
blockchain prototype is contributed to this paper. As a result, the authors found that 
using Hyperledger Composer, we can develop fine-grained insurance applications. 

Keywords Blockchain · Hyperledger · Insurance · Smart contracts 

1 Introduction 

Blockchain development for insurance is in its early stage. Many researchers are 
interested in adopting blockchain for the insurance process. Using blockchain for 
insurance will provide secure and automatic claim processing. In most cases, family 
members have no idea about any life insurance purchased by a dead person, and delay 
is made for claim processing or collecting all required documents for an insurance
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claim; sometimes, beneficiary does not get any benefits of insurance purchased. If a 
blockchain solution is used for the insurance process, there is no need to maintain 
documents and make them available at the time of claim processing by the client, 
and also, the documents will be kept secure in the blockchain. The insurance process 
will become automatic by use of smart contracts, and the smart contract is a small 
program written on top of the blockchain and responsible for transaction processing 
under particular conditions. For implementing blockchain solutions for the insur-
ance industry in India, a consortium blockchain network has to be used as multiple 
organizations are involved in this network and only authorized nodes have to give 
access permissions, and this approach does not require the use of cryptocurrencies. 
So, implementing blockchain for the insurance industry in India, Hyperledger Fabric 
is the best solution. In this paper, the authors aim to design a blockchain solution 
for life insurance using the Hyperledger Composer tool of the Hyperledger Fabric 
framework. 

2 Literature Review 

In India, banking, insurance, and card industries are coming together to form a consor-
tium to realize the benefits of blockchain at an industry level. Insurers are focusing on 
using blockchain solutions to speed up claim processing; also, blockchain is the best 
solution for avoiding errors, which will introduce while manual entry [1]. Integrating 
blockchain with IoT devices can be used such as supply chain [2], Unmanned Aerial 
Vehicle, and [3] also for accessing and managing IoT devices [4, 5]. Using existing 
blockchain frameworks, we can develop applications that are solved only by binary 
conditions [6]. The papers dealing with implementation details are fewer in number, 
and in most of the papers, researchers are interested to use Ethereum [7]. Blockchain 
technology has a lot of benefits for an insurance company, but we cannot fully auto-
mate all the steps in insurance processing. Certain validations by manual step are 
required in the current claim process. Blockchain can be adopted for limited use 
cases where there is no requirement for complex regulatory processing [8]. Nath [9] 
reported that blockchain technology to share fraud intelligence will make it harder 
for any fraudulent activity by criminals and further suggested adopting this tech-
nology step by step to avoid the big bang. Integrated use of both Hyperledger Fabric 
and Ethereum is used for implementing blockchain and for transportation insurance 
is used for getting advantage of both the private and public blockchains. Hyper-
ledger Fabric is used for storing data and Ethereum is used for modeling payments 
[10]. As the insurance industry suffers from fraud [11], researchers are going to use 
AI for fraud detection and permanently save the result in blockchain to minimize 
claim refund losses. Mayank [12] proposed a blockchain framework for insurance to 
offer fine-grained access control and experimented by scaling up the network to test 
the robustness of the system and finally concluded that the network size is directly 
proportional to the confirmation time; the more the number of nodes, the more will be
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the confirmation time, and in short, the slower will be the network. Blockchain solu-
tions to the insurance industry will speed up the insurance processing with reduced 
cost [13]; as per the architectural concern, consortium blockchain network will be 
preferable for automatic processing and the public blockchain will be the solution 
for payment purposes. Though the blockchain solution has many advantages, there 
are issues like scalability, network lighting, and lack of skill, to write bug-free smart 
contracts. Once these drawbacks are overcome, blockchain solutions will success-
fully automate insurance processing. According to a systematic literature study [14], 
more improvements are needed to accept blockchain technology in the insurance 
sector such as forming a consortium, prototyping the use cases, reaching the average 
users, etc., but the insurance industry will get more benefits than other industries. 
MIStore [15] is a blockchain solution to store medical insurance records securely in a 
distributed environment implemented using the Ethereum platform. The efficiency of 
MIStore is dependent on the efficiency of the Ethereum platform if another platform 
is used for implementing the same it might provide better throughput. Blockchain-
based crop insurance [16] will result in automatic payouts in case of natural disasters, 
and farmers will not have to worry about climate change. Manual entry in medical 
insurance results in fraud of ten billion per year in the USA [17], because of a lack 
of endorsement of stakeholders. Blockchain solutions to the health insurance sector 
will provide security, immutability, and transparency. 

3 Background Work 

Blockchain is the most disruptive technology in today’s world, as its decentralized 
working system makes it free from fault tolerance, and its p2p system and consensus 
mechanism remove the unwanted cost of the third party in a trustless environment. 
Blockchain’s cryptographic feature makes it secure. A smart contract written on top of 
the blockchain provides atomicity. In short, blockchain applications are secure, mini-
mize cost, and work fast and automatically. So, most of the enterprise applications 
are interested in adopting blockchain solutions. 

3.1 Blockchain 

The primary objective of blockchain is to avoid the double spending problem 
and provide security. In blockchain, every completed transaction is recorded in an 
immutable ledger in a verifiable, secure, transparent, and permanent way, with a 
time stamp and other details [18]. Each blockchain employs a consensus mechanism 
and the choice of mechanism varies among networks to resolve different states, or 
“forks” in the network [19] detail a variety of consensus mechanisms. In this paper, 
we propose to add blockchains as a mechanism to design a smart contract application 
for life insurance.
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3.2 Life Insurance Process 

In life insurance or assurance, according to the contract between an insurance poli-
cyholder and an insurer or assurer, the beneficiary gets the amount including funeral 
expenses from the insurer after the death of an insured person based on the premium 
amount paid by the assurer. The beneficiary also gets benefits in other situations like 
terminal illness or critical illness. The policyholder can pay a premium as either one 
term payment or periodically. Life policies apply terms and conditions to limit the 
liability of the insurer, and death claims relating to suicide, fraud, war, riot, and civil 
commotion are excluded in the contract of policies. 

3.3 Death Registry Process in India 

In India, it is mandatory under the law to register every death with the concerned 
State/UT Government within 21 days of its occurrence. If the death has taken place 
in hospitals, nursing homes, or medical institutions, such deaths are to be reported 
by the head of the institutions within 21 days of the death to the concerned registrars. 
If the death has taken place at home, it is the responsibility of the family member to 
report the same within 21 days to the sub-registrars. A death certificate is then issued 
after proper verification [20]. 

4 Gap Analysis 

Most of the researchers provide novel architecture, models, and frameworks using 
blockchain, but there is a lack of technical details about used blockchain elements. 
There are several papers present on blockchain framework using Hyperledger 
Composer for health care, supply chain, and banking sector, but there is only one 
paper available related to the insurance sector, which provides only general frame-
work for the insurance process and only two participants, as insurance company 
and insurance client [12], but by further studies, it is found that there will be 
different participants, endorsement policies, consensus algorithms, ordering peers, 
and different algorithms for smart contracts for a different type of insurance policies. 
Implementing blockchain solutions for the insurance industry is a very challenging 
job [21]; firstly, insurers have to train or hire staff having proper technical knowledge 
for implementing blockchain solutions, and second insurer has to invest in adopting 
new practices. The proposed system in this paper aims to design a blockchain frame-
work for life insurance having four types of participants as insurance company, death 
registry, verifier, and insurance client. The development language of the proposed 
work is Hyperledger Composers modeling language which supports JavaScript API.
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5 Material and Methods 

The designing of the proposed framework is done according to Hyperledger 
Composer which runs on top of Hyperledger Fabric. 

5.1 Hyperledger Fabric 

Hyperledger Fabric is a project led by IBM, under the Linux Foundation. It provides 
a platform for modular architecture to develop Enterprise Blockchain solutions. 
Hyperledger Fabric supports building private (permissioned) business networks 
[22]. Composer Playground is a web-based tool for modeling and testing business 
networks. Playground communicates with the local Fabric runtime directly [23]. 

5.2 Development Environment of Hyperledger 

Figure 1 shows the development environment of Hyperledger Composer. The 
different files such as Network Model, Transaction Logic, Access Control Rules, 
and Query File are packaged and archived in a single file called a Business Network 
Archive file. The BNA file is then deployed onto a Fabric network. Composer REST 
Server is a tool that allows us to generate a REST API server based on our business 
network definition. Using the Yeoman configuration tool makes it easy to create an 
angular front-end against the REST API.

6 Proposed Framework 

In the proposed framework, details of design methodology, blockchain participants, 
assets, transactions, transaction logic, access control rule, and query file are discussed. 
Transaction logic will be implemented in JavaScript; considering this, the algo-
rithm of transaction logic is written. Transaction file contains business logic of claim 
processing. 

6.1 Methodology 

For the proposed framework, phases such as analysis, design, and implementation 
are used. In the analysis phase, the authors analyze the requirements of the proposed 
work and identify participants, assets, and transactions. Depending on the analysis,
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Fig. 1 Development environment overview for Hyperledger [18]

author designs the architecture of the proposed system which is shown in Fig. 2. The  
blockchain network consists of three different organizations such as insurance organi-
zation, a death registry, and a verifier organization. In this architecture, death registry 
workers, insurance workers, claim verification workers, and insurance customers 
interact with a proposed blockchain network with their respective web apps, through 
a Nodejs server. Hyperledger framework provides Fabric SDKs for interacting with 
clients on the blockchain network. Here, the client is referred to as a worker. Each 
organization’s participating node or clients are called peer nodes. Transactions made 
by these peers are submitted to the blockchain network only after validating it by 
ordering service. The detailed design of the smart contract is discussed in the next 
section. The authors will implement the design in the implementation phase.

6.2 Design of Proposed Work 

In our proposed work for the network model, author designed participants, asset, and 
transactions as follows.
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Fig. 2 Architecture of proposed blockchain framework for life insurance

6.2.1 Participants 

Insurers or insurance industry, insurance policyholders or customers, death registries, 
and validators are the participants of the proposed system. The main transaction 
occurs between customers and the insurance industry. The endorsement peers are 
the insurance industry, customers, and the death registry office. We require some 
nodes as validators for validating the state of the blockchain. The testing for creating 
new participants is shown in Figs. 3, 4, 5 and 6. These records are stored in the form 
of a participant registry.
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Fig. 3 New customer is added to blockchain 

Fig. 4 New insurer is added to blockchain 

Fig. 5 New death registry participant is added to blockchain 

Fig. 6 New verifier participant is added to blockchain
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Fig. 7 New policy asset is added to blockchain 

6.2.2 Assets 

In our proposed work, asset is a policy and attributes of assets are policy number, start 
date, status, premium, and beneficiary. Every insurance policy has a unique policy 
number, so this is our prime attribute using this we can make transactions. Figure 7 
demonstrates adding a new asset to blockchain. The record of the new asset is stored 
in the asset registry. 

6.2.3 Transactions 

From buying a policy to refunding of policy, there will be transactions like client 
registration, buy policy, claim, pay premium, refund, and history; these all are listed 
in Table 1. The most important transaction is automatic claim processing when an 
authorized person makes an entry for life status as death. Therefore, the design of 
claim processing is the main objective of our proposed work. 

Table 1 Transaction with description 

Transaction Description 

Client registration The client has to register for insurance processing 

Buy insurance When clients purchase insurance, new information such as policy number, 
start and end date, Aadhaar number, and status is added. Life status will be 
“Alive” at the time of buying the insurance policy 

Pay premium This transaction will be used for paying a premium 

Claim processing When any authorized person in the death registry office changes the life 
status as “dead” and cause of death, then depending upon the cause of death 
automatically claims fire 

Policy expiry When the policy expires automatically, it will give notification and saves the 
record with the status as 
“Expired”
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6.2.4 Transaction Logic 

As discussed previously, the researcher’s main objective is to design a smart contract 
for the automatic claim processing. When an insurance client purchases an insur-
ance policy, a smart contract registers life status as alive (Algorithm 1) along with 
client id (Cid), insurance company id (Iid), and Policy number (Policy No). Here, 
Cid and Iid records are fetched from the participant registry and Policy No from 
the asset registry as these are nothing but prime attributes. Figure 8 demonstrates 
the transaction, for buying the new policy. When life status of insurance client is 
changed as dead by authorized person in the death registry office (Algorithm 1), it 
gets verified by authorized validator. Once validator approves the status as “valid”, 
system automatically files the insurance claims (Algorith 2). Here, terms used for 
participant registry and asset registry are already discussed in section participant 
and asset, respectively. The sequence diagram shown in Fig. 9 shows the process of 
automatic claim processing, and as per Algorithms 1 and 2, there is no need to apply 
for claim processing manually by the beneficiary and wait for benefits. 

Algorithm 1 Policy: buyPolicy 

Input: Cid, Iid, PolicyNo, Premium 
Output: status=alive 

1: Cid ←Discover (Client Id from ParticipantRegisty) 
2: Iid ←Discover (Insurer Id from ParticipantRegisty) 
3: PolicyNo ← Discover ( Policy Number from AssetRegisty) 
4: Status ←” alive”  
5: Add ← AssetRegistry

Fig. 8 Transaction for buying policy 
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Fig. 9 Sequence diagram of automatic claim processing 

Algorithm 2 Policy: claimPolicy 

Input: Cid, Iid, PolicyNo, Did, Vid 
1: Cid ← Discover(ClientId from ParticipantRegisty) 
2: Iid ← Discover(Insurer Id from ParticipantRegisty) 
3: PolicyNo ← Discover(PolicyNumber from AssetRegisty) 
4: Vid← Discover(Verifier Id from ParticipantRegisty) 
5: if status=Dead then 

6: Verify death cause 
7: if cause = valid then 
8: Refund (Cid, Iid, PolicyNo, amount) 
9: end if 
10: end if 
11: Update AssetRegisty 

6.2.5 Access Control Rule 

Access control rules define which participant can view which part of the system. In 
our proposed design, insurance clients can only view details of their own policies. 
In Fig. 10, you can view that the admin can access the data of all clients and Fig. 11 
shows that the client can access its own data only; Fig. 12 shows that client does not 
have the authority to create a new participant.

Likewise, in our proposed system, authorized persons in the death registry can 
only change the life status of policyholders and cannot access another part of the
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Fig. 10 Admin can access all client’s data 

Fig. 11 Client can access only its own data
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Fig. 12 Client does not have the authority to create a new participant

system. A person from the insurance industry verifies the death reason, whether the 
reason for death is valid or not for the claim processing. After the confirmation, the 
person who verifies has the authority to make appropriate entries in verification form. 

6.2.6 Query File 

In query files, we can write queries like SQL queries. In the proposed work, the 
author designs query for admin and policyholders. In our framework, we design 
queries to perform all admin activities, also queries for the customer for accessing 
own activities. 

7 Test Result 

In this paper, simple data is used for demonstration purposes. The authors show 
all implementation details of assets, participants, and transactions. Here, Hyper-
ledger Composer-based implementation is used for testing purposes and found that 
the system works well according to ACL. Only authorized persons can access or
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update specific data. Thus, the result shows that Hyperledger Fabric is the best-suited 
solution for building a fine-grained permissioned blockchain. 

8 Conclusion and Future Scope 

This paper proposes a design of a blockchain-based framework for implementing the 
life insurance process which will provide a fine-grained solution for the automatic 
claim processing. The proposed framework is based on Hyperledger Fabric. Insur-
ance clients need not have to maintain the required documents and provide them at 
the time of the claim process and wait to get benefits. 

The author’s purpose is to develop smart contracts based on the proposed design, 
using raft orderer service with a permeant database, user interface, and all required 
networking artifacts in the future. 

References 

1. Kalsgonda V, Kulkarni R (2020) Applications of blockchain in insurance industry: a review. 
PIMT J Res (PIMT JR) 

2. Caro MP, Ali MS, Vecchio M, Giaffreda R (2018) Blockchain-based traceability in Agri-Food 
supply chain management: a practical implementation. In: 2018 IoT vertical and topical summit 
on agriculture Tuscany (IOT Tuscany), Tuscany, Italy 

3. Jensen IJ, Selvaraj DF, Ranganathan P (2019) Blockchain technology for networked swarms 
of unmanned aerial vehicles (UAVs). In: 2019 IEEE 20th international symposium on a world 
of wireless, mobile and multimedia networks (WoWMoM), Washington, DC, USA 

4. Ding S, Cao J, Li C, Fan K, Li H (2019) A novel attribute-based access control scheme using 
blockchain for IoT. IEEE Access 7:38431–38441 

5. Huh S, Cho S, Kim S (2017) Managing IoT devices using blockchain platform. In: 2017 19th 
International conference on advanced communication technology (ICACT), PyeongChang, 
Korea (South) 

6. Hans R, Zuber H, Rizk A, Steinmetz R (2017) Blockchain and smart contracts: disruptive 
technologies for the insurance market. In: AMCIS 2017 Proceedings 

7. Fekih L (2020) Application of blockchain technology in healthcare: a comprehensive study. 
In: International conference on smart homes and health telematics 

8. Gatteschi V, Lamberti F, Demartini C, Pranteda C, Santamaria V (2018) To blockchain or not 
to blockchain: that is the question. In: IT professional, pp 62–74 

9. Nath I (2016) Data exchange platform to fight insurance fraud on blockchain. In: 2016 IEEE 
16th international conference on data mining workshops (ICDMW), Barcelona, Spain 

10. Li Z, Xiao Z, Xu Q, Sotthiwat E, Goh RSM, Liang X (2018) Blockchain and IoT data analytics 
for fine-grained transportation insurance. In: 2018 IEEE 24th international conference on 
parallel and distributed systems (ICPADS), Singapore 

11. Dhieb N, Ghazzai H, Besbes H, Massoud Y (2020) A secure AI-driven architecture for 
automated insurance systems: fraud detection and risk measurement. IEEE Access, pp 
58546–58558 

12. Raikwar M, Mazumdar S, Ruj S, Gupta SS, Chattopadhyay A, Lam KY (2018) A Blockchain 
framework for insurance processes. In: 2018 9th IFIP international conference on new 
technologies, mobility, and security (NTMS), Paris, France



Blockchain Framework for Automated Life Insurance 785

13. Gatteschi V, Lamberti F, Demartini C, Pranteda C, Santamaría V (2018) Blockchain and smart 
contracts for insurance: is the technology mature enough? Future Internet. 10(2):20. https:// 
doi.org/10.3390/fi10020020 

14. Kar AK, Navin L (2021) Diffusion of blockchain in insurance industry: an analysis through 
the review of academic and trade literature. Telematics Inform 58:101532. https://doi.org/10. 
1016/j.tele.2020.101532. ISSN 0736-5853 

15. Zhou L, Wang L, Sun Y (2018) MIStore: a Blockchain-based medical insurance storage system. 
J Med Syst 42:149. https://doi.org/10.1007/s10916-018-0996-4 

16. Jha N, Prashar D, Khalaf OI, Alotaibi Y, Alsufyani A, Alghamdi S (2021) Blockchain based crop 
insurance: a decentralized insurance system for modernization of indian farmers. Sustainability 
13(16):8921. https://doi.org/10.3390/su13168921 

17. Ismail L, Zeadally S (2021) Healthcare insurance frauds: taxonomy and blockchain-based 
detection framework (Block-HI). IT Professional 23(4):36–43. https://doi.org/10.1109/MITP. 
2021.3071534 

18. Leka E, Lamani L, Selimi B, Deçolli E (2019) Design and implementation of smart contract: 
a use case for geo-spatial data sharing. In: 42nd International convention on information and 
communication technology, electronics and microelectronics (MIPRO), Opatija, Croatia 

19. Tschorsch F, Scheuermann B (2016) Bitcoin and beyond: a technical survey on decentralized 
digital currencies. IEEE Commun Surv Tutor, pp 2084–2123 

20. News: Information, 20 May 2019. [Online]. Available: https://www.indiatoday.in/information/ 
story/death-certificateprocedure-india-delhi-1529341-2019-05-20 

21. Grima S, Spiteri J, Romānova I (2020) A STEEP framework analysis of the key factors 
impacting the use of blockchain technology in the insurance industry. Geneva Pap Risk Insur 
Issues Pract 45:398–425. https://doi.org/10.1057/s41288-020-00162-x 

22. hyperledger-fabric, 2019. [Online]. Available:https://hyperledgerfabric.readthedocs.io/en/rel 
ease-1.4 

23. Welcome to Hyperledger Composer, [Online]. Available: https://hyperledger.github.io/com 
poser/latest

https://doi.org/10.3390/fi10020020
https://doi.org/10.3390/fi10020020
https://doi.org/10.1016/j.tele.2020.101532
https://doi.org/10.1016/j.tele.2020.101532
https://doi.org/10.1007/s10916-018-0996-4
https://doi.org/10.3390/su13168921
https://doi.org/10.1109/MITP.2021.3071534
https://doi.org/10.1109/MITP.2021.3071534
https://www.indiatoday.in/information/story/death-certificateprocedure-india-delhi-1529341-2019-05-20
https://www.indiatoday.in/information/story/death-certificateprocedure-india-delhi-1529341-2019-05-20
https://doi.org/10.1057/s41288-020-00162-x
https://hyperledgerfabric.readthedocs.io/en/release-1.4
https://hyperledgerfabric.readthedocs.io/en/release-1.4
https://hyperledger.github.io/composer/latest
https://hyperledger.github.io/composer/latest


Blockchain for IoT: A Comprehensive 
Review for Precision Agricultural 
Networks 

Abhiudhaya Upadhyaya, Yashwant Singh, and Pooja Anand 

Abstract Internet of Things (IoT) has gained popularity in recent years due to the 
services it offers and its wide usage in the field of science and technology such as smart 
agriculture, smart home devices. We now live in a world surrounded by smart gadgets 
and utilize it almost on daily basis. As the usage is increasing, the amount of data being 
disseminated is also increasing due to which a lot of data is being exposed to threats. 
So, it must be made sure that the channels through which data is being transferred 
should reach securely to the endpoint without compromising integrity, confidentiality, 
and authentication, ensuring that data reached should not be modified or tampered. In 
recent years, an important technique has been developed called “blockchain”, which 
can help in improving security, trust, speed, visibility, immutability, and traceability. 
Motivated by these facts, this work explores the potential of the blockchain and the 
efficacy of using it to deal with growing security and performance challenges in IoT 
associated within precision agriculture. 

Keywords Internet of Things (IoT) · BIoT · Security · Cryptography ·
Blockchain · Global Unique Identifier (GUID) · Public Key Infrastructure (PKI) ·
IoT challenges 

1 Introduction 

We live in a world surrounded by smart devices and gadgets. One of the revolu-
tionary innovations of the twentieth century is Internet of Things (IoT). IoT is an
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area of active research and is playing an important role in advancing technical sector. 
Internet of Things is defined as a new technology paradigm envisioned as a global 
network of machines and devices which are capable of communicating with each 
other [1]. It is also a smart network that connects everything to the internet for the 
purpose of exchanging data and interacting via information detecting devices such 
as sensors, gateways [1]. These devices are resource constraint and have very less 
power and storage capacity [2]. The term IoT was coined by Ashton in 1998; since 
then, significant progress has been done in IoT domain [3]. The number of smart 
connected devices is increasing every year; by this rate of growth, on forecasting, 
the number of devices connected would reach 23.5 billion by 2029 [4]. IoT offers 
plethora of applications in science and technology. Smart industry, smart logistics, 
smart agricultural, intelligent transportation, smart grid [5], smart environmental 
protection, smart safety, smart medical, smart wearables, home gadgets are some of 
the use cases [6, 7]. 

Considering the execution of numerous approaches to secure IoT devices, new 
types of attacks will continually emerge due to variances in security standards. Even 
though IoT devices are secure on their own, they become vulnerable to a variety of 
threats when linked to an insecure network such as device authentication, DoS/DDoS 
attack [8], intrusion detection malware detection [9]. As per studies, 70% of the smart 
devices are vulnerable to cyberattacks. Furthermore, attacks such as Mirai (2016), 
Persirai (2017), and BrikerBot (2017) in the past have exploited IoT devices security 
[10]. Today, a large number of devices communicate with one other on a daily basis, 
resulting in a large amount of data transfer. Many crucial IoT systems such as Internet 
of Drones (IoD) and Internet of Robotic Things (IoRT) are used in surveillance and 
warfare activities [11]. As a result, there can be security and privacy breach while 
transferring important data, which is a major concern. 

In such a scenario, blockchain has quickly emerged as an important technology 
in recent years. Satoshi Nakamoto is widely regarded as the inventor of blockchain. 
He also introduced the electronic cash currency “Bitcoin”, which sparked interest 
in blockchain research [12]. Blockchain is a public, trusted, shared, and immutable 
ledger of all transactions, has decentralized storage, offers high transparency and 
security [10]. Blocks are formed from transactions and are linked together in a 
chain utilizing the information of adjacent blocks called hash. These records are 
protected from tampering and change using a variety of cryptographic techniques 
[12]. Blockchain has been integrated with a range of domains since its inception to 
handle a variety of problems and provide better solutions to existing ones; one such 
domain is Internet of Things. In the realm of the Internet of Things, blockchain has 
the ability to tackle issues of privacy, security, and lack of trust. Thus, the use of 
blockchain in the IoT domain has given rise to a new blockchain domain in the IoT 
known as blockchain Internet of Things (BIoT) [13]. 

The organization of the paper is as follows: Sect. 1 consists of the introduction. 
Section 2 consists of related work. Section 3 includes the blockchain and its require-
ments. Section 4 and 5 includes the IoT security challenges in precision agriculture. 
Lastly, Sect. 6 depicts the IoT performance challenges (Fig. 1).
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Fig. 1 Graphical layout of manuscript 

2 Literature Review 

Elhoseny et al. [14] presented a hybrid security model in healthcare services for 
securing the diagnostic text data in medical images during transmission. The model 
was developed using a technique known as 2D Discrete Wavelet Transformation 1 
Level (2D-DWT-1L) steganography and then integrated with a hybrid encryption 
scheme which consists of both AES and RSA algorithms. The model was applied 
on two datasets, i.e., DME and DICOM datasets. The results exhibited that the 
model has a PSNR value of 57.02, and the value of MSE was 0.1288 which reveals 
higher performance than the existing one. In another work, Khari et al. [15], the 
work in this paper focused on the security of data in IoT devices using cryptography 
and steganography techniques for secure data transmission using an Elliptic Galois 
Cryptography (EGC) protocol which includes cryptography to encrypt data, then 
embed this data into low complexity images using steganography. The proposed 
work (EGC) showed 86% efficiency, when compared to the existing techniques. 
Aggarwal et al. [16] proposed a model for internet of drones, which provide secure 
communication, data collection, and transmission among drones and users as well by 
utilizing a public blockchain having Ethereum platform which included selection of 
forger node, creating blocks and validation, applying proof-of-stake mechanism. The 
results revealed that the proposed model covered all security aspects such as authen-
tication, authorization, accountability (AAA), data integrity (DI), identity anonymity 
(IA), verification and validation (VV) which made the system more scalable, reli-
able, and superior by evaluating the computation cost and time. Another work done 
by Nikooghadam et al. [17] proposed a safe and lightweight authentication and key 
management protocol for IoT-based WSNs to provide a secure communication link 
between user and sensor nodes. The method for forward verification is Automated 
Validation of Internet Security Protocol and Applications (AVISPa) tool. The results 
of the research revealed that communication cost and storage cost showed better 
performance when compared to the existing protocols.
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Truong et al. [18] have proposed a framework named SASH that integrates IoT 
platform with blockchain which provides plethora of advantages including security 
and data transmission among IoT devices. In SASH, basically, blockchain technology 
is utilized which consists of data marketplace, two sharing schemes, and prefix 
encryption. Firmware and Hyperledger have been used as platform to implement 
SASH. The proposed work showed a moderate overhead. In another work, Karati 
et al. [19] proposed a new generalized CLSC (gCLSC) cryptography, certificateless 
signcryption technique to assure secure communication of data through IoT devices. 
It functions as a digital signature and encryption both and can be adopted where 
authenticity, confidentiality, and lightweight are instrumental factors. The perfor-
mance metric of proposed work revealed that the computational cost was way better, 
and also, the gCLSC observed minimal storage almost 50% less when compared to 
CLSC. 

ASeyfollahi et al. [20] proposed a reliable data dissemination for IoT using 
an algorithm called Harris Hawks Optimization. The mechanism is equipped with 
fuzzy hierarchical network model for Wireless Sensor Network (WSN) to provide 
reliable and secure data aggregation. The results showed that RDD improved the 
energy consumption, packet forwarding distance, and packet delivery ratio by 3.12%, 
17.5%, and 43.5%, respectively, when compared to other methods. Gochhayat et al. 
[21] proposed a novel distributed key management scheme for IoT devices which 
provides security and privacy to user sensitive data. The method includes delegating 
the resource-consuming cryptographic to local entity, and this entity coordinates with 
other peer entities to provide a authentication mechanism. The scheme also exploits 
the merits of mobile agents by deploying them in subnetworks when required. The 
results of the research manuscript revealed that it reduced communication overhead. 

Li et al. [22] proposed a node-oriented secure data transmission (NOSDT) algo-
rithm for securing the transmission in social networks based on IoT as nodes are 
highly vulnerable to attacks by malicious nodes. The scheme analyzes the behavior 
of malicious node and provides secure data transmission by selecting new reliable 
nodes. Influence model is designed to reduce transmission in malicious node. Upon 
evaluation, NOSDT improved the performance of social networks by reducing the 
transmission impact of malicious nodes. In another work, Khan et al. [23] introduced a 
blockchain-based solution for secure and private IoT communication in smart home 
network. Smart home architecture based on blockchain is empowered with Deep 
Extreme Learning Machine. DELM learns quickly, and extreme learning machine is 
a feedforward neural network. In this proposed system, they used backpropagation 
approach during learning phase and the network adjusts weight to achieve accu-
racy. The proposed approach achieved accuracy of 93.91%, outperforming other 
algorithms. 

Mahdi et al. [24] proposed a new stream cipher procedure called Super ChaCha 
over standard ChaCha for securing data communication in IoT devices. A change in 
rotation is done as a modification in the procedure. The input cipher is also altered 
from column to diagonal to zigzag to alternate form. The results showed that Super 
ChaCha successfully passed all five benchmarking and NIST tests, and with a small 
increase in time, memory, and power and a small drop in throughput, the complexity
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level rises considerably. By brute-force attack, Super ChaCha requires 2512 likely 
keys to break. Also, Pampapathi et al. [25] proposed an efficient and reliable data 
distribution and secure data transmission using improved adaptive neuro fuzzy infer-
ence system (IANFIS) and modified elliptical curve cryptography (MECC) in IoT. 
The proposed work consists of methods including registration and data communica-
tion, sending, data broker, security analysis, and local calculations. On comparing 
ANFIS with IANFIS, the performance of IANIFS was better; on the other hand, the 
MECC was 96% better at security when compared to the existing ECC. 

Manogaran et al. [26] have proposed a blockchain-assisted secure data sharing 
(BSDS) model in industrial IoT. The goal is to maximize response rate by reducing 
false alarm progression (FAP). This model is in charge of data capture and dissemina-
tion security, both inbound and outbound. The BSDS was found to achieve a 5.67% 
high response rate with FAP of 4% and reduced the failure rate by 2.14% rate with 
FAP of 2%, respectively. Further, it achieved 3.12% less FAP with the response rate 
of 0.95, maximized response rate by 6.63% with the failure rate of 0.06, and reduced 
delay by 11.91% with the FAP of 5.2%. In another work, Naresh et al. [27] have  
proposed an identity-based online/offline signcryption (OOSC) scheme suitable to 
provide secure message communication among IoT devices, gateway, and server. 
This approach is divided into two phases: online and offline, with the offline phase 
performing heavy mathematical computations and the online phase performing minor 
computations. On experimenting, the results revealed that the proposed scheme takes 
less computational time and provides security against IND-CC2. 

Miao et al. [28] proposed a Federated Learning-Based Secure Data Sharing mech-
anism for IoT, named FL2S for secure data sharing in IoT. Federated learning (FL) 
framework is developed based on the sensitive task decomposition. In addition, 
to improve data sharing quality, deep reinforcement learning (DRL) technology is 
utilized. The results revealed that FL2S achieved better privacy protection and data 
quality in secure data sharing. Table 1 shows the various techniques used in IoT 
devices for securing data along with results and challenges.

From the above analysis, it is clear that many of the techniques utilized are based 
on cryptography, which can be potentially breached for IoT networks. So, it is clear 
that a robust solution such as blockchain is needed for several issues described in 
Sect. 4. 

3 Blockchain and Its Requirements 

A growing list of records and a decentralized, immutable, distributed ledger for 
keeping time-stamped transactions between multiple computers in a peer-to-peer 
network is what blockchain is. Data in blockchain is stored in blocks which are 
linked cryptographically. Every block contains a cryptographic hash of the previous 
block. As a result of forming a chain, these blocks altogether in a network are called 
blockchain. Whenever a new block is added into a blockchain, consensus mechanism
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Table 1 The table presents various security techniques utilized for securing data communica-
tion with results and challenges in different IoT domains in recent years 

Author Year Technique/method Result/challenges Domain 

Elhoseny et al. [14] 2018 2D-DWT-1L 
Steganography 
integrated with AES 
and RSA 

Better performance 
in hiding confidential 
data into transmitted 
cover image and 
securing 

Healthcare-based 
IoT 

Khari et al.  [15] 2019 Elliptic Galois 
Cryptography 

EGC showed 86% 
better efficiency 

IoT 

Aggarwal et al. [16] 2019 Public blockchain on 
Ethereum platform 

Better computational 
cost and time 
It can also be 
performed on private 
blockchain 

Internet of Drones 
(IoD) 

Nikooghadam et al. 
[17] 

2019 Authentication and 
key management 
protocol (AVISPa) 
tool 

Better 
communication and 
storage cost 
No 
machine-to-machine 
security protocol in 
industrial IoT 

IoT 

Truong et al. [18] 2019 SASH, integrating 
blockchain with IoT 
platform 

Showed moderate 
overhead. SASH is 
yet to be 
implemented in 
global policies in 
network 

IoT 

Karati et al. [19] 2019 gCLSC 
Cryptography, 
certificateless 
signcryption 

Minimal storage, i.e., 
50% less on 
comparing CLSC 
Can be enhanced by 
incorporating 
revocation and 
discarding the 
bilinear pairing 
efficiently 

IoT 

Seyfollahi et al. [20] 2020 Reliable Data 
Dissemination for 
the Internet of 
Things (RDDI) 
using Harris Hawks 
Optimization (HHO) 

Improved energy 
consumption, packet 
forwarding distance, 
and packet delivery 
ratio by 3.12%, 
17.5%, and 43.5%, 
respectively 
Yet to be evaluated 
on jamming attack 

IoT

(continued)
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Table 1 (continued)

Author Year Technique/method Result/challenges Domain

Gochhayat et al. 
[21] 

2020 Delegating the 
resource-consuming 
cryptographic to 
local entity 

Reduced the 
communication 
overhead, generation 
of extra certificates 

IoT 

Li et al. [22] 2020 Node-oriented 
secure data 
transmission 
(NOSDT) 

Improved 
performance of 
social networks by 
reducing the 
transmission impact 
of malicious nodes 
More work can be 
done on forwarding 
path, better methods 
for detection of 
malicious nodes 

Social network in 
IoT 

Khan et al. [23] 2020 Blockchain 
empowered with 
Deep Extreme 
Learning Approach 
(DELM) 

Accuracy = 93.91% 
Exploring extensions 
through the 
application of further 
datasets and 
architectures 

Smart home IoT 

Mahdi et al. [24] 2021 Super ChaCha Increased complexity 
time requires 2512 
keys to break 
brute-force attack 

IoT 

Pampapathi et al. 
[25] 

2021 Improved Adaptive 
Neuro Fuzzy 
Inference System 
(IANFIS) and 
modified elliptical 
curve cryptography 
(MECC) 

Better performance 
than ANFIS; also, 
MECC is 96% better 
when compared to 
ECC 

IoT 

Manogaran et al. 
[26] 

2021 Blockchain-assisted 
secure data sharing 
(BSDS) 

5.67% high response 
rate with FAP of 4% 
and reduced the 
failure rate by 2.14% 
rate with FAP of 2%, 
respectively 

Industrial IoT 

Naresh et al. [27] 2021 Identity-based 
online/offline 
signcryption scheme 
(OOSC) 

Less computational 
time and secure 
against IND-CC2 
Yet to be 
implemented in 
healthcare 
monitoring systems 
and in industrial 
systems 

IoT

(continued)
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Table 1 (continued)

Author Year Technique/method Result/challenges Domain

Miao et al. [28] 2021 Federated 
Learning-Based 
Secure Data Sharing 
(FL2S) 

Better privacy 
protection and data 
quality in secure data 
sharing 

IoT

Fig. 2 Blockchain consisting of blocks linked via hash codes [29] 

ensures that it is one and only version of truth that is agreed upon by all nodes of 
blockchain [29]. A visualization of blockchain is given in Fig. 2. 

Blockchain technology comprises several components on which blockchain 
process depends and operates. There are protocols that must be followed for creation, 
addition, and storing data in blocks. Some of the major requirements of blockchain 
are:

• Smart contracts: It is a program that is stored on blockchain when certain 
conditions are met, makes transaction transparent and irrevocable.

• Tokenization: It enables the digital representation of rights, goods, and services. 
Tokenization enables users to exchange values and trust without engaging any 
centralized authority.

• Data security: Data security is an important aspect and necessary need of 
blockchain technology so as to protect data from tampering.

• Decentralized data storage: It is a prerequisite for a distributed or scattered system.
• Immutability: In distributed ledger, all the transactions/records stored should not 

be modified. This ensures that data is safe and secure.
• Consensus: It makes sure that every new block added should only be integrated 

in blockchain when all the legit users in the network agree.
• Typed blocks: It is necessary for smart contracts as well as high-speed business 

transactions. So, formatting is different for the different kinds of blocks which 
includes time, consensus algorithm, transactions per blocks, and data types of 
content it has.

• Sharding: It is required for dividing the content over subset of nodes so that there 
is less burden on each node.
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• Access rights management: For managing access privileges and assigning 
purpose, cryptography techniques such as private and public key encryption 
cryptography as well as distributed databases with user identity are needed.

• Standards used to manage permissioned blockchains: Due to the obvious 
immutability of the blockchain network, data can only be viewed in a precise 
order. Though public certificates are accessible on the public blockchain, those 
without the private key cannot be granted authority. As a consequence, the data 
should always be organized according to data aspects such as the user’s IP address, 
name, code, and XML schema. As part of the communication process, all of these 
information are shared with the consortium.

• Standard data formatting: Standardizing data formats while considering Appli-
cation Programming Interfaces (APIs) is also required in blockchain systems. 
To communicate within the similar network, any organization in the blockchain 
network must utilize similar data formatting.

• Updatability: Updating data in distributed ledger is an essential component for 
records for every node that carries a transaction inside a peer-to-peer network, 
and data must be formatted and updated in a methodical manner.

• P2P encryption between blockchain nodes: Blockchain requires encryption to 
protect transactions among end nodes which might join together.

• UX: The user interface or UX is among the most important aspects of a system 
since it offers users with a simple and convenient application environment [29]. 

4 Security Challenges in IoT 

IoT security is vital for smooth functioning of the system. There are several security 
parameters that need to be taken into consideration. Hence, to make IoT network more 
secure and reliable, we must meet the security challenges. Some of the parameters 
that we must focus on are as below [30]:

• Confidentiality: It essentially means hiding information from people who are 
not authorized to read it. IoT collects various sensitive information from devices 
such as in medical healthcare equipment, heart rate, temperature, and pressure 
detectors. The important details from these devices can be traced. So, every bit of 
information must be transmitted confidentially from sensor devices.

• Integrity: It is defined as preventing modification of data by unauthorized person 
in communication process. In IoT, a single change in data bit could potentially 
alter the entire meaning from NO to YES.

• Availability: It can be defined as the services running the system should be within 
reach at any time to anyone who is an authenticated entity. Availability in smart 
home, like turning off the smart lights via remote control (RC), should be able to 
perform anytime as per user’s request [31].

• Trust and privacy: Trust and privacy are important aspects in IoT security. In 
IoT, trust management consists of data gathering that is reliable, data fusion and 
mining that is reliable, and user privacy that is enhanced. Frequency of answers,
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consistency of replies, physical proximity, common aims, common ecosystem, 
history of engagement, and availability are some of the characteristics used to 
calculate trust. Privacy is also an important aspect. It is defined as no information 
would be shared with anyone without the consent of the person. In IoT, data 
collection is vital in public services; hence, regarding what and to whom the 
information should be shared, the decision must be made by the person himself.

• Authentication and access control: Authentication means that the two (both) 
communication parties are confident that they are conversing with the genuine 
counterpart. The confidentiality, integrity, and availability of data are all ensured 
by a successful authentication system [32].

• Accountability: In a heterogeneous IoT context, accountability assurance can help 
determine which device produced which data and also which device processed 
which data. It has the ability to hold people accountable for their acts.

• Auditability: It basically means that we must be able to monitor each event that 
occurs in an IoT system in order to provide auditability.

• Non-repudiation: In the Internet of Things, non-repudiation means “the system 
must assure whether the event occurred or not” [33]. 

For the various security issues in IoT networks, blockchain can perform really well 
as blockchain is centralized, immutable, traceable, has high speed, can store records, 
and can provide security and privacy. Hence, it can serve better than the traditional 
methods used. These were some important terms that should be considered while 
strengthening IoT security. There are many issues that can be solved via blockchain. 
Also, the aforementioned security parameters can be made robust by blockchain. 

5 IoT Challenges in Precision Agriculture: Case Study 

Blockchain technologies can minimize the security challenges in IoT networks 
and along with that provide solutions to some more major challenges in precision 
agriculture described below:

• Extending address space: The communication protocol IPv6 address space 
constraint is a significant scalability issue when it comes to addressing of IoT 
devices. Blockchain has 160-bit address space, whereas IPv6 consists of 128-bit 
address space. Considering 160-bit address space, blockchain can create and allot 
address spaces about 1.46*1048 for IoT nodes. Hence, the possibility of address 
collision is very unlikely. This is secure and sufficient enough to provide IoT 
devices a Global Unique Identifier (GUID). Thus, no necessary requirement is 
there for a central body to provide and generate limited Internet-Assigned Number 
Authority with blockchain technology.

• Managing identity of things: Blockchain can be used to create trustworthy iden-
tities, track ownership of commodities, products, and services. Another advan-
tage of blockchain is data translucency and end-to-end process traceability. For
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instance, the TrustChain protocol has been proposed for validating and admin-
istering trustworthy transactions in distributed IoT networks while retaining 
integrity. Each and every block in the TrustChain displays a transaction among 
two IoT participants, plus the hash codes of earlier transactions are used to create 
new transactions. Aside from security, the fundamental benefit of TrustChain 
is that each and every agent in the system monitors the interaction of others and 
gathers records to calculate trustworthy levels. In addition, blockchain can provide 
control functions for trustworthy and for decentralized transactions as well. It also 
enables remote asset management and rapid end-to-end data verification among 
IoT devices.

• IoT transaction verification: The network of blockchain has the potential to play a 
significant role in the authentication as well as authorization of IoT systems. Entire 
IoT transactions made by devices are recorded on the distributed or shared ledger 
and may be monitored and traced safely using blockchain. The valid sender, who 
has a unique private key (PK) and GUID, will always cryptographically confirm 
each and every IoT transaction communicated with the blockchain system. As a 
result, it would be easier to confirm authentication and integrity of the triggered 
or activated transaction. Blockstack is a popular blockchain approach that makes 
use of JSON Web Token (JWT) to easily authenticate IoT transactions. One of 
the applications of blockstack is that it can be utilized in smart greenhouse for 
authenticating access.

• Securing IoT communications: Many classical protocols such as DTLS/TLS 
protocols have some limitations particularly in computation time or memory 
needs. Furthermore, using the common PKI protocol, these methods have certain 
issues with centralized governance and control of key production and distribution. 
By providing each and every device, a unique pair of GUID and PKI: once installed 
and connected to the blockchain network, the blockchain could solve these chal-
lenges and improve key management among IoT devices. With aid of blockchain, 
additional secure communication enhancements can be imagined, such as elimi-
nating the need for a handshake phase in the DTLS or TLS protocols to exchange 
PKI certificates. As a result, for creating secure interactions between IoT devices, 
the ideal solution for covering runtime computing and memory management needs 
would be blockchain. Furthermore, IoT device firmware can be continuously 
hashed into a blockchain for identifying IoT malware and alerting device owners 
to take necessary security actions against the identified malicious bot. The trans-
mitter node hashes a message to send to another IoT node and stores the hash 
code in a blockchain network. The recipient node, on the other hand, hashes the 
identical message. The verification protocol states that if the hash value on the 
received message matches the hash value on the blockchain, then the message 
has not been modified or tampered during transmission [34].
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6 IoT Performance Challenges and Blockchain Solutions 

Because of the rising number of linked IoT gadgets in precision agricultural networks, 
IoT systems will need to coordinate a large variety of network topologies in the future 
and evaluate massive amounts of data at a rapid rate. As a result, the performance 
of IoT networks in precision agriculture systems portrays some more major chal-
lenges. Five obstacles might be characterized as IoT performance issues in precision 
agriculture networks as shown in Fig. 3. Blockchain technology can help with such 
issues as well. 

• Blockchain and sensing problem: Mainly, this issue arises in perception 
layer of IoT model. Many agricultural apparatuses such as tractors, irrigation 
machines, smart greenhouses, farming devices consist of sensors embedded, 
which constantly generate data about operating status and allow IoT nodes to 
send and receive data via IoT cloud. In this scenario, blockchain can be utilized to 
define communication protocols among these sensors in addition to keep track of 
all M2M transactions. For example, IOTA, which is a new update of blockchain 
platform, is designed in a way to perform large transactions in IoT devices using 
IOTA as well as DAG. Application of IOTA is that it can eliminate the scalability 
issue in precision agriculture.

• Blockchain and energy consumption problem: Prominently, this issue is related 
to the network layer in the IoT layer paradigm. Generally, IoT devices are low 
constraint, i.e., they are expected to be low-power devices. As IoT gadgets in 
precision agriculture become more widespread, wireless devices have to be used, 
which consumes much greater energy than that wired one. However, because 
of the decentralization aspect of Blockchain, it may be possible to implement 
certain solutions to the energy consumption challenge. Blockchain such as private 
blockchain could be used to ensure that the ratio of high compute power to high 
bandwidth connection for the IoT node is maintained. Blockchain will help in

Fig. 3 Five IoT performance challenges
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maximizing electrification as blockchain has decentralized ledgers, so it can help 
by establishing decentralized energy ledgers for things utilized in precision agri-
culture network, for instance, monitoring a variety of sensors and batteries. We 
will also be able to measure the amount of energy consumed by IoT devices and 
sensors in real time, all because of blockchain [35].

• Blockchain and networks’ complexity problem: Again, this issue affects the 
network layer in the IoT layer paradigm. Various heterogeneous network topolo-
gies in precision agriculture lead to complicated communications in IoT network 
system. In precision agriculture, farming equipment’s have to communicate 
through various platforms and infrastructures so as to interact flawlessly. It is 
achievable; however, it will be tough, costly, moreover time-consuming. So, to 
address these issues, blockchain can assist in the acquisition and management of 
data through secured standard-based and decentralized networks. Through design 
patterns, blockchain can handle communications among IoT devices, resulting in 
less complication in IoT communications and a reduction in data transmission 
delay within precision agriculture networks [34].

• Blockchain—bandwidth and latency problem: One more IoT performance chal-
lenge is bandwidth along with latency in device communication. In IoT, data traffic 
emerges outside the data center. As a result, communication among an enormous 
number of scattered IoT devices must be enabled as soon as possible. Every 
short time period, a significant number of various IoT devices must be updated. 
Furthermore, device communication requires a large number of route options 
and several levels of packet inspection. These issues can be mitigated if the data 
center is replaced with blockchain. Because of blockchain’s decentralization, the 
burden will be spread closer to the endpoints. As a result, IoT connectivity will 
be built with low latency and inefficient bandwidth. Due to the increasing scale 
of blockchains, the requirement for computational power, storage, and bandwidth 
has become critical. These constraints, on the other hand, can be rectified with 
a private blockchain, which can execute over 1000 transactions per second on 
Ethereum or Bitcoin.

• Blockchain and limited data storage problem: Massive amounts of data must be 
saved and handled using adaptable archives due to the quick rise of IoT precision 
agricultural networks. Conventional cloud-based storage systems are limited in 
their ability to manipulate vast amounts of varied types of IoT data. So, this restric-
tion is based on real-time data monitoring, high availability, scalability, security, 
and low latency requirements. For the solution to these mentioned constraints 
of cloud-based storage, IoT endpoints would be able to perform greater real-
time data analysis and manipulation with blockchain-based storage. Blockchain 
is also a great choice for data security and availability as in blockchain, data 
cannot be modified. Moreover, unauthorized data exchange can be a risk in the 
cloud, whereas blockchain allows customers the option to create access protocols 
without relying on a third party [34].
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7 Conclusion 

The IoT network is growing at a rapid speed in terms of its size and wide implemen-
tation in different sectors of society. The usage nowadays has become enormous, and 
a large amount of data is being transferred, which has made data more vulnerable 
to threats. The need of the hour is securing IoT devices to make communication 
safer and more reliable. Blockchain has an instrumental role in securing IoT device 
communication. It is an immutable and distributed ledger, transparent, and traceable 
providing enormous benefits. In this paper, we took an overview of blockchain by 
defining it conceptually and its required parameters. Considering blockchain over 
traditional methods has several benefits. Some IoT issues were also discussed such 
as addressing address space, managing object identification, and transaction verifica-
tion. Blockchain has also played a crucial role in providing solutions for IoT perfor-
mance challenges in IoT precision agriculture such as in sensing, network complexity, 
energy consumption, limited data storage, bandwidth, and latency issues. Further, 
a reliable precision agricultural infrastructure framework can be developed. Also, 
the implementation of a blockchain-based technique to secure data dissemination in 
smart homes will be carried out in the future. 
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The Proof of Authority Consensus 
Algorithm for IIoT Security 

Sonali B. Wankhede and Dhiren Patel 

Abstract Blockchain-based technologies have been created across a range of busi-
nesses for improving data security and integrity. A network chain is the most remark-
able blockchain applications as part of the Industrial Internet of Things (IIoT). Sensor 
data in real time aids industrial equipment and infrastructures in making decisions 
and taking specified actions. Without sufficient security, an IIoT system can cause 
operational disruption and financial loss and lead to malicious activities and system 
manipulation. Detecting anomalies in IIoT networks is critical for network security. 
In this paper we discuss the Proof of Authority consensus algorithm. The Proof of 
Authority (PoA) depends on the reputation of trusted parties in blockchain network. 
The PoA consensus mechanism is based on the values of identities on a network, 
and validators stake their own identities and reputation. So, the validating nodes that 
are randomly picked as trustworthy safeguard the Proof of Authority Blockchain 
network. In Proof of Authority model, transactions are reviewed by already approved 
network users, and it operates with a fixed number of block validators. Since the iden-
tities of the nodes are trusted and known, the process can be used in applications like 
supply chains and trade networks. 
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1 Introduction 

Machine to machine (M2M) connections are predicted to increase from 5.6 billion in 
2016 to 27 billion by 2024 [1]. The increase in number shows that Internet of Things 
(IoT) is important emerging markets that will be a cornerstone of the growing digital 
economy. The gadgets will be connected to the Internet and local devices but at 
the same time will be able to communicate with other devices on Internet, so the 
security and privacy of this IoT applications plays a major role. Some countries 
like Western Europe, North America, and China are the primary driving countries 
[1]. Upcoming IoT applications cannot reach high demand and may lose all of the 
potential without a trusted and interoperable IoT ecosystem. Internet of things has 
its own unique security challenges including the issues of Privacy, Authentication, 
Management, and information storage. The immutable and tamperproof data security 
characteristics of blockchain make it a significant tool in a variety of fields, including 
health care, military, banking, and networking. 

The Industrial Internet of Things (IIoT) is a subcategory of Internet of Things 
(IoT). IIoT networks serve as a platform for a variety of applications and enable us 
to respond to customer needs, particularly in industrial settings like smart factories 
[2]. Due to the benefit of blockchain technology, it is widely used in smart factories, 
smart homes, smart cities, and healthcare systems [2, 3]. 

Numerous items in current smart factories are connected to public networks and 
smart systems such as temperature monitoring systems, Internet-enabled lights, IP 
cameras, and IP phones assist many activities. These gadgets store personal and 
sensitive information and provide life-saving services [2, 4]. The key difficulty will 
be securely storing, collecting, and sharing data. Through rigorous authentication, 
Blockchain Technology assures data integrity in the smart factories, as well as the 
availability of communication backbones. User’s data privacy should be protected 
during transmission, consumption, and storage in smart factories [5]. 

Fraudsters intending to access, edit, or use stored data for harmful purposes are 
vulnerable to tampering. Such attacks can be classified as anomalous events, as they 
deviate significantly from normal behavior [3, 6]. 

The major goal of this article is to identify suspicious parties and transactions in 
a blockchain-based IIoT network targeted at smart factories. Abnormal conduct can 
also be used as a proxy for suspicious behavior [5]. 

Rest of the paper is organized as follows: Sect. 2 discusses related work in this 
area. Section 3 discusses foundations and methodology. 

Section 4 discusses challenges in IIOT. Section 5 discusses blockchain to address 
challenges in IIoT with conclusions and references at the end.



The Proof of Authority Consensus Algorithm for IIoT Security 805

2 Related Works 

The smart factory has become the Center of interest as the IIoT develops. The research 
on smart factory for securing access to industrial data is very crucial, and it relies 
heavily on developing technologies like AI and machine learning [7]. There are 
basically three categories of related study. Various surveys on the security of IoT and 
privacy issues are already available. 

Yuchen and colleagues compiled a list of security concerns in IoT applications. 
The authors of [8] talked on the security concerns with services based on locations. 
Their focus was on the specific issues of IoT device localization and positioning. 
In [9], Anne et al. focus on IoT middleware security challenges and present a full 
assessment of related protocols and security issues. M. Guizani et al. examined 
several trust management strategies for IoT, as well as their benefits and drawbacks, 
in [10]. 

Jung et al. [10] proposed a smart factory web based on the IIoT concept. Shin 
et al. [11] merged the intelligent computing technology for gathering information 
utilizing ICT technology in industry and presented a network topology based on edge 
computing to satisfy the real-time needs of IIoT. 

Domova et al. [12] proposed a set of data mining alarm algorithms for alert 
processing in smart factories. 

Lee et al. [13] presented the re-industrial architecture to boost intelligent produc-
tion, sharing and equipment management in smart factories, as well as to construct 
a reliable cloud platform. The use of blockchain as a trusted entity to ensure the 
security of IIoT has become widespread. 

Wan et al. [14] built and reshaped a distributed network using traditional IIoT 
architecture and blockchain. The flexibility and security capabilities of blockchain 
for creating a credit mechanism based on consensus and the proof of work mechanism 
based on the credit to deal with IIoT devices. 

3 Methodology 

Blockchain and the Internet of Things are significant technologies that will have huge 
impact on the IT and telecommunication industries. These technologies are focused 
at increasing transparency, visibility, comfort, and trust. The IIoT devices collect 
real-time data from sensors and blockchain. A distributed, decentralized, and shared 
ledger is the key to data security [15]. The entries in blockchain are time stamped 
and chronologically arranged. By using the cryptographic hash keys, the entries in 
the ledger are firmly tied with the prior entries. We discuss here a foundation block 
consensus algorithm called as Proof of Authority to be used for security in smart 
factories.
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3.1 Proof of Authority 

Proof of Authority (PoA) is a new family of consensus algorithms with great perfor-
mance and fault tolerance. Blockchain platforms can be classed as permissionless 
or permissioned or restricted to a specific number of authority nodes. The PoA 
protocol is a novel BFT algorithm that targets only approved nodes and permits to 
join consortiums and submit transactions [16]. 

The scalability and performance differences between Byzantine Fault Tolerant 
(BFT)-like algorithms and PoA algorithms include that PoA algorithms require few 
message exchanges, and therefore, they give greater performance, and they can also 
be implemented at a wider scale than standard BFT methods [15]. The crucial fact 
is that the PoA protocol can work normally with opponents accounting for half of 
the total players, whereas Byzantine tolerates only third of the total [16]. In the 
worst-case scenario, the actual performance of PoA protocol lacks comprehensive 
examination. 

PoA algorithm’s consensus mechanism is reliant on group of trusted nodes known 
as authorities. Every authorized node has a unique ID, and at least N/2 + 1 of them 
must be trusted for the network. The nodes demonstrating their authority in PoA 
are given the rights of generating new blocks. Validators are the nodes that execute 
the software that allows them to insert transactions into blocks. The process does 
not require validators to continually monitor the systems, but it does necessitate 
keeping the machine secure. Proof of Authority is suitable for private as well as 
public networks where trust is spread, such as the POA Network. Because the PoA 
consensus mechanism relies on the value of identities, block validators stake their 
own reputation rather than coins. The faith in the identities chosen secures PoA. 

PoA consensus may vary depending on the implementation; however, they are 
commonly applied under the following conditions: 

1. Validators must verify their true identity: A candidate must be prepared to 
invest money and risk his or her reputation. A rigorous approach decreases the 
danger of choosing shady validators and encourages long-term commitment to 
the blockchain. 

2. Validators must be chosen in the same way for all applicants: 

To keep the blockchain’s integrity, validators’ identities must be validated. 
PoA consensus has the following benefits: 

1. Risk tolerance is high as long as 51% of the nodes are not malicious. 
2. The duration between fresh blocks being generated is predictable. 
3. Transaction volume is high. 
4. Far more sustainable than computationally intensive algorithms like Proof of 

Work. 

Permissionless (Bitcoin, Ethereum) and permissioned consensus techniques can 
be found on blockchain platforms like Apla or Ethereum. The nodes in a permissioned 
blockchain are pre-authenticated. This enables the employment of consensus types 
in addition to other benefits, giving a higher transaction rate.
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Table 1 Comparison of PoA, PoS, and PoW algorithms 

Proof of authority Proof of stake Proof of work 

Take a more human approach 
to security by integrating 
validators who stake their 
reputation 

It benefits affluent users: the 
more your investment, the 
more likely a block will be 
validated 

If the number of validators is 
small, block validators can 
produce a lot of power 

Avoids decentralization It is a decentralized system It is a decentralized system 

Secure against replay and 51% 
attacks 

51% attacks 51% attacks 

It was proposed in 2017 It was proposed in 2011 It was proposed in 1993 

Takes up less time and energy The issue of high levels of  
energy resource waste has 
been addressed 

Energy consumption is crucial 
to the network’s security since 
it lets it to preserve accurate 
records of transactions 

Table 1 shows the comparisons of some of the consensus algorithms. 

3.1.1 PoA Consensus in Apla Platform 

Only validating nodes have the ability of generating new blocks. The blockchain 
registry keeps track of validating nodes. The order of generating new blocks are 
determined by the order in which they appear in this list. 

The current leader node generates new block at the current moment and is 
determined by the formula below. 

Leader = ((Time − First)/Step) 

where 

Leader—current leader node, Time—current time 

First—generation time of first block 

Step—numberofseconds, Nodes—number of current nodes.

• Generation of new blocks: 

The current time interval’s leader node generates the new block. The leader’s role is 
given to the next validating node from the list during each time interval. 

The new block is created by the leader node as follows: 

1. Accept the new block and verify the following: 

i. New block was created by current interval’s leader node. 
ii. This leader node has generated no further blocks. 
iii. The block has been produced successfully.
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Fig. 1 Generation of new blocks—Apla platform 

2. Execution of transactions from the block in sequential order and checking if all 
transactions are completed appropriately and that block production limits are not 
exceeded. 

3. Accept or reject the block: 

i. If there is successful block validation then add new block to the blockchain 
of the node. 

ii. If the validation fails then reject the block and provide an error transaction 
of block. 

iii. If the validating node that generated erroneous block continues to do so, it 
may be blocked or terminated. 

iv. Transaction queue is used to collect new transactions. 

• Verification of new blocks: 

1. Accept new block and verify the following: 
i. The block was created by the current interval’s Leader node. 
ii. The Leader node has generated n further blocks, and the block has been 

produced successfully. 
2. Execute transactions from the block one by one. Check that all transac-

tions are completed appropriately and that block production limits are not 
exceeded. 

3. Accept or reject the block based on the previous step: 
i. If block validation is successful, add the new block to the node’s 

blockchain. 
ii. If block validation fails, reject the block and provide a faulty block trans-

action. It may be blocked or removed if the validating node that generated 
this incorrect block continues to do so.
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Fig. 2 Industrial internet of things 

4 Challenges in IIoT 

IIoT devices being low cost and constrained, there are number of challenges to 
address. 

1. Device privacy: IIoT devices are vulnerable to disclosing personal data. 
2. Cost and traffic: To keep up with the exponential increase of IIoT devices. 
3. Cloud service overload and insufficiency: Cloud services are unavailable due to 

attacks, software faults, power outages, and other issues. 
4. Defective architecture: The components of an IIoT device have a single point of 

failure that affects the device and the network. 
5. Data manipulation: Data from IIoT devices is extracted and then manipulated 

before being used in an inappropriate way. 

5 Benefits of Blockchain in IIoT 

Let us apply blockchain to address some of the challenges discussed earlier. 

1. To store data from devices: this arrangement is cloud-connected and allows 
IIoT apps to be used from anywhere. 

2. Secure data storage: The distributed design of blockchain avoids the risk of 
becoming a single point of failure that many cloud-based IIoT applications face. 
The data created by the devices can be simply saved on the blockchain in a secure 
manner regardless of the distance between them [17]. 

3. Data encryption: The original data can be saved in the cloud, and hash key 
can be linked to it. Since, only 256 bit hash key can be saved in blockchain. 
Any change in the data will result in the change of hash of the data, keeping the 
information safe.
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The hash allows only authorized parties to access the data from the cloud. 
Probability of storing faulty data from devices is reduced by using blockchain as 
a solution. 

4. To prevent unwanted access: IIoT systems require regular connectivity between 
different nodes. The communication in blockchain is based on public and private 
keys. Even if the data is accessed by an unwanted party, the contents will be 
incomprehensible by encrypting the data using keys. Therefore, blockchain data 
structure addresses the security challenges of IIoT applications. 

5. Blockchain-based proxy architecture for resource-constrained devices: 
Despite the fact that blockchain provides a variety of security characteristics for 
a distributed environment, IIoT has a unique resource limitation. 

IoT devices can’t keep big ledgers due to the limited resources. Various efforts 
have been made to make the usage of blockchain in IIoT easier. One of the possible 
methods is proxy-based architecture. Proxy servers can be set up in the network 
to store data in an encrypted format. The client can download the encrypted 
resources from the proxy servers. 

Since smart factories handle sensitive data, storing it on the blockchain is both 
monetarily and computationally burdensome. As a result, the smart factory stores 
the actual smart device and sensor data. The smart factory data also provides 
information on the data type and control states. 

6 Conclusion 

In this paper, we have discussed the Proof of Authority consensus algorithm 
addressing the challenges in IIoT devices. The consensus conditions for the Proof 
of Authority and the working mechanism are explained. It has been observed that 
Proof of Authority is an appealing alternative to Proof of Work-based protocols for 
many blockchain applications due to its excellent performance and energy efficiency. 
This survey is considered to be a significant resource for improving security in IIoT 
applications. 
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Machine Learning for Security 
of Cyber-Physical Systems and Security 
of Machine Learning: Attacks, Defences, 
and Current Approaches 
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Abstract The scope of cyber-physical systems (CPS) is extending and is currently 
being utilized in many critical infrastructures. Any sort of security reach in such 
infrastructures could trigger human as well as financial loss. So, the security of 
these systems is of utmost importance. The feasibility of many approaches has been 
explored by researchers to ensure the security of CPS, one such approach is based 
on intelligent methods like machine learning (ML) and deep learning (DL). The 
involvement of intelligent methods also extends the attack surface of CPS, so there 
is a need to make them secure as well because they are also vulnerable to many 
types of adversarial attacks. Thus in this work, we review the existing approaches of 
adversarial attacks like Momentum-based, GAN-based, Fast Gradient Sign Method, 
Momentum Iterative Fast Gradient Sign Method, the variant of Natural Evolution 
Strategies, zero-order (ZOO) random position ascent method, Deep fool, and many 
more. Moreover, we also explored some defence strategies like Modifying Data, 
Modifying Models, Using Auxiliary Tools, etc., that could be utilized to prevent 
adversarial attacks. Moreover, we have proposed a methodology for ensuring the 
security of CPS and the security of defender (intelligent model, i.e. ML and DL) 
itself. 

Keywords Cyber-physical systems · Cyber-attacks · Adversarial attacks ·
Adversarial defence · Adversarial machine learning · Adversarial threat model 

1 Introduction 

The Internet of Things (IoT) is a rapidly evolving technology that offers a wide 
range of services, making it the most rapidly evolving technology with a significant
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influence on society and corporate networks. IoT has developed an important section 
of modern social life, with applications in knowledge, industry, and health, where 
it stores sensitive data about businesses and individuals, economic transaction data, 
product development, and marketing. 

As a result of its increased usage in critical systems, it invoked a greater focus on 
cyber-criminals. The success of IoT cannot be overlooked; nonetheless, assaults and 
threats against IoT devices and facilities are increasing by the day. Cyber-attacks have 
become a part of IoT, harming users’ lives and societies; hence, proactive measures 
to guard against cyber-attacks must be done. Cybercrime is a global threat to govern-
ment and business infrastructure, and it can harm people in a variety of ways. Cyber-
crime is expected to cost the global economy up to $6 trillion every year, according 
to estimates. Cyber-attacks can be caused by several factors, including (a) inadequate 
cyber security in some countries and (b) cyber-criminals using new technology to 
attack. (c) Services and other business plans can be used to commit cybercrime. 
As the Internet of Things is evolving at such a rapid pace, it is vital to identify 
IoT security imitators, problems and incursions on IoT. [1] Infrastructure, as well 
as the consequences of these risks and assaults, should be extensively investigated. 
Criminalizing, investigative authorities and processes, digital evidence, threat and 
norms, and international monitoring and collaboration are all concepts and mate-
rials covered by transmission methods and local legal systems and national laws. 
The scope (multilateral or regional) and application of these contracts varied [1]. We 
can see the rise or technological advancements from the timeline in Fig. 1. These 
advancements also grab the attention of malicious users.

Various traditional definitions have been offered to the field of machine learning. 
In his founding work, Arthur Samuel defines device knowledge as an “area of 
training aimed at giving supercomputers the potential to study without having to be 
taught”. Depending on the nature of the data labelling, machine learning is classed as 
supervised, unsupervised, or semi-supervised. The output is labelled and supervised 
learning predicts an unknown (input, output) mapping using known (input, output) 
examples (regression and classification). Only input models are sent to the system 
in unsupervised learning (e.g. estimation of probability density function and clus-
tering). Semi-supervised learning (e.g. image/text recovery systems) is a blend of 
supervised and unsupervised learning in which a part of data is partially labelled and 
that portion is used to understand the unlabelled part [2]. Deep learning is a branch of 
machine learning that deals with artificial neural networks (ANN) which are based 
on the structure and function of the brain [3]. Deep learning allows deep networks 
to be placed in a parameter space region where supervised fine-tuning prevents local 
minima. For jobs where a huge large data is available, even if classification is done 
for a small number of instances, deep learning approaches obtain very good accu-
racy [4]. Deep learning has since produced multiple state-of-the-art successes in 
fields like speech recognition, image recognition, and language translation and is 
now applicable for a wide range of Artificial intelligence (AI) applications. Deep 
learning, as it is commonly known, is a statistical technique for categorizing patterns 
based on sample data utilizing multiple-layer neural networks. Corporations have 
spent billions of dollars to recruit deep learning experts.
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Fig. 1 IoT timeline

Currently, intelligent methods based on machine learning and deep learning have 
shown encouraging outcome in dealing with cyber-attacks. Specifically, the deep 
learning models possess the greater capability to deal with cyber-attacks considering 
the larger flows of data. Also, ML and DL can deal with known as well as unknown 
attacks. Artificial intelligence (AI) approaches that deal largely with deductive infer-
ence can be contrasted to machine learning’s inductive inference, i.e. generalizations 
from a set of observed cases. One of the major applications of machine learning tech-
niques is ontology learning. Ontologies can be learned from scratch using machine 
learning techniques, or they can be enhanced using existing ontologies. Learning data 
comes from a variety of sources: linked data, social networks, tags, and textual data. 
Another common machine learning application is the learning of mappings from 
one ontology to another (for example, using association rules or similarity-based 
approaches). Machine learning algorithm is a computational approach that achieves 
a target without being expressly stated (i.e. “difficult”) to do so. These algorithms are 
“soft programmed” in the sense that they automatically adjust or adapt their design 
as a result of repetition (i.e. experience) to get better and better at doing the target 
objective. Training is the process of adapting, and it entails supplying samples of 
input data as well as desired outcomes. 

Manipulation of the system. One of the most common attacks on machine 
learning systems is to force high-volume algorithms to generate incorrect predic-
tions. Researchers created a platform that integrates human–computer interaction,
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analytics, gamification, and deception to entice harmful individuals into specific traps 
while piquing their curiosity. 

When an adversary can feed erroneous data into your model’s training pool, 
causing it to learn something it shouldn’t, this is known as a poisoning attack. The 
most typical symptom of a poisoning attack is a shift in the model’s border. The flaws 
with DL’s privacy protection have been exposed. According to privacy and security 
issues, the DL model may be copied or reverse engineered, personal data set can be 
deduced, and even a recognized face picture of the victim can be recreated. Further-
more, recent research has discovered that the deep learning model is susceptible to 
adversarial samples altered by undetectable noise, causing the DL model to forecast 
incorrectly within elevation confidence. 

1.1 Architecture of CPS 

Many architectural frameworks have been proposed by researchers for CPS as shown 
in Fig. 2. Among all, one well-known architecture is based on layers namely the 
perception execution layer, application control layer, and data transmission layer. 
The perception execution layer is made up of physical components such as sensors 
and actuators. The primary responsibility of the application control layer is to provide 
services to users. The transmitting data layer serves as a link between the application 
control layer and the perceptual execution layer, allowing data to be sent [5]. The 
other architectures are four-layer, five-layer, and seven-layer architectures. In seven-
layer architecture, there are various layers like the physical layer, application layer, 
data accumulation layer, connectivity layer, edge computing layer, data abstraction 
layer, collaboration, and process layer. The connectivity layer guarantees that data 
is transmitted reliably. The analysis and processing of data is the emphasis of the 
edge computing layer. Data is stored in a variety of ways in the data abstraction layer 
to construct performance applications. The application information is shared with 
people and business processes through the collaboration and process layer [6].

Application layer: Researchers in [7] to accomplish varied smart IoT systems, the 
application layer connects IoT with various types of users (individuals or systems), 
as well as their specialized requirements. 

Data Abstraction Layer: This layer is aware of the many languages used to express 
data where the information is stored. It’ll be able to manage network requirements 
to appropriate data resources as a result. Layer allows multi-agent systems entities 
to access knowledge via Java calls regardless of the true information representation 
language. The data abstraction layer is made up of many application programming 
interfaces (API) as well as a new component is known as Data Accessing Layer. The 
application programming interfaces are just a set of Java techniques that connect 
stored data in one area to the remainder of the network [8].
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Fig. 2 Various layered architectures for CPS

Connectivity layer: Virtual connections acquired from infrastructure providers are 
used by the connectivity layer to run virtualization with the required geographic 
footprint, dependability, and efficiency for telecom operators. Researchers show how 
wide-area IP multicast, which operates on the highest of a dependable effective 
network, may be used to provide IPTV distribution at a low cost [8]. 

Perception layer: This bottom-most layer comprises various robotic things like 
sensors, vehicles, smartphones, home equipment, and actuators. The intelligent IoT 
develops a multi-robotic system and delivers innovative features through distributed 
activities by contacting and integrating. This layer is responsible to operate in the 
environment, sensing the data, acquiring, and transmitting it to the upper layer [9]. 

Edge computing layer: The evaluation, filtering, and transformation of information 
are the emphasis of the edge of the network layer. Users connect with the data centre to 
get software, hardware, and other computer means, as well as to store information, 
in models of cloud computing [10]. 

Accumulation layer: Mobile data is converted to static data via the data gathering 
layer [10].
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Collaboration and processes layer: To get ideas, it consumes and distributes appli-
cation data with business owners’ processes. It provides responses or action to be 
taken against the data provided. This action for instance can even be an actuation of 
an electromechanical device upon the instruction from the controller [9]. 

Cyber-physical systems are devices that combine computer, memory, and inter-
connection to manipulate and connect with physical processes. A CPS is a device that 
is managed or monitored by application algorithms and connected to the Internet, 
with physical and software components that are tightly integrated. From the perspec-
tive of the IoT, cloud technology, portability, Big Data, and networks of networked 
devices and sensors, software architectural concepts must function in an open and 
highly interactive world [11]. 

Cyber-physical systems and the IoT are utilized in smart manufacturing to 
constantly monitor operations and automate tasks that were previously handled by 
people. Several kinds of services may be established, publicized, and given to clients 
in the industrial and corporate environment that focuses on these notions. The motive 
of Industry 4.0 is to improve the effectiveness of design and manufacturing processes, 
as well as the number and quality of services while lowering prices. Industry 4.0 is 
a step forward in establishing developed schemes by utilizing new technology and 
organizational structures [12]. 

1.2 Security of CPS 

Cyber-attacks on the application layer, data transmission layer incursions, and appli-
cation control layer security problems are all types of network assaults, as per the 
framework [5, 13–19]. A cyber-attack is an attempt to disable computers or breached 
a computer system to launch additional attacks or steal data. Attackers use different 
techniques to launch a cyber-attack. Various cyber and physical attacks are shown in 
Fig. 3.

1. Physical Attack: A physical attack can occur if an IoT device is physically 
accessed. This type of assault can be carried out by a single employee of the 
organization who has contact with the IoT device. 

2. Denial of Service (DOS): This sort of assault is difficult to steal information 
from websites or other online services. Hackers take advantage of the service 
with a big number of botnets by flooding it with requests, causing it to collapse 
and become unreachable. 

3. Botnet Attack: It is an assault that occurs when an IoT system is transformed into 
distantly operated bots that may be utilized as a part of a botnet. Cyber-attackers 
can access the Internet and convey sensitive and confidential data. 

4. Ransomware Attack: It is a form of cyber-attack in which a criminal encrypts 
data and prevents others from accessing it. The decoding is subsequently sold 
for a profit by the hacker. This sort of attack will have a considerable impact on 
daily operations.



Machine Learning for Security of Cyber-Physical Systems and Security… 819

Fig. 3 Various categories of the cyber-physical system 

5. Eavesdropping Attack: It is a sort of attack where an attacker hijacks traffic 
with an IoT device and a server through an unsecured connection to get sensitive 
and confidential data. 

6. Man-in-the-Middle Attack: A man-in-the-middle attack occurs when an 
attacker intercepts information between two systems, by monitoring the discus-
sions of two parties. 

Because the operations conducted by some CPS are so vital, we want security 
that is both effective and unique. In CPS, there are basic system distinctions that 
will push us to think about security in terms that are more directly related to the 
physical application. We can enhance the security of both cyber-physical systems, 
where such an approach is most obviously merited, and cyber-only systems, where 
such a method is more readily overlooked, by including security as required fields 
design [20]. 

Information technology systems are vulnerable to a broader spectrum of assaults 
and design faults than CPS. A full threat model involves both the attacker’s environ-
ment and the device under attack. Any danger, whether from a hacker or a bug, takes 
advantage of the program’s failure to completely comply with an implicit or explicit 
definition of its attributes. The physical plant may fail if the timing of real-time 
processes is disrupted. False data being entered into a control scheme can result in 
poor choices and damaging actions [21]. Unrestricted information flow can compro-
mise the privacy of data in a system. When physical components are introduced to 
a cyber system, it becomes much more difficult to determine information flow and 
mitigate the resulting confidentiality issue. The phrases “availability, integrity, and
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secrecy” are commonly used to characterize security. Many cyber systems place a 
premium on confidentiality. Physical systems possess many problems that make them 
vulnerable to physical assaults which can compromise their integrity and availability. 
Confidentiality is a security feature of the cyber-physical systems as well [22]. 

1.3 Contribution 

The contributions of our paper entail the following: 

The paper reviews existing security concerns in cyber-physical systems (CPS). 

• The paper reviews adversarial exploitability of ML and DL techniques. 
• The paper reviews adversarial attack and defence methods. 
• Discussion about Adversarial Threat Model (ATM) as a prevention methodology 

and its use case is also included in this paper. 
• The paper also discusses the use of generative adversarial networks (GAN) in 

general and Conditional GAN (C-GAN) in particular for generating fake data 
samples to perform adversarial attacks. 

• The paper also proposes a security methodology for CPS ensuring resilience 
against adversarial attacks on ML- and DL-based defender. 

1.4 Paper Roadmap 

The road map of the article is as follows. In Sect. 2, we introduce the security 
of machine learning and discuss the adversarial attack methods, defence methods, 
adversarial threat model, and its use case. In Sect. 3, we discuss the use of generative 
adversarial networks (GAN) for generating fake data samples to perform adversarial 
attacks. In Sect. 4, we propose a security methodology for CPS based on adversarial 
machine learning. Section 5 researches challenges and gaps. Finally, the paper is 
concluded in Sect. 6. 

2 Security of Machine Learning 

The word “cyber security” refers to a set of methods and technology for restricting 
access to, attacks on, changes to, or demolition of networks, computers, data, and 
applications. Network security measures and computer (server) security systems 
make up cyber security systems. Each of these entities must have at least one 
antivirus program, firewall, and intrusion detection system (IDS) [23]. IDSs detect 
and assess unlawful use, alteration, duplication, and damage to information systems 
in addition to identifying them. Security breaches are defined as internal intrusions
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(intra-organizational assaults) and exterior intrusions (inter-organizational attacks). 
Artificial intelligence and machine learning-based approaches for identifying secu-
rity threats have become indispensable in our lives because dispensable in detecting 
security threats. The protection of computer systems from cyber-attacks is one of the 
most important challenges for national and international security. This article presents 
a survey on security concerns using a variety of machine learning approaches [24]. 
Machine learning applications will undoubtedly increase in quantity. We were only 
able to address a handful of the most important features due to space constraints. 
Machine learning has grown to be a significant research topic with many theories, 
techniques, and algorithms. We believe that on the Semantic Web, there will not 
be a single dominant method for machine learning, but that we may expect unique 
solutions from various machine learning research areas [25]. 

Oppositional approach of machine learning tries to mislead prototypes by using 
unreliable input. Phases based on required framework adversarial assaults may be 
categorized into three groups: training phase, testing phase, and model implementa-
tion stage attacks. By manipulating the training data set, changing input features, or 
altering data labels, adversaries assault the target model’s learning stage. As a result, 
the attacks used at the model project level are quite similar to the attack patterns 
used in the test phase. Various types of adversarial attacks exist as shown in Fig. 4. 
Abstraction-based adversarial attacks are of two forms, i.e. white-box and black-box 
attacks. In white-box attacks, attackers gain entry to the algorithm of the target frame-
work, attributes, layout, and other data and use it to produce adversarial samples. As 
a result, white-box assaults are more successful than black-box attacks, allowing the 
target model to attain an error rate of 84–96%. Even though black-box attacks have 
a lower success rate than white-box attacks, with an error rate of around 84–96%, 
these attacks can be performed by applying the transferability on data sets, inversion 
of the framework, and extraction on the framework, despite the fact that attacks of 
dark type have a lower chance than white-box attacks, with a failure rate of around 
84–96%, disputes relating can be carried out using the generalizability of adversarial 
sets of data, model inversion, and prototype extraction, although black-box risks 
don’t ask for any data from the target image [26].

Authors in [27] have classified DNN adversarial attacks into gradient-based 
and non-gradient-based. In a gradient-based system, the key idea of which is that 
many neural network classification systems are end-to-end differentiable. In a non-
gradient-based environment, this group’s assaults do not necessitate any under-
standing of the DNN gradients. One Pixel Attack and Zeroth Order Optimization 
(ZOO) are two of the most well-known individuals in the group. 

2.1 Adversarial Attack Methods 

There is an increasing concern about adversarial attacks on associated apps. Recent 
findings reveal that increasing a modest amount of perturbations to a picture (invisible 
to humans) can force a classifier to make targeted errors. With a few exceptions, the
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Fig. 4 Various types of adversarial attacks

vast bulk of existing work has concentrated on constructing adversarial cases in 
the digital realm. The main idea is to mimic the physical-to-digital transition that 
was presented by (1) building the physical things (for example, picture printing) 
and (2) the network resource digitalizes physical results (camera). Our task is to 
make those types of noises that are incompatible with each other. To construct more 
robust adversarial situations, the D2P approach to replicate the complicated impact 
produced by physical devices is proposed. As per our observations, the modelled 
transformation boosts the assault efficacy [26]. 

Many machine learning algorithms are subject to input perturbations that are prac-
tically unnoticeable. Because the majority of methods for creating such perturbations 
rely on either precise details (gradient-based attacks) or also confidence rankings like 
probabilities of class type (score-based attacks), none of which are available in most 
real-world machine learning, it was unclear how much a risk adversarial perturbations 
pose for the safety of actual machine learning techniques. The Boundary Assault is a 
choice attack that begins with a big adversarial perturbation and attempts to diminish 
it while remaining hostile. In basic computer vision tasks like ImageNet, the approach 
is conceptually straightforward, involves almost little hyper-parameter adjustment, 
does not rely on replacement models, and is comparable with the best gradient-
based methods. They used the attack on two Clarifai.com black-box algorithms. The 
Boundary Attack in particular, as well as the decision-based attack class as a whole, 
brings up new paths for studying machine learning model resilience, as well as new 
concerns about the safety of machine learning systems in use [10]. 

The author in [28] to assess the resilience of an adversarial assault, employ 
momentum and proxy. Low chance black-box system can be fooled by adversarial 
assaults. They propose a large family of iterative techniques that are momentum-
based to boost adversarial attacks. They used motion iterative techniques on an 
ensemble of models to increase the success chances of black-box assaults and demon-
strate that adversarial models trained with heavily defended skills are at risk of our 
black-box attacks. Although genuine black-box attacks are difficult to execute, utilize
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dynamic questions to develop a proxy model that perfectly mimics the characteristics 
of a particular model, essentially converting black-box assaults to white-box assaults. 
Adversarial training is the commonly researched way of increasing the robustness of 
DNN [29]. Adverbially trained framework learns to withstand perturbations in the 
gradient direction of the error function after several tries. Training multimodal adver-
sarial augmented the training set with hostile samples generated by other hold-out 
models as well as the model being evaluated. As a result, the ensemble adversarial 
trained models are resistant to single-step and black-box assaults. A set of dynamic 
incremental gradient-based algorithms is an offer to create adversarial instances that 
can deceive both box models. Among numerous approaches, adversarial training is 
the most well-researched method for improving the resilience of DNNs [28]. 

For attacking ensemble models, the authors in [28] suggest the application of 
the logits technique to numerous models with fused logit activation functions. The 
logarithm connections between probability predictions are captured by an array of 
logits. The finely detailed outputs are aggregated using models fused by logits of 
all models which flaws can be found quickly to target an ensemble of models in 
particular. We prove that models that were trained adversarial are susceptible to our 
black-box assaults after analysing three ensemble methodologies. 

An adversarial machine learning approach should be used to look at the vulner-
abilities of machine learning. In the IoT data fusion and aggregation, the procedure 
they describe is a partial modelling defence based on adversarial machine learning. 
The Wireless Sensor Network (WSN) is frequently regarded as the foundation of 
an IoT system. Although data interchange between multiple sensor smart objects 
and connector centres is required, many Internet of Things (IoT) systems have tight 
speed, privacy, and reliability of the system. In a wireless context, ensuring that the 
true information collected by sensor systems is safely acquired by the hub/data centre 
is critical for IoT system security and dependability. As the scope of IoT systems that 
increases rapidly with more sensors added, also machine learning has started to play 
a critical role in the parsing and learning from massive data sets produced by IoT 
devices. Although machine learning improves IoT systems running more efficiently, 
it may also be used by adversaries to conduct attacks against IoT technology. This 
research looks at the safety of data condensation procedures in the IoT. Actuators, 
RFID, switches, and sensors are some examples of IoT devices that collect orig-
inal data or information. In wireless architectures like waveform design, analysis 
of signals and security, deep learning has initiated to be utilized. Machine learning 
is a method of extracting characteristics from data and making decisions based on 
previous and real-time streaming data [30] (Table 1).

2.2 Adversarial Defence Methods 

Several adversarial attack approaches, including image classification, object recog-
nition, semantic segmentation, face identification, and injecting perturbations into 
input images decrease CNN performance on a wide range of vision tasks. The defence
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approaches in light of CNN susceptibility. Black-box and white-box assaults are the 
two basic types of adversarial attacks. In white-box attacks, CNN models are believed 
to be known, whereas, in black-box attacks, they are unknown. Physical assault 
methods, in addition to algorithmic attacks, generate real-world objects. CNN’s 
models were misclassified as a result of this. Existing tracking-by-detection tech-
nologies entail two basic stages in terms of online updates. While using an offline 
pre-trained CNN model, trackers do not update online in step1. Trackers collect data 
in step2 to update the model, samples from prior frames were found online. It’s 
important to keep in mind that trackers aren’t model adaptability that is improved 
by gathering samples incrementally with online updates, which may assist protect 
against hostile perturbations. They deploy on two state-of-the-art trackers, and an 
adversarial assault and defence were presented. On the OTB100 data set, we first 
assess the baseline performance. For all of the experiments, we build our approaches 
on top of DaSiamRPN and RT-MDNet [44]. 

A wide number of domains, including computer vision, natural language 
processing, and anomaly detection, have seen tremendous success with machine 
learning systems. The machine learning technologies being suggested for detecting 
cyber-attacks, these attackers are a major source of concern. The security commu-
nity is particularly concerned about the emergence of adversarial machine learning, 
particularly concerning the applicability of these bouts to intrusion detection systems 
(IDS) [45, 46] (Table 2).

2.3 Adversarial Threat Model ATM) 

Any machine learning model’s security is evaluated in terms of hostile intentions 
and capacities, as well as vulnerability assessments in machine learning techniques, 
considering the adversary’s capability. It is described in terms of the attack surface, 
adversarial capabilities, and adversarial aims (adversary categorization) [60].

(i) The Attack Surface 

A machine learning-based system may be compared to a data processing 
pipeline in general. The system’s primitive sequence of operations may be 
summarized as follows during testing: (a) gathering data gathered from sensors 
or stored in databases, (b) moving the data into the digital realm, (c) processing 
the converted data using a machine learning model to create an output, and (d) 
acting on the outcome. The system collects sensor data (camera pictures) from 
which modelling characteristics (a tensor of image pixels) are generated and 
employed in the calculations [30]. Based on the attack surface, the following 
attacks are possible:
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Table 2 Adversarial defence methods 

Defence name References Defence method Description 

Adversarial training Good fellow et al. 
[47] 

Modifying data It entails creating 
adversarial examples 
on the target model 
utilizing various attack 
strategies. These hostile 
instances are combined 
with the original 
training set to create an 
enhanced training set, 
which is then used to  
retrain the target model 

Gradient hiding Papernot et al. [48] Adversarial attack 
tactics rely on the 
elevation information 
given by the classifier 
hence masking or 
altering the gradients 
will fool the adversaries 

Blocking the 
transferability 

Chen et al. [49] It’s a three-step NULL 
Labelling strategy that  
prevents hostile 
samples from spreading 
from one to another 
network. It basically 
adds a new NULL label 
to the information and 
classified it as such 
using a training model 
that can survive 
adversarial attacks 

Data compression Dziugaite et al. [50] It was revealed that 
employing the JPG 
method for 
compression can 
improvise a significant 
set of network model 
identification efficiency 
interrupted due to 
FGSM attack 
interruption Using a 
comparable JPEG 
compression strategy, a 
protective system 
against FGSM and 
DeepFool attacks was 
established

(continued)
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Table 2 (continued)

Defence name References Defence method Description

Data randomization Xie et al. [51] Randomness defence 
approaches add 
randomness to the input 
(such as resizing or  
padding) or to the 
model parameters (such 
as 
adding randomness to 
the model parameters) 
to 
reduce the impact of 
adversarial examples 

Regularization Lyu et.al[52] Modifying model Carefully regulating the 
networks global 
Lipschitz constant, is a 
layer-wise 
regularization strategy 
for decreasing the 
network’s sensitivity to 
tiny perturbations 

Defensive distillation Soll et al. [53] The idea behind this 
strategy is that 
soft-label training 
delivers more 
information than 
hard-label training 
since they encode the 
relative distinctions 
across classes. As a 
result, it has been 
recommended that 
robust classifiers be 
trained using this 
strategy, known as 
defensive distillation 

(continued)

• Evasion Attack: In an antagonistic situation, this is the most prevalent sort 
of attack. During the testing phase, the adversary tries to circumvent the 
system by altering harmful samples. This option assumes that the training 
data is unaffected.

• Poisoning Attack: Contamination of the training data is a form of attack that 
occurs during the machine learning model’s training period. An enemy seeks 
to contaminate the training data by introducing precisely planned samples, 
ultimately jeopardizing the entire learning process. 

• Exploratory Attack: The training data set is unaffected by these attacks. 
Black-box access to the model attempt to understand as much as possible
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Table 2 (continued)

Defence name References Defence method Description

Feature squeezing Xu et al. [54] Reduce the colour bit 
complexity of each 
pixel and use spatial 
levelling as a feature 
squeezing approach. 
Adversarial 
perturbations can be 
reduced to a certain 
extent via variance 
minimization. It 
randomly selects a 
small pixel value and 
reconstructs the 
simplest picture that is 
compatible with those 
pixels 

Deep contractive 
network 

Wu et al. [55] To reduce adversarial 
noise the network for 
compression which is a 
deep network actually 
employs a noise 
reduction automated 
encoder as a result of 
this, DCN applied a 
softening penalty same 
as the convolutional 
auto encoder (CAE) in 
the process of training, 
which was proven to 
offer some protection 
against assaults like 
L-BGFS 

Mask defence Reddy Kalavakonda 
et al. [56] 

By training the original 
pictures and related 
adversarial samples the 
mask layer captures the 
disparities between the 
actual pictures and the 
output attributes of the 
prior network model 
layer

(continued)
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Table 2 (continued)

Defence name References Defence method Description

Defence-GAN Esmaeilpour et al. 
[57] 

Using auxiliary tools Defence-GAN is a type 
of defence that use a 
WGAN that has been 
trained on valid training 
samples to learn how to 
remove perturbations 
from adversary 
examples 

MagNet SAYED et al. [58] To distinguish between 
legal and adversarial 
data MagNet employs a 
detector. Any deviation 
in a sample for testing 
and the manifold 
exceeds a threshold the 
detector rejects that one 

High-level 
representation guided 
denoiser (HGD) 

Liao et al. [59] High-level 
representation guided 
denoiser (HGD) is used 
for creating a strong 
adversarial model that 
can with stand both 
black-box and 
white-box attacks 

about the underlying system’s learning mechanism and patterns in training 
data.

(ii) Adversarial Classification 

Adversary classification is defined as a game between Classifier and Adversary 
in which the Classifier tries to learn a feature yc = C(x) that will predict exactly 
the classes of instances in the training set and the Adversary attempts to make the 
Classifier predict true positives of the training set as negative by changing them 
from x to x’ = A(x). The opponent and the classifier are constantly seeking to 
surpass one another by increasing their payoffs. The classifier uses an expense 
Bayes learner to lower its anticipated cost, assuming that the adversary always 
takes the best strategy, while the opponent tries to adjust features to lower 
its own estimated value. The existence of adaptive opponents in a system can 
considerably reduce the performance of the classifier, especially if the classifier 
is unaware of the adversary’s existence or kind. The Classifier aims to develop 
a classifier C that promotes its expected utility (UC), whereas the Adversary’s 
goal is to find a feature modification technique A that optimizes its own expected 
utility:
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UC =
∑

(x,y)∈xy  
p(x, y)[uc(c(A(x), y))] −

∑

Xi∈Xc (x) 
Vi (1) 

UA =
∑

(x,y)∈xy  
p(x, y)[UA(CA(x), y) − W(x, A(x))] (2) 

2.4 ATM Case Study 

Recently, the cyber realm has begun to investigate adversarial machine learning. 
The developers used the DREBIN Android malware data set to produce adversarial 
samples. Using a modified Jacobian saliency map approach, only 20 antagonistic 
characteristics could be added by the writers. The authors were able to fool a classifier 
that is actually neural network-based 50–80% of the time based on a target network 
from a normal beginning performance of over 95%. That research, however, required 
white-box access to the detector. When the authors could only query malware classi-
fiers, they revealed how to attack them. An approximate training data set for a replace-
ment malware classifier was labelled by repeated queries. The substitute detector was 
then employed as a stand-in for the real target, which was unknown. To create the 
stealthy attacks GAN was used which functioned very well. A random forest, which 
had a 0.19% accuracy versus the adversarial data, was the best-performing classifier 
[45]. 

Attacker Modelling: When bearing in mind how attackers in virtual systems can 
act, it’s important to keep the following in mind, it needs to establish a consistent 
model for describing an intruder that can be used to inspire adversarial research 
principles. Such principles do not hold the same weight in the cyber world; hence, 
alternate attacker modelling is required. The following are some of the qualities we 
recommend. 

Levels of Perturbation: Certain fields in network traffics are not modified either 
the attack will fail because a faulty packet will be formed, or specific areas will be 
encoded, causing the attack to fail. 

Attacker Knowledge: The attacker’s understanding of the destination system can 
be measured in terms of data about the targeted neural network and computer vision 
protections. It must also indicate how much of an IT system the invader is familiar 
with in the cyber realm. In systems that are cyber-physical nature such as systems 
of industrial control, the attacker’s grasp of dynamic behaviour is also crucial. If the 
attacker has no idea how their changes will affect the evolution of the system, all 
they can do is optimize mercilessly for another time step. 

Timing: Defining the invader’s capacity to decide the strike’s initial point is impor-
tant. Some systems will become more susceptible to a sneaky attacker in future, 
making it much easier to hack the system.
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Human in the Loop: Finally, see if a person is required in extra to the IDS [61]. 
Depending on the assault, the level of disturbance necessary to deceive an intrusion 
detection system may be abundant to be perceptible to a man watching a human– 
machine interaction. The significance of these changes is based on the real system 
and human response times: for instance, if the system under assault is a control 
source, variations might happen too rapidly for a person to behave. 

3 GAN-Based Adversarial Attacks 

A generative adversarial network (GAN) is a type of construct in neural network 
technology that offers a lot of potential in the world of artificial intelligence. A 
generative adversarial network is composed of two neural networks: a generative 
network and a discriminative network as shown in Fig. 5. Generative adversarial 
networks (GAN) are an emerging technology for semi-supervised and unsupervised 
learning [62]. 

Generative (G): It is also known as a counter feeder. It constantly tries to produce 
fake data set samples. It keeps improvising or improving the samples until it generates 
a perfect one that completely fools the intelligent model [63]. 

Discriminative (D): It is another pair of the neural network and it constantly tries to 
catch the counter feeder. Since its job is to catch the counter feeder that’s why it is 
called a Discriminator. 

Typically, the GAN is based on equation as shown below [64]. 

Min max V (G, D) = EX∼Pdata(x)[log(D(X )] + Ez∼Pz(z)[log(1 − D(G(z))) (3) 

where Ex: Expected value overall real data instances. 

Ez: Expected value over all random inputs to the generator.

Y = ? 

Reconstructed Data 

Noise 

GZ 

Z 
Original Data 

Y= 0 

Y 
= 
1 Generator 

Discrimi-

X 

Fig. 5 Structure of a generative adversarial network (GAN) 
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Pdata(x): Represented the probability distribution of our original data. 

Pz(z): Represented the distribution of the noise. 

D(X): Discriminators estimate the probability of real data instances. 

D(G(Z)): Discriminators estimate the probability of a fake data instance. 

3.1 Conditional GAN (C-GAN) 

There are various types of GANs such as deep convolutional (DC GAN), Conditional 
GAN, Least Square GAN (LSGAN), Auxiliary Classifier GAN (ACGAN), Dual 
Video Discriminator GAN, Tab GAN, etc. Conditional GAN is a widely used GAN, 
and Tab GAN is used to generate tabular synthetic data samples. The Conditional 
GAN, these networks may be built by simply feeding the extra auxiliary information 
(e.g. label) into the GAN, transforming it into extra auxiliary information (e.g. label) 
into the GAN, transforming it into a CGAN as shown in Fig. 6. 

The CGAN generator uses the extra auxiliary information y (label, text, or images) 
and a latent vector z to generate conditional real-looking data (G (z|y)), and the CGAN 
discriminator uses the extra auxiliary information y (label, text, or images) and real 
data x to distinguish between generator generated samples-D (G (z|y)) and real data 
x. The data creation may be controlled using CGAN. This isn’t doable with the 
standard GAN. [65]. The following is the CGAN updated loss function [66]: 

Min max V (G, D) = Ex∼pdata(x)[logD(x |l)] +  Ez∼pz(z)[log(1 − D(G(z|l)))] (4) 

where Ex: Expected value overall real data instances. 

Ez: Expected value over all random inputs to the generator. 

Pdata(x): Represented the probability distribution of our original data.

LabelLabel 

Y = ? 

Reconstructed Data 

No 

GZ 

Z 
Original Data 

Y = 0 

Y 
= 
1 Generator 

Discrimi-

XL L 

Fig. 6 Structure of a conditional GAN (C-GAN) 
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Pz(z): Represented the distribution of the noise. 

D(x|l): Discriminates an image given a label L. 

D(G(z|l)): Generates an image given a label L. 

4 Proposed Security Method 

Our methodology is based on the evaluation of learning model (ML and DL) perfor-
mance in non-adversarial scenarios and adversarial scenarios with and without adver-
sarial learning. Our proposed methodology is depicted in Fig. 7. We evaluate the 
performance of ML and DL models in our framework in three different scenarios, 
i.e. on a normal data set, on an adversarial data set, and adversarial data set with 
adversarial learning. Various adversarial attacks will be considered such as data modi-
fication, perturbation, corruption, etc., [67] as assessed thereby for attack severity. 
We initially select a model and its structure by performing hyper-parameter tuning. 
Also, the data set selected is pre-processed and split into the training set and testing 
set for performance evaluation purposes. Our methodology consists of three phases. 
In Phase 1, the model is trained and tested on a normal data set without adversarial 
attack consideration and the performance is measured as P1. In Phase 2, we perform 
adversarial attacks on the testing set, and the model trained in Phase 1 is tested for 
performance, and its resulting performance is indicated as P2. In Phase 3, we consider 
the adversarial learning of the model and train it to show resilience against adver-
sarial attacks. The adversarial learned model is then tested for performance on the 
Phase 2 testing set containing adversarial attacks. The performance is measured and 
indicated with P3. Consequently, we compare the performances of P1, P2, and P3 
in general and P2, and P3 in particular to assess the improvement achieved through 
adversarial learning.

5 Research Challenges and Gaps

(a) Effective and efficient defence against white-box attacks: To the authors’ 
knowledge, no defence has been developed that can strike a compromise 
between efficacy and efficiency. Adversarial training is the most successful in 
terms of efficacy, but it comes at a high computational time. In terms of capa-
bility, several randomization and information and communications technology 
defences/detection methods may be configured in a matter of seconds. Although 
certificated defences suggest a path to theoretically assured privacy, their high 
efficiency falls well short of the actual requirements. 

(b) Causality behind adversarial samples: Although many adversarial assaults 
have been developed, the cause of adversarial examples is still a mystery. The 
pervasiveness of adversarial data was attributed to model structures and based
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/Insertion, Modifi-
cation, Corruption 

Fig. 7 Proposed performance evaluation methodology

learning in the early research on the topic, which assumed that suitable tactics 
and network design considerably improved adversarial resilience. However, 
such efforts—particularly those that result in obscured gradients—create a false 
sense of safety. Recent research, on the other hand, has discovered that adver-
sarial susceptibility is more likely to be caused by data transfer geometry and a 
lack of training information.

(c) Existence of a general robust decision boundary: Because there are so many 
distinct adversarial assaults described by different metrics, it’s logical to wonder: 
is there a basic strict disciplinary boundary that a specific type of DNN with a 
specific training technique can learn? The answer to this question is now “no”. 
Even though PGD adversarial training shows excellent resilience to a wide 
variety of L∞ assaults demonstrate that it is still subject to adversarial assaults 
as evaluated by other L p standards like EAD and CW2. Establish that for a 
two-concentric-sphere database, the optimum L2 and L∞ decision bounds are 
distinct and that the discrepancy rises with the similarities of the data sources. 

(d) Model privacy: Model extraction threats pose a major danger to the security of 
learnt models through unlawful duplication. According to Behzadan and Hsu, 
one way to mitigate this is to raise the cost of such assaults or to timestamp the 
regulations. We may see some randomization in the medium to protect against 
such threats, but this will result in an unreasonable loss of performance. A 
potential subject of research is creating approaches that might induce restricted 
randomization in the system to protect against such assaults.
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6 Conclusion 

In this survey, we discuss the security issues in cyber-physical systems (CPS) and 
the use of ML and DL for its security. We discussed the difficulties faced by tradi-
tional security approaches to dealing with complex attacks. The ML and DL security 
methods are vulnerable to adversarial attacks, and there is a need to ensure their secu-
rity before their utilization for security in CPS domains. Their security is evaded by 
adversarial attacks both at a testing time (poisoning attack) and training time (evasion 
attack) to misclassify the data by performing data corruption, data perturbation, and 
data modification. Depending on the knowledge of the attacker about the attacking 
model, the capabilities of the attacker vary from black box to white box. The white 
one contains, and the attacker possesses greater data about the model and its param-
eters, while in the case of the black box, the attacker possesses no understanding of 
the model being attacked and its parameters. We also discuss the general Adversarial 
Threat Model (ATM) which could be used as a risk prevention technique. More-
over, we have covered the use of generative adversarial networks (GAN) for creating 
fake data samples to perform adversarial attacks. Conditional GAN (C-GAN) which 
considers the labels in supervised data set is also discussed in great detail. Based on 
adversarial attacking and defence methods, we propose a methodology to evaluate 
the performance of ML and DL models. We consider three scenarios of evaluating 
performance, i.e. normal performance, performance against adversarial attacks, and 
performance against adversarial attacks with adversarial learning. 
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Legal Challenges of Digital Twins 
in Smart Manufacturing 

Ridoan Karim , Sonali Vyas , and Ahmed Imran Kabir 

Abstract Digital twins are interconnected systems in which modifications to one 
data item would affect other sections of the model. As more and more parties can 
use and rely on data that could include errors, the essential question remains relating 
to data ownership, liabilities, and intellectual property. It may be difficult to regulate 
the technological system with existing laws. It can lead to trust issues as various 
parties rely on the exactness of the information supplied by each other in this tech-
nological platform. Hence, this study particularly analyse the digital twins existing 
challenges related to legal, ethical, and policy in the smart manufacturing industry 
and recommends possible solutions for the future utilization of digital twins. 

Keywords Law · Technological change · Digital twins · Smart manufacturing ·
Ethics · Policy 

1 Introduction 

The influence of digital twins is becoming more important as digitalization and the 
Internet of Things (IoT) grow more ubiquitous. Nevertheless, the complicated nature 
of digital twins paves legal, ethical, and social issues. Most notably, digital twins are 
intangible concepts that connects several issues relating to intellectual property and 
data protection. As a result, it is critical to first comprehend what digital twins are, 
how they are used, and what the legal ramifications are in the real-life scenarios.
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At its most basic level, a digital twin may simply serve as a central store of data, 
including information on how a certain asset—such as a building—was planned and 
created [1]. The technology might be utilized for building’s creation, administra-
tion, operation, and maintenance. Nevertheless, the technology utilization is not so 
straight-forward; rather it is complex and diverse, incorporating virtual promontories 
of practical beings, at the multiple state-of-the-art statuses. This is the unique nature 
of the technology—as it provides a precise benchmark of frame developments to 
impact choices and provide solutions and establish a sustainable future for the smart 
manufacturing industries. Nevertheless, issues pertaining to scalability are providing 
a hard time governing a model of this complexity. Additionally, issues pertaining to 
data ownership and privacy protection are all potentially ambiguous in this early 
phrase of the technology. 

As a result, there are certain legal, policy, and ethical constraints on using this 
technology. Digital twins are linked systems in which changes to one data item have 
an impact on other parts of the model. As more parties are able to access and depend on 
data that may include inaccuracies, the fundamental issue of data ownership, liability, 
and intellectual property remains unanswered. Existing laws may make it difficult 
to govern the technological system. As multiple parties depend on the accuracy of 
information provided by each other on this technology platform, it might lead to 
trust difficulties. As a result, this chapter will examine the current legal, ethical, and 
regulatory difficulties of digital twins in the smart production business and potential 
solutions for their future use. 

2 Digital Twins: Philosophy or Reality? 

Numerous industries are particularly interested in the “digital twins” technology on a 
larger scale. PREDIX, a digital dual platform created by General Electric, can accu-
rately assess and forecast the effectiveness of the industrial base [2]. The SIEMENS 
company’s unique intelligent platform aids in virtually every manufacturing process 
control, including design, production, and operation [3]. ABB concentrates on devel-
oping fresh possibilities for decision-making based on information gathered through 
comparable technologies [4]. By providing a flexible platform built on the Internet 
of Things for modelling and analysing interactions between people, locations, and 
gadgets, Microsoft has also increased the scope of its digital twin product line 
[5]. These industry leaders’ have significantly expanded the use of “digital twin” 
technologies within different sectors. 

The National Aeronautics and Space Administration’s (NASA) aircraft design 
through digital twin was one of the first significant and successful efforts in this realm 
of technology [6]. With the help of this system, we may now test the compatibility 
and dependability of different parts used in the aviation sector and simulate different 
scenarios for their further development [7]. The utilization of this digital model assists 
in resolving a number of difficulties pertaining to the safety features.
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Worldwide health care and life sciences are also utilizing digital twins to deliver 
tailored therapies [8]. This involves giving doctors the freedom to use clinical support 
tools within the digital health care system [9]. However, there is still more possi-
bility. Digital medicines, virtual reality-based treatments, enhanced human body 
comprehension, hospital management, and disease modelling are other sectors where 
research into the usage of digital twins should be further enhanced. 

Digital twins are also being used to create digital cities [9]. Dynamism is a char-
acteristic of large cities that makes managing urban infrastructure more challenging. 
One simply needs to consider the millions of people that reside in big cities, as 
well as the numerous hospitals, schools, workplaces, and retail establishments—that 
need the ongoing care of local government [10]. The National Research Founda-
tion’s (NRF) “Virtual Singapore” project offers 3D semantic modelling of the urban 
environment, allowing users to directly relate the data to the real world by displaying 
actual locations, the characteristics of various modes of transportation, or elements 
of buildings and urban infrastructure [11]. The platform also provides a range of 
dynamic real-time indicators, as well as data on demographics, temperature, and 
traffic, in addition to the standard map [12]. 

Digital twins also started playing a great role in the automotive industry [7]. 
Concepts for brand-new automobiles are created digitally. In contrast to a prac-
tical physical depiction, this offers an excellent visual portrayal of a future vehicle. 
Things could eventually need to alter as that vehicle advances in the development 
process based on how it responds or performs in the actual world. Digital twins are 
being employed more frequently to expedite and enhance the development process of 
autonomous vehicles [13]. Vehicle testing has also gotten exceedingly complicated 
in recent times, and this complexity increases when we are talking about autonomous 
cars. Through the use of real-world data, digital twins facilitate that process and aid 
in the elaboration of AI judgments. As a result, automakers now have the technology 
and equipment to evaluate car designs before they are put on a testing track or real 
roads. 

Digital twins also hold the promise to transform global supply chain [14]. There 
may not be an appropriate way to test out new ideas, goods, or modifications to the 
present supply chain because it is continuously in motion, at least not without causing 
significant delays. The solution to this issue is digital twins, which let logistics teams 
experiment while also gaining a precise picture of how it might impact operations 
[15]. They are an integral part of the ever-evolving digital supply chain, which is 
vastly improving operations through technologies like advanced analytics, robotics, 
automation, rapid manufacturing, and more. 

To discover possible issues before they are introduced to the market, new product 
packaging or revised designs, for instance, can be virtualized by putting them through 
a digital twin model. Teams may utilize the same technologies to optimize inven-
tory and positioning, evaluate environmental or transportation conditions, and more. 
Imagine a prediction model that can be used to analyse almost any situation and 
produce answers that are both extraordinarily accurate and realistic. 

Digital twins are useful tools in the area of architectural design as well [17]. Most 
of the time, designers constantly attempt to construct or produce model according
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to certain criteria. However, there might occasionally be unexpected circumstances 
that require designers to make changes to a model or design that go against their 
wishes or preferences. By coming up with innovative ways to understand past certain 
constraints, digital twins can assist preserve some of those original designs while 
also supplying real-world data to realize practical notions. Building information 
modelling (BIM) data is being combined with scans and operational data by designers 
to produce extraordinarily precise digital representations of individual structures or 
large communities [18]. 

Digital twins are influencing our future, whether we are talking about improved 
building processes, or more precise and well-designed architectural models, whether 
virtual research for new health care items, or many other possibilities. Utilizing digital 
twins to optimize different operations and procedures, several industrial sectors are 
experiencing outstanding outcomes. 

3 Digital Twins and Smart Manufacturing: Usage 
and Practices 

The notion of digital twins is a progression of modelling and simulation technologies. 
Conventional simulator approaches are only capable of analysing system perfor-
mance to a limited extent [19]. By using IoT technology, digital twins provides a 
breakthrough in simulation modelling and engineering analysis capabilities [20]. 
Digital models are used to describe virtual smart manufacturing. There are three 
types of digital models: digital shadow, digital replica, and digital twin [21]. The 
automated projection of system architectures is emphasized in a digital duplicate. 
The digital shadow stresses mathematical modelling to characterize a system’s phys-
ical and chemical properties. A digital twin is diverse simulations where automated 
systems represent multi-dimensional factors. It improves a material product or design 
through sensing and by analysing collected information [22]. 

Digital twins is also known as digital surrogates, as stated by Shao and Kibira 
[23] and Valckenaers [24]. Digital twins and its other intelligent agents make up real-
world smart systems. Manufacturing, aviation, health care, and medicine are among 
the industries where digital twins is being explored [25]. It’s widely acknowledged 
as one of the technology cornerstones for new industry developments [26]. 

3.1 Digital Twins-Based Smart Manufacturing 

Digital twin utilizes multi-dimensional information of a product to create its twin 
[27]. Conceptualization and formation of comparable digital twins are all part of 
the design process. For example, there are three characterization of utilizing digital 
twins:
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• Digital twin idea stage (Functional model): Utilizing multi-dimensional simulator 
to evaluate the concept. In this stage, both simulation’s precision and pace are 
important [28].

• Digital twin formation stage (Behavioural model): Simulations are used to estab-
lish key technical design characteristics. This level focuses on semi-physical 
system commissioning [29].

• Digital twin fine-tuning stage (Intelligence model): The digital twins are utilized to 
assist in the construction of the prototype smart manufacturing simulation (SMS). 
The digital twin technique might help with SMS validation by reducing test dura-
tions and increasing design efficiency [30]. The biggest immediate benefit of using 
digital twins is that it eliminates the need for expensive physical contracting and 
testing. Nevertheless, the final purpose of using digital twins is design innovation, 
not just confirmation. In the following lifespan stages of SMS, the developed 
digital twin from the design phase may be utilized for observing, optimizing, 
diagnosis, and forecasting [31]. 

3.2 Digital Twins Architecture in Smart Manufacturing 

The integration of complicated and interrelated functional models of smart manu-
facturing are conceptualized at the first stage of digital twins. Smart manufacturing 
is defined as the creation of entities utilizing AI-driven smart tools and incorporating 
engineering effective technologies altogether [32]. The individualized needs from 
the client and product domains, as well as the customized industrialized intelligence 
models are transferred to the SMS configuration to create identical implementation 
domain in the smart production process. To effectively implement digital twin, the 
framework of the Function Structure Behaviour Control Intelligence Performance 
(FSBCIP) (See Fig. 1) is implemented throughout the process [33]. As stated by 
Wu et al. [34], a functional model is an organized description of the actions that 
makes a product. This approach can be considered as conceptual design phase which 
emphasizes the manufacturer demand on product quality, assembly, maintainability, 
and safety. The SMS’s functions are dictated by the product characteristics. Several 
planning processes, including selecting tools and designing mechanics, are frequently 
included in this paradigm [35]. Once the functional model is prepared, the engineers 
work on the structural model. In a structure model, the integration and communication 
between mechanical configurations that perform production utilities, principles, and 
behaviours are described [36]. The mechanical structure’s interconnection provides 
the basis for the manufacturing system’s material, which contains the information that 
need to be transferred and transformed in the motion behaviour stage. A behaviour 
prototype is a logical representation of mechanical broadcast, motion-form conver-
sion, and their interrelationships [37] that contains the information and material links 
to create the SMS process. In SMS, layout planning, carrier design, topology descrip-
tion, and buffer design are frequently included [25]. Afterwards, a control model is
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formed to address process structure, performance, and calculation using mathemat-
ical or engineering methods to control process output. Control model is basically 
the design of the electrical and pneumatic system, including several network of 
sensors, which forms mechanical controls and multi-process communication system 
[38]. As per Peruzzini and Pellicciari [39], from the standpoint of control design, 
an intelligence model is designed to characterize, create, and evaluate an SMS’s 
learning capacity, optimization ability, and autonomous ability. For obtaining long-
term success in SMS, it contains a systematic procedure and a series of reasoning 
codes, computational optimization methods and machine learning algorithms [1] 
(See Fig. 1). 

The assessment of system performance, such as competence, robustness, adap-
tivity, extensibility, and flexibility, is frequently analysed in a performance model. 
Personalized criteria and specifications are included in the SMS input. The SMS 
produces the final digital twins, which include all replicas, control systems, imple-
mentation systems, and intelligence algorithms. The FSBCIP framework is an exten-
sion of the traditional function–behaviour–structure paradigm [40]. The primary 
purpose of FSBCIP’s framework is to meet each customer’s unique needs, like 
location space constraints, industrialized volume, product eminence, and fabrication 
competence. Step by step, the product domain’s individuality criteria are reassigned 
to the SMS area [41]. 

Rule-based cognitive systems and case-based cognitive systems are other two 
types of traditional knowledge-based systems of digital twins. In the digital intelli-
gence era, discovering veiled information and patterns in comprehensive case data to 
expand design competence is a superior approach to learn [42]. In a complicated SMS, 
there are frequently too many underlying connected aspects for subject specialists to

Fig. 1 Framework of the function structure behaviour control intelligence performance (FSBCIP) 
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consider, which may be gathered by deep learning and big data analytics approaches. 
In summary, a digital twin model with intelligent capabilities may help smart manu-
facturing become smarter [43]. Most modern digital twin models are limited in the 
understanding and basic thinking of SMS design options. Integrating state-of-the-art 
performance algorithms into digital twin models in future could result in the ability 
to conceive and produce new design solutions automatically. 

3.3 Digital Twins-Based Blockchain System 

Because smart manufacturing requires multi-field knowledge and expertise, a reliable 
and interconnected process is required to allow engineers from all groups to collabo-
rate on investigation, and planning to create a single model. The present digital twin 
solutions are generally centralized. Under cyber-attack, securing data in the runtime 
network is a major concern [44]. To counter the assaults that endanger the collabora-
tive network, new cybersecurity approaches must develop [45]. Blockchains provide 
a new approach to collaborative smart manufacturing that is both safe and efficient. 
Cryptographic technology and distributed consensus methods are used in blockchains 
to secure the network communication and therefore to improve cyber-security 
among varied members [46]. There has been a lot of study on blockchain-enabled 
smart industrial applications [25], including blockchain-secured data exchange in 
combined DTSMSD. To offer availability and traceability of design information, 
a blockchain-enabled digital twin resolution is required [47]. However, practical 
concerns like flexibility and scalability of the system are still there. 

3.4 Web Services and Cloud Computing for Distributed 
Digital Twins 

Apart from blockchain, web services and cloud computing for assisting design, 
analysis and simulation in a distributed digital twin situation are another kind of 
crucial enabling technology for realizing collaborative smart manufacturing. Both 
designers and computer resources are spread globally in the context of collaborative 
smart manufacturing [48]. Cloud computing and web service technologies enable 
several comparable units in far-away places to share design and work jointly [49]. 
Another reason for adopting cloud computing technology is the necessity for high-
performance computing for replication work in smart manufacturing [50], which 
might enable less costly computing resource allocation, dynamic distribution, and 
growth. By combining online services and cloud computing, designers may work on 
SMSD projects from anywhere.
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4 Legal Issues of Digital Twin 

Other than real estate and business, there are many digital twin use cases related to 
healthcare sector today. In 2023, the marketplace for digital twin is predictable to 
be worth $15.6 billion, by a yearly progress rate of above 40%. The possibilities 
of digital twins for smart manufacturing are endless, and they are reshaping the 
real estate industry’s future. However, the digital twin’s inventive potential should 
not overwhelm the legal framework’s value. Indeed, the creation of the digital twin 
necessitates the removal of certain legal stumbling blocks. The digital twin is built on 
contextualized data that is then translated into knowledge. Data, algorithms and AI 
systems are therefore at the centre of the digital twin. As a result, the legal framework 
for these notions is crucial to the growth of the digital twin. The digital twin creates 
legal concerns about data, liability, algorithmic reliability, and intellectual property. 
As a result, the digital twin becomes a scientific as well as a legal concern. 

4.1 Lack of Laws and Regulations 

The legal ramifications of digital twins are many and may be difficult to navigate, 
particularly if there is no regulatory framework that can establish norms and provide 
a consistent, secure basis for which we can rely. Consequently, well-documented 
contracts are essential to control communication with digital twin’s technology users. 
Cyber-security is an essential part of digital twin technology. An uncontrolled digital 
twin resolution can have serious real-world significances, especially if it is used to 
control composite systems or to make or adapt a physical creation and use it or 
sell it in the market. Laws must thus control the unique characteristics of digital 
twin resolutions and must be detailed to address the most significant dangers and 
possible ramifications, while also being flexible enough to adapt to technological 
and real-world linked counterpart evolutions. 

4.2 Intellectual Property and Data Privacy 

Data ownership, in particular, is a kind of intellectual property that has yet to be 
fully applied to digital twins. The legal ramifications of data sharing and secrecy 
create a legal quandary. Digital twins would be meaningless if data is not shared. 
Most intellectual property and legal standards, on the other hand, do not allow for 
non-essential data exchange, particularly in complicated situations when ownership 
is already ambiguous. Hence, legal considerations deriving from dangers related with 
data sharing must be considered. To preserve confidentiality while exchanging sensi-
tive data, appropriate safeguards must be considered. Non-disclosure agreements and 
confidentiality terms in contracts may be used to enforce this. There has not been
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any legal framework devoted to the digital twin until now. However, data protection 
requirements are similarly valid in the usage of personal data in digital twins [51]. 

The smart manufacturing industry is made up of ideas, which is why intellectual 
property generates value and deserves legal rights under patent protection. A patent 
may be filed depending on how the technology is created, utilized, and how new 
ideas are produced. In general, intellectual property rights and patents are difficult 
to monitor. The use of intellectual property rights is conceivable if the algorithm 
is included in a patentable invention [52]. For example, consider the scenario of a 
discovery made possible by the modelling of a digital twin. The innovation might 
therefore be legally protected, as long as the standards for novelty are encountered: 
the origination needs to be original and capable of industrial application. 

4.3 Digital Twin and the Liability 

The digital world’s actors are putting a lot of pressure on the extent of liability. The 
traditional principles of civil and criminal culpability are being utilized for robots and 
autonomous technologies. Machines were formerly thought to be incapable of acting 
on their own, but in the new virtual world, they have overcome the gap and become 
autonomous. Do we need to adapt our paradigms and enable robots to represent us 
in an authorized structure that governs virtual communities [53]? Is it possible to 
hold the actual person liable for the harm produced by his or her digital twin? Who 
is to blame: the computer programmer, the industrialist, the owner of robot, or the 
machine itself? The legal application of digital twin in its current stage does not 
answer the above questions. 

The legal effect of digital twins on liability is likely to be the most complicated. 
To hold someone legally accountable for any kind of loss, you must be able to 
demonstrate that the liable party failed to execute their obligation, which resulted 
in the loss or harm for which they are liable. Because digital twins are a network 
of interconnected technologies, proving responsibility is challenging. As a result, 
changes in one system have an impact on the whole model. Errors may be difficult 
to see and track when there are several users and data sources involved. One option 
to address this issue is to establish a centralized command centre that monitors and 
approves data updates. Even yet, mistakes may happen and are tough to track down. 
Errors might also have come from outside the digital twin ecosystem. For example, if 
the physical twin’s sensors are not operating properly, then it is normal for the whole 
system to fail. To assist the best functioning of digital twins, it is necessary to specify 
goals, qualities, and effective functions of a task. To build trust and responsibility, 
these concepts might be expressed in the application of digital twins.
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4.4 Algorithmic Integrity and Digital Twins 

The data quality will determine the digital twin’s virtual picture, which will mirror 
the actual product. Alternatively, data reliability is a significant and difficult problem. 
The AI research group has just recently started to focus on approaches to identify 
and eliminate prejudice in supervised automated learning systems’ training data 
sets. It has been shown that the computerized and automatic evaluation of large 
data increases the danger of prejudice [54]. As a result, data quality is critical: it 
should be impartial, and comprehensive, that is, reflective of diverse developments 
and consistent across time. 

5 Conclusion 

Because of the complexity, digital twins have substantial legal significances. The 
usage and models of digital twins will rise in tandem with digitalization. The legal 
effect of digital twins on liability is likely to be the most complicated. To hold 
someone legally accountable for any kind of loss, you must be able to demonstrate 
that the liable party failed to execute their obligation, which resulted in the loss or 
harm for which they are liable. The use of digital twins will grow and become more 
complex in the imminent times. Consequently, it is important that all groups involved 
in the use of digital twins form a pure individuality, function, and accountability from 
the beginning. If the models are prepared appropriately, this will ensure that all groups 
are legitimately secured. 
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Abstract Natural language processing techniques can be used on judicial and leg-
islative documents like the Constitution for making it more accessible to the gen-
eral audience. Various approaches such as Natural Machine Translation (NMT), 
text simplification of complex sentences can be performed on the Constitution. 
The model proposed in this paper can be used for the purpose of translation and 
simplification of the Constitution of India. The model is a LSTM variant form-
ing an encoder–decoder network integrated with an attention layer and is trained 
using teacher forcing method. The data set used for the task of translation consists 
of Parallel Corpus from IIT Bombay English–Hindi concatenated with our own 
curated data set of 300 English articles of the Constitution of India translated to 
Hindi, whereas for simplification task it consists of our own curated data set of 
complex 300 English articles of the Constitution of India translated to simplified 
sentence. The proposed model for translation has a BLEU score of 15.34, and the 
research has elaborated on the performance analysis of the generated outputs and 
the BLEU score. For simplification, the results show some inconsistencies which 
can be improved by increasing the data set for simplification task.
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1  Introduction 

Natural language processing (NLP) has witnessed significant advancements over 
the few years, helping the machine to understand and interpret human language 
across many disciplines, in the fields of computational linguistics, language mod-
elling, language translation and simplification, and being capable of analysing and 
extracting linguistic context from a substantial volume of text. Generally, the legis-
lative and judicial records of various countries incorporate technical terminologies 
which are not comprehensible to the layman. Moreover, some of the jargon used 
in judicial terms may have significant meaning in that field, while having incon-
sequential meaning in the normal day-to-day conversation context. As a result, 
most of the state-of-the-art (SOTA) models on the English–Hindi NMT pair fail 
to capture the appropriate context when it comes to legislative and judicial trans-
lation and simplification. Through the paper, we propose using NLP approaches to 
bridge the gap by developing a model that focuses especially on the legislative and 
judicial context of the sentences. 

The proposed model will help citizens better understand the law and order and 
other legislative documents, making these records more accessible to the common 
man. Most people find the language used in the Constitution of India complicated 
and complex leading them to eschew it. The simplification of the articles in the 
constitution may help a citizen to get an easier and more limpid understanding of 
the laws in the constitution. Also, in India, we have a large diversity present in the 
amounts of the language spoken across various states. The Constitution of India 
is written in English (and some other native languages) where less than half of 
the population can even read and understand English. Thereby, using our language 
translation model, we can help bridge the gap and make the constitution of the 
people easily comprehensible to all. Machine translation is one of the most impor-
tant fields in NLP and can prove to be helpful to remove the language barrier by 
translating the constitution to their native languages. 

The scope of the research is to develop an LSTM-based encoder–decoder 
teacher forcing and attention model for NMT between the English and Hindi lan-
guage pair focusing on the judicial and legal context of the sentences. However, 
the inadequacy of pertinent data sets and hardware resource constraints have been 
the major hurdles in the field. Our contributions through this research: 

1. A model that focuses on the legal and judicial context while translating from 
English to Hindi. 

2. A novel data set having English to Hindi translation of the articles in the 
Constitution of India.
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In the following Sects. 2 and 3, we discuss the related works on English to Hindi 
machine translation. Section 4 elaborates on the proposed methodology of our 
research. Section 5 gives a brief description of the corpus used, and Sect. 6 expounds 
on the experimental designs and set-up for the model. Finally, in Sect. 7, we analyse 
the results and performance of the model and conclude the paper in Sect. 8. 

2  Literature Review 

As there is a lot of potential in using NLP models for machine translation and sen-
tence simplification, recent research has shown a myriad of methods that provide 
a cohesive end-to-end structure, rather than conventional methods that utilise vari-
ous submodels and long pipelines. Cho et al. [1] propose a neural machine transla-
tion model consisting of encoder and decoder. Neural machine translation models 
usually employ an encoder and a decoder. Using two models, the RNN encoder– 
decoder and newly created gated recursive convolutional neural networks, the fea-
tures of this technique were investigated. But with a rise in sentence length and an 
increase in unknowns, the performance started to degrade. 

The model suggested by He et al. [2] improve translation diversity and quality 
by using a council of specialised translation models rather than a single translation 
model. Each mixture component chooses its own training data set leading to soft 
clustering of the parallel corpus. Encoder–decoder architectures have dominated 
the field of sequence modelling in NLP since Sutskever et al. [3] released their 
“sequence to sequence” learning model. The resulting translations from Seq2Seq 
models sometimes lack diversity. The reason for this is the differences in styles, 
genres, subjects, or ambiguity in the translation process which causes semantic 
and syntactic changes in a corpora that SEQ2SEQ models are unable to detect. 

Other approaches include DNNs that have proven to be powerful models. 
However, they cannot be used to map sequences to sequences which is a signif-
icant limitation. Sutskever et al. [3] present a sequence to sequence (seq2seq) 
model that uses a multilayered LSTM and another deep LSTM. It was observed 
that LSTM did not have difficulty with long sentences and LSTM outperformed 
the phrase-based SMT system. Escolano et al. [4] suggest an alternative approach 
where encoders–decoders which is language specific will be flexible to learn new 
language by learning their corresponding modules was proposed. The method was 
successful to add new language, without the need of retraining, thus outperform-
ing universal encoder–decoder by 3.28 points on average. Reference [5] introduces 
mT5, a multilingual variant of T5 which is pretrained on a new Common Crawl-
based data set covering 101 languages. 

Mahmud et al. [6] implemented a GRU-based unidirectional RNN model with 
an encoder–decoder attention which is a neural machine translation (NMT) model. 
It is focused on English–Bangla translation and a small-sized balanced data set 
is used for the same. A huge BLEU score of 50.07 was achieved. The Statistical 
Machine Translation (SMT) proposed by Brown et al. [7] makes use of the rules of 
probability for language translation.
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Martin et al. [8] build upon the Seq2Seq model. Additional inputs have been 
added to the original sentences at the time of training, in the form of control 
tokens. The aim is to make the user in charge of how the model simplifies sen-
tences on four important features of sentence simplification. Four control tokens 
have been introduced namely NbChars, LevSim, WordRank and DepTreeDepth. 
ACCESS scores best with SARI score of 41.87, a substantial advancement 
over previous SOTA (40.45), and third to best FKGL (7.22). With respect to 
the SARI score, the second and third models, DMASS + DCSS (40.45) and 
SBMT + PPDB + SARI (39.96), both make use of the external resource Simple 
Paraphrase Database (Pavlick and Callison-Burch, 2016) that was derived from 
data that was 1000 times larger than the training set used in this paper. 

Narayan et al. [9] present a hybrid approach to sentence simplification. It 
combines a machine translation module that handles reordering and replacement 
with a model that encodes probabilities for splitting and deletion. The approach 
is based on semantics. The SARI score is 28.61, 31.40, 30.46 on Newsela, Turk 
Corpus, PWKP/WikiSmall data sets, respectively. 

A unique end-to-end neural programmer–interpreter (Reed and de Freitas 
2016) that learns to generate edit operations directly, similar to a human editor, 
was introduced by Dong et al. [10]. The suggested architecture consists of a pro-
grammer and an interpreter; the programmer predicts an edit operation that will 
simplify things, such as add, delete and keep; the interpreter performs the edit 
operation while keeping track of a pointer. It gives a SARI score of 38.22, 32.35, 
31.41 on WikiLarge, WikiSmall, Newsela data sets, respectively. 

As opposed to prior work that uses source-side similarity search for retrieving 
memory and bilingual corpora as translation memory (TM), in their proposed par-
adigm, Cai et al. [13] suggest using monolingual memory and crosslingual learna-
ble memory retrieval. In the proposed framework, abundant monolingual memory 
can be TM due to the crosslingual memory retriever. Also, for the ultimate trans-
lation objective, the memory retriever and NMT model can be jointly optimised. 

The randomness of neural networks leads to the existing neural network 
machine translation models unable to effectively reflect the linguistic dependen-
cies and having unsatisfactory results when dealing with long sentence sequences. 
Xu et al. [14] propose a machine translation model with entity tagging improve-
ment. It implements LSTM with attention mechanism to tune the extent to which 
the context at source language influences the target language sequence. The mean 
BLUE value achieved is 24.7%. 

3  Neural Machine Translation (NMT) 

Recurrent Neural Networks were initially proposed for NMT by Medsker, Larry 
et al. [11]. RNNs relies on the idea of repeated units which makes it easier to learn 
and maintain context owing to their cyclic structure.  However, in a sentence like: 
“Goalkeepers have to always look at the attackers footwork and on-field position to 
determine whether the ball will be passed or shot. So, I believe in a game of football 
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Fig. 1  LSTM internal structure 

instinctive play is best suited for ___ position”, the blank  here can  have a variety 
of answers :- Goalkeeper, RightFullback, LeftFullback, CenterBack, CenterBack. 
RNNs find it difficult to learn the dependencies and relationships and preserve 
context for long sentences . Therefore, in general for language with such complex 
contexts, RNN is generally avoided for the use of encoder and decoder design. Long- 
and Short-Term Memory (LSTM) models were introduced for encoding and decod-
ing to solve the drawbacks of RNNs with better context preservation capabilitites. 

3.1  Long- and Short-Term Memory (LSTM) 

Long- and Short-Term Memory is proposed by Hochreiter et al. [12] is a type of 
RNN that is used to solve issues with long-term temporal dependence. The structure 
of LSTMs is similar to that of a chain. In a module of LSTM, there are four layers of 
neural networks. These layers interact with one other as well as with other modules 
in order to facilitate learning. Figure 1 depicts a typical LSTM module structure. 

3.2  Encoder and Decoder 

LSTM can be used to solve sequence-to-sequence prediction issues utilising the 
encoder–decoder approach. The method makes use of the encoder, which encodes 
the input sequence, and the decoder, which decodes the encoded input sequence 
into the target sequence. 

3.3  Bahdanau Attention Method 

The performance of the seq2seq LSTM model declined with the increase in the 
length of the input sequence. A Deep Neural Network could focus just on a few 
important topics by using the attention mechanism instead of storing the entire 
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Fig. 2  Bahdanau attention architecture 

context and then passing it to the decoder. An attention mechanism that simulta-
neously learnt to position and translate was introduced by Bahdanau et al. [15] and 
depicted in Fig. 2. The Bahdanau attention could alleviate the performance bot-
tleneck of traditional encoder–decoder systems. Cho et al. [1] and Sutskever et al. 
[3] used a RNN encoder–decoder framework for neural machine translation along 
with the attention layer. The encoder and decoder states were combined linearly 
using this additive technique. Contrary to the seq2seq concept without attention, 
the context vector was created by all concealed states of the encoder (forward as 
well as backward) and decoder. To help attention, focus on the most crucial infor-
mation, the input and output sequences were aligned using an alignment score 
parameterized by a feed-forward network based on the context vector connected 
to the source position and previously generated target words, the model would pre-
dict the target word. 

The main components in the Bahdanau encoder–decoder architecture: 

1. The hidden decoder state at time step t − 1 is represented by st-1. 
2. The context vector at time step t is denoted by ct. Each decoder step generates 

it in a different way to produce the target word, yt. 
3. hi is an annotation that concentrates heavily on the ith word out of T total 

words while capturing the information found in the words making up the com-
plete input sentence, {x1, x2, …, xT}.
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4. Each annotation, hi, is assigned a weight value at i at the current time step, t. 
5. An alignment model, w(.), produces an attention score called et,i that rates how 

well st-1 and hi match. 

The Bahdanau attention algorithm works as followed: 

1. A collection of annotations, hi, are produced by the encoder from the input 
sentence. 

2. These annotations and the prior hidden decoder state are put into an align-
ment model. This data is used by the alignment model to produce the attention 
scores, et,i. 

3. The attention ratings are normalised into weight values, at,i, in a range between 
0 and 1, by applying a softmax function to them. 

4. A context vector, ct, is produced by adding these weights to the previously 
computed annotations in order to create a weighted total of the annotations. 

5. To compute the final output, yt, the context vector is supplied to the decoder 
together with the previous hidden decoder state and the previous output. 

6. Up until the end of the sequence, steps 2 through 6 are repeated. 

4  Proposed Methodology 

Figure 3 depicts the various steps involved in the proposed methodology for 
both text translation and simplification. Translation and simplification models 
have been trained separately but have the same underlying methodology. First, 
we pre-process the original sentences from our corpus by removing the special 
characters, punctuations and extra white spaces. Then, the pre-processed text is 
tokenized and fed to the input layer which transforms the tokenized text to 256 
embedding vectors. The embeddings are passed to the LSTM layer of the encoder. 
The decoder receives the weights from the attention layers connecting the encoder 
and the decoder. The decoder works at the word-level generating one word at a 
time which stops when the <END> special token is generated or maximum length 
is reached.

at,s =
exp(score(h, hs)) 

S∑
s′
exp(score(h, hs′)) 

ct =
∑

s 

at,shs 

st = f (ct , ht) = tanh(Wc[ct; ht]) 
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Fig. 3  Proposed methodology of the proposed Seq2Seq model for training 

4.1  Pre-processing and Tokenization 

Firstly, for an English data set, we convert all the letters in the data set to low-
ercase letters. Then, the punctuation marks (!.,) and special characters($#) were 
replaced by a single space character. Later the multiple spaces were replaced by 
a single space, to indicate the beginning and conclusion of the statement when 
training a “start” and “end” token is inserted into the front and back of the text, 
respectively. After performing these actions, we now finally tokenise the corpus. 
Similarly, for the training process, we perform the above sequence of actions on 
the parallel Hindi data set. 

4.2  Word Embedding 

Every sentence is transformed to a fixed-sized dimensional vector representation 
using the Keras embedding layer. Our proposed model uses word-level embed-
ding, leveraging the learned vector representation for the sentences with similar 
meaning words that have closer orientation. 

4.3  Model Architecture 

The LSTM-based encoder–decoder network is used for mapping the input and tar-
get sentences in the sequence-to-sequence model. The proposed model leverages 
teacher forcing in order to have a faster convergence. Initially, learning is fairly 
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Fig. 4  Word-level Seq2Seq model  using LSTM for text translation with English tokens as input 
to the Encoder and predicted Hindi output tokens by the Decoder 

low for training, so using teacher forcing we would feed back the actual expected 
results rather than what the model has predicted, leading to a faster updation of 
the weights in the correct direction. Figure 4 depicts our base seq2seq model 
for  English to Hindi translation. 

4.4  Attention 

Our proposed model stacks an attention layer bridging all the encoder units 
to each decoder unit to improve the existing seq2seq models. Attention offers a 
learning method where the decoder can learn in a more weighted context from 
the encoder and interpret which part of the subsequent encoding network requires 
more “attention” when predicting the output. Although the attention-based seq2seq 
model requires higher computational resources, the results are quite convincing 
compared to the traditional seq2seq. The attention model creates a context vector 
that is filtered for each output time step instead of just encoding the input sequence 
into a single fixed context vector. 

Figure 5 depicts the proposed model with the attention layer. Both the encoder and 
decoder consist of a LSTM layer of 256 units with a dropout of 0.2. Initially, the input 
layer feeds in the input text and passes it to the embedding layer which transforms the 
tokenized sentence into a 256 dimensional embedding. One embedding layer for each 
encoder and decoder is initialised at the start. All the encoder units are connected to 
Bahdanau attention layer passing the context vector to decoder unit one at a time.

5  Corpus Description 

5.1  COI Translation Corpus 

The prerequisite for a machine translation model is the availability of parallel cor-
pora for source and target languages. In terms of the availability of parallel data, 
Hindi is a less resourceful and atypical language when compared to its European 
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Fig. 5  Seq2seq model architecture using LSTM with attention

analogues. Also, our major focus is on the Judicial and Legal domain narrowed 
down the choices. Thus, we had to create our own data set for the Constitution of 
India. Our proposed translation parallel corpus includes these two sources: 

1. Parallel Corpus from IIT Bombay English–Hindi corpus. It contains data from 
multiple disciplines out of which only the Judicial domain and different Indian 
Government website sources were filtered out. 

2. Curated our own custom English to Hindi data set on the Constitution of India 
with reference to the official Indian Constitution Hindi version. 

The corpus is exhaustive with an eclectic diversity in the vocabulary. Table 1 illus-
trates the sentence distribution with respect to each domain in the data set.

90% of the data set’s sentences were used for training, 9% for testing, and 1% 
for validation of the translation model. 

5.2  COI Simplification Corpus 

Alongside, another parallel data set for text simplification was curated, consisting 
of articles from the Constitution of India illustrated in Table 2. Original articles 
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Table 1  Domain-wise distribution of a number of sentences in translation data set 

Dataset Domain No. of sentences 

IITB Corpus Judicial domain corpus-I and II 8734 

Different Indian Government websites 2,89,615 

Gyaan-Nidhi Corpus 2,27,123 

Mahashabdkosh: administrative domain 1,59,822 

Hindi–English wordnet linkage 1,75,175 

Constitution of India All the articles 300

Table 2  Dataset distribution for simplification data set 

Dataset Domain No. of sentences 

Constitution of India Articles 300 

and its corresponding simplified sentences were clubbed to form the dataset 
records. The simpler versions of sentences are easily comprehensible to a lay-
man’s understanding. 

6  Experimental Set-Up 

6.1  Experimental Resources 

The model is trained on Google Colab having the following hardware 
configurations: 

• 12 GB RAM 
• 16 GB GPU 
• Nvidia K80/T4 GPU. 

6.2  Online Training 

Online Training technique has been implemented as it is computationally infeasi-
ble to train the entire corpus due to resource constraints. We have fragmented the 
COI translation data set into four fragments and trained the model in a cyclic man-
ner each fragment at a time. In this way the model learns in an incremental manner 
without taxing high computational requirements.
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Table 3  BLUE score on validation set

Configuration BLUE score

Seq2seq lstm with teacher forcing 12.53

Seq2seq model with attention (Bahdanau) 15.34

Table 4  Performance of the model on short sentences

Source India is my country

Seq2seq model with attention (Bahdanau) भारत मेरा देश है

Google भारत मेरा देश ह।ै

Reference भारत मेरा देश ह।ै

7  Results and Analysis

7.1  Evaluation Metrics

BLEU-4 [14] is a metrics used to evaluate the similarity between the predicted 
sentence to its corresponding reference parallel. In our case, it is the translated or 
simplified sentence compared to its original sentence. BLUE score scales from 
1.0, indicating an absolute similarity to 0 indicating an absolute mismatch.

7.2  Analysis

BLUE score of our model with different configurations, on the validation dataset 
(1% holdout from the corpus), has been presented in Table 3.

As observed in Table 4, our proposed model performed well for shorter sen-
tences. The translated sentence must be similar to the reference sentence in the 
data set. The model is capable of capturing the context behind the judicial and leg-
islative jargon and translating them correctly.

However, as observed in Table 5, the model’s performance degrades as the sen-
tence length increases. It starts off correctly but then starts repeating the words 
till it gets cut at the max length. This is mainly due to the fact that our model uses 
only a single LSTM layer. The model’s performance for longer sentences can be 
enhanced by stacking more LSTM layers or even using bidirectional LSTM lay-
ers. The simplification model isn’t added to the tables due its low performance, 
resulting into repeated words. This is majorly because the current simplification 
corpus only has 300 records.
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Table 5  Performance of the model on long sentences

Source Provision for just and humane conditions of work 
and maternity relief: the state shall make provision 
for securing just and humane conditions of work 
and for maternity relief

Seq2seq model with attention (|Bahdanau) न्ाय और मानवीय परर स्थि तत यो ंके लि ए प्रबन्ध: है है है है है है है है है 
है है है है है है है

Google काय्य की न्ायोचि त एवं मानवीय दशाओ ंतथा प्रसूतत सहायता का 
प्रावधान: राज्य काय्य की न्ायोचि त एवं मानवीय दशाओ ंको सुतन श्चि त 
करने तथा प्रसूतत सहायता के लि ए प्रावधान करेगा।

Reference काम की न्ायसंगत और मानवोचि त दशाओ ंका तथा प्रसूतत सहायता का 
उपबंध—राज्य काम की न्ायसंगत और मानवोचि त दशाओ ंको सुतन श्चि 
त करने के लि ए और प्रसूतत सहायता के लि ए उपबंध करेगा।

8  Conclusion and Future Works

In the current work, we have focused on different NLP techniques like text trans-
lation and text simplification on the legislative and judicial text records in order to 
reduce the complexity and make it more comprehensible to the common people. 
Performance and results of the proposed LSTM-based seq2seq model incorporat-
ing teacher forcing have been expounded in Table 3. Both the translation and sim-
plification models have trained on our custom curated data set on the Constitution 
of India. The seq2seq lstm model with teacher forcing gives a BLUE score of 
12.53, however adding an attention layer enhances the model. It helps the model 
better understand the context of the sentences. The NMT model for English–Hindi 
language pairs having a BLUE score of 15.34 works well for short sentences as 
seen in Table 4. The NMT model successfully captures the judicial and legislative 
context in the given sentence. However, we observe a decrease in the performance 
for longer sentences as seen in Table 5. The simplification model has a relatively 
lower performance mainly due to the fact that we only have around 300 records 
for simplification, and the accuracy can future be increased by working on the 
data set. Moreover, the performance can further be improvised by increasing the 
epochs and the encoder–decoder units which are currently limited due to hardware 
constraints.

The research work can further be extended by increasing the simplification and 
translation data set with more judicial and legislative sentences. Our proposed 
model uses teacher forcing, other methods like beam-search, and state-of-the-
art transformers can also be experimented with to increase the performance. The 
accuracy of the text translation model can further be improved by augmenting the 
data set with more judicial specific English–Hindi pairs.
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Compiling C# Classes to Multiple Shader 
Sources for Multi-platform Real-Time 
Graphics 

Dávid Szabó and Illés Zoltán 

Abstract We are implementing a multi-platform real-time rendering library for 
.NET C#. This library supports low-level programming of Graphical Processing Units 
in our computers on the abstraction level of the graphics APIs, therefore it makes it 
possible to develop our own rendering algorithm or graphics engine in C#. With our 
library we can use shaders, buffers, textures, pipelines and other well-known low-
level graphical resources to implement a graphical application in C#. This library is 
an abstraction layer above the low-level graphics APIs (currently supporting Vulkan 
and multiple versions of OpenGL). However, every graphics API supports different 
shading languages. To provide a C# abstraction layer for these APIs the layer needs to 
abstract their shader languages as well. In this paper, we are presenting our methods 
of using the .NET Roslyn Compiler API to make an Embedded Domain Specific 
Language in C# for implementing shader code. We propose the methods used in our 
library (SharpGraphics) to develop C# classes as shaders. These “shader classes” and 
their implementation are parsed and compiled into shader source codes in multiple 
shader languages during development time. 

Keywords C# · Source generator · Real-time · Shaders · Vulkan 

1 Introduction 

Nowadays, with the .NET Ecosystem, especially with the newly arrived .NET 5 
and 6 [1] we can reach multiple platforms and operating systems from a single 
source code. A standard C# class library can be compiled for Windows, Linux, 
Mac, to mobile platforms like Android or iOS and even to the Web as a webservice 
or webpage. Using multi-platform packages and organizing our code into libraries
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we can accelerate our development for multiple systems. Only the system specific 
features must be reimplemented for every platform, our application specific models 
can be reused for all platforms. In our research we are merging this multi-platform 
C# area and technology with the world of low-level real-time graphics and rendering. 

To implement a rendering algorithm or graphics engine You need to use graphics 
APIs to access the Graphical Processing Unit (GPU) in Your device. Using these 
APIs You can program GPUs, allocate resources on it and issue state modification 
and drawing commands to render sequence of images in real-time. Such graphics 
APIs are OpenGL, Vulkan, DirectX and Metal. These are C/C++ interfaces which can 
be used to communicate with the GPU’s Device Driver, therefore most applications 
using these APIs are implemented in C or C++. While the APIs have so-called binding 
libraries for C# (extern PInvoke static methods and structures generated from the 
C/C++ interfaces) these libraries do not fit the previously presented multi-platform 
C# environment perfectly. Every graphics API support different platform. DirectX 
supports only Windows, Vulkan supports only modern devices, OpenGL with the 
combination of OpenGL ES and WebGL supports every platform (excluding Mac or 
iOS), but these are older APIs. The combined use of most these APIs is needed to 
support as many platforms and devices as possible. Our goal is to provide a possibility 
for .NET C# developers to use graphics APIs through our low-level abstraction layer. 

Our library presents a way for developing multi-platform real-time rendering 
applications using C#. The library will provide a set of classes and functions for 
implementing low-level rendering algorithms in a cross-platform .NET application. 
The focus is to support implementing the rendering code only once in a shared 
library and all supported platforms can reference and consume this single codebase. 
Therefore, the library is an abstraction of Graphics APIs (currently Vulkan with vk 
.net [2] and OpenGL with OpenTK [3]). When the application initializes, the most 
fitting Graphics API can be selected to be used based on the current platform, device 
and capabilities. Furthermore, the real-time rendered images can be embedded into 
existing .NET applications’ user interfaces, just like any other regular UI component. 

In this paper, after the brief introduction of our library’s structure the focus is 
on the GPU sided code implementation, the shader programming with the library. 
The custom algorithms that are executed by the GPU during our drawing commands 
are implemented in shader languages and these differ between graphics APIs. To 
hide this difference, we have implemented C# abstractions not just for the Graphics 
APIs, but for their supported shading languages as well. The goals, advantages and 
implementation are detailed in later sections of this paper. 

2 Real-Time Graphics Library in C# 

Our library is a structure of libraries, not just a single package. There is a base library 
which is the graphics API abstraction which the user will use for development most 
of the times. There are the implementation layer packages which are the individual
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Fig. 1 CPU-side C# implementation of rendering the hello triangle sample application using our 
library (SharpGraphics) 

Graphics APIs (currently Vulkan, modern OpenGL and OpenGL ES 3.0) imple-
menting the base library [4]. Lastly there are the view layer packages which adds 
support for embedding and presenting the rendered images into multiple .NET UI 
frameworks like WPF, Xamarin, Avalonia, etc. 

Using the base library, it is possible to implement a custom rendering algorithm 
in a multi-platform C# class library. All the rendering features like using shaders, 
buffers, pipelines, etc. can be coupled in this module, regardless of what platform or 
which graphics API will be targeted. The decoupled architecture makes it possible 
to reuse most of the code implemented with our library, because the only platform 
specific part is the initialization of the Management, Device and UI surface. The rest 
of the rendering application can be shared between platforms. 

2.1 Example of CPU-Side Rendering Code 

To render something, a Render Pass must be created with a single Step and a Pipeline. 
The Render Pass specifies the output images’ types and their role in the rendering, 
when and how it wants to render into them. A Pipeline is a set of configurations for 
drawing commands. A Pipeline specifies the used shaders, the type of shader inputs 
and resources and other drawing specifications. 

For more complex solutions it is possible utilize Buffers, Pipeline Resources 
(Uniforms in OpenGL or Descriptor Sets in Vulkan) and Textures [5] (Fig. 1). 

2.2 GPU Shaders 

As stated previously, the focus of this paper is the implementation of shaders 
using our library. Shaders are the short programs that are executed by the GPU
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in specific drawing stages. Currently the Vertex Shader and Fragment Shader stages 
are supported by our library. In OpenGL these shaders shall be implemented in GLSL 
(OpenGL Shading Language), however GLSL has multiple versions, also OpenGL 
ES and WebGL are using a different versioning. Vulkan uses SPIR-V as its shader 
language which is an extended GLSL 460 compiled into an intermediate bytecode 
language. Both DirectX and Metal uses their own shader languages. 

Currently our library supports generating GLSL 420, 430, 440, 450, 460, 300 
ES and SPIR-V bytecode. For modern hardware GLSL 460 or SPIR-V would been 
enough, but the current role of OpenGL in our library is to maintain compatibility with 
older and simpler platforms therefore we’re supporting older GLSL code generation 
as well. 

2.3 Shader Classes in C# 

In our library it is possible to promote a C# class into a “shader class”. This will 
make the build system run our Source Generator (see in the next section) on the class 
and it will generate the shader sources and bytecodes from the class in the correct 
format to let us use it during Pipeline creation. To promote a class to shader class it 
shall be inherited from the proper ShaderBase class from our library and a Shader 
Attribute must be added to the class (presented on Fig. 2). This way we can also 
specify what kind of shader (Vertex of Fragment) we are implementing with this 
class. Inside this class the regular C# variables and programming constructs can be 
used, just like in the implementation a normal C# class. We can even use types or 
functions from outside of the class, those will be generated into the shader as well. 
However, there are some rules to be careful about, for example it is not allowed to 
use any reference types (shaders support only value types). Also, the class must be 
a partial class because our generator will generate additional partial classes storing 
the compiled shader source codes in fields.

In the class the abstract main method must be overridden. This will be the entry 
point of the shader which will be called for every vertex/fragment. Let us start with 
a simple Passthrough Vertex and Fragment Shader combination to understand the 
semantics of shader development in our library. These shaders are just receiving 
input and sending it forward without any modification. Implementation of much 
more complex shaders is possible of course, but this is a great starting point. 

To implement a simple Passthrough Vertex Shader (sets the incoming position 
from the vertex input data as the final position for the vertex without any transfor-
mations or modifications) we must create input variables to receive the vertex input 
data. We can declare a local private variable in our shader class as a Vector4 (Vector4 
and other mathematics structures are in the official C# System.Numerics namespace, 
our shader generator is using these types) and we shall add the in attribute from our 
library to this variable. This will indicate that during shader generation this will be 
generated with an in storage qualifier into the shader source (similarly for output 
variables we have an out attribute). In the Vertex Shader we have some built-in
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Fig. 2 Vertex passthrough shader implemented in C# and compiled into GLSL and SPIR-V using 
our library

variables like vPosition which stands for the built-in gl_Position variable in GLSL 
or vID which is gl_VertexID in GLSL. To finish our Vertex Shader class, we shall 
assign the input position to vPosition stating that this value is going to be the final 
vertex position. Also, we can create an in and an out Vector4 variable for sending 
the incoming color value of the vertex to the Fragment Shader. 

The Fragment Shader can be implemented analogue to the Vertex Shader. We shall 
declare an in Vector4 variable for receiving the color from our Vertex Shader and an 
out Vector4 for stating the final fragment color. In the overridden main function, we 
shall assign the input color to the output color (Fig. 3).

2.4 Complex C# Shaders 

Vertex Shader for 3D Transformations. To do 3D transformations, the transfor-
mation matrices are needed in the Vertex Shader. The final vertex position must be 
transformed with the MVP matrix (model/world, view and projection transformations 
multiplied into a single matrix). In the Fragment Shader we could require the world 
position of the fragments and the normal vector as well. To get the world position the 
world transformation matrix is needed on its own and to calculate the transformed 
normal we need the inverse transpose of the world transformation matrix. These 
matrices can be stored in a structure (just a regular C# struct). In our Transform 
Vertex Shader there shall be a Uniform variable of this structure to be able to receive 
the current object’s transformation during the draw command.
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Fig. 3 3D transformation vertex shader implemented in C# and compiled into GLSL and SPIR-V 
using our library

Uniform variables are constants inside the shader, but before the drawing 
command is issued on the CPU sided code that will eventually execute our shader, 
we can set the values of these Uniform variables. Conveniently, in our library the 
same C# structures can be used both in the CPU sided code when we are setting the 
value and in the GPU shaders where we use it (mind the StructLayout attribute! We 
will explain memory layouts later in this section). In the C# shader class, we can use 
the Uniform attribute from our library to indicate that a field is a uniform variable. 
We need to assign the set and binding inside this set to this variable, because these 
are the ids which we can use on the CPU sided code to select which of the Uniform 
variables (in case we have multiple) we want to assign a value. 

For vector and matrix operations we are consuming the C# System.Numerics 
namespace with its types and functions. By implementing a valid calculation with 
this API, the formula will be compiled into the correct GLSL formula. 

Fragment Shader for Phong Shading. Phong Shading [6] is a straightforward way 
of simulating light effects in 3D graphics. An example of a Phong shader using our 
library could be implemented like on Fig. 4.

In this shader we are using multiple Uniform variables for multiple purposes. 
Material stores the current object’s material information (how it reacts to light, how
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Fig. 4 Phong shading fragment shader implemented in C# using our library

shiny it is, etc.), Light stores the virtual world’s sun’s, the directional light’s infor-
mation (its color and direction) and Scene presents other scene dependent data like 
the camera (viewer) position. 

When using structures as uniform variables in a shader language we must consider 
the memory layout of the fields inside a structure. Every device (GPU) favors a 
different memory layout as an optimal layout. While we would expect that the fields 
of a structure are stored in the memory by the order of the declarations the device 
may expecting it in a different order, simply because that order is more optimal for its 
internal architecture. Also, fields may have padding between them, leaving unused 
bytes among the bytes of our actual variables in the memory. When we see a structure 
with two float fields, we would expect that it should be stored on 8 bytes of memory (2 
* 4, because a float is stored on 4 bytes). The device may introduce padding between 
the fields, to match a particular memory layout, for example organizing the structure 
to have all its fields starting at every 16th byte [7]. To overcome this inconsistency 
shader languages introduced standard layouts which are device independent memory 
layout options for declaring structures. Our library is using the GLSL std140 layout 
for Uniform variables which means the C# structures must obey the rules of this 
layout. Like in the example of our LightData structure, You may need to explicitly 
set the memory offset (location within the structure) of all fields to match the shader 
language’s expectations. Currently our shader generator has no means of checking or 
enforcing the correct layout, but this is something that we are planning to add later. 

In the Phong shader we are using a Texture Sampler (a resource to read pixels 
from an image in memory) to colorize our geometry. For these purposes we have
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introduced some types in our library which You can use in the C# shader classes to 
access certain shader features like texture samplers and sampler operations. 

3 C# Source Generators 

Source Generators are part of the Roslyn Compiler Platform SDK [8] that is a C# 
development library that enables developers to access the syntax tree and model of 
their compiled C# application either during development time or during runtime. 
Using a Source Generator, we can implement custom code checking and refactoring 
tools or we can generate C# source files as well which will be added to the compilation 
during the compilation. For our Shader Generators we have used the C# source file 
generation feature of the API. 

While it is possible to use Source Generators to create a standalone appli-
cation, like a command-line tool, we have created a Source Generator project 
which can be referenced and used from any C# projects. These kinds of 
projects are called Analyzers, .NET Standard 2.0 class library projects where 
the <IsRoslynComponent> true </IsRoslynComponent> option must be added to 
the project file and it needs references to the Microsoft.CodeAnalysis.Csharp and 
Microsoft.CodeAnalysis.Analyzers packages. For both references we need to add 
PrivateAssets = “all” attribute, to indicate that the reference of our analyzer should 
not see these references, otherwise it may try to make that project as an Analyzer 
project as well and that would result in inconsistency errors with the project type. 
An Analyzer project created this way can be referenced from another C# project of 
the solution, by adding OutputItemType = “Analyzer” to the referencing project. 

During compilation of the referencing project the compiler system will invoke 
the Analyzer project’s compiled dll. The Analyzer is executed, and the implemented 
custom code will traverse the current state of compilation, optionally add additional 
C# sources to it. All of this is happening completely during compilation time, no 
runtime reflection or other runtime performance penalties will be applied. 

Visual Studio itself uses the Analyzer’s dll as well, but it only loads the dll when 
Visual Studio launches and loads the project. This means that every time when You 
modify Your Analyzer project’s source code and recompile it, You need to restart 
Visual Studio forcing it to use the newly compiled dll. 

While an Analyzer project can be used for a lot of purposes, we are currently 
focusing on source generation. To get started we need a class in the Analyzer project 
implementing the IIncrementalGenerator interface (ISourceGenerator is available 
as well, but Incremental Generators are more optimal to use). In the implemented 
Initialize method we can access the context of the compilation of the project that 
is referencing our Analyzer. We can filter the classes, structures, functions, variable 
declarations, or all other programming constructs of this compilation to collect only 
the parts of the code which we want to work on. It is important to filter early and to 
filter well, because on larger projects a non-performant Analyzer can greatly slow 
down the compilation and the responsiveness of Visual Studio.
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Fig. 5 Project file of a Roslyn source generator using other package references 

After successful filtering we can schedule the execution of our code generator 
method with the filtered data. The filtered data is usually some kind of Syntax 
information (ClassDeclarationSyntax in our Shader Generator’s case because we 
are filtering for the classes which are promoted with our Shader Attribute). Using 
these Syntax classes, we can travel the whole syntax tree if needed. We can query the 
fields and methods inside the found classes. We can get the statements inside a method 
and the expressions that are constructing those statements. To get more detailed type 
information about expressions we can get the semantic model for syntax trees. Using 
these models, the type of the fields and the declaration or other information of these 
types can be found. Based on this information it is possible to issue warnings, refac-
toring or to generate completely new C# sources and add these to the compilation. 
All this parsing and generation happens during development and compile time. 

We are creating a library for developers to use; therefore, we need to be able to 
package this analyzer project into a NuGet Package. Any .NET Standard project can 
be issued for packing using the <GeneratePackageOnBuild> true </GeneratePacka-
geOnBuild> option in the project file, however we need additional options for prop-
erly packing the Analyzer and its references and DLLs. For all other nuget package 
references we shall add the PrivateAssets = “all” and GeneratePathProperty = “true” 
attributes. Thanks to the latter the path to the compiled DLL of the reference can be 
accessed in the project file later for packaging. On Fig. 5 we present the modifications 
to the project file that are required to pack the DLLs of referenced packages into our 
Analyzer’s package. 

4 Shader Generation 

After the compilation has been filtered for C# classes annotated with the Shader 
Attribute our generator prepares the GLSLangValidator (explained later), then it 
decides about the type and stage of the shader based on the Shader Attribute. Currently 
only Vertex and Fragment Shaders are supported, so the generator tries to find either 
of these two Attributes. We collect information about our C# shader class into a 
ShaderClassDeclaration class. The fields of the class are filtered by our in, out and 
uniform attributes and the main function of the class is searched for as well. On
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Fig. 6 Structure and compilation steps of our shader generator module 

this prepared information we start our Builders. We have a Builder for all supported 
shader and their task is to traverse the syntax tree of the C# shader class and generate 
the corresponding shader source as a string. Lastly the generated strings are added to 
the compilation as fields in a C# class, therefore the library will be able to get these 
shader source strings during Pipeline creation (Fig. 6). 

4.1 Shader Generator Preparation 

We can determine the stage of the shader by the type of our Shader Attribute, our 
library has a separate VertexShaderAttribute and FragmentShaderAttribute for this 
role (both are inheriting from a ShaderAttribute base class so after filtering we can do 
further analysis based on the subclass types). Later this system can be extended with 
support for Compute Shaders or other Graphics Shader stages as well. We collect all 
this information to the previously mentioned ShaderClassDeclaration class which is 
provided to the Builders. 

The generated shader sources are emitted into the compilation as partial classes. 
The ShaderBase class which our C# classes needs to inherit from, provides properties 
for getting the generated shader source for every supported shader language and 
version. For each shader language and version, a partial class is generated, holding 
the generated source in a private field, and providing access to it using a property 
getter. To properly emit these partial classes, we also need to get the namespace of 
the C# shader class which the generator is currently parsing. First, we collect all the 
generated sources into a List, with the name of their shader language (to know which 
property and field it should emit the source into) and the source string itself. For the 
string-based GLSL the source string is the multi-line string of the generated string 
itself. For the bytecode-based SPIR-V the source string is the instantiation of a byte 
array with the content of the compiled bytes. We are not utterly satisfied with emitting 
the compiled shaders into the code this way. We are experimenting with ways to emit 
the generated shaders as Embedded Resource files into the compilation.
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4.2 Shader Builders 

Builders are the soul of our whole Shader Generation package because Builders are 
responsible for deeply inspecting the C# shader class’s syntax-tree and generate the 
source string statement by statement. To be able to extend the system in the future 
for supporting more shader languages (for supporting DirectX and Metal), we have 
defined a ShaderBuilderBase class which is responsible for exploring the syntax-
tree. Specialized Builders for GLSL or other shader languages are inherited from 
this base class to implement the language specific generation steps. Multiple GLSL 
builders are also inheriting from each other. While the basic keywords and syntax 
of the most modern GLSL 460 are the same in the older GLSL ES 300 on mobile 
hardware, some modern features are not supported, and those parts of the source 
generation must be overridden to fall back to the older feature set. 

ShaderBuilderBase defines the main structure of the generated shader source, by 
first generating the Preprocessor keywords, then shader level variables and lastly the 
main function. Generation is done using a StringBuilder, which is an optimal way 
of concatenating multiple strings into a single string in C#. The base class keeps 
track of the current indentation to always emit the proper number of tabulators at the 
beginning of the lines. It also stores the line number for adding structure definitions 
or functions, which are discovered during the exploration of the main function. 

Variables. We generate the in, out, uniform and local shader level variables in this 
order. The declarations have been grouped into these storage categories before the 
Builders are started, during the preparation. For every category we generate the 
declaration for each variable in declaration order. First, we need to get the shader type 
of the declared variable. Our library differentiates the C# types in the implemented 
C# shader classes and the types that are supported in the shader language. We need 
to map these types to each other. For primitive types, the mapping is simple (int 
to int, float to float, etc.), but for more complex types we need to emit a different 
string into the shader code (Vector3, which is System.Numerics.Vector3 is vec3 in 
the shader language). Structures are even more complex (see later). When the type 
of the variable is known, we can begin the generation of the declaration. We need 
to generate the proper storage qualifier (in, out, uniform) based on the Attributes 
attached to the declaration. This is specialized for the GLSL Builders to generate the 
qualifier keyword before the type. 

For uniform variables struct types are supported, so this behavior must be handled 
at the declaration to generate the struct inlined to the declaration. If the uniform 
variable is an array of structs, then the inline struct will have only a single struct 
array field with the actual struct instances inside. Older GLSL versions do not support 
explicit location settings for the uniform variables so for GLSL ES 300 we need to 
override this generation with a specialized behavior to rename these uniform variables 
during shader generation consistently using the location settings. This way the CPU 
side code can still deterministically get the location of these variables in our library. 
The generator supports renaming variables during the generation, therefore every
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time when we are using a variable in the shader code that is renamed, the new name 
will be used. 

Statements. The main function (or any function) is built up from statements. After 
generating the interface of the function (void main() {…}) the statements of the 
function must be parsed and generated in order. For every supported statement kind 
(Expression, Declaration, If, For, etc.) we have functions to build the corresponding 
source for that statement kind in the shader language. Statements are built up from 
expressions which are also built up from other expressions. We have builder methods 
expressions too. To better understand, we can observe the syntax-tree of an Expres-
sion Statement which assigns the transformed input vertex position to the output 
position in the Vertex Shader on Fig. 3. The Expression Statement is a Simple Assign-
ment Expression which have a Left Expression (output position which is an Identifier 
Name Expression) an operator (equals) and a Right Expression that is an Invocation 
Expression (calling the static Transform extension function of Vector4). The param-
eters of this invocation are also Expressions and so on, until we reach the bottom of 
the Syntax-tree where we usually find an Identifier Name (name of a variable) or a 
Literal (like a float token). 

Our generator is built up with the structure presented on Fig. 7 to be able to 
discover the Syntax-tree and generate the equivalent shader source based on it. All 
the methods are virtual; therefore, their behavior can be overwritten in the derived 
GLSL or other shader builders if special behavior is needed for a shader language.

Types. Whenever the generator encounters the need to find the type of an expression 
(variable declarations, invocations, member access) it checks if that type has a corre-
sponding type in the shader language (int for int, vec3 for Vector3, etc.). If there is no 
corresponding type, then it assumes that it must be a custom structure and tries to get 
its declaration syntax for generating the struct. If there is no such structure defined in 
the C# compilation, then it is an unknown type and it will result in a generator error. 

Generating structures are done in a separate StringBuilder, because we need to 
add the declaration at the beginning of the shader source code (after preprocessor 
keywords and before variable declarations). Generating the struct is straightforward, 
like generating the variables of the shader. We store the fact into a Dictionary, that 
this struct has been generated, so the next time when the generator encounters the 
same struct type it will realize that it is already generated. 

4.3 Shader Validation and SPIR-V Compilation 

So far, the C# compiler can detect errors made against the C# specification and our 
Generator can detect some of the errors that are rendering the implemented shaders 
incompatible with the target shader languages. Before linking the build into a final 
compilation, we are using the GLSLangValidator tool to catch any other error that 
passed the first two lines of defense.
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Fig. 7 Internals of our shader generator. For all statements in a method, it builds the statement and 
the expressions inside the statement

GLSLangValidator is a command-line tool from Khronos (developers of OpenGL 
and Vulkan) for parsing GLSL code and detecting errors in it. This tool can be also 
used for compiling an extended version of GLSL 460 to SPIR-V bytecode to support 
Vulkan, therefore we must use this tool in our Generator for Vulkan compatibility. 
The Validator application must be executed for all generated shader strings to be 
validated. In the case of SPIR-V, we must also read the compiled bytecode file. 

Preparing GLSLangValidator in our Generator. Our Generator needs to be able 
to run the Validator on the generated sources during compilation time. Currently, we 
are using GLSLangValidator by writing the shader string into a file, then passing the 
path of the file to the Validator for parsing. All of this is happening during compilation 
or development time; therefore, a lot of shaders and supported languages may slow
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down Visual Studio. We are experimenting with other ways for speeding up the 
process. 

We can get the executable for the Validator from its official GitHub repository 
[9]. We have added executables (for multiple platforms) to the Generator project 
as Embedded Resources. This way we can access the executable files while the 
Generator is executing. During the preparation phase of our Shader Generator, we are 
copying the Validator executable to the Temp folder in the system, if it is not already 
there (on Mac and Linux we need to execute the chmod command from our Generator 
to add executable rights to this file). Visual Studio or build systems may launch 
multiple instances of a Generator/Analyzer at once so we need to handle accessing 
the Temp folder from multiple threads simultaneously. We create a temporal folder 
for the current session, and we write the completely generated shader string into a 
text file in this folder. 

Validation. After the Validator executable and the shader file to validate is in place 
we need to launch the Validator as a new process with the path to the shader file in 
its launch arguments. To validate the only argument the Validator needs is the path 
to the shader file. For SPIR-V compilation we need to add -V to compile and -o 
{output_file_path} for the compiled file’s path. 

We are starting the Validator process with the built-in System.Diagnostics.Process 
class in C#. In Windows, we can get the output of the Validator so we can throw a 
compile time error with the error received from the Validator. 

After starting the Validator Process, we need to wait for the process to end. We are 
doing an active pooling wait on the resource, because the async waiting on processes 
is not available on .NET Standard 2.0. If the compilation has been canceled (manually 
by the user or automatically by the IDE) we shall terminate the process to finish our 
generator as soon as possible. 

If the generator has a non-zero exit code, then errors occurred during the compi-
lation. Otherwise, the shader is correct. For SPIR-V we can read the compiled binary 
file into our Generator to emit the byte array into the source code. 

5 Conclusion 

With our forthcoming library we are providing a possibility for .NET C# developers 
for implementing low-level real-time rendering algorithms and solutions in C# and 
to embed the rendered frames into the surfaces of .NET UI frameworks, like WPF 
and Xamarin. Using our library, both the CPU and GPU graphics algorithms can be 
implemented in C#. The CPU rendering code is an abstraction layer for Graphics 
APIs and the native GPU shaders are generated from C# classes during compilation 
time. 

We are presenting a new kind of development environment for both regular C# 
programmers and graphics programmers. We would like to recommend this paper and 
our approach both to .NET and graphics developers .NET developers could power
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their application with multi-platform real-time graphics modules and graphics devel-
opers could reach other platforms and new interesting development environments 
with our approach. 
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An Enhanced GLCM and PCA 
Algorithm for Image Watermarking 

Pratyaksha Ranawat, Mayank Patel, and Ajay Kumar Sharma 

Abstract Digital image watermarking is a technique to provide safety and authen-
tication to sensitive data in the form of images. It prevents unauthorized access and 
misuse of the data. In today’s world of the Internet, where there is a high risk of sensi-
tive data being misused, it is essential to take some measures to ensure data safety. In 
the proposed technique, features are extracted and analyzed from the image that must 
be protected by watermarking. Then the watermark is embedded into this cover image 
to get the final watermarked image. We have used GLCM and PCA algorithms to 
improve the efficiency of the watermarking scheme to attain maximum security. This 
technique is less complex and performs well. With this technique, a blind watermark 
is generated, which is more robust against attacks and thus improves the security of 
confidential data. We have used the parameters PSNR and MSE to test the efficiency 
of the proposed technique. We have used MATLAB for simulation. 

Keywords Image processing · PSNR · MSE · Watermarking 

1 Introduction 

1.1 Introduction to Image Processing 

In image processing, we first convert the image to digital form, and after that, various 
image processing operations are performed. Some operations include visualization, 
recognition, sharpening, restoration, retrieval, etc. These facilitate improving the 
quality of the image or extracting useful information from the image. The input of 
an image processing algorithm is an image, and the output can be an image or the 
features of that image.
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1.2 Digital Image Watermarking 

Digital image watermarking is a technique to embed a watermark into a multimedia 
product to protect the data from unauthorized access and tampering. It prevents illegal 
copying of data. Audio, video, text, or images [1] are protected from unauthorized 
users with the technique of digital watermarking. We can classify watermarking as 
visible watermarking and invisible watermarking. 

Visible watermarks are visible to the human eye. They are not very secure as 
anyone can resize the image and crop the watermark. When embedding a visible 
watermark, we need to ensure it does not occlude the critical portions of the image. 

In invisible watermarking [2], the watermark gets concealed in the cover image. 
It makes use of the technique of steganography. It is instrumental in proving 
the ownership of digital data. The authorized user can only identify the invisible 
watermark. 

We have two ways of extracting the watermark from the transmitted image. In 
the case of a blind watermark, information about the host image or watermark is not 
required for extraction. In the case of a semi-blind watermark, information about the 
watermark is required, but no information about the cover image is required. In the 
case of a non-blind watermark, we require all the information about the host image 
and watermark. 

1.3 Steps in Digital Image Watermarking 

There are three essential components in the generic model of digital image 
watermarking: 

i. Watermark generation 
ii. Watermark embedding 
iii. Watermark extraction (Fig. 1).

1.4 Requirements for Digital Image Watermarking 

The requirements for digital image watermarking are as follows [3]:

i. Robustness: A robust watermark can sustain attacks like compression, noise 
filtering, shearing, etc. It performs various other operations like conversion of 
digital to analog and analog to digital, cutting, and image enhancement. All 
the watermarking algorithms do not have the same level of robustness; some 
are robust against some manipulation and failed against other powerful attacks. 
However, every watermark does not need to be robust; in some cases, it can be 
more fragile.
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Cover image and other 
image data Watermark generation Watermark 

Cover image and 
watermark Watermark embedding Watermarked image 

Cover image, 
watermarked image and 

watermark 
Watermark detection Cover image 

Fig. 1 Steps in digital watermarking

ii. Imperceptibility: Imperceptibility, also called invisibility or fidelity, is an essen-
tial requirement of watermarking system. The watermark should not be easily 
visible to the human eye. The original image and the watermarked image 
should look similar. When the impermeability is achieved, the robustness [4] 
and the capacity will reduce and vice-versa. So, the impermeability is reduced 
by increasing the robustness and the capacity. The watermark is not always 
invisible; sometimes, it is preferred to be visible per the user’s demand. 

iii. Capacity: It is often referred to as Payload and is the number of bits embedded 
into the images. The capacity of every image varies as per the watermarked 
design. The capacity tells about the limit of watermark information that can be 
embedded and also satisfies the impermeability and robustness. 

iv. Security: The image can resist attacks. These attacks are responsible for modi-
fying the [5] embedded watermark. There are three parts of attacks: unauthorized 
removal, unauthorized embedding, and unauthorized detection. According to 
watermarking, specific characteristics are present in the watermark, which help 
resist attacks. 

v. Low Complexity: Watermarking is very costly because it is very complex. As it 
is very complicated and readily available for business purposes, the economics 
can be described using watermark embedders and detectors. The high speed of 
embedding and detector are two significant issues of complexity. 

1.5 Applications of Digital Image Watermarking 

In image processing watermarking has proved to be a promising technique. It has 
several applications of its own, and some of them are described below: 

a. Copyright Protection: We use the copyright information to embed the information 
into new production. We extract the watermark in case of any ownership dispute, 
and the owner has to provide evidence of his ownership.
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b. Content Authentication: It is required [6] to authenticate the content. It will 
prevent the access of unauthorized users in the watermark. 

c. Broadcast Monitoring: It is used more frequently in advertising that the content 
is broadcasted as the contract between the advertisement company and the 
customer. 

d. Owner Identification: Traditional methods verify that the owner has a visual 
mark. We can overcome this by using advanced software to modify the images. 

e. Fingerprinting: It is used to safeguard customers. When the customer gets a 
legal copy of any product and starts distributing it illegally in the market, he is 
punished by using fingerprinting copyright [7]. In this, the transaction is traced 
by embedding every recipient’s unique, robust watermark. So, the owner can 
quickly identify who redistributed the product and extract the watermark from 
further illegal copies. 

f. Medical Applications: Watermarking plays a significant role in the [8] medical 
industries. It protects the confidential reports of the patient from getting accessed 
by any unauthorized person. It is used to find all the information and reports of 
any patient in case they lose them. It protects the copyright of medical images. 
The widespread use of the Internet makes it very easy to share images publicly. 
Thus, the protection of confidential data becomes very important. 

1.6 Watermarking Properties 

Following are a few of the properties desired in the watermarked image: 

i. Effectiveness: It is the most essential and desired property of the water-
mark. According to this, the watermark should not get detected easily during 
transmission, whereas it should be easily extracted at the receiver end. 

ii. Host signal quality: We embed the watermark in the host signal, so we need to 
make sure that there are minimum changes made to the host signal and that the 
changes made are not visible easily. It must be ensured that the quality of the 
host signal is maintained. 

iii. Watermark size: It is imperative to check the size of the watermark. The water-
marked data usually transmits over insecure channels, and if the watermark size 
is more, it will be visible by all and be detected easily, thus hampering security. 

iv. Robustness: The watermark must be robust at all times to sustain any attacks or 
threats during transmission and maintain safe data transfer. 

1.7 Threats for Watermarking 

There are various threats to degrade the watermarking and hinder data security. With 
the advancement in watermarking techniques, the attackers are also coming up with 
new ideas and techniques to ruin the watermark. Some of the attacks are:
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a. Image Compression—The lossy compression of the images is responsible for 
the destruction of watermarking process. 

b. Geometric transformations—Includes rotation, translation, sheering, and 
resizing of the images. 

c. Image Enhancements—It includes sharpening, color calibration, and contrast 
change. 

d. Image Composition—It involves the addition of text, windowing with another 
image, etc. 

e. Information Reduction—It includes cropping. 

2 Present Work 

2.1 Problem Definition 

With the growing Internet usage, there has been a serious concern regarding the secu-
rity of confidential content. For this, many new techniques have emerged, and one 
of them is digital watermarking. The two major categorizations of the watermarking 
techniques are the spatial domain and frequency domain. In the spatial domain water-
marking technique, we insert the watermark into the cover image by modifying the 
lower-order bits of the cover image. This technique minimizes the complexity and 
computational values. However, the robustness of this technique is low against a 
specific type of attack. 

Frequency domain watermarking includes techniques like Discrete Cosine Trans-
form (DCT), Discrete Fourier Transform (DFT), and Discrete Wavelet Transform 
(DWT), which make use of some inverse transformations. These techniques provide 
security against more attacks, but this technique’s complexity and computational 
values are very high. Therefore, we need to design a robust technique against a 
maximum number of attacks while having minimum complexity and computational 
values. 

2.2 Objectives of Research 

• Examine the properties of the Discrete Wavelet Transform technique. 
• Design a novel enhanced technique to generate a blind watermark. 
• Compare the designed technique with DWT based on PSNR, BER, and MSE.
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Input image GLCM algorithm applied 
for analysis 

PCA algorithm applied 
for selection 

Watermark embedded Watermarked image 

Fig. 2 Process of generating a watermarked image 

2.3 Research Methodology 

In the base paper, we observed that the OS-ELM approach is applied to generate 
a semi-blind watermarked image. DWT algorithm is deployed for extracting and 
analyzing the features of the image. 

The technique suggested in this paper uses GLCM and PCA algorithms for gener-
ating a blind watermark. This technique is less complex, and the watermarked image 
is more robust against various security attacks (Fig. 2). 

Steps followed in this research methodology 

1. Initially, all the confidential and non-confidential images are considered. The 
confidential image is hidden within the non-confidential image. The keys used 
for encryption are generated from non-confidential images. 

2. In the next step, we apply the GLCM algorithm to extract features such as co-
relation and homogeneity from the confidential image. 

3. Then we apply the PCA algorithm to select features from the already extracted 
features. The similarity between pixels is analyzed, and the image is compressed 
using various mathematical formulae and statistics. 

4. Finally, the watermark created using non-confidential data is embedded into the 
cover image using OS-ELM, a machine technique. 

Gray-level co-occurrence matrix (GLCM) 

It is a [9] statistical method for understanding the spatial relationship among pixels 
in an image. It calculates how often pairs of pixels with specific values and in a 
specified spatial relationship occur in an image. The various statistics derived using 
GLCM are: 

1. Contrast: It measures the local variations. 
2. Co-relation: It is a measure to calculate the probability of occurrence among 

specific pixel pairs.
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3. Energy: It provides the sum of squared elements in GLCM. It is also known as 
the angular second moment. 

4. Homogeneity: It measures the closeness of the distribution of elements in the 
GLCM to the GLCM diagonal. 

The various steps of the GLCM algorithm are outlined below [10]: 

1. The first step in the GLCM algorithm is to quantize the image data. We treat each 
sample as a single image pixel; the sample’s value is the pixel’s intensity. These 
intensities are quantized into a specified number of discrete gray levels. 

2. Create the GLCM, a N × N matrix where N is the number of levels specified 
under quantization. 

The matrix is created as follows: 

i. Let s be the sample under consideration. 
ii. We denote the set of samples surrounding s by W, which fall within a window 

centered upon s, of a size that is specified under window size. 
iii. Consider only the samples in set denoted by W. We define the value of i, j by 

the number of occurrences of two samples of intensities i and j in a specified 
spatial relationship. 

iv. Make the GLCM symmetric. 

a. Make a transposed copy of GLCM. 
b. Add this copy to the GLCM itself. 

This will produce a symmetric matrix in which the relationship i to j is 
indistinguishable from the relation j to i. 

i. Normalize the GLCM. Divide each element by the sum of elements. 

1. Calculate the selected features. The calculations will only use the values of 
GLCM. 

Entropy = 
N−1Σ 

i, j=0 

−ln(Pi, j )Pi, j (1) 

Energy = 
N−1Σ 

i, j=0 

P2 
i j (2) 

Contrast = 
N−1Σ 

i, j=0 

Pi j  (i − j )2 (3) 

Homogeneity = 
N−1Σ 

i, j=0 

Pi j  
1 + (i − j)2

(4)
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Correlation = 
N−1Σ 

i, j=0 

Pi j  (i − μ)( j − μ) 
σ 2 

(5) 

Principal Component Analysis (PCA) 

Principal Component Analysis, or PCA, is a dimensionality-reduction [11] method 
used to reduce the dimensionality of large data sets by transforming a large set of 
variables into a smaller one that still contains most of the information in the large 
set. 

Following are the steps involved in PCA [12]: 

1. Standardization: It is imperative to standardize variables initially so that all of 
them are on the same scale. This will enable each variable to contribute equally 
to the analysis. Mathematically, standardization can be done by subtracting the 
mean from each variable’s value and then dividing it by the standard deviation. 

z = value − mean 

standard deviation 
(6) 

2. Covariance matrix computation: We calculate the covariance matrix to see how 
the variables in the input data vary from the mean with respect to each other. It is 
a p × p symmetric matrix consisting of covariances associated with all possible 
pairs of initial variables. 

3. Eigenvectors computation and eigenvalues computation: To calculate the prin-
cipal components of the data, we compute Eigen values and Eigen vectors, a 
concept of linear algebra. This helps reduce the dimensionality without much 
loss of information, and this can be achieved by discarding the components with 
low information. 

4. Feature vector: It is a matrix with eigenvectors that we choose to keep and 
consider relevant. This is the first step toward reducing the dimensions. We 
arrange the eigenvectors in decreasing order of their eigenvalues to find the most 
significant principal components. 

5. Recast the data along the principal component axes: In the previous steps, we have 
learned that we did just one change on the data set, i.e., standardization. Apart 
from those, we calculate only principal components and perform operations on 
them. The input data always remains in terms of initial variables. In this step, 
we use the feature vector formed using eigenvectors of the covariance matrix to 
reorient the data from the original axes to the ones reoriented by the principal 
components. 

FinalDataSet = FeatureVectorT ∗ StandardizedOriginalDataSetT (7)
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3 Result 

We have used MATLAB for the simulation of our proposed algorithm. MATLAB 
is a programming language based on matrix that is very user-friendly, thus, making 
the workflow fast and easy. It is prevalent in the various fields of engineering and 
science as it provides an interactive environment for developing algorithms, analysis 
and visualization of data, and numerical computations. First, the user enters a scale 
factor ranging from 0 to 7, as the input image is 8 bits. The watermarked image is 
generated according to this entered scale factor value (Figs. 3 and 4). 

PSNR—Peak signal to noise ratio is the ratio of the maximum power of an image to 
the corrupting noise power that affects the quality of that image. In image processing, 
PSNR is generally used to determine the error created by compression in the form 
of noise in the original signal. 

MSE—Mean square error demonstrates the cumulative squared error between the 
compressed and original image. It is mainly used in statistical models to measure the 
difference between the observed and predicted values (Fig. 5 and Table 1).

Fig. 3 Enter scale factor
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Fig. 4 Generation of watermarked image

Fig. 5 Parametric values of watermarked image
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Table 1 Result comparison Parameter 
values 

Base Proposed 

Watermarked 
image 

PSNR 13.3917 18.0129 

MSE 3001.26 2874.83 

Correlation 
coefficient 

0.01 0.01 

Entropy 7.9990 7.9989 

Contrast attack PSNR 20.0542 26.0537 

MSE 647.22 547.30 

Correlation 
coefficient 

0.96 0.01 

BER 4.2319 4.2200 

Sharpened 
attack 

PSNR 23.6209 29.4842 

MSE 284.70 243.80 

Correlation 
coefficient 

0.97 0.98 

BER 7.003 6.9047 

Salt and 
pepper attack 

PSNR 22.4476 27.484 

MSE 373.00 293.80 

Correlation 
coefficient 

0.96 0.91 

BER 7.9012 7.9036 

Decrypted 
image 

PSNR 13.3848 18.0130 

MSE 3006.02 3274.75 

Correlation 
coefficient 

0.01 0.00 

BER 7.6833 3.4237 

Elapsed time 
(s) 

0.011795 0.011994 

4 Conclusion 

The proposed method described in this paper helps in securely embedding the water-
mark into the cover image to obtain a more robust watermarked image. GLCM 
and PCA algorithms generate a blind watermark that can safely transmit over any 
secured or unsecured channel. In today’s world, there is wide internet usage, thereby 
increasing the risk of unauthorized access. Attackers can easily tamper with data 
over digital channels, posing a severe security problem. 

Unauthorized sources can access sensitive data, and they can also make changes 
to this data and distribute it illegally. Therefore, it is vital to have proper security 
measures to make sensitive data transmission secure. Watermarking is one such 
measure to induce security in digital data.
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This paper achieves it by deploying a combination of GLCM and PCA algorithms. 
It is simulated on MATLAB, and parameters such as PSNR and MSE are calculated 
to verify results. The effectiveness of this proposed technique is also verified against 
specific image processing attacks, and it is found to perform well. 

5 Future Work 

There is always a chance to improvise and improve any work that is done. Following 
are a few points that need to be taken into consideration to improve the proposed 
algorithm in the future: 

1. This algorithm can be improved in terms of elapsed time, and it can be minimized. 
2. The efficiency of the proposed algorithm can be verified in the presence of other 

attacks to see how well it performs or needs to be improved. 
3. The complexity of the algorithm can be reduced further. 
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