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Abstract. The short-term load forecasting of the power system is an important
basis for the safe and economical operation of the power system.With the introduc-
tion of the price competition mechanism into the power system to form the power
market, higher requirements are put forward for the accuracy and response speed
of short-term load forecasting. The key problem of power system load forecasting
is to establish a correspondingmathematical model according to the historical data
of the forecast object to describe its development law. Support vector machine the-
ory (SVM) can better solve practical problems such as small samples, nonlinearity,
high dimensionality and local minima, and can be used to establish a relatively
complete load forecasting model. The research shows that the application of SVM
for load forecasting of power system has the advantages of high accuracy and fast
speed, which significantly improves the effect of load forecasting.

Keywords: Load forecasting · Support vector machine method (SVM) ·
Nonlinearity · linear constraint

1 Introduction

The short-term load forecasting of the power system is an important basis for the safe and
economical operation of the power system.With the introduction of the price competition
mechanism into the power system to form the power market, higher requirements are put
forward for the accuracy and response speed of short-term load forecasting. Although
the power system load forecasting has been studied for many years, many theories
and methods of load forecasting have been formed [1–3], but with the development of
new load forecasting theories and technologies, the theoretical research on new load
forecasting methods is still developing [5, 6]. As a new technology of data mining,
support vector machine theory is applied in the fields of pattern recognition [4, 7] and
dealing with regression problems. In this paper, using the good nonlinear learning and
prediction characteristics of the support vector machine theory, aiming at the nonlinear
characteristics of various influencing factors of the short-term load forecasting of the
power system [8, 9], the short-term load forecastingmethod of the power systembased on
the support vector machine theory is studied [10, 11], which have important theoretical
significance and practical value.
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2 Sample Selection and Preprocessing for Load Forecasting

SVM-based power system load forecasting problem is to find a mapping from the fac-
tors that affect the load to the load with wide applicability. In fact, the performance of
load forecasting models constructed with intelligent algorithms depends on the quan-
tity and quality of historical load data [12]. The SVM based on the machine learning
method needs to train the training samples first, and then use the trained network to
make predictions, and the accuracy and generalization ability of the prediction model
are easily affected by the input variables of the samples. Therefore, the selection of input
variables becomes a power The key to system load forecasting data preprocessing [13].
The comprehensiveness of the data is crucial to the effect of the forecast. The data in
this paper selects the power grid operation data provided by East-Slovakia Power Dis-
tribution Company as the research object, that is, the data includes the daily average of
the four years from 1995 to 1998 and January 1999. Temperature. According to 1997,
1998 and January 1999 load sampling data at equal intervals of 30 min within 24 h a
day, the historical data in 1997 and 1998 were used as training samples, and the data in
January 1999 was regarded as unknown data, and the daily maximum value in January
1999 was calculated. Load Forecasting.

2.1 Feature Selection of Samples

Short-term load forecasting of power system is amultivariate forecasting problem,which
is studied as a functional regression problem. The predicted load value y is the output
value of the function, and the corresponding factors affecting the load, such as historical
load, temperature information, meteorological information, etc., are used as the input
value of the function x. Each component of the training data is the feature quantity of
the SVM (each element in the input vector of the x sample set (x, y) is called a feature).
The different data sequences affect the model’s scheme, which in combination with the
magnitude of the correlation and the data determines the model for the input samples.
The data features selected in this paper are: load time series, time factors, and the impact
of temperature on load.

2.2 Determination of Training and Testing Samples

In the short-term load forecasting algorithm of power system based on SVM, many
researchers have done a lot of work and used a variety of methods to determine the
feature quantity of the sample. Principal component analysis (PCA), as a commonly used
method to solve the problem of input variable selection [14], is relatively simple and easy
to understand in theory and application. It can not only compress the sample space and
improve the efficiency of prediction, but also eliminate the reduction of the generalization
ability of the prediction model caused by the correlation between variables, thereby
effectively improving the prediction accuracy of the model.

Based on the work done by previous researchers and after analyzing historical data,
this paper determines the following sample input sizes:
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(1) Daily maximum load data L = {l1, l2, l3, l4, l5, l6, l7} 7 days before the forecast
date;

(2) The daily average temperature of the T forecast day;
(3) The weekly attribute W = (1, 2, 3, 4, 5, 6, 7) of the forecast day, where the values

correspond to Monday to Sunday;
(4) The holiday attribute F = (1.0, 0.0) of the forecast day, and its value is 1 to indicate

that the forecast day is a major holiday.

The input sample is a 10-dimensional vector L = {l1, l2, l3, l4, l5, l6, l7, T, W, F},
and the historical data is smoothed and normalized to form a sample set containing 723
samples.

(1) Normalize the historical samples to form the SVM training sample set; the objective
function [15] of formula (1) according to the training sample set;

(2) Dual optimal problem:
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Introducing the kernel function to solve the above equation, we get
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The threshold b can be calculated by the following formula:

b = averge

∣∣∣∣∣εsign(αi − α∗
i ) + yi −

l∑

i=1

(αi − α∗
i )k(xi, x)
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(3) Substitute the number- insensitive loss parameter ε, penalty coefficient c and the
width parameter in the kernel function σ 2 into Eq. (1), and solve for αi, α∗

i ;
(4) Insert αi and α∗

i enter into formula (4), and use the forecast sample to complete the
forecast of the maximum load on the next day;

f̃ (xt+1) =
l∑

i=1

(αi − α∗
i )k(xi+1, x) + b (4)
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(5) After the forecast is completed, the real load data of the next day is regarded as
the known data, and the load forecast for the whole month is completed in turn.
In order to verify the effectiveness of the algorithm, this paper takes the average
relative error as the basis for evaluating the prediction effect, that is,

eMAPE = 1

n

n∑

i−1

∣∣∣∣
A(i) − F(i)

A(i)

∣∣∣∣ × 100% (5)

A(i) and F(i) represent the actual and predicted load values, respectively.

3 Normalization of Load Data

After obtaining all training samples and test samples, the input sample data is usually
normalized due to the following factors:

(1) Avoid data that changes in a larger range from drowning data that changes in a
smaller range.

(2) Avoid numerical difficulties in calculation, because the inner product of eigenvec-
tors needs to be calculated in kernel value calculation, such as linear kernel and
polynomial kernel, etc. Large eigenvalues may cause numerical difficulties.

Normalization in this paper is carried out according to the dimension, that is, each
dimension of the 10-dimensional input vector is normalized to the required interval.
Assuming that the maximum value of the current dimension on all samples is and the
max minimum value is min, the following linear transformation can be done:

y = x − min(value)

max(value) − min(value)
(6)

x, y are the values before and after the max(value) transformation, and min(value) are
the maximum and minimum values of the sample, respectively, so that the [min, max]
interval is mapped to the [0, 1] interval; similarly, the data can also be normalized to
map to The interval [−1,1], this process can be completed by the normalization function
of matlab.

4 Methods of Kernel Function Construction, Selection
and Parameter Optimization

The choice of kernel function has a great influence on the accuracy of load forecasting.
According to related research, this paper chooses RBF as the kernel function of SVM.
Through a large number of experimental studies, it is found that the width parameter
σ 2 and penalty coefficient in the kernel function c play a very important role in the
performance of SVM [16].
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SVM has a great influence on the performance of the model. At present, there is no
recognized effective structured method for the parameter selection of SVM. Due to the
large amount of data in training samples, this paper only optimizes two parameters that
are critical to the performance of σ 2 SVM, namely the width parameter and the penalty
coefficient in the kernel function c. In order to ensure the efficiency and practicability
of the calculation, this paper adopts the grid -search and cross-validation method (Grid-
search) to select the width parameter σ 2 and penalty coefficient in the kernel function
c.

Cross Validation (CrossValidation, CV) is a statistical analysismethod used to verify
the performance of the classifier. The basic idea is to group the original data (dataset) in
a certain sense, and part of it as a training set (train set), and the other part is used as the
validation set. First, use the training set to train the classifier, and then use the validation
set to test the trained model (model), which is used as the performance indicator for
evaluating the classifier. The commonly used CV method is k fold cross validation (k-
fold Cross Validation), denoted as k-CV. Cross-validation and parameter optimization
are two steps. Their relationship is that in the process of parameter optimization, each
time a new parameter value is obtained, cross-validation is required to verify.

to determine the optimal value on a two-dimensional uniformly divided grid com-
posed of the width parameter σ 2 and the penalty coefficient. The parameter optimization
and cross-validation process for load forecasting c with SVM is shown in Fig. 1 and
Fig. 2:
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Fig. 1. The first iteration process of cross-validation
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Fig. 2. The second iteration process of cross-validation

Now, SVM is used to predict the load in the case of selecting parameters and not
selecting parameters. The specific values can be seen in Fig. 3.

From the checking results in Table 1, it can be concluded that the prediction accu-
racy after using the optimal parameters is significantly improved, and the selection of
parameters has a greater impact on the load prediction effect.
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Fig. 3. Comparison of prediction results

Now the load prediction results of the power system based on SVM and the real
results are drawn in Fig. 4. After calculation, eMAPE = 1.8937%, the accuracy is high.
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Fig. 4. Prediction results

5 Summary

This paper focuses on the key sample selection and preprocessing problems in the load
forecastingmodel of the SVMmethod. This paper shows that the support vectormachine
theory (SVM) can better solve practical problems such as small samples, nonlinearity,
high dimensionality and local minima. Problem, and can be used to establish a more
complete load forecasting model. And make the following conclusions:

(1) This paper provides a basis for the selection of sample input feature quantities
through the research on the correlation between the selected historical load data
and the predicted load data, and gives a sample set selection scheme.

(2) This paper also studies other issues such as data preprocessing, kernel function con-
struction and selection, parameter optimization methods, data normalization pro-
cessing, etc., and uses examples to analyze the results of short-term load forecasting
based on SVM under each sample processing condition.

(3) In this paper, SVM is used for power system load forecasting, which has the advan-
tages of high accuracy and fast speed, and significantly improves the effect of load
forecasting.

(4) Before establishing the sample set, various mathematical methods will be used to
correct the bad data in the historical load value. Even so, there is still a deviation
between the corrected value of the bad data and its actual value, which directly
affects the prediction accuracy. How to deal with bad data more effectively needs
to be further explored.

References

1. Wang, Q., Li, H., Wang, X., et al.: Short-term load forecasting of support vector machine
optimization based on chaotic electromagnetic algorithm. Comput. Technol. Autom. 38(04)
(2019)



Short-Term Load Forecasting of Power System 181

2. Yuan, T., Yuan, J., Chao, Q., et al.: Research on comprehensive model of medium and long-
term load forecasting of power system. Power Syst. Protect. Control. 40(14) (2012)

3. Xi,Y.: Refined short-term load forecasting integrating historical data and real-time influencing
factors. Beijing Jiaotong University (2019)

4. Rasmussen, C.E., Bülthoff, H.H., Schölkopf, B., Giese, M.A. (eds.): Pattern Recognition.
LNCS, vol. 3175. Springer, Heidelberg (2004). https://doi.org/10.1007/b99676

5. Hu, L., Zhang, L., Wang, T., Li, K.: Short-term load forecasting based on support vector
regression considering cooling load in summer. In: Proceedings of the 32th Chinese Control
and Decision Conference(CCDC 2020) (2020)

6. Wei, M., Ye, W., Shen, J., et al.: Short-term power load forecasting method based on self-
organizing feature neural network and least squares support vector machine. Modern Elect.
Power. 38(01) (2021)

7. Yang, S.: PatternRecognition and IntelligentComputing-MatlabTechnology Implementation.
Electronic Industry Press (2008)

8. Wan, Q., Wang, Q., Wang, R., et al.: Short-term power load forecast of a power grid in a
certain region based on support vector machine. Power Grid Clean Energy. 32(12) (2016)

9. Zhang, J.: Short-term power load forecasting of smart grid based on improved LSSVM. North
China Electric Power University (2021)

10. Cao, J.,Wang,W.,Wang, H., et al.: Research on short-term load forecasting of electric heating
based on improved PSO-LSSVM. Comput. Simul. 39(02) (2022)

11. Li, X., Zhang, J., Zhang, Y., et al.: Short-term load forecasting of similar daily support vector
machines based on D-S evidence theory. Power Grid Technol. 34(07) (2010)

12. Liu, C.: Research on short-term load forecasting of Yantai power grid based on support vector
machine. North China Electric Power University (2015)

13. Wu, H., Fang, Q., Zhang, X., et al.: User-side payload prediction based on wavelet packet
decomposition and least squares support vector machine. Modern Electric Power (2022)

14. Shi, Q.,Wang, L., Zhang, P., et al.: Short-term load forecasting based onmodal decomposition
and attention mechanism for long and short time networks. Power Grid Technol. (2022)

15. Peng, B., Xibin, Z., Bin, Z., et al.: Support Vector Machine Theory and Engineering
Application Examples. Xidian University Press, Xi’an (2008)

16. Naiyang, D., Yingjie, T.: Support Vector Machines - Theory, Algorithms and Extensions.
Science Press, Beijing (2009)

https://doi.org/10.1007/b99676

	Short-Term Load Forecasting of Power System Based on Support Vector Machine Theory
	1 Introduction
	2 Sample Selection and Preprocessing for Load Forecasting
	2.1 Feature Selection of Samples
	2.2 Determination of Training and Testing Samples

	3 Normalization of Load Data
	4 Methods of Kernel Function Construction, Selection and Parameter Optimization
	5 Summary
	References




