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Preface 

In power engineering, electrical engineering, and electric power industry, power 
converters play an important role in converting electricity from one form to another 
such as converting between AC and DC; or regulating the voltage or frequency; 
or some combinations of these. It is required for a variety of applications, such as 
industrial drives, power supplies, energy production equipment, consumer goods, 
electric vehicles/aircrafts/ships, and smart grid. Because the applications of power 
converters become more and more complex and diverse, its design requirements 
become increasingly difficult for engineers. For example, if a power converter is 
designed, its design target may include many optimization objectives, such as effi-
ciency, power density, control performance, system stability, reliability, and so on. It 
is not possible to require human beings to find the optimal design only by personal 
experience. Consequently, how to design power converters in a reasonable way to 
meet the above complex and diverse requirements becomes an urgent concern of the 
engineers. 

This book will open a new door for the world to design the power converters 
through artificial intelligence (AI) tools. This book first reviews the existing AI tech-
nologies in power converters. Furthermore, this book introduces special AI algo-
rithms for power converters, which considers the unique characteristics of power 
converters. After that, this book introduces a family of our proposed AI-based design 
method for the power devices, DC/DC converters, resonant DC/DC converters, bidi-
rectional DC/DC converters, and DC/AC inverters. To the best of the authors’ knowl-
edge, this book is the first book that comprehensively introduces how to use the AI 
technologies in the design of power converters, including literature review, algorithm, 
circuit design, control strategy, etc. 

This book comprehensively provides self-contained knowledge regarding the AI-
based design of power converters from Prof. Zhang Xin’s research Group. The 
purposes of this book are to introduce the AI-based design methodologies for the 
power converters in a systematical way, so as to reflect the superiority of the AI-based 
design methods and eventually attract more people to adopt these useful methods.

v



vi Preface

This book is suitable for the following disciplines: power electronics, control engi-
neering, artificial intelligent, and circuit design. This book can be treated as the grad-
uate textbooks, undergraduate textbooks, and industrial design instruction books of 
the above areas, which can bring benefits to both academia and industry. 

Hangzhou, China Xin Zhang
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Chapter 1 
Introduction 

1.1 Backgrounds 

1.1.1 Basic Introduction to DC-DC Converters 

In the current era, environmental problems such as the global warming and the deple-
tion of fossil fuel attract more and more attentions globally, leading to the increasing 
penetration of renewable energy resources [1, 2]. The inherently fluctuating, inter-
mittent and widely-distributed renewable energy brings challenges to the existing 
power grid. To ensure the reliable and stable connections between renewable energy 
resources and existing power grid, DC-DC converters and DC-AC inverters are the 
key enablers. Several applications of DC-DC converters and DC-AC inverters are 
shown in Fig. 1.1.

Generally, the topologies of DC-DC converters can be classified into non-isolated 
and isolated types according to whether there is galvanic isolation, or can be classified 
into unidirectional and bidirectional types based on the directions of power transfer 
[3]. In the non-isolated DC-DC converters, conventional Buck, Boost, Buck-Boost, 
Ćuk and Sepic/Zeta converters have been widely applied in photovoltaic systems 
[4], LED drivers [5], fuel cell vehicles [6], etc. To enhance the voltage boost ability 
and relieve the burden of current stress, two or more converters can be connected 
in a cascaded fashion, which has applications such as smart grids and distributed 
power systems [2]. Interleaved and multilevel converters, which are also non-isolated 
DC-DC converters, can be utilized in automotive systems [7], HVDC grids [8], etc. 

From the perspective of isolated DC-DC converters, except for the benefits of 
safety, the galvanic isolation can achieve high voltage gain ratio and provide the possi-
bility of multi-input and multi-output topologies. In the isolated DC-DC converters, 
flyback, push–pull and forward topologies are commonly applied in low and medium 
power situations [3]. The most popular isolated DC-DC converters are dual active 
bridge (DAB) converters, whose applicational fields include electric vehicle charging
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Fig. 1.1 Applications of DC-DC converters and DC-AC inverters

[7], battery storage systems [9], uninterrupted power supply [3], solid-state trans-
former [10], etc. Recently, DAB converters with resonant tanks such as LC, LLC, 
CLLC [11] are hot research topics. 

1.1.2 Basic Introduction to DC-AC Inverters 

To build the connection between the existing AC power grids and the distributed 
renewable energy sources such as solar energy, wind energy and tidal energy, DC-
AC inverters are also playing significant roles, as the applications shown in Fig. 1.1. 
According to the operation modes, inverters can be classified into stand-alone, grid-
connected and bimodal types [12, 13]. From the configuration topology point of view, 
the grid-connected inverters mainly consist of three types: centralized inverters, string 
inverters and module inverters, which are suitable for high power, medium power 
and low power applications [14, 15]. Similar to DC-DC converters, DC-AC inverters 
are widely used in renewable energy systems, such as solar PV systems [16] and 
wind farm systems [17, 18]. In addition, Inverters can be used in space applications 
[19], telecommunication [20], computer systems [21] and traction scenarios [22]. 

1.2 Problem Descriptions 

Due to the increasing proportion of DC-DC converters and DC-AC inverters in both 
industry and our daily life, their power modules, circuit parameters and modulation 
schemes have to be carefully studied and optimized from power quality, stability, 
efficiency, reliability and economic perspectives [16, 23, 24]. In practice, to design
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and deploy a power electronic system in real-world, the whole process mainly consists 
of three steps: performance analysis, optimization, and modulation and control. 

As exhibits in Fig. 1.2, the conventional methods for performance analysis, opti-
mization and modulation of power converters suffer from some unneglectable prob-
lems: time-consuming and inaccurate manual performance analysis, suboptimal opti-
mization and unsatisfactory modulation [25, 26]. Generally, conventional perfor-
mance analysis suffers from excessive human-dependency, time-consuming and 
inaccurate problems, traditional optimization approaches suffer from suboptimal 
problem and heavy computation, and conventional modulation approaches may result 
in high space and time complexity. 
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Fig. 1.2 Problems in the conventional approaches for the performance analysis, optimization and 
modulation for DC-DC converters and DC-AC inverters
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1.2.1 Problems in the Human-Dependent Analysis 
of Performance of Power Converters 

In the performance analysis of power converters, most of the existing conventional 
methods require the fully involvements of engineers and researchers for the math-
ematical expressions. For example, to obtain the expressions of copper loss and 
conduction loss of DAB converter, the inductor current has to be analyzed piece by 
piece for all the operating modes, and the deduced high-order expressions are then 
squared and integrated to compute the rms value for further computing copper and 
conduction losses [27]. Lin et al. manually deduces the analytical expressions of the 
output impedance of symmetrical CLLC-type DAB converter for the stable operation 
of cascaded power converter systems, where the small-signal model of main circuit 
reflects high complexity caused by the four resonant inductors and capacitors [28]. 
Due to the excessive human-dependency, the conventional analysis and deduction of 
performance of power converters are time-consuming and error prone [29, 30]. 

Apart from the problems of heavy manpower burden, conventional human-
dependent performance analysis suffers from inaccurate problems. To derive the 
mathematical expressions for the targeted optimization objective, many approxi-
mations will be taken for the sake of analytical convenience. For instance, [23] 
only adopts the zeroth and first order terms in Fourier expansion for the simplicity 
of impedance analysis. Besides, [31] assumes ideal models of power switches and 
neglectable magnetizing current. All these approximations for analytical convenience 
undermine the precision of deduced expressions and thus potentially lead to low 
design accuracy. 

1.2.2 Problems in the Optimization of Power Converters 

After deducing the analytical formulas for the performance of converters, optimiza-
tion is conducted to achieve better operating performance. The conventional opti-
mization approaches of power converters are based on enumerations or determin-
istic optimization algorithms, which suffer from the drawbacks of large computa-
tion and suboptimal designs [32, 33]. The enumeration-based approach tries out 
all possible design cases, so its computational burden for computer is extremely 
heavy, while the design cycle is an important factor to be considered. As shown 
in Fig. 1.2 [34], enumeration-based approaches for the optimization of DC-DC 
converters may require infeasible computational time especially when the dimen-
sion of design parameters is high or when the design parameters are continuous with 
infinite possible values. 

As for the deterministic optimization approaches such as sequential uncon-
strained minimization, augmented Lagrangian and Newton–Raphson, their optimiza-
tion results highly depend on the selected initial iteration points and the predeter-
mined convergence threshold, as plotted in the left-side of Fig. 1.2. Both improper
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initial iteration point and inadequate convergence threshold will lead to unsatisfactory 
local optima [35]. With deterministic approaches, the optimality of design may be 
nontrivially undermined with a high possibility. Busquets-Monge et al. [36] reveals 
the suboptimal problems of some commonly used deterministic algorithms in the 
optimization of boost power factor correction converter. 

1.2.3 Problems in the Modulation of Power Converters 

To realize the real-time modulation for power converters, there are mainly two 
approaches: through online computation of deduced expressions or through searching 
a stored lookup table. For instance, [37] adopts lookup table to realize online triple 
phase shift modulation of DAB converter, in which the implemented lookup table 
stores the optimal modulation parameters for different operating situations. Zhou and 
Wang [38] utilizes deduced formulas to realize real-time space vector modulation 
(SVM). 

Generally, the space and time complexity of the real-time modulation are always 
considered, both of which are favoured to be as low as possible. It has to be admitted 
that the conventional lookup-table-based and expression-based modulation schemes 
are easy to implement, but they suffer from either high space complexity or unaccept-
able time complexity. According to Tang [37], the storage size of lookup table expo-
nentially rises with the increasing of stored variables, and the exploding storage size 
will nontrivially slow down the query speed of lookup table, as shown in the bottom 
of Fig. 1.2. Compared to lookup tables, expression-based modulation approaches 
have low space complexity, but the time complexity might be unacceptable due to 
the non-linearity of the expressions required to be solved in real-time [39]. Apart 
from that, the deduction process for the expression-based modulation approaches 
also suffers from tedious and overwhelming human-dependency. 

1.3 Basic Introduction to Artificial Intelligence Algorithms 

To overcome the aforementioned problems in the analysis, optimization and modu-
lation of power converters, three AI tools can be applied: neural networks, evolu-
tionary algorithms and fuzzy inference systems, which are introduced one by one as 
the followings.
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1.3.1 Neural Networks 

Neural network (NN), which lies at the heart of recent popular deep learning algo-
rithms, is a parallel-structured computational graph mimicking the flexible connec-
tions of biological neurons in brain [40]. As shown in Fig. 1.3, the general structure 
of NN consists of input layer, hidden layers and output layer, which are responsible 
for obtaining inputs, learning underlying behaviors and predicting outputs. Artifi-
cial neurons in NN connect with one another through adjustable weights and biases 
and non-linear activation functions. Being beneficial from its high non-linearity and 
easily adjustable structure, NN can learn any complex and nonlinear relationships 
between design variables and objectives with arbitrary precision, so it has better 
fitting accuracy compared with other regression techniques such as ridge regression, 
Bayesian regression and support vector regression [41]. 

In the current literatures, three types of NN are commonly adopted, namely feed-
forward NN (FNN), recurrent NN (RNN) and convolutional NN (CNN) [42], the 
standard structures of which are shown in Fig. 1.3. FNN passes the information in 
only one direction, from inputs to hidden layers and then to outputs. CNN utilizes 
convolutional and pooling layers to handle image-like data, so CNN is widely used 
in image recognition, object detection, and video detection [43]. Different from FNN 
which does not have cycles or loops in the network, RNN utilizes loops to recurrently 
feed the historical information to the current output, exhibiting temporal dynamic 
behaviors. RNN is proficient in handling time-series data, so is widely used in time 
series prediction, natural language processing, voice detection, and control [44].
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Fig. 1.3 General structure of NN and three types of commonly seen networks (FNN, CNN and 
RNN) 
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1.3.2 Evolutionary Algorithms 

Evolutionary algorithms (EAs) are stochastic optimization techniques, which are 
derived from biological phenomenon or physical processes [45]. For example, genetic 
algorithm (GA) imitates the environmental selection in nature [46]. Particle swarm 
optimization (PSO) is derived from the social behaviors of bird flocks [47]. Ant 
colony optimization (ACO) simulates the information tracking behavior of ants to 
find the optimal solutions [48]. The key characteristics of EAs are that better indi-
viduals have larger chances of survival and reproduction, while worse individuals 
can still survive and reproduce, because of which the solutions can maintain good 
diversity while still can converge to optimum. Among the three EAs, PSO algo-
rithm is suitable for continuous optimization, ACO specializes in solving discrete 
optimization problems, and GA performs the best in mixed-integer optimization [45]. 

According to the number of design objectives to be optimized, EAs are divided 
into single-objective and multi-objective algorithms [49]. The common steps of EAs 
shown in Fig. 1.4 are discussed as follows. Firstly, the hyperparameters and states 
of algorithms are initialized, and the fitness or objective functions of individuals are 
then evaluated. Subsequently, individuals will be selected to generate new solutions 
according to the values of fitness or objective functions, and better ones stand larger 
chance of survival. Afterwards, new solutions are compared to original ones and get 
updated. This process repeats until the stopping criterions have been met. 
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Fig. 1.4 Common process of EA and three popular algorithms (PSO, GA, ACO)
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1.3.3 Fuzzy Inference System 

Taking advantage of fuzzy set theory, fuzzy inference system (FIS) can properly 
interpret the ambiguity and fuzziness of real-world data. FIS transfers the usual crisp 
value (0 or 1) to a degree of truth (continuous between 0 and 1), which provides 
human-like logic that enables intermediate degrees other than true or false [50, 51]. 
According to the type of its output function, FIS is classified into Mamdani and 
Sugeno types [52], which are shown in Fig. 1.5. 

The output function of Mamdani FIS belongs to fuzzy membership functions, 
and a typical Mamdani FIS contains four steps: fuzzification, fuzzy inference, fuzzy 
rules congregation and defuzzification. Fuzzification step computes the membership 
degree of input variables belonging to each fuzzy linguistic set. Fuzzy inference 
evaluates fuzzy rules. The results of all fuzzy rules are congregated and defuzzified 
to calculate the outputs. Mamdani FIS can be implemented in both multiple input 
and single output (MISO) system and multiple input and multiple output (MIMO) 
system [52]. Compared to Mamdani FIS whose outputs are fuzzy membership func-
tions, Sugeno FIS has no fuzzy membership in its output, and it only utilizes crisp 
functions as the output functions. Sugeno FIS computes its final output through the 
mathematical combinations of crisp values and rule firing strength, which is different 
from the defuzzification step in Mamdani FIS. Sugeno FIS possesses more flexibility 
than Mamdani FIS, but it can only be used MISO system. If the fuzzy membership 
functions and rules of FIS are properly tuned, the whole system will successfully 
track desired behaviors (regression) or correctly classify the data (classification). 

1.4 Applications of Artificial Intelligence Algorithms 
in DC-DC Converters and DC-AC Inverters 

The briefly introduced neural networks, evolutionary algorithms and fuzzy inference 
systems have many fascinating advantages in mitigating the possible problems of 
conventional approaches. These algorithms have been widely applied in DC-DC 
converters and DC-AC inverters, as listed in Fig. 1.6.

Input 2 Min or Product 

Rule 1 

Rule 2 

Rule 3 
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average 

Input 1 

Sugeno FIS Mamdani FIS 

Defuzzify 
Input 2Input 1 

Fig. 1.5 Sugeno FIS and Mamdani FIS 
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Fig. 1.6 Applications of NN, EA and FIS in DC-DC converters and DC-AC inverters 

1.4.1 Applications of Neural Networks 

NN has strong capability in memorization and generalization attributable to the 
adjustable weights, non-linear activation functions and extendible network struc-
tures. If sufficient performance data such as efficiency, current stress and reliability 
is provided, NN can be trained to automatically learn the underlying mathematical 
expressions, serving as accurate data-driven models to substitute time-consuming 
human-dependent performance analysis [53, 54]. Utilizing NN, the drawbacks 
of heavy manpower burden and inaccurate performance analysis in conventional 
human-dependent approaches can be largely relieved. 

NN has been widely adopted in parameter design, modulation strategy optimiza-
tion and motor optimization [53, 55, 56]. For instance, in [53], neural network 
(NN) is trained with simulation results to act as the surrogate model for compo-
nent lifetime consumption for reliability-oriented parameter design. Moreover, in 
[55], extreme learning machine is adopted to replace traditional model deduction of 
ripple, harmonics and transient response of permanent magnetic synchronous linear 
motors to achieve optimal design of permanent magnetic motor. Kazmierkowski et al. 
[56] utilizes NN to realize adaptive selective harmonic elimination for cascaded 
multilevel inverters with varying DC sources. NN serves as the model predictive 
controller for modular multilevel DC-DC converters in [57]. In [58] with regards 
to SVM for voltage-fed inverter induction motor drive, neural network learns the 
switching time of reference vectors, reduces the required online computation and 
raises the frequency limit. In the fault diagnosis of multilevel modular converter, a 
convolutional neural network is used and achieves high accuracy, with a good noise 
tolerant ability [59].
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1.4.2 Applications of Evolutionary Algorithms 

From the descriptions in Sect. 1.2.2, conventional optimization techniques generally 
suffer from suboptimal design results and high computation problems. To alleviate 
the problems of conventional optimization techniques, EAs can be used. EAs are 
stochastic and meta-heuristic searching methods, the characteristics of which ensure 
their searching performance independent of gradient information and initial iteration 
points. With EAs, the globally optimal design can be reliably guaranteed with low 
computational burden [45]. As discussed in the configuration design of a three-phase 
wound core transformer [33], the better optimization results and faster speed of 
GA and differential evolution compared with deterministic optimization are shown. 
Another advantage of EAs is that they require no rigid mathematical deduction as 
deterministic optimizations, and the algorithms are easy for implementation. 

Recently, EAs have been increasingly applied in the design of DC-DC converters 
and inverters. For instance, in [34], simulated annealing algorithm has been adopted to 
optimize the parameter values of DC-DC converter. Considering the infinite possible 
combinations of varying parameter values, PSO algorithm is adopted in [10] to  
achieve stability, acceptable efficiency and robust voltage conversion gain of DC-
DC converter cascading with a Buck converter. In the series–parallel RLC filter 
automatic synthesis, GA is applied for the optimal filter topology design [60]. If 
multiple optimization objectives are considered simultaneously, the multi-objective 
evolutionary algorithms can be used. For example, the efficiency, reliability and cost 
of distributed maximum power point tracking converter [61] are optimized by non-
dominated sorting genetic algorithm—II (NSGA-II). With the output LC filter as 
design parameters [62], holistic performance of DC-DC converter is realized via 
NSGA-II, with the simultaneous considerations of reliability, volume, and cut-off 
frequency. Furthermore, by tuning the frequency, current density, magnetic influx, 
transformer topology and material, and type of power switches, the weight, cost and 
power loss of isolated DC-DC converter are minimized altogether through NSGA-II 
[42]. 

1.4.3 Applications of Fuzzy Inference Systems 

To solve the problems of high space and time complexity of conventional lookup-
table-based approaches and formula-based approaches for real-time modulation, FIS 
can be utilized. Compared with the conventional online modulation approaches, the 
time and space complexity of FIS is independent of data size, and a carefully-tuned 
FIS always requires low storage size and has fast computation speed [63, 64]. Apart 
from its superior algorithm complexity, FIS has other appealing advantages such as 
easy implementation, good linguistic interpretability, and satisfactory generalization 
capability [51].
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Being beneficial from all of its merits, FIS has been widely implemented in the 
real-time modulation for power converters. For instance, in the maximum power 
point tracking of the boost-converter-supplied PV system [8], the fuzzy inference 
controller, substituting the conventional PID controllers, manifests strong robustness 
against the fluctuations of parameters, loads, and supply voltage. In terms of SVM 
for a two-level inverter [65], adaptive network-based FIS has been used, which has 
realized smaller harmonic distortions than conventional formula-based SVM. Li 
has proposed a FIS-based modulation scheme for current-stress-minimized triple 
phase shift modulation for isolated DAB converter [66] under varying operating 
power and voltage. In [67], the network-based FIS approach offers extremely fast 
dynamic response with high accuracy, and effectively controls the injected power 
and maintains the stringent voltage, current, and frequency conditions. Saroha et al. 
[68] presents an adaptive network-based FIS controller for the unbalanced voltage 
compensation in a low-voltage microgrid with multiple voltage source converters. 

1.5 Arrangement of This Book 

Being inspired by the outstanding performance of AI algorithms, this book aims 
at exploring the applications of AI algorithms in the design and modulation of 
DC-DC converters and DC-AC inverters. The rest of this book is organized as 
follows. In Chap. 2, to overcome the under-optimization problem and promote the 
performance of the emerging double-sided cooling power module, a multi-objective 
design methodology considering thermal and mechanical performance is proposed. 
In Chap. 3, a novel coevolving archived-based multi-objective algorithm is proposed, 
based on which the output LC filter in Buck converter can be flexibly designed to 
meet requirements in various applications while maintaining outstanding compre-
hensive performance. Chapter 4 introduces an artificial-intelligence-based design 
approach for the circuit parameters of power converters, which utilizes the integra-
tion of simulation, NN and EA to realize a high-level automation in performance 
analysis and optimization. Aiming at the optimization of the total power loss in the 
LCLC resonant converter for the space travelling-wave tube amplifier applications, 
an efficiency-oriented two-stage optimal design methodology has been proposed. In 
Chap. 5, for hybrid AC/DC microgrid applications, an AI-based (GA + PSO) two-
stage optimal design methodology for high-efficiency CLLC resonant converters has 
been proposed. Chapter 6 proposed an AI system to minimize the current stress of 
DAB converter under triple phase shift modulation, in which simulation and NN are 
integrated to realize data-driven current stress analysis, PSO algorithm is used to 
search for optimal modulation parameters, and FIS is applied online for satisfactory 
real-time modulation. In Chap. 7, a systemic co-design methodology is proposed 
for the overall optimization of the air-cooling SiC inverter from the perspectives 
of thermal, electrical and mechanical performance. In the end, the conclusion is 
summarized in Chap. 8.
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Chapter 2 
The Proposed Automated Optimal 
Design for Power Switch: 
A Thermo-mechanical-Coordinated 
and Multi-objective-Oriented 
Optimization Methodology 

2.1 Introduction 

With the rising popularity of electric vehicles (EVs), the power control unit (PCU) 
of EVs has gained widespread attention [1]. As shown in Fig. 2.1, the PCU regulates 
the power flow between battery and motor, which is commonly regarded as the 
heart of EV. Aside from the battery, the power module used in the PCU is the most 
costly component of the EV, accounting for 7–15% of the total cost [2]. To meet 
the harsh mission profile and match the lifetime expectancy of the EV, the power 
module must meet the requirements of low heat resistance and mechanical stress 
toward high reliability and durability (in general, 1 million km or 10 years lifetime) 
[3, 4]. The emerging double-sided cooling (DSC) power module provides better 
thermal dissipation performance and reduced packaging parasitics as compared to 
the conventional single-sided cooling (SSC) power module. As shown in Fig. 2.1, 
the DSC power module has recently been employed more frequently in EVs to 
enhance the PCU’s long-term reliability, power density, and energy efficiency [5, 6]. 
The emerging DSC power module has not, however, been widely commercialized 
in opposition to the mature SSC power module during the last decades because of 
a lack of design methodology, ambiguous thermo-mechanical stress, an uncertain 
lifespan principle, etc. These problems block the DSC power module’s large-scale 
supply.

The DSC power module can be subdivided into low-temperature co-fired ceramics 
(LTCC) [7], pressure contact [8–10], and direct soldering [11, 12] by the top side 
interconnection ways of dies. The DSC power module for EV applications typically 
has a rating between 600 and 1200 V. Considering the cost issue, the soldered DSC 
power module is mostly used. 

Recent research has made an effort to enhance the DSC power module from 
the perspectives of reduced thermal resistance, decreased parasitic inductance, and 
improved mechanical strength.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
X. Zhang et al., Automated Design of Electrical Converters with Advanced AI Algorithms, 
https://doi.org/10.1007/978-981-99-0459-4_2 

17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0459-4_2&domain=pdf
https://doi.org/10.1007/978-981-99-0459-4_2


18 2 The Proposed Automated Optimal Design for Power Switch: …

Fig. 2.1 Implementation of DSC power module in PCU of EV

• In terms of parasitic inductance reduction: Some novel packaging structures are 
developed. The P-cell and N-cell concepts are presented to minimize commu-
tation parasitics and shorten the power loop [13, 14]. By employing alternating 
displacement of the transistor and diode, the split P- and N-cell layout reduces the 
parasitic inductance of the DSC power module by more than 50% when compared 
to the conventional layout. Moreover, the folded overlay power loop is proposed 
to decrease the parasitic inductance of the DSC power module and minimize 
the magnetic fields [14, 15]. The mutual inductances cancel each other in these 
improved DSC power modules, and the commutation area is limited to the width 
of dies in the power loop. Additionally, it is proposed to constrain the commuta-
tion area within the thickness of dies using the chip-on-chip stack and flip-chip 
packaging concepts [16–19]. As a consequence, it is possible to adjust the para-
sitic inductance well within 2 nH. The DSC power module can be subdivided 
into low-temperature co-fired ceramics (LTCC) [7], pressure contact [8–10], and 
direct soldering [11, 12] by the top side interconnection ways of dies. The DSC 
power module for EV applications typically has a rating between 600 and 1200 V. 
Considering the cost issue, the soldered DSC power module is mostly used. 

• In terms of thermal resistance decrease: There are some novel packaging mate-
rials used. To replace the conventional SnAgCu (SAC) alloy solder and reduce 
thermal resistance during die-attachment, high thermal conductivity nano-silver 
sintering has been proposed [20, 21]. The synthetic diamond is anticipated to 
replace the ceramic for the directly bonded coppers (DBC) substrate due to its high 
thermal conductivity and matching coefficient thermal expansion (CTE) near the 
semiconductor material [22]. The use of aluminum-based bumps in the flip-chip 
mounting technique is proposed to improve the thermal performance of the DSC 
power module. Compared with the SSC power module, the DSC power module’s 
thermal capacity improves by 1.7%, and its transient thermal impedance decreases 
by 15% [23]. The spacer is designed to strike a compromise between lowering 
heat resistance and enhancing electrical insulation [24]. Some novel structures 
are developed for the spacers, including bumps, solid posts, and the embedded 
substrate. Instead of copper (Cu), the metal molybdenum (Mo) is suggested for 
the spacer. The assembled heat-sink is incorporated into the DSC power module 
to improve heat dissipation [25]. Some optimized cooling approaches, including
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advanced spraying cooling and cutting-edge micro-channel cooling, are applied 
to lower the DSC power module’s junction-ambient thermal resistance [26, 27]. 

• A finite element analysis technique is employed to examine the warpage behavior 
of the DSC power module with alternative DSC packaging structures [28]. The 
mismatched CTEs of the stacked layers may cause a bi-metal-like bow effect 
[29] due to the heterogeneous integration of the DSC power module, which 
raises junction-heatsink thermal resistance and results in the chip overheating. 
To address the possibility of flexing or bowing, the DSC module’s symmetrical 
stack is proposed [30]. The bumps constructed with molybdenum and copper are 
proposed to reduce the maximum residual stress and the creep strain accumula-
tion at the corners of the solder layer [31]. A quick reliability test methodology is 
described in order to emulate the mechanical stresses caused by thermal expansion 
during thermal cycling of the DSC power module and mitigate the shear stress 
caused by thermal effects [32]. 

Although conventional designs are beneficial in improving the performance of 
the DSC power module by using better structures and materials, it is heavily reliant 
on trial-and-error [33, 34]. It is time-consuming and expensive, undermining its 
market competitiveness. Additionally, the conventional design is prone to parasitic 
metrics; nevertheless, the thermo-mechanical metrics are not given enough atten-
tion throughout the design phase. Furthermore, the metrics are not mathematically 
modelled in the current design of the DSC power module. As a consequence, it is 
also impossible to design automatically [35, 36]. 

To summarize, the conventional DSC power module design lacks a conceptual 
model and design methodology to coordinate thermo-mechanical metrics and fulfill 
automated design requirements. Furthermore, the conventional design simply takes 
into account a single measure and overlooks the tradeoff between multi-physics 
metrics. As a result, it is necessary to simulate how material properties and structural 
sizes affect the thermo-mechanical performance of the DSC power module. Further-
more, how to balance the thermo-mechanical tradeoff and optimize the DSC power 
module should be emphasized. 

This chapter intends to fill these research gaps by proposing a thermo-
mechanically coordinated multi-objective optimization method that employs the 
evolutionary algorithm to autonomously design the DSC power module. The 
remainder of this chapter is arranged as follows. In Sect. 2.2, the present prac-
tices and the under-optimization problem of the DSC power module are proposed. 
In Sect. 2.3, mathematical models of the thermal resistance and mechanical stress 
in the DSC power module are proposed. Meanwhile, the thermo-mechanical-driven 
multi-objective optimization model is proposed. In Sect. 2.4, the Pareto solutions 
are achieved for optimal structure sizes of the DSC power module by using an 
evolutionary algorithm. Meanwhile, the influences of material properties on the 
optimal solutions are illustrated. Prototype and experiment results are demonstrated 
in Sect. 2.5. Finally, some conclusions are drawn in Sect. 2.6.
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2.2 Present Status and Under-Optimization Problem 
of DSC Power Module 

2.2.1 State-of-the-Art of DSC Power Module 

As demonstrated in Fig. 2.2, several renowned enterprises and organizations 
exploited the feasibility of the DSC power module [7–32]. These cutting-edge DSC 
power modules vary from 50 to 600 A and alter from single-switch to six-in-one 
assembly. Apart from the prototypes, the pioneer DSC power modules from Denso 
and Infineon will be commercialized for industrial-scale deployment. The DSC power 
module is becoming more popular for EV applications in recent years. 

Taking the latest commercial DSC power module FF400R07A01E3_S6 for 
example, its configuration is demonstrated in Fig. 2.3a and b. It is a 400 A/700 V 
half-bridge DSC power module from Infineon. Cross-section structure of the power 
module is shown in Fig. 2.3c [37, 38]. It consists of two Si IGBT transistors, two Si 
FRD diodes, two DBCs, and several spacers soldered on the top side of the dies. The 
dies are protected by high-temperature and high-performance molding resin.

Based on Fig.  2.3b, the general cross-section cell of the DSC power module in 
the x–z plane is illustrated in Fig. 2.4. It is a complex multi-layer element, including 
two DBCs, a spacer, a chip, and three solder attachments.

DBC is a copper-ceramic-copper sandwich structure for thermal conduction and 
isolation galvanic. The spacer is employed to provide sufficient electric insulation 
and margin height for the transistor’s gate pad bonding wire. Solder attachments are 
utilized to connect the heterogeneous layers. Without a doubt, once the materials are 
decided, the performances of the DSC power module are heavily dependent on the 
sizes of the heterogeneous layers.

Fig. 2.2 State-of-the-art of DSC power modules 
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(a) (b) (c) 

Fig. 2.3 Commercial DSC power module. a Configuration, b overview, and c cross-section

Fig. 2.4 Schematic cross-section of DSC power module

2.2.2 Under-Optimization Problem of DSC Power Module 

As illustrated in Figs. 2.3 and 2.4, the heights of DBCs on the upside and downside for 
the commercial DSC power module are the same, taking the ceramic layers of DBCs 
for instance, h5 = h9. However, since the spacer layer is only on the top, the DSC 
power module’s vertical structure is asymmetric. As a result, for an ideal DSC power 
module, the heights of layers on the upside and downside may not be consistent (for 
example, h5 /= h9). Clearly, the present DSC power module is under-optimal, and it 
should be further modeled and improved to meet certain targets. 

Based on Fig. 2.4, the objectives, variables, and limitations for optimizing the DSC 
power module are given as follows. Considering the high-reliability requirement of 
EV implementation, the lifetime-dominated thermal resistance and mechanical stress 
are selected as objectives. Heights h1 to h10, aswell aswidths  a1 and a2, are considered 
as the variables to be optimized. Some manufacturing limitations are considered as 
constraints of the variables.
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The structure sizes and material properties have a profound effect on the thermo-
mechanical performance of the DSC power module. Aiming at the optimal design 
of the DSC power module, two barriers should be overcome. 

(a) Barrier 1: How material properties and structure sizes dominate the thermo-
mechanical performance of the DSC power module. 

(b) Barrier 2: How to optimally design the power module considering the tradeoff 
between thermal and mechanical specifications. 

2.3 Modeling of the Proposed Thermo-mechanical 
Multi-objective Co-design of DSC Power Module 

To overcome the obstacles in Sect. 2.2, mathematical models of the DSC power 
module’s thermo-mechanical principles should be developed. Furthermore, the 
proposed models should be used to coordinately optimize and steer the thermal 
and mechanical performances of the DSC power module. These issues described 
above are addressed in this section. 

2.3.1 Thermal Resistance Modeling of the DSC Power 
Module 

According to Fig. 2.4, the thermal network of the DSC power module is proposed in 
Fig. 2.5. PL is the power loss of the chip. Tj and Ta are the junction temperature and 
ambient temperature. Due to the asymmetric structure of the DSC power module in 
the vertical direction, thermal resistances on the upside and downside are unequal. 

Fig. 2.5 Thermal network model of the DSC power module



2.3 Modeling of the Proposed Thermo-mechanical Multi-objective … 23

Based on Fig.  2.5, the junction-case thermal resistance can be proposed as 

Rthjc = 
Rthjcu Rthjcd 

Rthjcu + Rthjcd 
(2.1) 

where Rthu and Rthd are respective thermal resistances of thermal paths on the upside 
and downside, which can be modelled as 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

Rthu = 
6∑

i=1 
Rthi = 

6∑

i=1 

hi 
λi Ai 

Rthd = 
10∑

i=7 
Rthi = 

10∑

i=7 

hi 
λi Ai 

(2.2) 

where Rthi, λi, and Ai are thermal resistance, thermal conductivity, and equivalent 
thermal conduction area of the ith layer. According to Fig. 2.4, areas of the double-
sided die-attach solders, A1 and A7, can be calculated by A1 = (dc – 2a2)2 and A7 

= dc 2. dc is the chip width. Considering the thermal spreading effect, the equivalent 
areas of other layers can be defined as 

⎧ 
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1 ≤ i ≤ 5 

Ai+1 =
(√

Ai + 
i∑

n=7 

λn 
λn+1 

hn+1

)2 

7 ≤ i ≤ 9 
(2.3) 

The thermal flux through the parallel thermal paths of the DSC power module can 
be expressed as

{
Q f u  = Pf u  

A1 
= RthuΔTj 

A1 

Q f d  = Pf d  

A7 
= RthdΔTj 

A7 

(2.4) 

where Qfu and Qfd are the thermal fluxes through upside and downside, respectively. 
Pfu and Pfd are the dissipation losses conducted by the upside and downside, Pfu + 
Pfd = PL. The thermal flux dispatching on the parallel thermal paths can be written 
as

{ Q f u  
Q f d  

= Rthu  A7 
Rthd  A1 

≈ Rthu  
Rthd  

Q f u  
Q f u+Q f d  

= Rthu  A7 
Rthu  A7+Rthd  A1 

≈ Rth  
Rthd  

(2.5) 

It means the thermal path has a less thermal resistance and proportionally conducts 
more thermal flux. 

Typical material properties of the DSC power module are summarized in Table 
2.1. Widely used solders for attachment are SAC305 (Sn96.5/Ag3/Cu0.5) alloy,
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Table 2.1 Properties of materials for power module 

Layer Materials λ [W/(m·K)] β (ppm/K) E (GPa) 

Solder SAC305 63.2 21.6 50 

Sn63Pb37 52.8 23.3 40 

Ag Paste 429 19.5 85 

Ceramic Al2O3 24 6.5 400 

AlN 180 4.5 310 

Si3N4 90 3.3 250 

Metal Mo 139 4.8 329 

Cu 380 17 141 

Ag 406 18 69 

Sn63Pb37 alloy, and silver (Ag) paste. Commonly used ceramics for the DBC are 
Al2O3, AlN, and Si3N4. Usually used metals for the spacer are Mo, Cu, and Ag. 

Typical material properties and structure sizes of the under-optimization DSC 
power module are listed in Table 2.2. The chip width is dc = 4.25 mm. Except for 
the isolation rings and the gate pad, the active area of the topside die usable for 
soldering is 3.5 mm × 3.5 mm. The actual width of the ith layer is di. The edge 
margin widths are a1 = 0.875 mm and a2 = 0.375 mm. 

The heat distribution of the DSC power module is represented in Fig. 2.6 using the 
finite element analysis (FEA) according to the parameters in Table 2.2. To simulate 
the water cooling environment, a thermal exchange coefficient of 6 kW/(m2·K) is 
set on the topside and downside surfaces of the DSC power module. The DSC 
power module’s junction-case thermal resistance is determined to be 0.202 K/W. 
Furthermore, 15% of the thermal flux is shown to flow through the top DBC. The 
topside die has a smaller heat dissipation area than the downside die. Furthermore, 
the spacer and extra solder layer are embedded on the topside of the thermal route.

Table 2.2 Typical sizes of DSC power module 

Layer Materials Height (hi) (mm) Width (di) (mm) 

Top side 1 Solder (SAC305) 0.1 3.5 

2 Spacer (Mo) 2 3.5 

3 Solder (SAC305) 0.1 3.5 

4 Copper (Cu) 0.2 6 

5 Ceramic (AlN) 0.3 8 

6 Copper (Cu) 0.2 6 

Down side 7 Solder (SAC305) 0.1 4.25 

8 Copper (Cu) 0.2 6 

9 Ceramic (AlN) 0.3 8 

10 Copper (Cu) 0.2 6 
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Fig. 2.6 Thermal distribution of DSC power module by using FEA 

As a result, the topside has more thermal resistance than the downside. The thermal 
resistance of the DSC power module is 15% lower than that of the conventional SSC 
power module. 

According to the proposed models in (2.1)–(2.3) and the packaging data in 
Tables 2.1 and 2.2, the breakdown thermal resistance of the DSC power module 
in Fig. 2.4 is illustrated in Fig. 2.7. The FEA is employed to understand the thermal 
resistance principle of the DSC power module. Compared with the estimated thermal 
resistance of 0.202 K/W by using FEA, the theoretical result according to (2.1)–(2.3) 
is 0.208 K/W having a relative error of 2.8%. Obviously, the proposed models are 
accurate enough to characterize the thermal resistance of the DSC power module. 

Furthermore, as shown in Fig. 2.7, the spacer and solder layers have a significant 
influence on the thermal resistance of the DSC power module. The thermal resistances 
affected by the solder and spacer layers are shown in Fig. 2.8 using various heights

Fig. 2.7 Breakdown thermal resistance of DSC power module 
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Fig. 2.8 Thermal resistance of DSC power module influenced by a spacer and b solder 

and materials. The thin size and high thermal conductivity material should be applied 
to the spacer and solder layers in order to reduce the junction-case thermal resistance. 

Furthermore, due to the low thermal conductivity of metal Mo, the thermal resis-
tance of the spacer is a bottleneck of the DSC power module. By using high thermal 
conductivity metals like Cu, the thermal resistance of the spacer can be reduced by 
63%. However, the coefficient of thermal expansion (CTE) β of Cu is larger than 
Mo, which remarkably increases the mechanical stress of the DSC power module to 
be illustrated in the next subsection. 

According to (2.1)–(2.3), the sensitivities of thermal resistance Rth to the height 
of the ith layer hi can be derived as 
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(2.6) 

Similarly, the sensitivities of Rth to the thermal conductivity of the ith layer λi can 
be expressed as 
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(2.7) 

According to (2.6)–(2.7) and Tables 2.1 and 2.2, the sensitivities of thermal resis-
tance to layer height hi and thermal conductivity λi, are illustrated in Fig. 2.9. The  
layer most sensitive to Rth is the die-attachment on the downside (layer 7 in Fig. 2.4). 
For layer 7, the height increment Δh7 = 0.1 mm leads to thermal resistance growth
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Fig. 2.9 Sensitivities of thermal resistance of DSC power module 

ΔRth  = ∂ Rth  
∂h7

Δh7 = 0.07 K/W. However, the increased thermal conductivityΔλ7 = 
100 W/(m·K) reduces the thermal resistance byΔRth  = ∂ Rth  

∂λ7
Δλ7 = −0.11 K/W. In  

general, the sensitivities of structure height and thermal conductivity are in opposing 
directions. To minimize Rth of DSC power module, low structure heights and high 
thermal conductivity materials are preferred. 

The electro-thermal coupling of the DSC power module contributes to the power 
cycle lifetime. The power cycling lifetime of the DSC power module is dictated by 
the junction temperature cycle, which is directly determined by Rth, according to the 
Coffin-Manson theory [39, 40]. In general, the DSC power module’s thin layer sizes 
and high thermal conductivity materials can decrease Rth and dramatically improve 
power cycle lifetime. 

According to the Coffin-Manson theory, the power cycling lifetime Np of the DSC 
power module depends on junction temperature cycle ΔT j, which is proposed as 

Np = c1(ΔTj)
c2 eEa/(kTjm) (2.8) 

where c1 and c2 are initial lifetime and accelerated aging factors. T jm is the average 
junction temperature. Ea is the activation energy. k is the Boltzmann constant. 

Power cycling lifetime involves the electro-thermal coupling of the DSC power 
module. Junction temperature cycle ΔT j is determined by Rth and ΔPL, which can 
be expressed as

ΔTj = RthΔPL (2.9) 

where ΔP = PLmax – PLmin, PLmax, and PLmin are peak and valley losses in a power 
cycle. As a result, the (2.8) can be rewritten as 

Np = c1(RthΔPL)
c2 eEa/(kTjm) (2.10)
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Fig. 2.10 Lifetime 
increasing by decreasing 
thermal resistance of the 
DSC power module 

Obviously, lifetime Np is directly determined by Rth. Small and thin layers of the 
DSC power module can effectively reduce the Rth and improve the Np. According to 
(2.10), the sensitivity of Np to the thermal resistance can be expressed as 

∂ Np 

∂ Rth 
= c1c2 Rc2−1 

th (ΔPL)
c2 eEa/(kTjm) (2.11) 

By decreasing thermal resistance, the lifetime of the DSC power module can be 
improved by

ΔNp 

Np 
= 

1 

Np 

∂ Np 

∂ Rth
ΔRth = c2

ΔRth 

Rth 
(2.12) 

The effect of the thermal resistance on the lifetime of the DSC power module is 
demonstrated in Fig. 2.10. By using optimal structure sizes and material properties, 
the decreased thermal resistance can linearly promote the lifetime of the DSC power 
module. 

2.3.2 Mechanical Stress Modeling of the DSC Power Module 

Power module failures caused by the mechanical stress of the thermal cycling depend 
on volume-averaged inelastic energy density (VAIED) W. According to the Darveaux 
theory [41], the lifetime model depended on the mechanical stress can be proposed 
as

{
Nt0 = λ1W λ2 

dθ/dNt = λ3W −λ4 
(2.13)



2.3 Modeling of the Proposed Thermo-mechanical Multi-objective … 29

where N t0 is the initiation number of thermal cycles when a crack appears. θ is the 
length of the crack. λ1 to λ4 are constants. The thermal cycling lifetime N t can be 
rewritten as 

Nt = Nt0 + θc 

dθ/dNt 
= λ1W λ2 + 

θc 

λ3 
W λ4 (2.14) 

where θ c is the length of the characteristic crack. Generally, a small W is required to 
improve the lifetime N t. 

To extend lifetime N t, how material properties and structure sizes of the power 
module affect the N t should be further addressed. The VAIED W can be expressed 
as 

W =
∑10 

i=1 Wi Vi
∑10 

i=1 Vi 

(2.15) 

where Wi and Vi represent the inelastic energy density and volume of the ith layer, 
respectively. Vi can be computed by Vi = Sihi, where Si = di 2 is the actual area of 
the ith layer. Additionally, the Wi can be modelled as 

Wi = 
FiΔhi 
Vi 

(2.16) 

where mechanical stress Fi caused by thermal expansion during thermal cycling can 
be derived as 

Fi= Ei SiΔhi 
hi 

(2.17) 

where Ei is Young’s modulus of the material for the ith layer. Displacement Δhi 
caused by thermal expansion every thermal cycle ΔT a = T amax – T amin can be 
expressed as

Δhi = βi hiΔTa (2.18) 

where β i is the CTE of the ith layer material. Therefore, the (2.16) can be rewritten 
as 

Wi = 
FiΔhi 
Vi 

= 
Ei SiΔh2 i 
Si h2 i 

= Ei (βiΔTa)
2 (2.19) 

The thermal cycling lifetime involves thermo-mechanical coupling in the DSC 
power module. According to (2.15)–(2.19), the VAIED can be rewritten 

W = DW(ΔTa)
2 (2.20)
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where DW is a coefficient for the VAIED, which is defined as 

DW = 
J 

V 
=

∑10 
i=1 Ei β

2 
i Vi

∑10 
i=1 Vi 

(2.21) 

where J =∑
Eiβ i 

2Vi is a constant related to the property of the packaging material. V 
= ∑

Vi = Sihi = di 2hi is total volume related to the size of the packaging structure. In 
this chapter, the DW is chosen as a mixed indicator to quantify the material properties 
and structure sizes, which can also be utilized to characterize the thermal cycling 
lifetime. 

According to Tables 2.1 and 2.2, in the condition of ΔT a = 80 K, the von Mises 
stress of the DSC power module is illustrated by using the FEA approach. The topside 
and downside surfaces are attached to the water coolant in order to emulate the EV 
application conditions. As can be observed, during the thermal cycling caused by 
ambient temperature, the mismatched CTEs of the heterogeneous layers lead to an 
imbalance expansion of each layer. The internal mechanical stresses of the DSC 
power module further result in the extrusion and bend of layers. 

In the same condition of Fig. 2.11, the breakdown of inelastic energy density is 
demonstrated in Fig. 2.12. As seen in (2.20) and (2.21), the height, CTE, and Young’s 
Modulus of each layer comprehensively determine the mechanical stress of the DSC 
power module. As mentioned before, compared with the Mo spacer, the Cu spacer 
can reduce the thermal resistance of the DSC power module. However, according 
to (2.19) and Table 2.1, the inelastic energy density of the Cu spacer is 5.4 times of 
the Mo spacer. Additionally, the solder attachment and DBC Cu layers contribute 
nearly 90% of mechanical stresses, and they are weak points during thermal cycling. 
Compared with the solder, the influence of the DBC Cu is much more notable. 

Besides, the FEA is implemented to ensure the proposed mechanical stress model. 
The von Mises stress of each layer achieved by the multi-physics tool COMSOL

Von Mises Stress (100 MPa) 

Fig. 2.11 Von Mises stress of DSC power module by using FEA
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Fig. 2.12 Breakdown of the inelastic energy density of DSC power module

approximates the inelastic energy density modelled in (2.19). As seen, the proposed 
model is feasible to characterize the mechanical stress of the DSC power module. 

As indicated in Fig. 2.12, the DBC metal and solder attachment mainly account 
for the mechanical stress of the DSC power module. How CTE and Young’s Modulus 
of DBC metal and solder attachment influence the DW is demonstrated in Fig. 2.13. 
Height, CTE, and Young’s Modulus of these items comprehensively and nonlinearly 
determine the mechanical stress. Compared with the solder attachment, the influence 
of DBC metal is much more notable.

According to (2.21), the sensitivities of DW to the height, Young’s modulus, and 
CTE of each layer are respectively derived as 

⎧ 
⎪⎨ 

⎪⎩ 

∂ DW 
∂hi 

= Ei β
2 
i Si V−Si J 
V 2 

∂ DW 
∂ Ei 

= β2 
i Si hi 
V 

∂ DW 
∂βi 

= 2Ei βi Si hi 
V 

(2.22) 

Sensitivities of DW to structure heights and material properties are demonstrated 
in Fig. 2.14. Except for DBC ceramic layer, DW increases with the height of the layer. 
Increasing Young’s modulus of implemented material increases the DW. Besides, the 
DW is very sensitive to Young’s modulus of the DBC metal. Increasing the CTE of 
used material also increases the DW, while DW is very sensitive to the CTE of DBC 
ceramic.

With (2.14) and (2.20), the sensitivity of thermal cycling lifetime to the DW can 
be yielded 

∂ Nt 

∂ DW 
= 

∂ Nt 

∂W 

∂W 

∂ DW 
=

(

λ1λ2W λ2−1 + 
λ4θc 

λ3 
W λ4−1

)

(ΔTa)
2 (2.23) 

Therefore, the lifetime improvement by using reduced DW can be expressed as
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Fig. 2.13 Principles of inelastic energy density influenced by a CTE and height of DBC metal, b 
Young’s modulus and height of DBC metal, c CTE and height of solder, and d Young’s modulus 
and height of solder

Fig. 2.14 Sensitivities of inelastic energy density to structure heights and material properties
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ΔNt 

Nt 
= 

1 

Nt 

∂ Nt 

∂ DW
ΔDW = 

λ1λ2W λ2−1 + λ4θc 
λ3 

W λ4−1 

λ1W λ2 + θc 
λ3 
W λ4 

(ΔTa)
2ΔDW (2.24) 

As seen, owing to the decreased DW by using optimal design, the extended thermal 
cycling lifetime of the DSC power module can be achieved. Moreover, the effective-
ness of lifetime promotion is much more evident in the condition of deep thermal 
cycling with large ΔT a. 

2.3.3 The Proposed Multi-objective Optimization Model 

As mentioned before, to minimize Rth, small and thin layers are required to enhance 
heat dissipation. However, to minimize DW, wide and thick layers are desired to 
enlarge the volume of the DSC power module, in some conditions. According to 
(2.1) and (2.21), the DW-Rth trajectory dominated by the heights of the DSC power 
module is demonstrated in Fig. 2.15. Except for the height of DBC metal layer h8, 
the heights of DBC ceramic, solder, and spacer (h5, h7, and h2) make the Rth and DW 

cannot be simultaneously minimized. Obviously, there is a tradeoff between thermal 
resistance and mechanical stress to optimize the performance of the DSC power 
module. 

As mentioned before, to minimize Rth, small and thin layers are required to 
enhance heat dissipation. However, to minimize DW, wide and thick layers are desired 
to enlarge the volume of the DSC power module, in some conditions. According to 
(2.1) and (2.21), the DW-Rth trajectory dominated by the heights of the DSC power 
module is demonstrated in Fig. 2.15. Except for the height of DBC metal layer h8,

Fig. 2.15 Thermal resistance and inelastic energy density of DSC power module influenced by 
heights of different layers 
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Table 2.3 Boundaries of optimization of DSC power module 

Variables h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 a1 a2 

Min (mm) 0.08 2 0.08 0.1 0.10 0.1 0.08 0.1 0.1 0.1 1 5%dc 

Max (mm) 0.20 10 0.20 0.4 0.63 0.4 0.20 0.4 0.63 0.4 10 45%dc 

the heights of DBC ceramic, solder, and spacer (h5, h7, and h2) make the Rth and DW 

cannot be simultaneously minimized. Obviously, there is a tradeoff between thermal 
resistance and mechanical stress to optimize the performance of the DSC power 
module. 

To coordinate the thermo-mechanical tradeoff of the DSC power module, a multi-
objective optimization model is proposed, which can be expressed as 

objective:

{
min Rth 

min DW 

subject to:

{
himin ≤ hi ≤ himax 

a jmin ≤ a j ≤ ajmax 
(2.25) 

where himin, himax, ajmin, and ajmax are boundaries limited by manufacturing 
technology, as listed in Table 2.3. 

2.4 Solution of Proposed Thermo-mechanical-Coordinated 
Multi-objective Optimization Design 

According to the multi-objective optimization model in (2.25), the Pareto solutions 
are calculated by using the evolutionary algorithm in this section. Besides, how 
material properties influence the optimal structure sizes are presented. 

2.4.1 Case Study of Multi-objective Optimization Design 

The multi-objective optimization model in (2.25) is a multi-variable, multi-constraint, 
and nonlinear problem. It is not available to obtain the analytic solution. To solve 
such a complicated multi-objective optimization model, the non-dominated sorting 
genetic algorithm II (NSGA-II) is employed to calculate the Pareto solutions. The 
flow-chart of the NSGA-II for the thermo-mechanical-coordinated automated design 
is illustrated in Fig. 2.16. Population and iteration are set as 300 and 500. Mutation 
and crossover rates are 0.3 and 0.1, respectively.

According to the parameters in Tables 2.1, 2.2 and 2.3, the NSGA-II algorithm 
in Fig. 2.16 is implemented to solve the multi-objective optimization design of the
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Fig. 2.16 Flowchart of automated multi-objective optimal design of DSC power module by using 
NSGA-II algorithm

DSC power module. The algorithm is individually activated ten times, and the corre-
sponding convergence processes are demonstrated in Fig. 2.17. As seen, owing to 
the proper population and iteration opinions, the thermal and mechanical objectives 
simultaneously converge after 400 iterations. 

Fig. 2.17 Convergence of NSGA-II algorithm for design objectives a Rth and b DW
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Fig. 2.18 Solution of multi-objective co-design model of DSC power module. a Pareto front and 
b optimum variables 

Calculated Pareto solutions are shown in Fig. 2.18. Heights of spacer and ceramic 
(h2, h5, and h9), as well as width a1, are primary factors to balance the tradeoff 
between Rth and DW. 

It can also be found that, due to the asymmetric structure of the DSC power module 
in the vertical direction, the optimized heights of DBCs on the upside and downside 
are not the same. The Pareto solutions obviously consist of two areas. In area 1, 
the height of the DBC ceramic on the downside is the dominant factor to regulate 
the thermal resistance. In area 2, the height of the spacer is the main contributor to 
regulating mechanical stress. 

The obtained Pareto solutions are confirmed by using the multi-physics coupling 
analysis. The achieved optimum packaging structure variables and values are sent 
to the multi-physics tool COMSOL. By implementing an FEA-based thermo-
mechanical coupling analysis, the junction-case thermal resistance and mechanical 
stress of the DSC power module can be found. The multi-physics results are compared 
to the multi-objective optimization models in (2.25), as shown in Fig. 2.19. As seen, 
the optimized multi-objective results entirely agree with the multi-physics solutions, 
and the relative errors are within 5%, generally. Therefore, as guaranteed by the 
multi-physics analysis, the proposed models are effective to guide and elevate the 
automated design of the DSC power module.

2.4.2 Influence of Material Properties on Optimization 

The thermo-mechanical behaviors of the DSC power module are profoundly shaped 
by the structure sizes and material properties. The optimized performances of the 
DSC power module influenced by different materials are addressed in this subsection. 

Considering different attachment solders, optimal solutions are obtained in 
Fig. 2.20. Heights of the spacer and downside DBC ceramic (h2 and h9) are  the
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Fig. 2.19 Comparison of multi-objective optimization model and multi-physics coupling analysis. 
a Pareto solutions and b relative errors

most useful variables to balance the thermo-mechanical feature. Compared with 
SAC or SnPb alloys, the thermal resistance of DSC the power module by using Ag 
paste can be decreased by 46%. By using Ag paste, smaller thermal resistance and 
mechanical stress can be achieved to improve the lifetime of the DSC power module. 

By implementing different ceramic materials for DBC, the solutions are 
compared, as demonstrated in Fig. 2.21. As can be seen, AlN benefits from lower 
thermal resistance, while Si3N4 can achieve lower mechanical stress. Compared with 
Al2O3, they can provide much better thermo-mechanical performance. Compared to

Fig. 2.20 Optimal packaging structure solution affected by attachment solders. a Pareto front b 
optimum variables 
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the AlN substrate, the mechanical stress of the DSC power module by using Si3N4 

can be reduced by 8%; however, its thermal resistance increases by 21%. 
Considering the influence of spacer metal, comparative results are represented in 

Fig. 2.22. Thermo-mechanical performance by using Cu and Ag is nearly the same. 
Compared with Mo, owing to higher thermal conductivity, Cu and Ag can reduce 
the thermal resistance by less than 10%. However, Mo can reduce mechanical stress 
by more than 18%. 

Fig. 2.21 Optimal packaging structure solution affected by DBC ceramics. a Pareto front b 
optimum variables 

Fig. 2.22 Optimal packaging structure solution affected by spacer metals. a Pareto front b optimum 
variables
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In summary, there is an apparent tradeoff between thermal resistance and mechan-
ical stress to design the DSC power module. To balance and promote the thermo-
mechanical performances, ceramic AlN for the DBC substrate, Ag paste for the 
attachment solder, and metal Mo for the spacer are recommended. 

2.5 Experimental Results 

To ensure the feasibility of the design methodology of the DSC power module, the 
realization of the designed DSC power module is demonstrated in this Section. 

According to the optimal design results in Sect. 2.4, a single-switch DSC power 
module prototype is fabricated, as depicted in Fig. 2.23. SiC MOSFET bare die 
H1M120M060 from Hestia is employed. To achieve a solderable chip for DSC appli-
cation, metal Ag is deposited on the top source and gate pads of the chip. Similarly, 
to guarantee the Mo spacer is solderable, a thin Ti–Ni–Ag film is electroplated on the 
spacer. AlN ceramic substrates and SAC305 solders are utilized in the DSC power 
module prototype. Cu terminal pins are implemented as the lead-frame of the power 
module. 

The step-by-step fabrication procedures of the DSC power module are illustrated 
in Fig. 2.24. From bottom to top, the heterogeneous layers are stacked one-by-one. 
Three solder layers are employed to assemble the DSC power module by using reflow 
soldering. The bonding wire is used to connect the gate pad.

With the aid of the double-pulse test, the transient behaviors of the DSC power 
module in the condition of different gate resistances are observed, as can be seen in 
Fig. 2.25. As seen, small gate resistance can elevate the switching speed and reduce 
the switching loss of the switch.

Fig. 2.23 Prototype of DSC power module 
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Fig. 2.24 Fabrication procedure of DSC power module

Fig. 2.25 Experimental results of fabricated DSC power module
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2.6 Conclusions 

DSC power module is a traditional powertrain solution for EV deployment that 
improves the high lifetime expectancy and long-term reliability requirements. 
Without mathematical model guidelines, the conventional DSC power module design 
is a trial-and-error, expensive, and time-consuming process. This chapter proposes 
a multi-objective-oriented and thermo-mechanical-coordinated design methodology 
to tackle the under-optimization issue and improve the performance of the emerging 
DSC power module. The multi-physics FEA tool COMSOL is used to develop and 
validate the mathematical models of thermal resistance and mechanical stress of the 
DSC power module. A multi-objective optimization model is proposed to balance the 
tradeoff between thermal and mechanical performances of the DSC power module. 
These proposed models are also used to guide the optimization of the DSC power 
module’s material properties and structural sizes. To address the multi-objective 
optimization problem, the NSGA-II algorithm is used. The heights of spacer metal 
on the upside and DBC ceramic on the downside are the main factors to balance 
the thermal and mechanical characteristics, according to the optimal results veri-
fied by the FEA tool. Furthermore, ceramic AlN, metal Mo, and solder Ag paste are 
suggested as more suitable materials for the DSC power module to improve thermal– 
mechanical properties. Prototype and experiments of a DSC power module ensure 
the proposed design methodology. The proposed multi-objective optimization design 
methodology is a novel procedure for the next-generation DSC power module, with 
the goals of improving design efficiency, lowering design risk, and balancing the 
trade-off between thermal resistance and mechanical stress. 
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Chapter 3 
The Proposed Multi-objective Design 
of Output LC Filter for Buck Converter 
via the Coevolving-AMOSA Algorithm 

3.1 Introduction 

Both industry and daily life rely on buck converters in significant ways. In industry, 
Buck converters are applied in electric vehicles [1], renewable energy systems [2], 
and others [3] for power regulation and voltage conversion [4]. In our daily life, the 
applications of Buck converters are everywhere, such as portable electronic devices 
[5], power audio systems [6], photovoltaic systems [7], etc. 

Passive output LC filters are often used to decrease the ripples produced by Buck 
converters since they are inexpensive and simple to construct. Traditional design 
[8] of output LC filter mostly depends on the required output voltage and current 
ripple. However, the output LC filter not only affects output voltage and current 
ripples but also affects other performance [9] of Buck converters. For instance, the 
LC filter parameter choice will have a direct impact on the power loss of the Buck 
converter, which must be as little as possible to ensure good power efficiency. Induc-
tance and capacitance levels will also affect the LC filter’s volume. Additionally, 
the cut-off frequency must be low, which is also influenced by the output LC filter’s 
characteristics, to guarantee greater filtering capabilities. 

It appears that certain particular applications have rigorous guidelines for specific 
design goals. As described in Fig. 3.1, airplanes, satellites and electric vehicles 
demand high-efficiency products [10]. Battery adapters, rooftop PV, digital cameras, 
and LED, which have limited space, prefer more compact electronic devices [11]. 
Additionally, the Buck converter’s LC filter with a lower cut-off frequency exhibits 
higher filtering performance, making it suited for audio amplifiers or MP3 players 
with stringent ripple reduction requirements [6]. Even while some applications have 
severe criteria for specific performance indicators, the Buck converter is still expected 
to perform at its best overall, therefore other design goals should also be taken into 
account.

However, the review of the literature indicates a large number of research articles 
on the design of LC filters that only discuss one design purpose, such as cost [12], 
volume [13], voltage quality [14], and reliability [15]. For instance, the volume of the
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High-efficiency applications 

Small-size applications 

Optimal-filtering-capability applications 

Airplane Satellite Ferry Electric vehicle 

Battery adapter Rooftop PV Digital camera LED 

Audio amplifier MP3 player Audio system 

Fig. 3.1 Descriptions of requirements of different applications on Buck converters

capacitor is set as the design objective in [13]. To improve power efficiency, power 
loss is optimized in [16]. For optimal filtering performance, the cut-off frequency is 
considered in [17]. 

The trade-off interactions between many design objectives are what make multi-
objective design for the LC filter in the Buck converter challenging. For instance, a 
smaller volume necessitates smaller inductance and capacitance values, which results 
in greater power loss and worse filtering performance [16]. It is acknowledged that 
certain academics are engaged in multi-objective LC filter Buck converter optimiza-
tion study such as [9, 14, 18]. However, despite its importance for energy conservation 
and environmental friendliness, power efficiency is not taken into consideration in 
these study studies. The first task of this chapter is to carry out the multi-objective 
design while taking the power efficiency, filtering capabilities, and volume of the 
LC filter in the Buck converter into consideration. 

In order to find the Pareto-Frontier, which is made up of all optimum solu-
tions, multi-objective optimization methods are typically used to address multi-
objective design issues. Three basic categories of multi-objective algorithms include 
population-based algorithms, decomposition-based algorithms, and indicator-based 
algorithms. The Pareto-Frontier is obtained via indicator-based algorithms using indi-
cator functions. With decomposition-based algorithms, the original multi-objective 
issue is divided into many single-objective problems, which are then solved to 
provide the Pareto-Frontier. Multiple solutions (which make up the population) are 
evaluated simultaneously using population-based multi-objective algorithms, which 
can swiftly find the Pareto-Frontier. The commonly used multi-objective algorithms 
include NSGA-II [19], MOPSO [20], AMOSA [21], MOEA/D [22], and IBEA [22]. 
However, the non-uniform or partial Pareto-Frontier coverage of the current multi-
objective algorithms substantially undermines the design’s correctness [23]. This
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chapter’s second task is to perform the multi-objective design for the LC filter 
in the Buck converter while enhancing the uniformity and completeness of the 
Pareto-Frontier for more precise and fully optimal designs. 

In order to create a completely optimized LC filter, a multi-objective design 
strategy for the output LC filter in the Buck converter is proposed in this chapter. 
In Stage 1, three design goals—power efficiency, cut-off frequency, and volume— 
are examined. Additionally, Stage 2 adopts the particularly proposed coevolving-
AMOSA algorithm for this multi-objective design method to precisely discover the 
Pareto-Frontier. The final design options can then be chosen in Stage 3 along the 
determined Pareto-Frontier following the application requirements. Three design 
cases that correspond to three distinct application scenarios will be shown as design 
examples in this chapter. 

The remainder of this chapter is set up as follows. Concerning the trade-off inter-
actions between the three design objectives and the nonuniform and imperfect Pareto-
Frontier achieved by popular multi-objective algorithms, problem descriptions will 
be given in Sect. 3.2. Section 3.3 will provide a thorough study of the three design 
goals, power efficiency, cut-off frequency, and volume. In Sect. 3.4, a detailed intro-
duction to the proposed multi-objective design strategy for the LC filter in the Buck 
converter using the coevolving-AMOSA algorithm is provided. In Sect. 3.5, three 
design examples are listed, and in Sect. 3.6, the relevant experimental validation is 
provided. A summary of the conclusion follows. 

3.2 Problem Descriptions for the Multi-objective Design 
of the Output LC Filter in Buck Converter 

3.2.1 Preliminaries: Introduction to Pareto-Frontier 

Since the optimization of certain objectives would result in the sacrifice of other 
objectives, it is difficult to arrive at a single global optimal design when numerous 
competing purposes are taken into account. As a result, a solution is said to be Pareto 
optimal if no adjustment could make all of the objectives better [24]. Additionally, 
all Pareto optima for this multi-objective optimization problem are contained in 
Pareto-Frontier. There isn’t a design that can achieve more goals than those on the 
Pareto-Frontier. Figure 3.2 provides a Pareto-Frontier example for the minimization 
of f 1 and f 2, where f 1 and f 2 are negatively correlated.

In other words, Pareto-Frontier offers the best designs when goals are in trade-off 
relationships, and it can be used to create the best multi-objective designs for LC 
filters. One final design along the Pareto-Frontier might be chosen by taking into 
account various application needs.
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f2 becomes 
better, f1 worse 

f1 becomes 
better, f2 worse 

Pareto-Frontier 
Designs on 
Pareto-Frontier 
Designs outside 
Pareto-Frontier 

f2 

f1 

Problem: min (f1, f2) 
* f1 and f2 are negatively related. 

Fig. 3.2 Example of Pareto-frontier for the minimization of f 1 and f 2

3.2.2 Problem I: Trade-Off Relationships Among the Three 
Design Objectives for the Output LC Filter in Buck 
Converter 

For the optimization of the output LC filter in the Buck converter, more complete 
design objectives should be taken into account to provide a holistic performance. This 
chapter considers power efficiency, cut-off frequency, and volume to create a small 
LC filter with enhanced efficiency and filtering capabilities for Buck converters. 

There are trade-off relationships between these three objectives, though, as shown 
in Fig. 3.3. Smaller volume will result in lower efficiency and filtering capabil-
ities since minimizing power loss is incompatible with minimizing volume, and 
minimizing volume is incompatible with minimizing cut-off frequency. 

In order to create a completely optimized output LC filter for Buck converters, 
the first task of this chapter is to resolve the contradictory relationships among the 
three design objectives (power loss, cut-off frequency, and volume).

Objective 3: Smaller volume 

Tr
ad

e-o
ff Trade-off 

Fully-Optimized 
LC Filter in 

Buck Converter 

Objective 1: Higher 
efficiency 

Objective 2: Better 
filtering capability 

Fig. 3.3 Descriptions of the multi-objective design for the LC filter in Buck converter in this chapter 
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3.2.3 Problem II: The Nonuniform and Incomplete Coverage 
of Pareto-Frontier 

The Pareto-Frontier method, which was described in Sect. 3.2.1, is typically used 
to achieve the optimization of several competing design objectives. You can also 
use multi-objective optimization techniques to find the Pareto-Frontier. The Pareto-
Frontier, however, suffers from the following two flaws in the generally employed 
multi-objective optimization techniques. 

The Pareto-non-uniform Frontier’s coverage, as seen in Fig. 3.4, is the first down-
side. One or more regions are left empty because the derived Pareto-Frontier does 
not completely cover the space. The final acquired design solution will diverge from 
the required design solution if the desired LC filter design is not present, which will 
reduce the design accuracy. 

The Pareto-insufficient Frontier’s coverage, as seen in Fig. 3.5, is the second flaw. 
In this scenario, the Pareto-Frontier produced by the multi-objective optimization 
techniques in use has inadequate and insufficient coverage. As a result, the achieved 
design solution is probably not entirely optimal, which has a detrimental impact on 
the planned LC filter’s performance.

To achieve an accurate and fully optimal design for the output LC filter in the Buck 
converter, it is envisaged that both the nonuniform and partial coverage shortcomings 
of the Pareto-Frontier outlined above will be avoided. As a result, in this chapter 
second task is to increase Pareto-uniformity Frontier and completeness.

A vacancy spot of the 
flawed Pareto-Frontier 

Fail to reach the 
desired design ! 

Nonuniform coverage 
Legend:

   Real Pareto-Frontier
 Flawed Pareto-

    Frontier 
  Designs on the flawed 

Pareto-Frontier 
   Desired design
   Obtained design 

Fig. 3.4 Problem description: nonuniform coverage of Pareto-frontier 
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Uncovered area of the 
flawed Pareto-Frontier 

The obtained design solution 
can be further optimized! 

Incomplete  coverage 
Legend:

   Real Pareto-Frontier
 Flawed Pareto-

    Frontier 
  Designs on the flawed 

Pareto-Frontier 
   Desired design
   Obtained design 

Fig. 3.5 Problem description: incomplete coverage of Pareto-frontier

3.3 Analysis of the Three Design Objectives for LC Filter: 
Power Efficiency, Cut-Off Frequency and Volume 

3.3.1 Analysis of Design Objective 1: Optimized Total Power 
Loss for the Buck Converter of Optimal Power 
Efficiency 

The overall power loss of the Buck converter is specified as the initial design target 
since the designed output LC filter will have an impact on the total power loss of the 
entire Buck converter. 

Figure 3.6 depicts the circuit design for a synchronous Buck converter. According 
to [25–27], the power losses of switches SL and SH (SL and SH are specified in 
Fig. 3.6), and the power losses of LC filters are included in the overall power loss. 
The inductance L and capacitance C values are the designable parameters in this 
chapter, hence the power losses are represented as follows in terms of how closely 
they correspond to L and C. 

C R 
L 

Vin SH SL 

Fig. 3.6 Circuit diagram of the synchronous Buck converter



3.3 Analysis of the ThreeDesignObjectives for LCFilter: Power Efficiency,… 51

3.3.1.1 Driving Loss of Switches SL and SH (Pl_dr) 

Driving loss Pl_dr [27] is defined in (3.1). 

Pl_dr = 2QG Vgs f (3.1) 

where QG is the total gate charge of main switches, Vgs is the gate-to-source voltage 
and f is the switching frequency. Pl_dr is constant since QG, Vgs and f are fixed design 
specifications. 

3.3.1.2 Conduction Loss of Switches SL and SH (Pl_on (L)) 

With [27], the conduction loss of SL and SH , is expressed as: 

Pl_on(L) = DRon( 
1 

12 
( 
Vin  − Vo 

L f  
D)2 + I 2 o ) (3.2) 

where Vin, Vo are the input and output voltages. Io is the output current. D  is the duty 
cycle of high-side switch SH . Ron is the equivalent drain-source on the resistance of 
switches. Pl_on relates to L, according to (3.2), in which Vo, Io, D, Ron are constant 
design specifications. 

3.3.1.3 Switching Loss of Switches SL and SH (Pl_s) 

The switching loss Pl_s of switches SH and SL is in (3.3) [27]: 

Pl_s = 0.5Vin  IL 
( 
tr_H + t f _H 

) 
f + 0.5VSD  IL 

( 
tr_L + t f _L 

) 
f (3.3) 

where tr_H and tf_H are the rising and falling time of the high side switch SH . tr_L and 
tf_L are the rising and falling time of the low side switch SL. VSD is the conduction 
voltage across the diode of SL. As can be seen from (3.3), Pl_s is constant. 

3.3.1.4 Core Loss of Inductor (Pl_Fe (L)) 

According to Reinert et al. [26], the core loss of inductor in Buck converter is 
computed by the Steinmetz equation. 

Pl_Fe(L) = kΔBβ f α
[ 
(D)1−α + (1 − D)1−α

] 
VolL (L) (3.4) 

where k, α, and β are the parameters in the Steinmetz equation and are constants when 
the inductor core material is selected. ΔB is the magnetic fluctuation, calculated by
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Reinert et al. [26] and datasheets of inductor cores. From (3.4), Pl_Fe only relates to 
inductance L. 

3.3.1.5 Copper Loss of Inductor (Pl_Cu (L)) 

The calculation of copper loss of inductor [25] is in (3.5): 

Pl_Cu(L) = (Rdc + Rac)( 
1 

12 
( 
Vin  − Vo 

L f  
D)2 + I 2 o ) (3.5) 

where Rdc is the dc winding resistance of the inductor and is obtained from inductor 
datasheets, and Rac is the ac winding resistance considering skin and proximity effects 
and is computed with [25]. From (3.5), Pl_Cu is related to L only. 

3.3.1.6 Power Loss of Capacitor (Pl_C (L, C)) 

The loss of capacitor is computed by (3.6), where ICk is the root mean square of 
the kth harmonic current on the capacitor, and is related to both L and C [18]. tanδ 
is constant and can be found from the datasheets of capacitors. According to (3.6), 
with the increasing values of L and C, Pl_C decreases. 

Pl_C (L , C) = 
∞∑ 

k 

I 2 Ck  · 
tan δ 

2πk f  C  
(3.6) 

3.3.1.7 Total Power Loss (Pl_tot (L, C)) 

The total power loss sums (3.1)–(3.6) together, as shown in (3.7). According to (3.7) 
and Fig. 3.7, Pl_tot relates to both inductance L and capacitance C.

Pl_tot  (L , C) = Pl_dr + Pl_s + Pl_on(L) 
+ Pl_Cu(L) + Pl_Fe(L) + Pl_C (L , C) (3.7) 

The overall power loss must be as little as feasible since minimizing total power 
loss is comparable to increasing efficiency. As a result, the first design goal is to 
reduce overall power loss while still maximizing power efficiency.
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Pl_tot first decreases then 
increases when L increases 

Pl_tot decreases when C 
increases 

Pl_tot (W) 

1 

6 
10 

14 

0.8 0.6 
0.4 0.2 0.5 1 1.5 2 2.5 

C (mF) L (mH) 

Specifications: 
Vin=100V, Vo=50V, 
Io=2A, f = 10 kHz.18 

Fig. 3.7 Effects of L and C on total power loss Pl_tot

3.3.2 Analysis of Design Objective 2: Optimized Cut-Off 
Frequency for the Buck Converter with Optimal 
Filtering Capability 

A decreased cut-off frequency indicates greater filtering effectiveness for the output 
LC filter in the Buck converter [18]. The relationships between f c and L, and C are 
shown in Fig. 3.8 and (3.8). The design objective 2 is to minimize the cut-off 
frequency for the Buck converter with optimized filtering capability. 

fc(L , C) = 1 

2π
√
LC 

(3.8)

fc (Hz) 

0.2 
0 

400 
800 

0.4 0.6 0.8 1 2.5 2 1.5 1 0.5 
C (mF) L (mH) 

1200 

Fig. 3.8 Effects of L and C on cut-off frequency f c 
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3.3.3 Analysis of Design Objective 3: Optimal Volume 
for a Compact Buck Converter 

In applications with limited space, the size of the Buck converter is a crucial consid-
eration [28]. Only the volume of the inductor and capacitor is taken into account in 
this chapter because the design parameters are L and C, and additional volumes such 
as the volume of the cooling system are taken for granted. 

The relationship (3.9) between the inductor volume VolL and its inductance is 
deduced according to Liu et al. [18]: 

VolL (L) = al · L (3.9) 

where VolL is the inductor volume. al is computed by the linear regression method. 
For instance, inductors of the MCAP series of Multicomp with TAF-200 cores [29] 
are selected and shown in Fig. 3.9, in which statistical R2 is close to 1, validating the 
linear relationship between VolL and L. 

According to Liu et al. [18], the volume of capacitor VolC is linearly proportional 
to capacitance C, as (3.10) shows:  

VolC (C) = ac · C (3.10) 

where VolC is the capacitor volume. ac can be computed by the linear regression 
method. As an example, capacitors of the ECA1JM series of Panasonic [30] are  
selected in Fig. 3.10, in which statistical R2 is close to 1, validating the linear 
relationship between VolC and C. 

Data of inductors

        Fitting curve of VolL (L) 

L (μH)100 300 500 
0 
4 
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Fig. 3.9 Effects of L on volumes of inductors VolL 

Data of Capacitors

        Fitting curve of VolC (C) 
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Fig. 3.10 Effects of C on volumes of capacitors VolC
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With (3.9) and (3.10), the total volume Vtot to be minimized is shown in (3.11) 
and is linearly related to the inductance L and capacitance C. The design objective 
3 is to minimize the volume Vtot in (3.11) for a compact Buck converter. 

Vtot  (L , C) = VolL (L) + VolC (C) = al · L + ac · C (3.11) 

In summary, according to Figs. 3.7, 3.8, 3.9 and 3.10, as  L and C increase, 
Pl_tot generally decreases f c decreases, and Vtot increases. Thus, the minimization of 
volume Vtot is conflicting with the minimization of total power loss Pl_tot and cut-off 
frequency f c. 

3.4 The Proposed Multi-objective Design Approach 
for the Output LC Filter in Buck Converter 
with Coevolving AMOSA Algorithm 

This section proposes a three-stage multi-objective design of output LC filter for 
Buck converter using coevolving-AMOSA algorithm to address problems I and II 
as stated in Sects. 3.2.2 and 3.2.3. Figure 3.11 describes the recommended design 
approach’s flowchart.

3.4.1 Stage 1: Analysis of Three Design Objectives 

As stated in the first section of Fig. 3.11, three conflicting objectives (Pl_tot , f c, Vtot) 
are in-depth studied concerning L and C in Stage 1 of the proposed multi-objective 
design of the output LC filter for the Buck converter. 

Based on the design conditions, Pl_tot can be analyzed with (3.1)–(3.7) in  
Sect. 3.3.1. f c can be obtained with (3.8) in Sect. 3.3.2. And  Vtot can be evaluated 
with (3.11) in Sect. 3.3.3. At the end of Stage 1, three objective functions regarding 
Pl_tot , f c, and Vtot have been prepared for the multi-objective optimization in Stage 
2. 

3.4.2 Stage 2: Multi-objective Optimization of the Three 
Design Objectives with Coevolving-AMOSA Algorithm 

3.4.2.1 Realization of Stage 2 

The three design objectives will be multi-objective optimized using coevolving-
AMOSA in Stage 2 using the three objective functions that were examined in Stage
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Fig. 3.11 The proposed three-stage multi-objective design of output LC filter for Buck converter 
with the coevolving-AMOSA algorithm
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1 as shown in the second section of Fig. 3.11. The limitations of efficiency, cut-
off frequency, and size are specified as Pl_tot,max, f c,max, and Vtot,max, respectively, in 
(3.12), which also provides the optimization function for this issue. 

min 
L ,C 

(Pl_tot  (L , C), fc(L , C), Vtot  (L , C)) 

s.t. Pl_tot  (L , C) ≤ Pl_tot,max 

fc(L , C) ≤ fc,max 

Vtot  (L , C) ≤ Vtot,max (3.12) 

An enhanced AMOSA method known as the coevolving-AMOSA is used to solve 
(3.12), and it is explained in Sect. 3.4.2.2. The AMOSA method is adopted and 
changed primarily because it performs computations more quickly than other multi-
objective algorithms such as NSGA-II [19], MOPSO [20], IBEA [22], etc. The 
proposed coevolving-AMOSA method makes it possible to reach a consistently and 
entirely covered Pareto-Frontier. The resulting Pareto-Frontier will then be given to 
Stage 3 for additional consideration when choosing the best design scenarios. 

3.4.2.2 The Proposed Coevolving-AMOSA Algorithm 

1. Flowchart of the proposed coevolving-AMOSA algorithm 
The flowchart of the proposed coevolving-AMOSA is compared with the tradi-

tional AMOSA [21] and  shown in Fig.  3.12. The improvements of coevolving-
AMOSA have been highlighted in red (steps 2 and 5). Table 3.1 also includes the 
pseudo-code for the coevolving-AMOSA that has been proposed, where U(0, 1) 
denotes the uniform distribution between [0, 1].

2. The advantages of the coevolving-AMOSA: improve uniformity and complete-
ness of the obtained Pareto-Frontier 

The issues of Figs. 3.4 and 3.5 can be lessened since the coevolving-
AMOSA method obtains the Pareto-Frontier, which has greater uniformity and 
completeness than the classic AMOSA. 

The proposed coevolving-AMOSA method has two advantages: improved homo-
geneity of the Pareto-Frontier obtained between step 2 and step 5. A coevolving 
probability pr0 is introduced in step 2 to regulate the creation of new designs (L, C). 
As the iterations go, pr0 falls from 1 to 0. The produced new (L, C) will be directed 
toward the sparse areas within the Pareto-Frontier if a random number is greater than 
pr0. Step 5 also involves randomly removing excess designs (L, C) from congested 
places. The uniformity of the obtained Pareto-Frontier can be significantly increased 
with these two processes. 

The second benefit, greater Pareto-Frontier completeness, can be attributed to step 
2 of the coevolving-AMOSA algorithm. If a random value in step 2 is less than pr0, 
a new  (L, C) will be created at random. This encourages the algorithm to extensively
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Start AMOSA 

1. Algorithm initialization 

End AMOSA 

2. •Generate new (L, C) by random   
   fluctuations, if Rand <= pr0 
•Generate new (L, C) towards sparse 
   areas of PF, if Rand > pr0 

5. Remove (L, C) from crowded areas in  
 PF, if size of PF exceeds limit 

Start Coevolving-AMOSA 

End Coevolving-AMOSA 

Improve completeness 
& uniformity of PF 

Improve uniformity of PF 

4. Compare & update PF with
 (Pl_tot , fc , Vtot) 

5. Clustering, if size of PF 
exceeds limit 

6. Update hyper-parameters 

3. Compute (Pl_tot , fc , Vtot) of  
 new (L, C) 

2. Generate new (L, C) by 
random fluctuations 

7. Go to step 2, until stop 

8. Output PF 

3. Compute (Pl_tot , fc , Vtot) of new (L, C) 

4. Compare & update PF with (Pl_tot , 
fc , Vtot) 

6. Update hyper-parameters 

7. Go to step 2, until stop 

8. Output PF 

1. Algorithm initialization 

* PF: Pareto-Frontier * 

Fig. 3.12 Flowcharts of the traditional AMOSA algorithm [21] and the proposed coevolving-
AMOSA algorithm (in which PF represents Pareto-frontier) 

Table 3.1 Pseudo-code of the coevolving-AMOSA algorithm 

Algorithm: the coevolving-AMOSA 

1 Initialize parameters of traditional AMOSA, coevolving probability pr0, and  PF  to  
store optimal designs; 

2 Rand ← U(0, 1); 
3 IF pr0 > = Rand 
4 Generate new (L, C) with random fluctuations; 

5 ELSE 

6 Generate new (L, C) towards sparse areas in PF; 

7 Compute (Pl_tot , f c, Vtot) with (1)–(11); 

8 IF size of Pareto-Frontier exceeds limit 

9 Randomly remove extra (L, C) from crowded areas in PF; 

10 Update parameters of traditional AMOSA, decrease pr0; 

11 IF stop criterion is not met 

12 Go to line 2 

13 OUTPUT PF
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search the solution space to increase coverage, which improves the completeness of 
the Pareto-Frontier that is ultimately produced. 

Therefore, the multi-objective design for the output LC filter in the Buck converter 
will be more precise and totally optimized with the uniform and complete Pareto-
Frontier accomplished by the coevolving-AMOSA algorithm. 

3. Comparisons between the proposed coevolving-AMOSA and other popular 
multi-objective algorithms 

In this part, several popular multi-objective evolutionary algorithms such as 
NSGA-II [19], MOPSO [20], traditional AMOSA [21], and some state-of-the-art 
algorithms such as IBEA [22] are given for comparison. These algorithms are 
run 30 times and are aimed at the multi-objective design in (3.12) for the output 
LC filter in the Buck converter. To indicate the uniformity and completeness of 
the Pareto-Frontier, two metrics are usually adopted: minimal spacing (SPm), and 
maximum distribution range (MDR) [23]. Lower SPm means better uniformity, 
and higher MDR means more complete coverage. Figure 3.13 shows a list of the 
comparison results. 

As shown in Fig. 3.13a, the traditional AMOSA is the worst in terms of unifor-
mity due to its clustering step 5 in Fig. 3.12 [21]. The Pareto-Frontier produced by 
the proposed coevolving-AMOSA is even more uniform than the Pareto-Frontier 
produced by the most advanced IBEA, as shown by the fact that SPm shrinks with 
the proposed coevolving-AMOSA.
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0.044 SPm 

0.0403 

0.0369 
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uniformity 
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1.1 
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Larger coverage 

Coevolving-AMOSA 

1.143 
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(b) 

Fig. 3.13 Expected performance of multi-objective algorithms: a SPm; b MDR 
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As shown in Fig. 3.13b, the MDR of NSGA-II is the lowest, meaning its 
coverage is far from satisfactory [31]. The coevolving-AMOSA shows its MDR 
at 1.177, resulting in a Pareto-Frontier that spans a larger region and offers engi-
neers completely optimum design options. According to Fig. 3.13b, the coverage of 
the proposed coevolving-AMOSA is much bigger and greater than the cutting-edge 
algorithm IBEA. 

As a result, the proposed coevolving-AMOSA method can provide a Pareto-
Frontier with greater uniformity and completeness, resulting in designs for the output 
LC filter in Buck converters that are more precise and completely optimized. 

3.4.3 Stage 3: Obtain the Optimal Design Solution Based 
on Application Requirements 

Stage 3 of the proposed design strategy aims to find the ideal L and C for certain 
application situations using the Pareto-Frontier created in Stage 2. Stage 3 consists 
of the following 2 phases, as indicated in Fig. 3.11. 

The Pareto-Frontier of three design objectives (power loss, cut-off frequency, and 
volume) is visually acquired at the beginning of Stage 3 to arrive at the optimiza-
tion result O* = (Pl_tot 

*, f c *, Vtot 
*) in accordance with the application scenario’s 

requirements. 
After that, with the picked optimization result O*, the corresponding optimal L* 

and C* are obtained by (3.13) to find the combination of L and C which can meet 
O* best. 

(L∗, C∗) = 

{ 

(L , C) 

||| 
|| 

( 
Pl_tot  (L , C), fc(L , C), Vtot  (L , C) 

) 

≈ 
( 
P∗ 
l_tot  , f 

∗ 
c , V 

∗ 
tot  

) = O∗ 

} 

(3.13) 

Overall, the final optimization solution of L* and C* can be achieved according 
to the specific requirement of application scenarios in Stage 3. 

3.5 Design Examples of the Proposed Multi-objective 
Design for the Output LC Filter in Buck Converter 
with Coevolving-AMOSA Algorithm 

3.5.1 Design Example with Traditional Design Method 

L = (1 − D)Vo 

f · Io · Iri  pple  (3.14)
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C = 
(π + 4 · tan δ) · Iri  pple  · Io 

8π f · Vo · Vri  pple  
(3.15) 

The conventional design is provided here for comparison with the proposed multi-
objective design of the output LC filter for the Buck converter [8]. Iripple and Vripple 

are set as 40%, and 10% respectively. 
With (3.14), the inductance is computed as 3.13 mH [8]. According to (3.15), the 

capacitance of the traditional design is computed as 30 μF [8]. Pl_tot , f c, and Vtot of 
the traditional design are evaluated as 6.5 W, 495 Hz, and 122 cm3. 

3.5.2 Design Examples with the Proposed Multi-objective 
Design of Output LC Filter for Buck Converter 
with Coevolving-AMOSA Algorithm 

3.5.2.1 Stage 1 of the Design Examples 

In Table 3.2, the design specifications are presented. With respect to L and C, three 
objectives can be examined using (3.1)–(3.11), and they can be summed up as follows: 

• Objective-1: minimize Pl_tot for the design of a high-efficiency Buck converter 
based on (3.1)–(3.7); 

• Objective-2: minimize f c for the design of a Buck converter with optimal filtering 
capability based on (3.8); 

• Objective-3: minimize Vtot for the design of a compact Buck converter based on 
(3.9)–(3.11).

Table 3.2 Design 
specifications of design 
examples 

Parameters of the main circuit 

Po 100 W f 10 kHz 

Vin 100 V Vo 50 V 

Main switches (C2M0080120D) 

Qg 62 nC Vgs 20 V 

Ron 80 mΩ VSD 4.3 V 

Output LC filter 

Inductor cores TAF-200 series 

Capacitor 100 V ECA1JM series of Panasonic 
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Fig. 3.14 Pareto-frontier (blue points) of power loss, cut-off frequency, and volume 

3.5.2.2 Stage 2 of the Design Examples 

The multi-objective design issue can be described in (3.12), where the Pl_tot,max is set 
at 10 W, the f c,max is set at 700 Hz, and the Vtot,max is set at 100 cm3. This is based 
on the three design objective functions that were examined in Stage 1. 

The Pareto-Frontier of power loss, cut-off frequency, and volume is constructed 
by following the pseudo-code of the proposed coevolving-AMOSA algorithm in 
Table 3.1, as illustrated in Fig. 3.14. 

3.5.2.3 Stage 3 of the Design Examples 

The three distinct application situations in Fig. 3.1 that are used as a basis for Stage 
3’s design cases are as follows. 

Case 1: Reduce overall power loss while designing a high-efficiency Buck 
converter. Case 1 is appropriate for applications like satellites, ferries, airplanes, 
etc. 
Case 2: In order to create a small Buck converter, the efficiency of the classic 
design must be maintained while the volume is reduced. Case 2 is suitable for 
small portable equipment including battery adapters, rooftop solar panels, digital 
cameras, LEDs, etc. 
Case 3: Reduce cut-off frequency to create a Buck converter with the best 
filtering performance. Case 3 is suited to regions with stronger ripple reduction 
requirements, such as power audio amplifiers, MP3 players, and audio systems. 

Optimization results O* of the three design cases, which consist of Pl_tot 
*, f c * and 

Vtot 
*, are visually obtained from the Pareto-Frontier in Fig. 3.14 and listed in Table 

3.3.
The 3-D Pareto-Frontier in Fig. 3.14 is projected into three 2-D plots, as shown 

in Fig. 3.15, along with the conventional design and three ideal design examples, 
for better visibility. According to Fig. 3.15, case 1 reduces power loss by 1.32 W 
compared to the conventional design, case 2 maintains the conventional design’s effi-
ciency while reducing volume by 92.9 cm3, and case 3 reduces the cut-off frequency 
by 392 Hz.
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Table 3.3 Objective values 
of the three required optimal 
designs 

Pl_tot 
* (W) f c * (Hz) Vtot 

* (cm3) 

Optimal case 1 5.18 146 63.4 

Optimal case 2 6.46 323 29.1 

Optimal case 3 5.7 103 100.0
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Fig. 3.15 Projected Pareto-frontier (blue points): a power loss versus cut-off frequency; b power 
loss versus volume; c cut-off frequency versus volume 

After that, with (3.13) and the optimization results O* of the three design cases 
in Table 3.3, the corresponding optimization solutions L*and C* are obtained and 
listed in Table 3.4. 

Table 3.4 Inductance and 
capacitance of three optimal 
designs 

Inductance L* (mH) Capacitance C* 

(μF) 

Optimal design 
case 1 

1.49 800 

Optimal design 
case 2 

0.688 352 

Optimal design 
case 3 

2.41 1000
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3.6 Experimental Verification 

Hardware experiments in this part are used to test the viability and efficacy of the 
proposed multi-objective design strategy for the output LC filter in the Buck converter 
with the coevolving-AMOSA algorithm. The design examples are provided in Table 
3.4 in Sect. 3.5. In Fig.  3.16, the hardware main circuit is displayed. Table 3.5 displays 
the thorough hardware realization of Table 3.4. The design requirements match those 
in Table 3.2. 

3.6.1 Experimental Waveforms of the Traditional Design 
Case and Three Optimal Design Cases 

Figure 3.17 provides the experimental waveforms for the conventional design situa-
tion shown in Sect. 3.5.1a. And in Fig. 3.17b–d, respectively, are the three best design

Inductor 

Output Capacitor 

Switches 

Fig. 3.16 Main circuit of the designed synchronous Buck converter 

Table 3.5 Hardware realization of the three required optimal designs 

Inductors of optimal design cases 

Cases L* Core Wire N 

Case 1 1.49 mH T200B-75-200 UEFN/U 1 mm 97 

Case 2 688 μH T175-75-200 UEFN/U 1 mm 81 

Case 3 2.41 mH T250-75-200 UEFN/U 1 mm 100 

Capacitors of optimal design cases 

Cases C* (μF) Realization 

Case 1 800 Parallel: 330 and 470 μF, 100 V ECA1JM 

Case 2 352 Parallel: 22 and 330 μF, 100 V ECA1JM 

Case 3 1000 Single: 1000 μF, 100 V ECA1JM 
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instances using the proposed multi-objective design strategy of output LC filter in 
Buck Converter via coevolving-AMOSA algorithm shown in Sect. 3.5.2.

3.6.2 Evaluation of the Experimental Results 

According to total power loss, cut-off frequency, and volume, the performance 
indicators of the conventional and three optimal design instances are analyzed in 
experiments and listed in Fig. 3.18. The following is a list of the extensive evaluations.

3.6.2.1 Traditional Design Case 

The standard design method described in Sect. 3.5.1 results in a 123 cm3 volume for 
the designed output LC filter in the Buck converter. The efficiency is 93.05% and the 
total power loss is 6.8 W since the input and output powers are 97.9 W and 91.1 W, 
respectively. 490 Hz is its cut-off frequency. 

3.6.2.2 Optimal Design Case 1: Maximizing Efficiency 

It is anticipated that the best design case 1, as introduced in Sect. 3.5.2.3, will have 
the least amount of power loss. According to the testing findings, the best design 
case 1 has a capacity that is 51.5% less than the standard design at 59.6 cm3. Its input 
and output powers are 98.1 W and 92.8 W, respectively. As a result, its efficiency is 
94.6% and its overall power loss is 5.3 W. Comparing the optimal design case 1 to 
the conventional design case results in a 1.6 W loss savings. Additionally, it has a 
147 Hz cutoff frequency. As a result, the high-efficiency applications in Fig. 3.1 are 
appropriate for the ideal design case 1 such as electric cars, airplanes, etc. 

3.6.2.3 Optimal Design Case 2: Minimizing Volume While Maintaining 
Same Efficiency as the Traditional Design 

It is anticipated that the optimal design case 2, as described in Sect. 3.5.2.3, will 
have a reduced volume without sacrificing its power efficiency. According to the 
experimental findings, the ideal design case 2 has input and output powers of 96.4 
and 89.7 W, respectively. As a result, total power loss is 6.7 W and efficiency is 93.0%, 
which is nearly identical to the conventional design case. Its volume is 29 cm3 less 
than the conventional design, a reduction of 76.4%. 323 Hz is the cut-off frequency. 
Therefore, space-constrained portable equipment like battery adapters, rooftop PV, 
digital cameras, LED, etc. can use the best design case 2.



66 3 The Proposed Multi-objective Design of Output LC Filter for Buck …

Vin: [50V / div] 

Vo: [20V / div] 

Io: [2A / div] 
Po: [100W / div] 

Time: [50 μs / div] 

Vin 

Vo 

Po 

Io 

(a) 

Time: [50 μs / div] 

Vin 

Vo 

Po 

Io 

Vin: [50V / div] 

Vo: [20V / div] 

Io: [2A / div] 
Po: [100W / div] 

(b) 

Time: [50 μs / div] 

Vin 

Vo 

Po 

Io 

Vin: [50V / div] 

Vo: [20V / div] 

Io: [2A / div] 
Po: [100W / div] 

(c) 

Time: [50 μs / div] 

Vin 

Vo 

Po 

Io 

Vin: [50V / div] 

Vo: [20V / div] 

Io: [2A / div] 
Po: [100W / div] 

(d) 

Fig. 3.17 Waveforms of the design cases: a traditional design; b optimal design case 1; c optimal 
design case 2; d optimal design case 3
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Fig. 3.18 Experimental and theoretical results of the conventional and optimal design cases: a total 
power loss; b cut-off frequency; c volume

3.6.2.4 Optimal Design Case 3: Minimizing Cut-Off Frequency 

For the best filtering performance, the optimal design scenario 3, as stated in 
Sect. 3.5.2.3, is anticipated to have a minimized cut-off frequency. According to 
the testing findings, the best design case 3 has a cut-off frequency that is 79.2%
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lower than the conventional design at 102 Hz. Its volume is also 23.2% lower than 
that of conventional design at 94.5 cm3. The efficiency is 93.7%, which is somewhat 
better than the conventional design, and the total loss is 6 W because the input and 
output powers are 95.4 W and 89.4 W, respectively. Due to the tougher constraints on 
filtering capability, audio systems in Fig. 3.1 like power audio amplifiers and MP3 
players are best suited for the optimal design case 3. 

Overall, the actual findings in Fig. 3.18 are consistent with the theoretical analysis 
in Table 3.3, demonstrating the viability and efficiency of the coevolving-AMOSA 
algorithm-based multi-objective design of the output LC filter for the Buck converter. 
In terms of power efficiency, filtering ability, and volume, the three optimum design 
examples outperform the conventional design example, demonstrating the optimal 
designs’ fully-optimized performance with the proposed design process. Addition-
ally, the output LC filters can be adaptably constructed to fulfill diverse requirements 
in a variety of application scenarios according to the proposed multi-objective design 
approach. 

3.7 Conclusion 

In Chap. 5, a coevolving-AMOSA algorithm-based multi-objective design strategy 
for the output LC filter in the Buck converter is proposed to address three competing 
design goals: low power loss, improved filtering capability, and small volume. This 
proposed design method consists of three steps. Three design objectives (power 
loss, cut-off frequency, and volume) concerning inductance and capacitance will 
be carefully examined in the first step to produce three objective functions. And in 
Stage 2, the coevolving-AMOSA method will be used to optimize a multi-objective 
problem using the three acquired objective functions to produce a Pareto-Frontier. 
The final optimization solutions of the optimal inductance and capacitance will then 
be obtained in Stage 3, using the achieved Pareto-Frontier, by selecting the optimiza-
tion result along the Pareto-Frontier based on the specific needs of applications. In 
particular, the coevolving-AMOSA algorithm is proposed for use in Stage 2 of this 
multi-objective design methodology. The coevolving-AMOSA algorithm has been 
shown to have greater Pareto-Frontier uniformity and completeness than previous 
algorithms, allowing for more precise and fully optimized design solutions. 

The proposed multi-objective design technique for the output LC filter in the 
Buck converter via the coevolving-AMOSA algorithm has been shown with three 
optimal design examples based on various needs in three application situations. 
Through hardware tests and comparisons with the design example created using 
the conventional design process, the optimized performance of these three optimal 
design examples has been confirmed. The proposed multi-objective design strategy 
for the output LC filter in the Buck converter with the coevolving-AMOSA algorithm 
has thus been proven to be feasible and successful.
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Chapter 4 
The Proposed 
Artificial-Intelligence-Based Design 
(AI-D) for Circuit Parameters of Power 
Converters 

4.1 Introduction 

Power converters are currently used more frequently in both industry and day-to-
day living. Power converters can control power transmission and change the voltage 
and current’s shape [1]. In industrial applications, power converters such as DC-
DC converters and inverters are the critical enablers in renewable energy systems 
[2], wireless power transfer [3], and DC microgrids [4]. Even in our daily life, the 
applications of power converters are omnipresent, such as electric vehicles [5], solar 
PV [6], etc. 

Power converter circuit characteristics should be carefully specified in order to 
guarantee the good performance of power converters in all applications. And effi-
ciency, size, cost, reliability, ripples, and transient response are several commonly-
adopted design objectives [7–10]. The parameter design for power converters is 
significant and difficult since, in order to get fundamentally superior performance, 
typically numerous design objectives are taken into account simultaneously. 

The process of analysis and deduction is followed by the process of optimiza-
tion when designing parameters for power converters. Up to now, there have been 
two main approaches in the parameter design of power converters, which are the 
traditional human-dependent design approach [11, 12] and the computer-aided opti-
mization (CAO) design approach [8, 13, 14]. For the conventional human-dependent 
design approach, engineers completely analyze optimization objectives and design 
constraints to derive mathematical expressions [11]. Additionally, the optimization 
procedure will involve numerous manual attempts and errors. The traditional human-
dependent design technique has several limitations, including a high workload and 
low precision brought on by approximation during the analysis and deduction process 
[11]. Regarding the CAO approach, which was proposed in the last two decades, 
the optimization process was carried out using some optimization algorithms on 
computers, such as the recently popular particle swarm optimization algorithm,
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genetic algorithm, and ant colony algorithm [14]. However, there is still a consider-
able level of human dependence in the analysis and deduction process for optimiza-
tion targets and design constraints, leading to low accuracy and a significant amount 
of time required [13]. 

Neural networks (NN), an artificial intelligence (AI) approach, are the best option 
for relieving the labor-intensive analytical and deduction stages of parameter design. 
The ability of NN to learn from and comprehend external data is achieved by tweaking 
its adjustable weights, which mimic the adaptive connections of neurons in the brain. 
Any complex non-linear function can be accurately learned thanks to the NN’s easily 
scalable structure. Due to these advantages, NN has been widely adopted in motor 
optimization [15], modulation strategies [16], and control [17, 18]. For instance, 
[15] adopts an extreme learning machine to fit the results of finite element analysis to 
optimize the motor. Filho et al. [16] utilizes NN to realize optimal selective harmonic 
elimination. NN serves as the model predictive controller for modular multilevel 
converters in [18]. 

However, the majority of the NNs used in the existing literature on power 
converters are simple networks, and as a result, their generalization accuracy for 
unobserved data could yet be improved. The structure of NN needs to be changed to 
achieve greater prediction accuracy with unobserved data. 

In this chapter, an artificial intelligence-based design (AI-D) approach is exam-
ined to address the aforementioned challenges that the current parameter design 
approaches for power converters are encountering. This approach was motivated by 
the powerful learning capabilities of NN. The two methods in parameter designs that 
can be automated in the proposed AI-D methodology are the analysis and deduction 
process and the optimization process. Data-driven models will execute the analysis 
and deduction process with the aid of simulation tools and a batch-normalization 
neural network (BN-NN). And the optimization process will be handled by the 
evolutionary algorithm (EA). The parameter design for power converters can obtain 
precisely optimal design results and a wide degree of freedom for engineers with 
BN-NN and the automatic fashion in these two operations. 

The remainder of this chapter is set up as follows. Section 4.2 describes the issues 
with the parameter design methodologies for power converters that are currently in 
use as well as the proposed fixes. The proposed AI-based design approach’s step-by-
step workflow is described in Sect. 4.3. In Sect. 4.4, a design instance is illustrated, 
and in Sect. 4.5, experimental findings are reported. The chapter’s conclusion is 
provided in Sect. 4.6.
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4.2 Problem Descriptions for the Parameter Design 
Approaches for Power Converters and the Proposed 
Solutions 

4.2.1 Problems in the Existing Circuit Parameter Design 
Approaches for Power Converters 

After defining the design goals and operating conditions, there are two key steps 
that must be taken when designing the circuit parameters for power converters. The 
first step is the analysis and deduction procedure for the optimization objectives and 
design constraints, from which the mathematical expressions for these two concepts 
will be derived. The second is an optimization procedure to identify the circuit 
characteristics that will achieve the optimization objective’s optimum performance 
without violating the design limitations. 

Engineers do the analysis and deduction process as well as the optimization 
process in the conventional human-dependent design approach, as shown on the 
left side of Fig. 4.1. For the sake of analytical ease, various approximations will be 
used in order to generate the mathematical equations for the intended optimization 
objective and design constraints. For example, to derive the operating point of the 
two-switch forward converter in [11], the switches are assumed to be ideal. Besides, 
as introduced by Lin et al., in the deduction of the output impedance of dual active 
bridge converter, only 0th and 1st order terms in Fourier expansion are considered 
[19]. Even though sometimes approximations are removed for the sake of high accu-
racy, the computational burden and complexity are heavy for engineers [12, 20]. 
When it comes to the optimization process, repetitious manual trials and errors are 
also time-consuming and have no guarantee for optimization accuracy [21]. 

Fig. 4.1 Realization of design process (human-dependence or automation) in two kinds of param-
eter design approaches for power converters: traditional human-dependent design approach and 
CAO design approach
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Over the previous 20 years, while computer science has advanced, the CAO param-
eter design approach—which is shown on the right side of Fig. 4.1—has undergone 
significant advancements. The CAO design approach has realized automation in the 
optimization process with the assistance of optimization algorithms [8, 13, 22–24]. 
For instance, [8] modifies the archived multi-objective simulated annealing algorithm 
(AMOSA) to achieve the multi-objective design of Buck converter. Neugebauer and 
Perreault [22] adopts Monte-Carlo for the optimal DC-DC converter in automobiles. 
In order to create a good comprehensive parameter design, Liu et al. examine the 
internal temperature rise of the capacitor to determine its lifetime, study the volume 
of L and C using the definitions of inductance and capacitance and their geometric 
features, and use the NSGA-II algorithm [25]. 

The human dependence in the analysis and deduction process is still a problem, 
despite the CAO design approach having liberated engineers from repetitive tries and 
errors to obtain optimal design solutions. To derive the mathematical expressions of 
the optimization objective and design constraints, it is necessary to conduct a difficult 
and time-consuming analysis that also raises questions about correctness. Further-
more, because CAO techniques use optimization algorithms that are essentially strict 
instructions to find the best possible solutions for a given function, they are unable 
to learn from and understand outside inputs in order to develop intelligence. As a 
result, CAO methods cannot be classified as AI in the strict sense. 

4.2.2 The Proposed Solutions for the Automated Design 
for the Circuit Parameters of Power Converters 

An artificial-intelligence-based design (AI-D) technique is specifically proposed to 
address the issues including excessive work burden and low precision in the parameter 
design for power converters, which are related to the high level of human dependence. 
According to Fig. 4.2, this design technique can automatically complete the analysis 
and deduction process as well as the optimization process, making it simpler and 
more accurate to create a design.

4.2.2.1 Automation in Analysis and Deduction Process 

As shown in Fig. 4.3, simulation and batch-normalization NN (BN-NN) are used to 
develop a data-driven model in order to remove human dependence from the analysis 
and deduction process.

Simulated models will be created to assess how well the optimization objectives 
and design constraints work when various design parameters are chosen. A neural 
network will get a data set for training from simulation models. NN can be used 
as an accurate data-driven model after training with sparse performance data since 
it can deduce any complex and nonlinear correlations between design factors and
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Fig. 4.2 Realization of design process in the proposed AI-D approach for the circuit parameters 
of power converters

Fig. 4.3 Automation in the 
analysis and deduction 
process in the proposed AI-D

performance. As a result, it can be used to forecast how well new ideas would 
function. 

For the purpose of creating data-driven models, BN-NN is specifically used to 
achieve improved generalization accuracy in forecasting unseen design performance. 
It has three different types of layers: the output layer, hidden layers, and scalarization 
layer. The particular batch-normalization layer in the buried layer gives BN-NN its 
name. The batch-normalization layer aims to avoid the over-fitting problem, which 
will seriously deteriorate the NN accuracy. Compared with other techniques for 
avoiding over-fitting, such as L2 weight-decay regularization [26] and dropout [27], 
the batch-normalization layer [28] does not introduce extra hyperparameters and thus
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is simpler for the tuning of NN. Basically, the batch-normalization layer normalizes 
the layer inputs and has the ability to adaptively adjust the level of normalization, 
which significantly reduces the over-fitting issue [28]. 

The design process analysis and deduction steps can be carried out automatically 
using simulation models and BN-NN, relieving engineers of a time-consuming task. 
Furthermore, compared to the conventional manual analysis procedure with approx-
imation, a more accurate performance rating can be guaranteed. The unique BN-NN 
structure also ensures improved generalization accuracy in foretelling unforeseen 
design performance. 

4.2.2.2 Automation in Optimization Process 

The optimization phase, in which design results are finalized to achieve optimal 
performance, can also be automated in addition to the analysis and deduction 
processes. 

One of the well-known evolutionary algorithms, the genetic algorithm (GA), is 
chosen to handle parameter optimization. This decision is taken into account the 
unique feature of the parameter design problem for power converters. The design 
parameters for a power converter can be in continuous space or discrete space. For 
instance, continuous design space is typically considered when switching frequency 
is designed. In contrast, the design space for inductors and capacitors is discrete since 
only discontinuous and disconnected values can be selected due to their practical 
components. The mix of design parameters in both discrete and continuous space 
contributes to a mixed-integer optimization problem. Among popular EA (PSO, 
GA, and ACO), PSO is suitable for continuous optimization [29], and ACO aims 
at discrete optimization [30]. Fortunately, GA performs the best in mixed-integer 
optimization and it also enjoys a fast convergence speed [23]. Thus, GA is suitable 
for the AI-D approach for the parameter design of power converters. 

In order to obtain good performance in the targeted optimization objective without 
violating design restrictions, the selected GA will help identify global optimal design 
parameters. Additionally, its quick convergence speed aids in the quick design of 
power converters. 

In summary, the proposed AI-D technique can achieve a high level of automation 
in the analysis and deduction process and the optimization process, as was previously 
discussed. High prediction accuracy in previously unidentified design parameters is 
ensured by the unique BN-NN used in AI-D. As a result, the proposed AI-D approach 
enables high precision and simple application in the power converter parameter 
design.
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4.3 AI-D Approach for the Parameter Design of Power 
Converters 

There are no restrictions on the types of power converters that can be designed 
with the proposed AI-D methodology in terms of application backgrounds. For the 
purpose of clarity, the proposed AI-D technique is validated in this chapter using the 
synchronous Buck converter’s circuit parameter design in the 48–12 V accessory-load 
power supply system of an electric vehicle (EV) [31]. 

To achieve power conversion from the available 48 V power supply to the neces-
sary 12 V accessory-load voltage in EV, the 48–12 V power supply system is being 
used more and more [32], as shown in Fig. 4.4. To facilitate this power conversion 
process, usually a synchronous Buck topology is adopted thanks to its good effi-
ciency and simple structure [31, 32]. Efficiency is one crucial performance metric to 
consider when designing something to guarantee good power transfer efficiency. To 
ensure optimal overall performance, volume and ripples are also taken into account 
for the benefit of a compact and dependable design. The design process in this chapter 
uses efficiency as the optimization goal and uses volume and ripples as two exam-
ples of design constraints. It should be highlighted that the proposed AI-D approach 
can still be used and only minor adjustments are required if any other objectives or 
limitations, such as cost or dependability, are favored in various design contexts. 

This section elaborates on the AI-D technique, which takes volume and ripple 
into account while designing the circuit parameters for the efficiency-oriented 
synchronous Buck converter in EV. According to Fig. 4.5, there are 4 steps in this 
design process.

Fig. 4.4 The parameter design of synchronous Buck converter in the 48–12 V accessory-load 
power supply system in EV via the proposed AI-D approach 
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Fig. 4.5 Flowchart of the proposed AI-D approach applied in the parameter design of an efficiency-
optimal synchronous Buck converter in EV
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4.3.1 Stage 1: Determine Design Specifications 

The initial step in the design process is to determine all the design requirements. 
The design conditions should be firstly figured out, including input voltage Vin, 

output voltage Vo, output power Po and output current Io. Power efficiency is the 
optimization objective, and the design constraints include volume constraint Vollim, 
voltage ripple constraint (ΔVo%)lim and current ripple constraint (ΔIL%)lim. The  
parameters that need to be designed contain switching frequency f s, inductance L, 
and capacitance C. The limits of design parameters are also necessary as [f min, f max], 
[Lmin, Lmax], and [Cmin, Cmax]. 

The volume as a design constraint only takes the size of the inductor and capacitor 
(VolL, VolC) into consideration because they will be greatly influenced by the choices 
of design parameters [8]. The minor effects of parameter design on the volume of 
other parts, like PCB board, are neglected. 

4.3.2 Stage 2: Create Lookup Tables for Inductors 
and Capacitors 

Stage 2 requires the creation of lookup tables for the inductor and capacitor values 
since they are both design parameters. Lookup tables record all the possible values 
of inductors and capacitors while taking into account practical factors to close the 
gap between theoretical analysis and reality. 

The value of inductor L for inductors is mapped to the geometrical and magnetic 
characteristics of the chosen core in Lookup Table I. In the case of capacitors, Lookup 
Table II associates the characteristics of the chosen capacitor components with the 
value of capacitor C. 

The toroidal-shaped core depicted in Fig. 4.6 is used as an illustration. Figure 4.7 
illustrates how to establish Lookup Table I for inductors. After the specification of the 
fill factor of the inductor core [33], Ku, with the geometric and magnetic features of 
cores obtained from the core database, the maximum number of turns Nmax_core and 
the maximum inductance Lmax_core each core can reach are computed with (4.1) and 
(4.2), respectively. In (4.1) and (4.2), core inner diameter ID, and nominal inductance 
AL are obtained with the database, and AW is the area of wire. Afterward, Lmax_core 

is sorted in ascending order. Lmax_core partitions the selection of inductor core. For 
instance, if L is lower than or equal to Lmax_core1, for the sake of smaller size of the 
core, core 1 is selected; If L is greater than Lmax_core1, to avoid core saturation, core 
2 is selected. Subsequently, a lookup table on the choices of cores for the reachable 
values of inductors can be created. 

N ≤ Ku · π I D2 

4AW 
= Nmax _core (4.1)
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Fig. 4.6 Toroidal inductor applied in Buck converter 

Lmax _core = 
AL 

1000 
N 2 max _core μH (4.2)

The flowchart shown in Fig. 4.8 is used to create a lookup table for capacitors. 
Possible parallel and serial connections of a single capacitor are taken into consid-
eration in order to achieve larger capacitance values with the few available practical 
components. All capacitor values are available once the maximum component count 
for MP’s parallel and serial connections has been specified. Then, Lookup Table 
II on the various connections for various capacitor values can be constructed. The 
combination with the smallest volume is chosen when there are many combinations 
for the same planned value (e.g., for 660 µF, there can be 220 µF * 3 and 330 µF * 2).

Only toroidal cores and electrolytic capacitors are used as design samples in this 
case for ease of illustration. If other types of cores and capacitors are taken into 
account, just small alterations are needed: different types of cores and capacitors 
will have separate lookup tables since one lookup table will be produced for each 
type of core or capacitor. The types of cores and capacitors can be incorporated as the 
design parameters to be optimized in the AI-D process thanks to the various lookup 
tables that have been established and store the knowledge about various types of 
cores and capacitors. 

4.3.3 Stage 3: Build Data-Driven Models for Power Losses, 
Voltage Ripple and Current Ripple 

Stage 3 of the proposed AI-D technique uses simulations and BN-NN to automatically 
construct data-driven models of power losses, voltage ripples, and current ripples. 
This process assesses the power loss and ripple performance of various designs using 
simulation, which can provide an accurate performance rating. These simulation 
results will be used to train BN-NN, which will then be used to create precise data-
driven models for power losses and ripples. Stage 3’s detailed flowchart, which 
consists of 3 steps, is shown in Fig. 4.9.
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Compute the maximum inductance 
Lmax_core of every core with (2) 

Compute the maximum number of turns 
Nmax_ core of every core with (1) 

Specify fill factor Ku 

Sort Lmax_core from low to high: Lmax_core1 < Lmax_core2 < Lmax_core3 

Create Lookup Table I for Inductors 

Core Database 

Lookup Table I for Inductors 
Discrete Values of L Selected Core 

... 

Lcore1,1 
Lcore1,2
    ... 
Lcore2,1 
Lcore2,2
    ... 
Lcore3,1 
Lcore3,2
    ... 

L ≤ Lmax_core1

 Lmax_core1 < 
L ≤ Lmax_core2

 Lmax_core2 < 
L ≤ Lmax_core3 

Lcore1,1, , Lcore3,1,  are possible discrete values of L. 
After selecting core, the geometric (VolL, Ae, etc.) and 
magnetic (B-H curve, etc.) features are known. 

Core 1 

Core 2 

Core 3 

Lmin ≤ L 
≤ Lmax 

Fig. 4.7 Create Lookup Table I for inductors

4.3.3.1 Step 1: Select Combinations of f s, L, C for BN-NN Training 

In Step 1 of Stage 3, combinations of design parameters f s, L, C should be first 
selected. f s, L and C are uniformly selected within [f min, f max], [Lmin, Lmax] and 
[Cmin, Cmax] for  N1, N2, and N3 number of points, respectively. As a result, the total 
number of combinations of f s, L, C generated is N1 × N2 × N3.
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Fig. 4.8 Create Lookup Table II for capacitors

4.3.3.2 Step 2: Build Simulation for Power Losses and Ripples 
of Selected Combinations to Generate Data for BN-NN Training 

Building simulations for performance evaluation of the chosen combinations of 
design parameters in Step 1 is the goal of Stage 3’s second step, which attempts 
to produce data for training BN-NN. 

Power losses, voltage ripple, current ripple, and volume are the performance 
indicators that require evaluation. Magnetic and electrical simulations will be used 
to investigate power losses among them. The electrical simulation will be used to 
examine voltage ripple and current ripple. And the lookup tables will be used to 
determine volume. 

To build the magnetic simulation, the features of the inductor core (number of 
turns N, core geometry OD, ID, H, Ae, inductor volume VolL, and magnetic properties 
μi, Bsat) can be obtained from Lookup Table I. 

To construct the electrical simulation, additional parasitic parameters, including 
the inductor’s RL and the capacitor’s ESR and ESL, are needed. The equivalent resis-
tance of inductor RL can be calculated using Lookup Table I for inductors using the 
formula (4.3), where r is the resistance of wire per unit length. With Lookup Table II 
for capacitors, the equivalent series resistance ESR and the equivalent series induc-
tance ESL of capacitor can be computed with (4.4) and (4.5) [34], respectively, where
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Select Combinations of  fs, L, 
C for BN-NN Training 

N1×N2×N3 Combinations 
of ( fs , L , C ) 

Data for BN-NN Training: 
Switch, Inductor, Capacitor 
Losses and Ripples Performance 

Step 2 (Section 4.3.3.2) 

Step 3 (Section 4.3.3.3) 

Step 1 
(Section 4.3.3.1) 

Data-Driven Modeling of Power Losses & Ripples via BN-NN 
fs 
L 
C 

∆Vo% 
∆IL% 

Losses of Switch Capacitor Loss RipplesInductor Losses 

fs 
L 
C 

Pl_s1 

Pl_s2 

fs 
L 
C 

Pl_L_Cu 

Pl_L_Fe 

fs 
L 
C 

Pl_C 

Lookup Table I 
for Inductors 

Build Simulation 

Parameters for 
Magnetic Simulation: 

N, OD, ID, H, Ae, 
VolL, μi , Hc, Bsat 

Parameters for 
Electrical Simulation: 

RL, ESR, ESL 

Lookup Table I, II, 
(4.3) to (4.5) 

Fig. 4.9 Detailed realization of Stage 3: build data-driven models for power losses and ripples with 
simulations and BN-NN

tanδ and kesl are the dissipation factor and ESL factor, both of which are obtained 
with the capacitor database. 

RL = N · (OD  − I D  + 2H ) · r (4.3) 

ES  R  = 
tan δ 
2π fsC 

(4.4) 

ESL  = kesl /C (4.5) 

The magnetic simulation tool, Ansys, is used to evaluate magnetic core loss Pl_L_Fe. 
With necessary features of the inductor core provided by Lookup Table I, magnetic 
simulation models can be built to evaluate Pl_L_Fe of all the selected combinations of 
f s, L, C. 

The electrical simulation tool, LTspice, is utilized to evaluate electrical losses, 
voltage ripple, and current ripple. With the Spice model of power switches provided 
by the manufacturer, LTspice can evaluate the losses of high-side switch Pl_s1 and 
low-side switch Pl_s2, in which the switching and conduction losses are included. 
Besides, with the essential parasitic parameters obtained, electrical simulation by
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LTspice can also evaluate the inductor copper loss Pl_L_Cu, and capacitor loss Pl_C . 
Moreover, voltage and current ripples ΔVo%, ΔIL% of all the combinations of f s, 
L, C are also evaluated with LTspice to generate training data for BN-NN. 

Through appropriate interfaces of the simulation tools, a programming language, 
such as Python, can be used in this process to automate the running of simulations. 
As a result, the programming language can run simulations, undertake parameter 
adjustments, and gather performance information. 

4.3.3.3 Step 3: Build Data-Driven Models of Power Losses and Ripples 
via BN-NN 

The losses of the switch, inductor losses, capacitor losses, and voltage and current 
ripples of all f s, L, C combinations have been evaluated following the implementation 
of simulations in Step 2 of Stage 3. The performance of any potential designs can be 
assessed using the limited performance data used to train BN-NN. 

As stated in Sect. 4.2.2.1, BN-NN in Fig. 4.3 is specifically adopted because it is 
good at avoiding the over-fitting problem. Three different layer types are present in 
the accepted BN-NN: a scalarization layer, hidden layers, and an output layer. 

The initial scalarization layer of the AI-D approach for the parameter design of 
power converters attempts to rescale the magnitude of the design parameters f s, L, C 
within the range of [0, 1]. For instance, in the original state, L is less than millihenry 
and f s is greater than tens of kilohertz. To train the BN-NN objectively, they will 
both be rescaled into the range [0, 1]. 

It is presumable that there are H hidden layers, with Nh neurons in each layer. A 
batch-normalization layer comes after a completely linked layer in every hidden layer. 
The over-fitting issue, which can substantially impair NN accuracy, is something that 
the batch-normalization layer seeks to avoid. 

The last layer is the output layer, and the outputs include losses Pl_s1, Pl_s2, Pl_L_Cu, 
Pl_L_Fe, Pl_C and ripples ΔVo%, ΔIL%. The complete structure of BN-NN is given 
in Fig. 4.10.

The simulations of all the chosen N1 × N2 × N3 combinations provide perfor-
mance data for power losses and ripples, which are then divided into training (70%), 
validating (15%), and testing (15%) sets, respectively. These sets are used to train 
BN-NN, choose its structure (Nh, H), and test BN-NN in the novel, previously 
untested designs. Different Nh and H alternatives are tried using the training and 
validating sets; among them, the particular Nh and H that achieve the least error on 
the validation set are the chosen BN-NN structure. 

Until here, the automatic analysis and deduction process has been finished.
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Fig. 4.10 Data-driven modeling of power losses and ripples via BN-NN

4.3.4 Stage 4: Search for Optimal Design Parameters fs *, L*, 
C* via Genetic Algorithm 

In this stage, GA is used to discover the best f s, L, C design parameters for power 
converters under the design constraints of volume, current ripple, and voltage. The 
optimization issue is stated as (4.6). 

min 
fs ,L ,C 

( 
Pl_s1 + Pl_s2 + Pl_L_Cu + Pl_L_Fe  + Pl_C 

) 

subject to: VolL + VolC ≤ Vollim, 
ΔVo% ≤ (ΔVo%)lim, 
ΔIL% ≤ (ΔIL%)lim . (4.6) 

The detailed flowchart of GA in solving (4.6) and searching for the globally 
optimal f s *, L*, C* is shown in Fig. 4.11, and briefly illustrated as follows. The fitness 
value of the ith individual Fi is computed with (4.7a), where Oi is the ith objective 
value as expressed in (4.7b), Omax and Omin are the maximum and minimum of Oi 

for all individuals, and ξ is a small constant. In (4.7b), Pl_tot is the total power loss, 
which is shown in (4.7c).

Fi = 
Omax − Oi 

Omax − Omin 
+ ξ (4.7a)

Oi = Pl_tot  + max 

( 
0, 

Vol  

V ollim 
− 1 

)
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Fig. 4.11 Flowchart of GA in searching for the globally optimal f s *, L*, C*

+ max 

( 
0, 

ΔVo% 

(ΔVo%)lim 
− 1 

) 
+ max 

( 
0, 

ΔIL% 

(ΔIL%)lim 
− 1 

) 
(4.7b)

Pl_tot  = Pl_s1 + Pl_s2 + Pl_L_Cu + Pl_L_Fe  + Pl_C (4.7c) 

To restrict the volume and ripples of the designed converters, the objective value 
Oi in (4.7b) has introduced penalty terms such as “max(0, Vol/Vollim − 1)”, so that 
the negative effects of these constraints being exceeded are considered. 

With GA’s help, the optimization process has been completed up until this point. 
As a result, the proposed AI-based design approach’s steps have all been completed, 
and the best synchronous Buck converter with satisfactory overall performance has 
been created.
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4.4 Design Case of the Proposed AI-D Approach to Design 
an Efficiency-Optimal Synchronous Buck Converter 
in EV 

With the proposed AI-D approach elaborated in Sect. 4.3, an efficiency-optimal 
synchronous Buck converter applied in 48–12 V accessory-load power supply system 
of EV [31] is designed. The design case is illustrated below stage by stage. 

4.4.1 Determine Design Specifications 

Stage 1 specifies the design parameters and specifications for the synchronous Buck 
converter used in the 48–12 V accessory-load power supply system of the EV, as 
shown in Table 4.1. Rated power Po is selected as 100 W for the accessory loads in 
the EV power supply system [32, 35]. 

When the limits of design parameters are determined, switching frequency f s is 
selected within the suitable range [20, 200 kHz] according to [36, 37]. As determined

Table 4.1 Design specifications 

Operating specifications 

Topology Synchronous Buck Vo 12 V 

Vin 48 V Po 100 W 

Power switches 

Switches IRFB4310PbF, Infineon Dead time 200 ns 

RDS(on) 5.6 mΩ VDSS 100 V 

Output LC filter 

Inductor cores Toroidal TAF-200 series 

Inductor wire UEFN/U 1 mm 

Capacitors 25 V Nippon KZE series 

Design parameters 

Switching frequency f s Inductance L Capacitance C 

Limits of design parameters 

f s f min = 20 kHz; f max = 200 kHz 
L Lmin = 30 µH; Lmax = 2 mH  

C Cmin = 20 µF; Cmax = 1000 µF 
Design constraints 

Volume Vol ≤ Vollim = 7 cm3 

Voltage ripple ΔVo% ≤ (ΔVo%)lim = 1% 

Current ripple ΔIL% ≤ (ΔIL%)lim = 10% 
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by the range of f s, the ranges of L and C are chosen from several tens of μH, μF to  
mH, mF, where the selection of upper limits Lmax and Cmax is out of cost and power 
density perspectives [25], and the selection of lower limits Lmin and Cmin considers 
filtering performance [8]. If a specific application requires different ranges of f s, L 
and C from the given ranges in this design case, the proposed AI-D approach can 
still be applied with no changes in any steps. 

Infineon IRFB4310PbF is chosen as the power switch due to its lower drain-source 
on-resistance and adequate drain-source breakdown voltage under the specified oper-
ating conditions. Other power switches can be taken into account while still using the 
proposed AI-D methodology. It should be noted that the Stage 3 simulations must 
incorporate the models of the actual power switches. 

4.4.2 Create Lookup Tables for Inductors and Capacitors 

Stage 2 involves creating lookup tables for capacitors and inductors. Four toroidal 
cores (T80-75-200, T106-75-200, T131-75-200, T150-75-200) from the TAF-200 
series are used in this design instance. By following the flowchart in Fig. 4.7, Lookup 
Table I for inductors is created, as shown in Figs. 4.12 and 4.13, in which the fill 
factor Ku of inductor core is kept below 0.35 for easy manufacture [38]. The practical 
characteristics of the chosen cores are detailed in Fig. 4.12, and the potential discrete 
values of L and associated core choices are shown in Fig. 4.13. 

Then, using the flowchart in Fig. 5, select the maximum number of capacitors 
for parallel and serial connections MP as 5. 4.8, the capacitors’ Lookup Table II is 
formed as depicted in Figs. 4.14 and 4.15. Fig. The characteristics of a few capacitors

Fig. 4.12 Lookup Table I for inductors: features of the selected cores
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Fig. 4.13 Lookup Table I for inductors: discrete values of L

Fig. 4.14 Lookup Table II for capacitors: features of selected capacitors 

Fig. 4.15 Lookup Table II for capacitors: discrete values of C 

are shown in Fig. The various discrete values of C taking into account parallel and 
serial connections are described in Fig. 4.15. 

4.4.3 Build Data-Driven Models for Power Losses 
and Ripples 

By using Fig. 4.9 as a guide, data-driven models for power losses and ripples with 
BN-NN are created in Stage 3. The specific three stages of Stage 3 are shown as 
follows.
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Table 4.2 Mean-square-error 
of the compared regression 
methods 

Training set Validating set Testing set 

Ridge 
regression 

0.719 0.689 0.712 

Support vector 
regression 

0.472 0.441 0.433 

Bayesian 
regression 

0.310 0.315 0.294 

NN via Matlab 
toolbox 

0.084 0.085 0.076 

Proposed 
BN-NN 

0.022 0.018 0.025 

• In Step 1, N1, N2 and N3 in Fig. 4.9 are set to 20, 20, and 20, respectively, 
within the range of f s, L and C indicated in Table 4.1, resulting in a total of 
8000 permutations of design parameters being created when 202,020 = 8000 is 
multiplied by the number of f s. 

• In Step 2, buildings for electrical and magnetic simulation models in LTspice and 
Ansys, respectively All 8000 permutations are simulated to determine the power 
losses and ripples, which are used as training data for the BN-NN. 

• In Step 3, four BN-NN are constructed: 3 hidden layers with 10 neurons each make 
up the BN-NN for switch losses (Pl_s1, Pl_s2); 20 neurons are located in each of the 
three hidden layers of the BN-NN for inductor losses (Pl_L_Cu, Pl_L_Fe); BN-NN 
for capacitor loss Pl_C includes two hidden layers with a total of ten neurons each; 
Each of the two hidden layers in the BN-NN for ripples (ΔVo%, ΔIL%) has 10 
neurons. 

The learning objective is the power loss of the high-side switch Pl_s1 as an example, 
and many AI-based regression approaches (ridge regression, support vector regres-
sion, Bayesian regression, deep NN through Matlab Toolbox) are compared with it 
to highlight the greater generalization accuracy of BN-NN. The proposed BN-NN 
in Fig. 4.10 exhibits the least error on all the datasets, suggesting the maximum 
generalization accuracy across all the approaches examined, as indicated in Table 
4.2. 

4.4.4 Search for Optimal fs *, L*, C* via GA 

Globally ideal f s *, L*, C* are discovered using GA in Stage 4 (Fig. 4.11). The best 
f s *, L*, C* are sought using the trained data-driven models using BN-NN for power 
losses and ripples and Lookup Table I and II for volume. The continuous space [f min, 
f max] is searched for fs*, L is selected from Lookup Table I, which is located within 
[Lmin, Lmax], and discrete C is selected from Lookup Table II, which is located within 
[Cmin, Cmax].
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Table 4.3 Designed converter in the 48–12 V accessory-load power supply system of EV via the 
proposed AI-D approach 

Designed efficiency-optimal synchronous Buck converter in EV 

Topology Synchronous Buck 

Switch IRFB4310PbF, Infineon 

f s 36.6 kHz 

L 281.3 µH, core T106-75-200, wire UEFN/U 1 mm, number of turns 55 

C 112 µF, 2 number of 56 µF of 25 V Nippon KZE in parallel 

Table 4.4 Theoretical 
performance of the designed 
synchronous Buck converter 

Theoretical performance of designed converter 

Efficiency η 93.85% 

Volume VolL + VolC 6.746 cm3 

Ripples ΔVo% and  ΔIL% ΔVo% = 0.573%; ΔIL% = 9.7% 

The finalized optimal design results of f s *, L* and C* are 36.6 kHz, 281.3 µH 
and 112 µF, respectively. They provide an optimal efficiency η* at 93.85%. 

The preset volume limitation Vollim is connected to the reason why f s * is optimized 
to 36.6 kHz. The optimized f s * can reach a higher value if high power density is 
anticipated and Vollim is set at a lower value in comparison to the one specified in this 
design example. However, under this scenario, switching and core losses will rise, 
resulting in a drop in efficiency. 

Table 4.3 presents the design outcomes for the proposed AI-D technique for 
the efficiency-optimal synchronous Buck converter in the 48–12 V accessory-load 
power supply system of EV. Table 4.4 provides a summary of the planned converter’s 
theoretical performance. 

4.4.5 Average CPU Execution Time for Applying 
the Proposed AI-D Approach in the Design Case 

The average CPU execution time of the proposed AI-D approach applied in the design 
case, under the computer platform with Intel Xeon CPU E5-1630 @ 3.7 GHz, 16 GB 
RAM, and Windows 10 operating system, is given in Table 4.5 to give an under-
standing of the computational time needed to implement the approach. According to 
Table 4.5, the majority of computational efforts are directed toward performing simu-
lations to gather data on power loss and ripple performance, with the CPU execution 
time of other phases being negligible.

The average CPU execution time of the proposed AI-D approach applied in the 
design case, under the computer platform with Intel Xeon CPU E5-1630 @ 3.7 GHz,
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Table 4.5 Average CPU execution time of AI-D approach 

Stages in AI-D Average CPU execution time 

Stage 2 Total 0.232 s 

Stage 3: Step 1 Total 0.074 s 

Stage 3: Step 2 Total 2 days and 4 h to run the required simulations using four CPU cores 

Stage 3: Step 3 1 min 13.4 s to train all NNs 

Stage 4 Total 24.38 s 

Bold terms represents as to emphasize that this step (Stage 3: Step 2) accounts for the majority of 
CPU execution time

16 GB RAM, and Windows 10 operating system, is given in Table 4.5 to give an under-
standing of the computational time needed to implement the approach. According to 
Table 4.5, the majority of computational efforts are directed toward performing simu-
lations to gather data on power loss and ripple performance, with the CPU execution 
time of other phases being negligible. 

4.5 Design Case of the Proposed AI-D Approach to Design 
an Efficiency-Optimal Synchronous Buck Converter 
in EV 

In this part, a prototype has been created and hardware experiments have been carried 
out to further validate the intended synchronous Buck converter in Table 4.3 for the 
48–12 V accessory-load power supply system of EV. In Fig. 4.16, the hardware 
platform is displayed. 

Fig. 4.16 The hardware platform of the designed DC-DC converter
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Fig. 4.17 Steady-state waveforms of the designed efficiency-optimal converter: a vin, vo, io; b 
zoom-in view of vo; c vL , iL , iC 

4.5.1 Steady-State Waveforms of the Designed Optimally 
Efficient Synchronous Buck Converter 

The waveforms of the intended converter in steady state are displayed in Fig. 4.17 
under the rated circumstances listed in Table 4.1, and their notation and direction are 
presented in Fig. 4.4. 

4.5.2 Experimental Efficiency of the Designed Converter 

4.5.2.1 Validation of the Optimal Efficiency of the Designed 
Synchronous Buck Converter When f s, L, C Are Varying 

The next experiments are conducted to confirm that the converter’s design achieves 
maximum efficiency. The switching frequency f s varies around the optimal frequency 
f s *, as shown in Fig. 4.18a, where the efficiency reaches the highest at the designed 
optimal f s *. In addition, when L varies around the optimal L*, as shown in Fig. 4.18b, 
the values smaller than L* should be avoided because they fail to meet the required 
10% current ripple constraint in Eq. (4.6), even though they achieve higher efficiency. 
Among the L values no smaller than L*, the selected value L* displays the best
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Fig. 4.18 Validation of the optimal efficiency of the designed synchronous Buck converter: a f s 
varies within [0.8 fs*, 1.2  fs*]; b L varies within [230, 350 µH]; c C varies within [81, 168 µF] 

efficiency, so the optimal efficiency under given constraints is still achieved at the 
designed optimal L*. Besides, as shown in Fig. 4.18c, C varies within [81, 168 µF], 
and the results verify that the optimal efficiency at the designed C* is achieved. 
Consequently, based on Fig. 4.18a–c, the designed synchronous Buck converter 
applied in EV enjoys optimal efficiency. 

4.5.2.2 Efficiency Comparison of Designed Synchronous Buck 
Converters via the Proposed AI-D Approach, the CAO 
Approach and the Conventional Approach 

To validate the superiority of the proposed AI-D approach, the conventional approach 
[34] and a CAO approach [8] are compared with it. Conventionally, voltage and 
current ripple constraints are used to determine the values of L and C [34], which are 
computed with (4.8a, 4.8b), where Vo, Io, f s, (ΔVo%)lim and (ΔIL%)lim are given in 
Table 4.1. And the computed L and C are listed in Table 4.6. As detailly discussed 
in [8], the compared CAO approach manually analyzes and deduces the expressions 
of total power loss, and then optimizes the power loss expressions for optimally 
efficient synchronous Buck converter. The designed L and C via the compared CAO 
are shown in Table 4.7.
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L = 
(1 − D) · Vo 

fs · (ΔIL%)lim · Io (4.8a) 

C = 
(π + 4 tan  δ) · (ΔIL%)lim · Io 

8π fs · Vo · (ΔVo%)lim 
(4.8b) 

Figure 4.19 displays a comparison of experimental effectiveness. Evidently, the 
converter developed using the proposed AI-D technique outperforms the ones devel-
oped conventionally and using the CAO approach at various load levels. While the 
traditionally constructed converter in Table 4.6 achieves a peak efficiency of just 
90.16%, the AI-D converter in Table 4.3 gets a peak efficiency of 93.68%. The effi-
ciency of the design using the proposed AI-D is 1.22% greater than the 92.46% 
attained by the design via CAO in Table 4.7. 

Table 4.6 Conventionally designed synchronous Buck converter 

Conventionally designed synchronous Buck converter 

f s 20 kHz 

L 540 µH, core T135-75-200, wire UEFN/U 1 mm, number of turns 68 

C 56 µF, single 56 µF of 25 V Nippon KZE 

Table 4.7 CAO-designed synchronous Buck converter 

CAO-designed synchronous Buck converter 

f s 36.6 kHz 

L 334.8 µH, core T106-75-200, wire UEFN/U 1 mm, number of turns 60 

C 94 µF, 2 number of 47 µF of 25 V Nippon KZE in parallel 

Fig. 4.19 Experimental efficiency comparison of designed converters via the proposed AI-D 
approach, the CAO approach and the conventional approach
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4.5.3 Experimental Volume and Ripples of the Designed 
Converter 

The AI-D technique was used to build the converter, and the volume of the inductor 
and capacitor is measured to be 6.9 cm3, which satisfies the 7 cm3 volume restriction. 

As for the experimental ripples, based on Fig. 4.17, the experimental voltage 
ripple ΔVo% and current ripple ΔIL% are 0.583% and 9.6%, respectively, both of 
which meet the corresponding constraints at 1% and 10%. 

4.5.4 Comparison Between the Experimental and Theoretical 
Efficiency, Volume and Ripples of the Designed 
Converter 

In this section, the theoretical performance in Table 4.4 is contrasted with the exper-
imental power losses, volume, and ripples. The practical performance is nearly iden-
tical to that in theory, and the average error is just 1.31%, as shown in Fig. 4.20. 
Thanks to the specifically adopted BN-NN in the analysis and deduction process and 
the adopted GA in the optimization process, this demonstrates the viability and high 
accuracy of the proposed AI-D technique. 

Fig. 4.20 Comparison between the experimental and theoretical performance: a efficiency η; b 
volume VolC + VolL ; c voltage ripple ΔVo%; d current ripple ΔIL%
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4.6 Conclusion 

In this chapter, a parameter design technique for power converters based on artificial 
intelligence (AI-D) is proposed. The analysis and deduction process as well as the 
optimization process can both be carried out automatically using the proposed AI-D 
technique. It has two very noteworthy benefits: In addition to reducing the workload 
for engineers and realizing a quick and simple design process, it also makes it possible 
to guarantee excellent design correctness due to the reduced human dependency. 

The batch-normalization neural network (BN-NN) and simulation tools are used 
in the proposed AI-D technique to develop data-driven models for the optimization 
targets and design constraints, achieving automation in the analysis and deduction 
process. Because it is good at preventing over-fitting issues, the specifically applied 
BN-NN is advantageous for design correctness. Additionally, a genetic algorithm is 
employed to look for the best design solutions to automate the optimization process. 

The parameter design of an efficiency-oriented synchronous Buck converter in the 
48–12 V accessory-load supply system in EV validates the proposed AI-D technique. 
The proposed AI-D approach’s viability and great accuracy have also been confirmed 
by hardware trials. 

References 

1. Z. Gong et al., ‘Distributed Control of Active Cell Balancing and Low-Voltage Bus Regulation 
in Electric Vehicles Using Hierarchical Model-Predictive Control’, IEEE Trans. Ind. Electron., 
vol. 67, no. 12, pp. 10464–10473, Dec. 2020. 

2. F. Blaabjerg, Z. Chen, and S. B. Kjaer, ‘Power Electronics as Efficient Interface in Dispersed 
Power Generation Systems’, IEEE Trans. Power Electron., vol. 19, no. 5, pp. 1184–1194, 
Sep. 2004. 

3. Y. Cao and J. A. A. Qahouq, ‘Analysis and Evaluation of a Dual-Variable Closed-Loop 
Control of Power Converter With Wireless and Nonwireless Power Transfer’, IEEE Trans. 
Ind. Electron., vol. 66, no. 4, pp. 2668–2679, Apr. 2019. 

4. F. Lin, X. G. Zhang, and X. Li, ‘Design Methodology for Symmetric CLLC Resonant DC 
Transformer Considering Voltage Conversion Ratio, System Stability and Efficiency’, IEEE 
Trans. Power Electron., pp. 1–1, 2021. 

5. Z. Amjadi and S. S. Williamson, ‘Power-Electronics-Based Solutions for Plug-in Hybrid Elec-
tric Vehicle Energy Storage and Management Systems’, IEEE Trans. Ind. Electron., vol. 57, 
no. 2, pp. 608–616, Feb. 2010. 

6. P. Lin, C. Zhang, X. Zhang, H. H. C. Iu, Y. Yang, and F. Blaabjerg, ‘Finite-Time Large Signal 
Stabilization for High Power DC Microgrids With Exact Offsetting of Destabilizing Effects’, 
IEEE Trans. Ind. Electron., vol. 68, no. 5, pp. 4014–4026, May 2021. 

7. F. Blaabjerg, H. Wang, I. Vernica, B. Liu, and P. Davari, ‘Reliability of Power Electronic 
Systems for EV/HEV Applications’, Proc. IEEE, pp. 1–17, 2020. 

8. X. Li, X. Zhang, and F. Lin, ‘Multi-Objective Design of Output LC Filter for Buck Converter 
via the Coevolving-AMOSA Algorithm’, IEEE Access, vol. 9, pp. 11884–11894, 2021. 

9. T. B. Soeiro, J. Muhlethaler, J. Linner, P. Ranstad, and J. W. Kolar, ‘Automated Design of a 
High-Power High-Frequency LCC Resonant Converter for Electrostatic Precipitators’, IEEE 
Trans. Ind. Electron., vol. 60, no. 11, pp. 4805–4819, Nov. 2013.



98 4 The Proposed Artificial-Intelligence-Based Design (AI-D) for Circuit …

10. Y.-S. Hwang, J.-J. Chen, J. Yang, and Y. Ku, ‘A Low-EMI Continuous-Time Delta-Sigma-
Modulator Buck Converter With Transient Response Eruption Techniques’, IEEE Trans. Ind. 
Electron., vol. 67, no. 8, pp. 6854–6863, Aug. 2020. 

11. Ruiyang Yu, B. M. H. Pong, B. W.-K. Ling, and J. Lam, ‘Two-Stage Optimization Method 
for Efficient Power Converter Design Including Light Load Operation’, IEEE Trans. Power 
Electron., vol. 27, no. 3, pp. 1327–1337, Mar. 2012. 

12. J. Chen, Q. Luo, J. Huang, Q. He, and X. Du, ‘A Complete Switching Analytical Model of 
Low-Voltage eGaN HEMTs and Its Application in Loss Analysis’, IEEE Trans. Ind. Electron., 
vol. 67, no. 2, pp. 1615–1625, Feb. 2020. 

13. L. F. Costa, G. Buticchi, and M. Liserre, ‘Optimum Design of a Multiple-Active-Bridge DC–DC 
Converter for Smart Transformer’, IEEE Trans. Power Electron., vol. 33, no. 12, pp. 10112– 
10121, Dec. 2018. 

14. S. E. De Leon-Aldaco, H. Calleja, and J. Aguayo Alquicira, ‘Metaheuristic Optimization 
Methods Applied to Power Converters: A Review’, IEEE Trans. Power Electron., vol. 30, 
no. 12, pp. 6791–6803, Dec. 2015. 

15. J. Song, F. Dong, J. Zhao, H. Wang, Z. He, and L. Wang, ‘An Efficient Multiobjective Design 
Optimization Method for a PMSLM Based on an Extreme Learning Machine’, IEEE Trans. 
Ind. Electron., vol. 66, no. 2, pp. 1001–1011, Feb. 2019. 

16. F. Filho, H. Z. Maia, T. H. A. Mateus, B. Ozpineci, L. M. Tolbert, and J. O. P. Pinto, ‘Adap-
tive Selective Harmonic Minimization Based on ANNs for Cascade Multilevel Inverters With 
Varying DC Sources’, IEEE Trans. Ind. Electron., vol. 60, no. 5, pp. 1955–1962, May 2013. 

17. S. Wang, T. Dragicevic, G. F. Gontijo, S. K. Chaudhary, and R. Teodorescu, ‘Machine Learning 
Emulation of Model Predictive Control for Modular Multilevel Converters’, IEEE Trans. Ind. 
Electron., pp. 1–1, 2020. 

18. F.-J. Lin, K.-C. Lu, and B.-H. Yang, ‘Recurrent Fuzzy Cerebellar Model Articulation Neural 
Network Based Power Control of a Single-Stage Three-Phase Grid-Connected Photovoltaic 
System During Grid Faults’, IEEE Trans. Ind. Electron., vol. 64, no. 2, pp. 1258–1268, Feb. 
2017. 

19. F. Lin, X. Zhang, X. Li, H. Ma, and C. Cai, ‘Design of Symmetrical CLLC Resonant DC 
Transformer Considering Voltage Transfer Ratio and Cascaded System Stability’, IEEE Trans. 
Ind. Electron., pp. 1–1, 2021. 

20. Z. Gmyrek, A. Boglietti, and A. Cavagnino, ‘Iron Loss Prediction With PWM Supply Using 
Low- and High-Frequency Measurements: Analysis and Results Comparison’, IEEE Trans. 
Ind. Electron., vol. 55, no. 4, pp. 1722–1728, Apr. 2008. 

21. A. De Nardo, N. Femia, G. Petrone, and G. Spagnuolo, ‘Optimal Buck Converter Output Filter 
Design for Point-of-Load Applications’, IEEE Transactions on Industrial Electronics, vol. 57, 
no. 4, pp. 1330–1341, Apr. 2010. 

22. T. C. Neugebauer and D. J. Perreault, ‘Computer-aided optimization of DC/DC converters for 
automotive applications’, IEEE Trans. Power Electron., vol. 18, no. 3, pp. 775–783, May 2003. 

23. B. Zhao, X. Zhang, and J. Huang, ‘AI Algorithm-Based Two-Stage Optimal Design Method-
ology of High-Efficiency CLLC Resonant Converters for the Hybrid AC–DC Microgrid 
Applications’, IEEE Trans. Ind. Electron., vol. 66, no. 12, pp. 9756–9767, Dec. 2019. 

24. G. Adinolfi, G. Graditi, P. Siano, and A. Piccolo, ‘Multiobjective Optimal Design of Photo-
voltaic Synchronous Boost Converters Assessing Efficiency, Reliability, and Cost Savings’, 
IEEE Trans. Ind. Inf., vol. 11, no. 5, pp. 1038–1048, Oct. 2015. 

25. Y. Liu, M. Huang, H. Wang, X. Zha, J. Gong, and J. Sun, ‘Reliability-Oriented Optimization 
of the LC Filter in a Buck DC-DC Converter’, IEEE Transactions on Power Electronics, vol.  
32, no. 8, pp. 6323–6337, Aug. 2017. 

26. W. Xie, J. Wang, C. Xing, S. Guo, M. Guo, and L. Zhu, ‘Variational Autoencoder Bidirectional 
Long and Short-term Memory Neural Network Soft-sensor Model Based on Batch Training 
Strategy’, IEEE Trans. Ind. Inf., pp. 1–1, 2020. 

27. D. Bacciu and F. Crecchi, ‘Augmenting Recurrent Neural Networks Resilience by Dropout’, 
IEEE Trans. Neural Netw. Learning Syst., vol. 31, no. 1, pp. 345–351, Jan. 2020.



References 99

28. S. Wu et al., ‘$L1$ -Norm Batch Normalization for Efficient Training of Deep Neural 
Networks’, IEEE Trans. Neural Netw. Learning Syst., vol. 30, no. 7, pp. 2043–2051, Jul. 2019. 

29. X. Li, K. Mao, F. Lin, and X. Zhang, ‘Particle swarm optimization with state-based adaptive 
velocity limit strategy’, Neurocomputing, vol. 447, pp. 64–79, Aug. 2021. 

30. R. A. Hanifah, S. F. Toha, S. Ahmad, and Mohd. K. Hassan, ‘Swarm-Intelligence Tuned 
Current Reduction for Power-Assisted Steering Control in Electric Vehicles’, IEEE Trans. Ind. 
Electron., vol. 65, no. 9, pp. 7202–7210, Sep. 2018. 

31. G. Chen, Y. Deng, J. Dong, Y. Hu, L. Jiang, and X. He, ‘Integrated Multiple-Output Synchronous 
Buck Converter for Electric Vehicle Power Supply’, IEEE Trans. Veh. Technol., vol. 66, no. 7, 
pp. 5752–5761, Jul. 2017. 

32. T. Kim and S. Kwak, ‘A Flexible Voltage Bus Converter for the 48-/12-V Dual Supply System 
in Electrified Vehicles’, IEEE Trans. Veh. Technol., vol. 66, no. 3, pp. 2010–2018, Mar. 2017. 

33. ‘Magnetics’, in Grounding and Shielding, Hoboken, NJ, USA: John Wiley & Sons, Inc, 2016, 
pp. 27–47. 

34. R. W. Erickson, Fundamentals of power electronics. New York: Chapman & Hall, 1997. 
35. K. L. Snyder, ‘Advancement And Validation Of A Plug-In Hybrid Electric Vehicle Model 

Utilizing Experimental Data From Vehicle Testing’, p. 156. 
36. S. Pang et al., ‘Interconnection and Damping Assignment Passivity-Based Control Applied to 

On-Board DC–DC Power Converter System Supplying Constant Power Load’, IEEE Trans. 
on Ind. Applicat., vol. 55, no. 6, pp. 6476–6485, Nov. 2019. 

37. S. Dusmez, A. Hasanzadeh, and A. Khaligh, ‘Comparative Analysis of Bidirectional Three-
Level DC–DC Converter for Automotive Applications’, IEEE Trans. Ind. Electron., vol. 62, 
no. 5, pp. 3305–3315, May 2015. 

38. S. D. Sudhoff, Ed., ‘Introduction To Inductor Design’, in Power Magnetic Devices, Hoboken, 
New Jersey: John Wiley & Sons, Inc., 2014, pp. 113–132.



Chapter 5 
The Proposed Efficiency-Oriented 
Two-Stage Optimal Design Methodology 
for Special Power Converter in Space 
Travelling-Wave Tube Amplifier 
Applications 

5.1 Introduction 

Space Traveling-Wave Tube Amplifiers (TWTAs) are widely used as vacuum elec-
tronic devices in satellite communications, navigations, electronic countermeasures, 
and radars, as the final-stage power amplifiers [1, 2]. A TWTA typically consists of 
two components: An Electronic Power Conditioner (EPC) and a Travelling-Wave 
Tube (TWT) [3]. The primary purpose of the EPC is to provide the TWT with the 
needed power supply. 

In space applications, solar panels are used to generate electricity with low effi-
ciency (for the single-crystalline single junction Si technology, the conversion effi-
cacy is lower than 30%) [4]. Furthermore, the TWTAs consume more than 80% of 
the electric power in the spacecraft. As a result, the efficiency of the TWTA is critical 
in order to reduce the volume and weight of solar panels [5]. Because the EPC is the 
main power conversion component of the TWTA, its performance, such as efficiency 
and power density, has a significant impact on the overall performance of the TWTA 
system. Therefore, it is critical for the EPC to operate under high efficiency and 
high-power density conditions. 

The two-stage power converter structure, as illustrated in Fig. 5.1, is always used 
in an EPC [6, 7]. The first stage is a pre-regulator that always uses a close-loop 
Buck or Boost converter, which has been extensively studied [8, 9]. The second 
stage is typically a high-frequency high-voltage LCLC resonant converter as an 
open-loop DC transformer whose functions include increasing the input voltage, 
providing galvanic isolation, and maintaining high efficiency. Therefore, the pre-
regulator will only adjust the LCLC resonant converter’s input voltage while the 
switching frequency, duty cycle, and voltage gain stay constant. However, it should 
be noted that the DC power supply can be used to vary the input voltage of the LCLC 
resonant converter. As a result, the pre-regulator is not mentioned in this chapter, 
which primarily concentrates on the second stage, the LCLC resonant converter.

In Fig. 5.2, the  LCLC resonant converter is displayed. In the space TWTA appli-
cations, in order to maximize efficiency by fully recycling the energy stored in the
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Two-stage power converter structure in an EPC 
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Fig. 5.1 Two-stage power converter structure in an EPC

S1 

S2 

Cds1 

Cds2 

Vin 

Cds3 

Cds4 

S3 

S4 D2 

D1 

C1 

C2 

Ro Vo 

LrCs 

Cp Lm 

ir 

icp im ip id1 

Np Ns 

LCLC resonant tank 

Fig. 5.2 The LCLC resonant converter for space TWTA applications 

transformer parasitics, all the transformer parasitics are used in the resonant tank, 
including the leakage inductance (Lr), the magnetizing inductance (Lm), and the 
parasitic capacitance (Cp) [6, 7, 10]. Therefore, only an external Cs is required for 
the LCLC resonant tank. 

In an EPC, research on the second stage is relatively few and more difficult than 
research on the first stage [3, 6]. As a result, the focus of this chapter will be on the 
second stage of an EPC, which is the LCLC resonant converter in TWTA applications. 

Open loop [6, 7] and closed loop [10–18] studies on LCLC resonant converters can 
be summed up as prior research. In [6], the ZCS and ZVS LCLC resonant converter is 
proposed in the TWTA telecommunication satellite applications. The ZVS and Zero-
Current-Switching (ZCS) conditions of the open-loop LCLC resonant converter are 
both analyzed in [7]. Additionally, the analytical equations of the LCLC resonant 
converter are also derived. An LCLC resonant converter with fixed-frequency phase-
shift is proposed in [10]. In [11], an LCLC resonant tank is created by adding extra 
capacitance to the LLC resonant tank, and the traditional LLC control approach is 
used in the LCLC resonant converter. It is presented in [12] to use a unique closed 
loop to control the voltage gain of the LCLC resonant converter. The LCLC resonant 
converter control is re-designed in [13] for dual outputs and the situation when the 
high leakage inductance is taken into account. In addition to the switching losses 
that have been studied in [6, 7, 14–16] concerning the power loss analysis of the 
LCLC resonant converter, the transformer losses, comprising the winding loss and 
core loss, have also been analyzed in [7, 14, 18].
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As previously said, because electric power is produced from solar panels in space 
TWTA applications, the efficiency of the LCLC resonant converter is critical in order 
to reduce the volume and weight of the solar panels. However, these chapters focused 
primarily on state analysis, control, soft switching, and transformer power loss, while 
total power loss optimization, including the conduction loss of the main switches, 
copper loss, core loss, and dielectric loss of the transformer, and the conduction loss 
of the rectifiers, were not considered [6, 7, 14–18]. In other words, previous studies 
were topology-oriented or control-oriented rather than total power loss-oriented. As 
a result, the optimization of the LCLC resonant converter’s total power loss is not 
investigated. It should be noted that the switching loss accounts for only a portion 
of the total power loss in the LCLC resonant converter. In addition to the switching 
loss, the total power loss comprises the driving and conduction losses of the primary 
switches; the rectifier loss [19], copper loss [20], core loss [21], and, most importantly, 
the transformer’s dielectric loss [22]. In other words, ZCS and ZVS indicate that the 
switching loss of the LCLC resonant converter is reduced but not the total power 
loss of the converter. As a result, in order to attain high efficiency, the converter’s 
total power loss must be further adjusted. Unfortunately, to the best of the authors’ 
knowledge, due to the many variables and mutual couplings of the LCLC resonant 
converter, the optimization of total power loss is rarely recorded. 

Nowadays, the population-based metaheuristic algorithms, such as Genetic Algo-
rithm (GA), Particle Swarm Optimization (PSO), Ant Colony algorithm (ACO), and 
Bee Colony algorithms (BCO), are extensively applied in the optimization prob-
lems, because of their capability to handle complicated issues and parallelism [23– 
31], because of the advantages of superior performance for global optimization and 
the ability to handle objective functions that are stationary or transient, linear or 
nonlinear, continuous or discontinuous. The ACO algorithm has been utilized to 
handle combinatorial optimization problems such as induction motor control [26], 
and traveling salesman problem (TSP) [27] as a universal population-based stochastic 
optimization method. Nevertheless, the convergence rate and the quality of the solu-
tions are highly dependent on the original values. Furthermore, a significant amount 
of calculation is necessary. As another population-based search algorithm, the BCO 
algorithm has been applied for the Sheppard–Taylor PFC converter [28], optimal 
distributed generation allocation, and sizing in distribution systems [29]. Neverthe-
less, the BCO algorithm is a local optimum algorithm. Additionally, the computa-
tion time is still lengthy, particularly when it is applied to the solution of extensive 
optimization issues. The global optimum and iteration number of convergence in 
the GA or PSO algorithm are mutually exclusive: better worldwide optimums are 
always associated with higher iteration numbers, whereas inferior global optimums 
are always associated with lower iteration numbers [30, 31]. Furthermore, the number 
of iterations and the goal function are not optimized because the initial parameters 
and issue representation are always chosen based on user experience. In order to attain 
the requisite accuracy, the iteration number is sacrificed in the experience-based PSO 
method. Four parameters, Weight.start, Weight.end, kind, and Vel.max, to be precise,  
where Weight.start and Weight.end represent the beginning and ending values of the 
iteration velocity. The primary elements that affect the algorithm’s effectiveness are
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inertia, kind, which depicts how Weight changes, and Vel.max, which is the maximum 
velocity. PSO will be lacking if these four parameters are chosen at random. In this 
chapter, a hybrid metaheuristic algorithm called GA + PSO is introduced to decrease 
the number of iterations and calculation time. The GA method is utilized to opti-
mize the initial parameters for the PSO algorithm. The performance of PSO can be 
increased by cutting down on the number of iterations and calculation time using the 
GA’s optimized initial parameters. 

As a result, the goal of this chapter is to minimize the total power loss of the 
LCLC resonant converter while taking into account all relevant factors, including 
switching loss and conduction loss of the main switches, copper loss, core loss, 
and particularly dielectric loss of the transformer, and conduction loss of the recti-
fiers. The total power loss in the LCLC resonant converter is first determined after 
reviewing the calculations of the key parameters. After that, an efficiency-oriented 
two-stage optimal design method for the LCLC resonant converter is presented: in 
the first stage, a GA (Genetic Algorithm) + PSO (Particle Swarm Optimization) 
algorithm is presented to optimize the total power loss and the optimal parame-
ters, including Lr , Lm, Cs, and Cp, are derived; in the second stage, the optimal 
parameters are realized by the hybrid electromagnetic analysis and a single-layer 
partially-interleaved transformer structure is presented. The transformer is used to 
construct the best LCLC resonant converter. Finally, simulations and experiments 
are used to validate the efficiency-oriented two-stage optimum design method and 
the presented transformer structure. 

The remainder of this chapter is arranged below. The total power loss, which is 
the objective function of the efficiency-oriented two-stage optimal design method, is 
calculated from the equations of the key parameters in the LCLC resonant converter 
in Sect. 5.2. The proposed efficiency-oriented two-stage optimal design method is the 
major topic of Sect. 5.3. The proposed two-stage optimal design method’s flowchart 
is first shown. The first stage, which is the extraction of the optimal parameters 
based on the presented GA + PSO algorithm, and the second stage, which is the 
realization of the optimal parameters based on the presented single-layer partially-
interleaved transformer structure, are then developed successively. The presented 
two-stage optimal design technique and the single-layer partially-interleaved trans-
former construction are validated using simulations and experiments in Sect. 5.4. 
The entire chapter is summarized in Sect. 5.5. 

5.2 Preliminary of the Proposed Efficiency-Oriented 
Two-Stage Optimal Design Method: Review 
of the LCLC Resonant Converter and the Calculation 
of the Total Power Loss 

This section reviews the equations for the critical LCLC resonant converter param-
eters and computes the total power loss. The main parameter equations that will be
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utilized to calculate the total power loss are reviewed in the first section. The total 
power loss, which includes the driving loss and conduction loss of the main switches, 
the core loss, copper loss, and dielectric loss of the transformer, and the conduction 
loss of the rectifiers, is computed in the second section using the equations from the 
first part. 

5.2.1 Review of the Calculations of the Main Parameters 
in the LCLC Resonant Converter 

The typical waveforms of the LCLC resonant converter in the TWTA applications 
are depicted in Fig. 5.3, under the ZCS and ZVS circumstances. The following are 
the waveforms of interest: 

(a) the driving signals of S1, S2, S3 and S4, vgs1(t), vgs2(t), vgs3(t) and vgs4(t); 
(b) the resonant current, ir(t); 
(c) the voltage across the junction capacitance of S1 and S4, Cds1 and Cds4, vds1(t) 

and vds4(t); 
(d) the magnetizing current, im(t); 
(e) the voltage across the parallel capacitor (Cp), vcp(t); 
(f) the voltage across the series capacitor (Cs), vcs(t); 
(g) the voltage across the rectifier diode D1, vd1(t); 
(h) the current through the rectifier diode D1, id1(t).

vgs1(t), vgs4(t) vgs2(t), vgs3(t) vgs1(t), vgs4(t) 

ir(t) vds1(t), vds4(t) 

vcp(t) 
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vcs(t) 

t 
vd1(t)id1(t) 

t 

t1 t2 t3 t4 t5 t6 t7 
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0 

0 

0 

0 

0 

0 

Fig. 5.3 Typical waveforms of LCLC resonant converters 
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where iLabc, voabc, ioabc, µabc denote the vectors of the filter inductor currents 
[ iLa  iLb  iLc  ]T , filter capacitor voltages [ voa vob voc ]T , load currents [ ioa iob ioc ]T 
and duty cycles [ μa μb μc ]T . 

The equations proposed in [7] are reviewed below based on the typical waveforms 
under ZCS and ZVS conditions shown in Fig. 5.3. These equations include the dead 
time, Td , which is from t3 to t4 in Fig. 5.3, the switching frequency, f s, the Root Mean 
Square (RMS) value of the resonant current, Ir_rms, the peak magnetizing current, 
Impk , and the corresponding peak flux density, Bpk , the RMS value of the current 
through the parasitic capacitance of the transformer, Icp_rms, and the output current, 
Io. The total loss will then be calculated using these equations. 

The voltage gain of LCLC resonant converter can be found in [7]. 

Vo/Vin  = 2/a (5.1) 

The dead time of the LCLC resonant converter, Td , can be calculated by 

Td = 1/(2π frp){arccos[− 
( √

(π frp)/(2 frs) 
)−1 ] −  arctan[(π frp)/(2 frs)]} (5.2) 

where f rs is the resonant frequency between Lr and Cs, f rp is the resonant frequency 
between Lm and Cp. The switching frequency of the LCLC resonant converter can 
be calculated by 

fs = 
1 

2
{π 

√
Lr Cs +

√
LmCp × {arccos[−( 

/
1 + (π 2Lr Cs)/(4LmCp))

−1] 
− arctan(π/2

√
(Lr Cs)/(LmCp))} } (5.3)  

The RMS value of the resonant current is 

Ir_rms  = (π Vo)/(aRo)
√

frs/(2 fs) (5.4) 

where Ro is the load of the converter, a is the turns ratio of the transformer. 
The peak magnetizing current can be found from 

Impk  = Vin/(2Lm) 
/
1/(4 f 2 rs) + 1/(π 2 f 2 rp) (5.5) 

The core loss of the transformer can be computed using the peak magnetic flux 
density, Bpk , which can be calculated by 

Bpk = Vin  

/
1/(4 f 2 rs  ) + 1/(π 2 f 2 rp)/(2Np Ae) (5.6) 

where Np is the number of the turns in the primary winding, Ae is the cross-sectional 
area of the magnetic core.
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The RMS current of the transformer’s parasitic capacitance, Icp_rms, which will 
be utilized to determine the transformer’s dielectric loss, is provided by 

Icp_rms  = Vin/Lm 

/
0.5 fs/(4 f 2 rs  + π 2 f 2 rp) 

{ Td 

0 
sin2[2π frp(t) + ϕm]dt (5.7) 

where tan ϕm =π f rp/2f rs. 
The output current can be computed by 

Io = Vo/Ro (5.8) 

The power loss in each component will be computed in the section that follows. 
The total power loss of the LCLC resonant converter will then be determined after 
that. 

5.2.2 Power Loss Analysis of the LCLC Resonant Converter 
in the Space TWTA Applications 

As previously discussed, even though ZVS and ZCS of the main switches and recti-
fiers are attained, the total power loss (Ptot) in the  LCLC resonant converter still 
includes the conduction losses of the rectifiers (PD), the driving losses of the main 
switches (Ps_dr), the conduction losses of the main switches (Ps_on), the copper losses 
of the transformers (PT_Cu), the core losses of the transformers (PT_Fe) and the dielec-
tric loss of the transformer (PT_Die). The power loss in each component and the total 
power loss will be determined in this section based on the review in the previous 
section. 

(a) Power loss of the high-voltage rectifiers (PD) 

When Silicon Carbide (SiC) diodes are used as the rectifiers in the LCLC resonant 
converter, the reverse recovery time of SiC diodes can be omitted, therefore the power 
loss of the rectifiers is the conduction loss, which can be computed by 

PD = 2IoVD (5.9) 

where VD is the forward voltage of the SiC diode. 
Combing (5.8) and (5.9), the power loss of the rectifiers can be found from 

PD = 2VDVo/Ro (5.10) 

(b) Driving loss of the main switches (Ps_dr) 

The driving loss can be computed by
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Ps_dr = 4QgVgs fs (5.11) 

where Vgs is the driving voltage, Qg is the gate charge of the MOSFETs. 

(c) Conduction loss of the main switches (Ps_on) 

The conduction loss can be computed by 

Ps_on = 2I 2 r_rms  Rs_on (5.12) 

where Rs_on is the on-resistance of the main switch. 
Combing (5.4) and (5.12), the conduction loss can be calculated by 

Ps_on = 2I 2 r_rms  Rs_on (5.13) 

(d) Copper loss of the transformer (PT_Cu) 

The copper loss of the transformer is 

PT _Cu = I 2 r_rms  Rac (5.14) 

where Rac is the AC resistance of the transformer referred to the primary side. 
Combing (5.4) and (5.14), the copper loss of the transformer can be computed by 

PT _Cu = (π 2 V 2 o frs  Rac)/(2a
2 R2 

o fs) (5.15) 

(e) Core loss of the transformer (PT_Fe) 

The core loss can be calculated based on the Steinmetz equation, which is 

PT _Fe  = kc f α 
s (Bpk )

β Ve (5.16) 

where kc, α, β are the parameters of the magnetic material, Ve is the volume of the 
magnetic core. 

Combing (5.6) and (5.16), the core loss is 

PT _Fe  = kc f α 
s [Vin/(2Np Ae) 

/
1/(4 f 2 rs) + 1/(π 2 f 2 rp)]β Ve (5.17) 

(f) Dielectric loss of the transformer (PT_Die) 

Large amounts of electric energy are stored in the insulator in high-voltage applica-
tions. Electric energy is charged and discharged, which results in a dielectric loss. 
The corresponding parasitic capacitance, or Cp in the LCLC resonant converter, is 
referred to as the primary side. By using the specification of the power loss factor 
(tanδ), it is possible to compute the Equivalent Series Resistor (Rs) of  Cp:
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tan δ = 2π fsCp Rs (5.18) 

As a result, Rs can be computed by 

Rs = tan δ/(2π fsCp) (5.19) 

The dielectric loss can be computed by 

PT _Die = I 2 
cp_rms  

Rs (5.20) 

Combing (5.7) and (5.20), the dielectric loss is 

PT _Die = 
4π 3 tan δCpV 2 in  f 

4 
rp  

4 f 2 rs  + π 2 f 2 rp  

Td{ 

0 

sin2[2π frp(t) + φ]dt (5.21) 

where δ is the power loss angle of the dielectric material, and φ is constant. 
Based on the above analysis, combing (5.10), (5.11), (5.13), (5.15), (5.17), and 

(5.21), the total power loss of an LCLC resonant converter can be computed by 

Ptot  = 
2VDVo 

Ro 
+ 4QgVgs fs + 

π 2V 2 o frs  Rs_on 

a2 R2 
o fs 

+ kc f α 
s ( 

Vin  

2Np Ae 

/
1 

4 f 2 rs  

+ 1 

π 2 f 2 rp  

)β Ve 

+ 
π 2V 2 o frs  Rac 

2a2 R2 
o fs 

+ 
4π 3 tan δCpV 2 in  f 

4 
rp  

4 f 2 rs  + π 2 f 2 rp  

Td{ 

0 

sin2[2π frp(t) + φ]dt (5.22) 

The total power loss of the LCLC resonant converter has been determined, as 
shown by (5.22). In the section that follows, an efficiency-oriented two-stage optimal 
design methodology of the LCLC resonant converter will be presented with the goal 
of minimizing the total power loss. 

5.3 The Proposed Efficiency-Oriented Two-Stage Optimal 
Design Method of the LCLC Resonant Converter 
in the Space TWTA Applications 

The LCLC resonant converter’s numerous variables and their mutual couplings make 
it difficult to optimize the total power loss. In this section, an efficiency-oriented 
two-stage optimal design methodology is presented as a solution to this issue. The 
proposed two-stage optimal design method’s flowchart is shown in the first section. 
It consists of two stages: in the first, a GA + PSO algorithm is proposed to reduce 
total power loss, and the optimal parameters are derived; in the second, the proposed
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single-layer partially-interleaved structure is used to realize the optimal parameters. 
In the second section, the first stage is further developed, and an example is provided 
to assess the efficiency of the proposed GA + PSO algorithm. The second stage is 
expounded in the third part. 

5.3.1 The Proposed Efficiency-Oriented Two-Stage Optimal 
Design Methodology 

The flowchart of the presented two-stage optimal design method is depicted in 
Fig. 5.4, and it includes the following two steps: 

Stage 1 (Extraction of the optimal parameters based on the proposed GA+PSO 
algorithm): A GA  + PSO algorithm is presented in the first stage to reduce the total

Fig. 5.4 Proposed two-stage optimal design methodology 
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power loss. The optimum parameters are attained at the end of Stage 1, including the 
optimum Lr , Cp, Lm, Cs, and Ptot , which are utilized to construct the LCLC resonant 
converter. 

Stage 2 (Realization of the optimal parameters based on the proposed single-
layer partially-interleaved transformer structure): A single-layer partially-
interleaved transformer structure is presented since Lr , Lm and Cp are the parasitic 
parameters of the transformer in order to actualize the ideal parameters. The trans-
former will be carefully constructed with the presented transformer structure, based 
on a hybrid electromagnetic analysis, to obtain the optimum Lr , Lm and Cp. The two-
stage optimal design approach comes to a conclusion after the transformer design is 
completed and the entire LCLC resonant converter is constructed. 

The next sections will go through each of the two stages in Fig. 5.4 in further 
detail. 

5.3.2 Stage-I: Extraction of the Optimal Parameters Based 
on the Proposed GA + PSO 

The presented GA + PSO algorithm is used in the first stage to reduce the total 
power loss of the LCLC resonant converter, and the optimum parameters are then 
determined. 

(a) Operation principles of the proposed GA + PSO algorithm for the total power 
loss optimization 

Figure 5.5 depicts the flowchart of the presented GA + PSO algorithm. The summary 
of the presented GA + PSO algorithm is depicted in Fig. 5.5a. The specifics of the 
GA part and PSO part are shown in Fig. 5.5b, c, respectively.

The presented GA + PSO algorithm, which is seen in Fig. 5.5a, can be thought of 
as an enhanced PSO in which the GA optimizes the PSO parameters. The GA is the 
starting point of the GA + PSO algorithm. First of all, the genes of each individual 
in GA, which are also the parameters of PSO (Weight.start, Weight.end, kind and 
Vel.max), are sent to the PSO as the algorithm parameters. The PSO algorithm is then 
executed given Weight.start, Weight.end, kind and Vel.max from GA to extract the 
number of iterations N and total power loss Ptot , which is then returned to the GA 
algorithm. The fitness value of each person in GA is evaluated using N and Ptot , and 
the parameters of PSO, Weight.start, Weight.end, kind and Vel.max are optimized and 
passed back to PSO. The recycling process between the GA and PSO will end when 
the fitness levels in the GA are constant. Following the completion of the recycling 
process, the optimum Weight.start, Weight.end, kind and Vel.max will be sent to the 
PSO algorithm, which will compute the optimal Lr , Cs, Lm, Cp and Ptot , which are 
also the outputs of the presented GA + PSO method. 

The proposed GA + PSO accomplishes the sequential tasks listed below:
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Fig. 5.5 Proposed two-stage 
optimal design methodology
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Step 1: Initialization of GA 
The parameters of GA are initialized, which include the number of individuals, 

the crossover rate, the starting mutation rate, the ending mutation rate, and the 
maximum iteration number. The GA optimizer encodes the parameters of PSO, 
Weight.start, Weight.end, kind and Vel.max, as genes, creates a string of genes to 
form a chromosome and initializes a starting population. 

Step 2: Extraction of the number of iterations and best Ptot by invoking the PSO 
algorithm 

Weight.start, Weight.end, kind and Vel.max, are transferred from GA to the PSO 
algorithm. With the parameters from each individual in GA, the PSO algorithm is 
performed to extract N and Ptot , which will be utilized to evaluate the fitness value 
of the individual in the GA algorithm. Figure 5.5c contains information about PSO 
in more detail. 

Step 3: Evaluation and Evolution of the population in GA 
N and Ptot , which are obtained from PSO, are utilized in GA to assess each 

individual’s fitness value. The population in GA evolves through selection, crossover, 
and mutation based on the fitness value derived from PSO. 

Step 4: Repetition of Step 2 and Step 3 to obtain the optimum Weight.start, 
Weight.end, kind and Vel.max 

Step 2 to Step 3 are repeated until the maximum iteration number of GA is reached 
or the average objective function value is stable. 

Step 5: Calculations of the optimal design parameters for the LCLC resonant 
converter by PSO algorithm 

With the optimum Weight.start, Weight.end, kind and Vel.max, the  LCLC resonant 
converter is optimized and ideal Lr , Cs, Lm, Cp, and Ptot are derived. 

The first stage of the presented two-stage ideal design method, which is based on 
the presented GA + PSO algorithm, is finished when all of the optimum parameters 
are obtained. The presented GA + PSO algorithm will be assessed with an example 
in the section that follows. 

(b) Evaluation of the proposed GA + PSO algorithm 

An example is provided in this section to assess the presented GA + PSO algorithm. 
Table 5.1 lists the parameters for the LCLC resonant converter, which has an input 
voltage of 40 V, an output voltage of 4800 V, a switching frequency of 320 kHz, a 
rated output power of 288 W, and a rated load of 80 kΩ.

The RJK6505PBF is chosen as the main switch based on the input voltage and the 
rated output power. Additionally, FEE 38/16/25 with N87 from TDK is chosen as the 
magnetic core based on the switching frequency and the output power. Moreover, 
GB01SLT12-214 is chosen as the rectifier after taking the output voltage and the 
output power into account. In Table 5.1, the parameters of the magnetic core, main 
switches, and rectifiers are also mentioned. 

The presented GA + PSO algorithm selects the total power loss as its objective 
function and then calculates the ideal Lr , Cs, Lm, Cp, and Ptot .
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Table 5.1 The parameters of 
the LCLC resonant converter, 
magnetic core, and main 
switches 

Parameters Value Parameters Value 

Vin 40.0 V Ve 10,200 mm3 

Vo 4800 V Ae 190 mm2 

f s 320 kHz kc 3.716 × 10–24 

Ro 80 kΩ α 4.823 

Po 288 W β 5.521 

Vgs 10.0 V Ron 4.5 mΩ 
Qg 40 nC Rac 20.0 mΩ 
Coss 660 pF

The optimal design is performed using ACO, BCO, GA, PSO, and the presented 
GA + PSO in order to compare them to the ACO, BCO, single GA, and single PSO 
algorithms. 

The fluctuation of the total loss with the number of iterations utilizing GA, PSO, 
and GA + PSO is depicted in Fig. 5.6. As can be observed, the presented GA + 
PSO and the other two optimal design methods (GA and PSO) both converge to 
the identical value of 8.9 W. Nevertheless, the GA, PSO, and proposed GA + PSO 
iteration numbers are 115, 50, 56, 44, and 10, respectively. In light of this, it can be 
said that the presented GA + PSO algorithm requires a lot fewer iterations than the 
other two algorithms. 

Figure 5.7 displays the computation time for ACO, BCO, GA, PSO, and GA + 
PSO. It is clear that the presented GA+ PSO algorithm takes substantially less time to 
calculate (1.22 s) than existing algorithms. It can be concluded that the computation 
time of the presented GA + PSO is significantly shorter than that of ACO, BCO, 
GA, or PSO. 

Fig. 5.6 Comparison of 
iteration number 

Fig. 5.7 Comparison of 
calculation time
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The presented GA + PSO method performs better than the traditional GA or PSO 
algorithm, according to the comparison of iteration number and calculation time 
made above. 

The optimum Lr , Cs, Lm, Cp and Ptot can be derived based on the ideal results of 
the presented GA + PSO algorithm, and they are listed as follows: Lr = 0.09 µH, 
Cs = 1.0 µF, Lm = 8.0 µH, Cp = 13.2 nF and Ptot = 8.9 W. 

It should be noticed that Cs, an individual capacitor in the LCLC resonant 
converter, is readily constructed by choosing the suitable capacitance. Lr , Lm and 
Cp are the transformer’s parasitic parameters, nevertheless, and they depend on 
the structure of the transformer. Consequently, the transformer design should be 
carried out using the hybrid electromagnetic analysis, which is the second stage of 
the efficiency-oriented two-stage optimal design method, in order to achieve optimal 
design results. 

5.3.3 Stage-II: Realization of the Optimal Parameters Based 
on the Proposed Single-Layer Partially-Interleaved 
Transformer Structure 

In this section, a single-layer, partially interleaved transformer construction is 
presented in order to obtain the optimum design parameters. 

In Fig. 5.8, the proposed single-layer partially interleaved transformer structure 
is depicted, with dps indicating the distance between primary and the secondary 
winding; dpt and dst indicate the thickness of the primary and secondary winding; 
dpw and dsw indicate the width of the primary winding and the secondary winding; 
dni and dti are the thickness of normal insulation and thicker insulation; da is the 
thickness of the air gap. It should be noticed that dti will be regarded as constant in 
the transformer design and is designed to satisfy the high-voltage electric insulation 
requirements in high-voltage applications.

Since the winding configuration [32, 33] determines Cp, Lr and Lm, the parasitic 
parameters of the transformer, the following procedures will be taken to achieve the 
ideal values by choosing suitable dps, dpt , dst , dpw and dsw. It is not necessary to 
duplicate the detailed design flowcharts of Cp, Lr and Lm provided in the Stage-II of 
Fig. 5.4. 

(a) Step 1: Design dps, dpw based on the optimal Cp 

The dielectric layers between the primary winding and the secondary winding are 
where the majority of the electric energy in the presented transformer configuration 
is concentrated [32]. Consequently, by choosing the appropriate dps, dpw, the ideal 
Cp can be achieved. 

The flowchart to calculate dps and dpw is shown in Fig. 5.4 (Stage II section), and 
its initial values, dps0 and dpw0 are computed based on the analysis of the electric field. 
The initial parameters, dps0 and dpw0, will then be further changed by electromagnetic
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Fig. 5.8 Proposed partially interleaved, single-layer structure

simulations in order to arrive at a more precise Cp. To determine the distribution of the 
electric field, electrostatic modeling is used. The electric energy, Ee, can be estimated 
using the distributions of the electric field. 

Ee = 
1 

2 

˚ 

V 

→E · →DdV (5.23) 

where E and D are the distributions of the electric field. 
Additionally, the relationship between the electric energy and the parasitic 

capacitor, Cp, is  

Ee = 
1 

2 
CpV 

2 
p (5.24) 

where Vp is the voltage across Cp. 
Combing (5.23) and (5.24), Cp can be computed based on the distributions of the 

electric field, which is 

Cp = 
1 

V 2 p 

˚ 

V 

→E · →DdV (5.25) 

With (5.25), Cp is computed with the distribution of the electric field in Ansys 
Maxwell. If the optimal Cp is achieved, the values of dps, dpw will be confirmed; 
otherwise, the values of dps, dpw will be updated with the fixed intervals Δdps, Δdpw. 

(b) Step 2: Design dpt , dst , dni based on optimal Lr
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By choosing the appropriate dpt , dst and dni, the ideal leakage inductance can be 
achieved based on the analysis of the Magneto-Motive Force (MMF) [33]. It should 
be noticed that the effects of dpt , dst , dni can be disregarded because the majority of 
the electric energy is stored in the dielectric layers between the primary winding and 
the secondary winding. 

The flowchart to calculate dpt , dst and dni is shown in Fig. 5.4 (Stage II section), 
and its initial values, dpt0, dst0 and dni0, are determined by the analysis of the MMF. 
The initial values of dpt0, dst0 and dni0 will then be further changed by electromagnetic 
simulations in order to obtain a more precise Lr . To determine the magnetic field 
distribution, the eddy current simulation is used. Both the primary winding and 
the secondary winding are subjected to current excitations in order to compute the 
leakage inductance. The magnetic field energy, Em, can be computed based on the 
magnetic field distributions by 

Em = 
1 

2 

˚ 

V 

→H · →BdV (5.26) 

where H and B are the distributions of the electric field. Additionally, the relationship 
between the magnetic field energy and the leakage inductance, Lr , is  

Lr = 
1 

2 
Lr i

2 
p (5.27) 

where ip is the current applied to the primary winding. Combing (5.26) and (5.27), 
Lr can be computed based on the distributions of the electric field, which is 

Lr = 
1 

i2 p 

˚ 

V 

→H · →BdV (5.28) 

With (5.28), Lr is computed with the distribution of the electric field in Ansys 
Maxwell. If the optimal Lr is achieved, the values of known dpt , dst and dni will be 
confirmed; otherwise, the values of dpt , dst and dni will be updated with the fixed 
intervals Δdpt , Δdst and Δdni. 

(c) Step 3: Design da based on optimal Lm 

By adjusting the proposer air gap, da, the optimal Lm can be achieved according to 
the magnetic circuit analysis [33]. Since the variation of da has little impact on Cp 

and Lr in this situation, Lm is the last parameter to be designed. 
The flowchart to choose da, whose initial values are computed based on the 

magnetic circuit analysis, is shown in Fig. 5.4 (Stage II section). Further adjustments 
will be made based on the electromagnetic simulations to minimize the mistakes 
induced by the calculation. The eddy current simulations are used to determine the 
magnetic field distribution. The main distinction between Lr and Lm’s calculations 
is that Lm only applies current excitation to the primary winding. Both calculations
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are based on the magnetic field of the distribution. Lm can be computed based on the 
distribution of the magnetic field. 

Lm = 
1 

i '2 p 

˚ 

V 

→H · →BdV (5.29) 

With (5.29), Lm is computed with the distribution of the magnetic field in Ansys 
Maxwell. If the optimal Lm is achieved, the value of da will be confirmed; otherwise, 
the da value will be updated with the fixed interval Δda. 

The dimensions of the planar transformer, which are shown in Table 5.1, can be 
identified using the presented transformer construction and the flowchart in Fig. 5.4. 

The planar transformer model is constructed in Ansys Maxwell utilizing param-
eters provided in Table 5.2, and hybrid electromagnetic simulations are run to verify 
the parasitic parameters of the planar transformer. 

The electric field intensity, which will be applied to compute the parasitic capaci-
tance, and the magnetic field intensity, which will be applied to compute the leakage 
inductance and the magnetizing inductance, are each depicted in Figs. 5.9 and 5.10, 
respectively. 

The simulated transformer parasitics are computed using the hybrid electromag-
netic simulation results presented in Figs. 5.9 and 5.10. Table 5.3 shows the para-
sitics of simulated transformers. Table 5.3 also includes the optimum parameters 
acquired from the presented GA + PSO algorithm for comparison purposes.

The optimal parameters of the LCLC resonant converter are realized, as shown 
in Table 5.3, where the simulated parasitics of the presented transformer structure,

Table 5.2 Comparison 
between the simulated results 
and the optimal parameters 

Parameters Values Parameters Values 

dps 0.13 mm dpt 0.2 mm 

dst 70 µm da 63 µm 

dpw 9.6 mm dsw 0.28 mm 

dti 1.6 mm dni 0.3 mm 

Fig. 5.9 Magnetic field 
intensity (320 kHz) for the 
calculations of the leakage 
inductance (Lr) and  the  
magnetizing inductance (Lm)
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Fig. 5.10 Electric field 
intensity for the calculation 
of the parasitic capacitance

Table 5.3 Comparison 
between the simulated results 
and the optimal parameters 

Parameters Optimal values Simulated values 

Lr (µH) 0.09 0.09 

Lm (µH) 8.0 8.0 

Cp (nF) 13.2 13.0

including Lr , Lm, and Cp, are in accordance with the optimum parameters determined 
by the presented GA + PSO algorithm. 

The planar transformer is constructed using the dimensions listed in Table 5.2. 
Figure 5.11a depicts the three-dimensional (3D) model of the planar transformer. 
It should be noticed that Cs is an independent component that can be realized by 
choosing the capacitor with the required value, as opposed to Lr , Lm and Cp, which 
are the parasitic parameters of the transformer. The ideal Cs in this chapter is a 
capacitor with a value of 1.0 µF. The presented two-stage optimal design method 
is used to construct the LCLC resonant converter, which is illustrated in Fig. 5.11b, 
using the planar transformer and the chosen capacitor with the desired value.

Table 5.4 provides a summary of the several component types used in the LCLC 
resonant converter depicted in Fig. 5.11b.

The presented two-stage optimal design approach and the transformer construc-
tion will both be put to the test through experiments in the section that follows. 

5.4 Experimental Validations 

In this part, the presented efficiency-oriented two-stage optimal design method is 
tested with the LCLC resonant converter shown in Fig. 5.11b. Figure 5.12 depicts the 
complete circuit of the two-stage power converter for the space TWTA applications. 
A boost converter serves as the first stage, and an LCLC resonant converter serves as 
the second. The first stage of a two-stage power converter controls the output voltage 
while the second stage functions as a DC transformer in an open-loop configuration. 
Additionally, the two-stage power converter’s output voltage is controlled by a PI 
controller. The bus voltage, Vbus, ranges from 25.2 to 30.8 V in this chapter. The
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(a) (b) 

Fig. 5.11 The built experimental platform: (a) The 3-dimensonal (3D) model of the planar 
transformer, (b) the LCLC resonant converter

Table 5.4 Types of the components in the LCLC resonant converter 

Component Type Component Type 

S1, S2, S3, S4 RJK6505PBF Cs Polypropylene 

D1, D2 GB01SLT12-214 C1, C2 Polypropylene 

Gate driver UCC 27210 Core FEE38/16/25(N87)

LCLC resonant converter’s input voltage, Vin, as well as the Boost converter’s output 
voltage, are both controlled to 40 V. Then, using the LCLC resonant converter, Vin 

will be increased to the high voltage output, Vo, for the TWTA space, which is 4800 V.
The validation of the soft switching of the main switches and rectifiers occurs in 

the first section. The efficiency of the presented two-stage optimal design method 
is assessed in the second section by testing the scenarios when Cs and Lm stray 
from their corresponding optimal values. The effectiveness of the optimized LCLC 
resonant converter is assessed in the third section under various input voltages and 
loads. 

5.4.1 Verifications of the ZVS and ZCS Characteristics 
of the Optimal LCLC Resonant Converter 

The LCLC resonant converter was tested at its rated power of 288 W. Figure 5.13 
depicts the experimental waveforms of the first step. The input voltage of the first 
stage, Vbus, is 28 V, and the output voltage of the first stage, which is also the input 
of the second stage, Vin, is 40 V, as shown in Fig. 5.13.
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Fig. 5.12 The circuit of the two-stage power converter for the space TWTA applications

Fig. 5.13 Waveforms of the 
first stage 

Figure 5.14a depicts the driving signals of S1, vgs1(t), the resonant current, ir(t), 
and the voltage of Cds1, vds1(t). Figure 5.14b depicts the current of D1, id1(t), the 
voltage of D1, vd1(t). As shown in Fig. 5.14a, when S1 is switched on, vds1(t) and 
ir(t) are both 0. Therefore, when S1 is switched on, it runs under ZCS and ZVS 
circumstances. Furthermore, when S1 is switched off, vds1(t) and ir(t) are both 0. 
Consequently, when S1 is switched off, it runs under ZCS and ZVS circumstances. 
As a result, the turn-on and turn-off losses of S1 are both decreased. 

Similarly, as shown in Fig. 5.14b, when D1 is switched on, vd1(t) and id1(t) are both 
0. Therefore, when D1 is switched on, it runs under ZCS and ZVS circumstances. 
Additionally, when D1 is switched off, vds1(t) and ir(t) are both 0. Consequently,

Fig. 5.14 Soft switching experimental waveforms: a S1; b D1 



122 5 The Proposed Efficiency-Oriented Two-Stage Optimal Design …

when D1 is switched off, it runs under ZCS and ZVS circumstances. As a result, the 
turn-on and turn-off losses of D1 are both decreased. 

Therefore, it can be concluded that soft switching of the main switches and recti-
fiers results in a reduction of switching loss. The efficiency of the presented two-stage 
optimal design procedure is assessed in the following section by testing the scenarios 
when Cs and Lm stray from their corresponding optimal values. 

5.4.2 Verifications of Proposed Efficiency-Oriented 
Two-Stage Optimal Design Method of the LCLC 
Resonant Converter 

Although the soft switching of the main switches and the rectifiers is achieved, 
it is still necessary to analyze the effectiveness of the overall power converter. The 
scenarios where Cs and Lm deviate from their respective optimum value are evaluated 
in this section in order to validate the efficiency of the presented efficiency-oriented 
two-stage optimal design method. 

(a) Case I: Cs deviates from the optimal value (1.0 µF) 

This portion examines the situation where Cs deviates from its ideal value. Two 
values of Cs are chosen, one of which is smaller than the ideal design result (0.3 µF) 
and the other bigger than the ideal design result (1.6 µF). 

With different Cs (0.3 µF and 1.6 µF), the waveforms of vgs1(t), ir(t) and vds1(t) are  
examined, which are depicted in Fig. 5.15a, b respectively. The efficiency comparison 
is displayed in Fig. 5.15c.

From Fig. 5.15a, b, it is clear that the advantages of soft switching may lose 
because of the deviation of Cs from the optimal value (No ZVS in Fig. 5.15a and no 
ZCS in Fig. 5.15b). Additionally, based on the efficiency comparison in Fig. 5.15c, 
the efficiency with the optimal Cs is the highest compared to the scenarios where 
Cs deviates from the optimal design result, validating the efficiency of the presented 
two-stage optimal design method. 

(b) Case I: Case I: Lm deviates from the optimal value (8.0 µH) 

This portion examines the situation where Lm deviates from its ideal value. Two 
values of Lm are chosen, one of which is smaller than the ideal design result (4.0 µH) 
and the other bigger than the ideal design result (29.3 µH). 

With different Lm (29.3 µH and 4.0 µH), the waveforms of vgs1(t), ir(t) and 
vds1(t) are examined, which are depicted in Fig. 5.16a, b, respectively. The efficiency 
comparison is displayed in Fig. 5.16c.

From Fig. 5.16a, b, it is clear that the advantages of soft switching may lose 
because of the deviation of Lm from the optimum value (No ZVS in Fig. 5.16a and 
no ZCS in Fig. 5.16b). Additionally, based on the efficiency comparison in Fig. 5.16c, 
the efficiency with the optimal Lm is the highest compared to the scenarios where



5.4 Experimental Validations 123

Fig. 5.15 Experimental results with different Cs: a Cs = 0.3 µF, b Cs = 1.6 µF, c efficiency 
comparison

Fig. 5.16 Experimental results with different Lm: a Lm = 29.3 µH, b Lm = 4.0 µH, c comparison 
of the efficiency

Lm deviates from the optimal design result, validating the efficiency of the presented 
two-stage optimal design method. 

(c) Efficiency under different input voltages and loads 

The efficiency of the LCLC resonant converter with the presented two-stage optimal 
design method and the conventional design method under various input voltages is
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displayed in Fig. 5.17a [7]. The total measured power loss at the rated input voltage 
(40 V) based on the presented two-stage optimal design method is 9.22 W and the 
efficiency is 96.8%. The measured total power loss (9.22 W) is quite close to the 8.9 
W optimal outcome of the two-stage optimal design method based on GA + PSO 
that is presented. Additionally, it can be deduced that the LCLC resonant converter 
with the presented optimal design method has greater efficiency under various input 
voltages when compared to the conventional design method. 

The efficiency of the LCLC resonant converter with the presented two-stage 
optimal design method and the conventional design method under various loads is 
displayed in Fig. 5.17b [7]. As shown in Fig. 5.17b that the LCLC resonant converter 
with the presented optimal design method has greater efficiency under various loads 
when compared to the conventional design method. 

The loss breakdown of the LCLC resonant converter with the proposed efficiency-
oriented two-stage optimal design method and the conventional design method under 
rated input voltage and power is displayed in Fig. 5.18. It is evident that the conduction 
loss, copper loss, core loss, and dielectric loss of the conventional design method are 
higher than those of the proposed optimal design method. 

Fig. 5.17 Comparison of the efficiency with the proposed method and the conventional method: a 
under different input voltages; b under different loads 

Fig. 5.18 Loss breakdown of the LCLC resonant converter under rated power with the proposed 
method and the conventional method
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5.5 Conclusions 

An efficiency-oriented two-stage optimal design methodology of high-efficiency 
LCLC resonant converters for space TWTA applications have been presented. The 
LCLC resonant converter and the corresponding magnetic design are intended to 
have their total power loss optimized using the presented optimal design method. 

The presented GA + PSO algorithm is used in the first stage to optimize the 
total power loss of the LCLC resonant converter, which includes the driving loss, 
conduction loss of the switches, copper loss, core loss, and the dielectric loss of the 
transformer, as well as the conduction loss of the rectifiers. From there, the optimal 
Lr , Lm, Cs, Cp, and Ptot are obtained. 

The planar transformer with the ideal parameters is designed in the second stage 
in order to achieve the optimal parameters discovered in the first stage. The design 
flowchart for the proposed single-layer, partially-interleaved transformer structure 
is also provided. The transformer structure that has been presented can provide the 
optimum design results. The presented transformer structure was supported by both 
the results of the experiments and the hybrid electromagnetic simulations. 

Finally, the presented two-stage optimal design method of the LCLC resonant 
converter has been validated by the experiments. 
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Chapter 6 
The Proposed AI Based Two-Stage 
Optimal Design Methodology 
for High-Efficiency Bidirectional Power 
Converters in the Hybrid AC/DC 
Microgrid Applications 

6.1 Introduction 

The hybrid AC/DC microgrid, which combines the DC sub-microgrid and AC sub-
microgrid, is becoming increasingly well-liked as more and more renewable energy 
sources, such as PV panels and wind turbines, are integrated into the power system 
[1–3]. The bus conversion system is necessary to connect the AC and DC bus because 
the AC/DC sources and loads are integrated. The basic design of a hybrid AC/DC 
microgrid is depicted in Fig. 6.1 [4], which interconnects the AC and DC bus using 
a bidirectional interlinking converter (BIC) and a DC transformer.

A bidirectional converter is the BIC [5]. BIC functions as an inverter when power 
is flowing from a DC to an AC bus and as a rectifier when it is flowing from an AC 
to a DC bus. As for the DC transformer, due to their benefits like high power density, 
high efficiency, buck and boost capabilities, and bidirectional power transmission, 
dual active bridge (DAB) converters and symmetrical CLLC resonant converters 
(see Fig. 6.2) are typically used [6, 7]. Nevertheless, the superiority of Zero Voltage 
Switching (ZVS) for DAB converters will vanish under low load situations. While 
the symmetrical CLLC resonant converter can achieve ZVS for the primary main 
switches and Zero-Current-Switching (ZCS) for the secondary rectifiers [8].

This chapter attention to the symmetrical CLLC resonant converter as the DC 
transformer in the hybrid AC/DC microgrid applications to accomplish soft switching 
under all load circumstances. 

Reviews of earlier studies on the symmetrical CLLC resonant converter’s topology 
[9–12], controls [9, 13], and magnetic design [13–17] can be found here. The 
complete explanations of the working principles and equations governing the circuit 
parameters can be found in [9, 10]. Additionally, a design method for the CLLC reso-
nant converter based on voltage gain is presented. The CLLC resonant converter’s 
robust circuit parameters design with the open-loop control for the optimum power 
transmission and voltage regulation capability is presented in [11]. The conven-
tional CLLC resonant converter is combined with a buck/boost converter in [12], 
where pulse width modulation allows for high voltage gain. Regarding the control
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Fig. 6.1 Typical structure of a hybrid AC/DC microgrid

Fig. 6.2 A typical symmetrical CLLC resonant converter as a DC transformer

techniques, in [9], an intelligent digital control algorithm is proposed to control bidi-
rectional power conversions and output voltage. In [13], a phase-controlled CLLC 
resonant converter’s linear state-space model is developed. This model can be applied 
for quick simulations and state variable prediction with a high signal variation. A 
CLLC resonant converter has two resonant inductances and a transformer as its 
magnetic components, as depicted in Fig. 6.2. In addition to the traditional method, 
which employs two distinct inductances [8], the leakage inductances are utilized 
as the resonant inductances [14, 15]. In [16], a unique 6-layer PCB winding trans-
former with integrated resonant inductors is presented for a three-phase CLLC reso-
nant converter. Zhao et al. [17] describes the modular power conversion of a high 
frequency transformer while taking insulation, efficiency, and power density into 
account. 

The primary purpose of the CLLC resonant converter in hybrid AC/DC micro-
grid systems is to transmit power with a high degree of efficiency since the energy 
management system (EMS) [7] regulates the voltage of the AC and DC bus. There-
fore, the conversion efficiency rather than voltage regulation is a difficulty for the 
CLLC resonant converter. The total power loss of the converter requires to be further 
adjusted in order to reach high efficiency. The switching loss analysis was covered 
in earlier studies on the CLLC resonant converter [12, 17], but the total power loss 
optimization is the most difficult due to the numerous circuit variables that must be 
taken into account and their internal couplings. As a result, there are few reports of 
research on total power loss optimization.
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The typical method to increase the power density from the standpoint of the 
magnetic design in the CLLC resonant converter is to employ the leakage induc-
tances as the resonant inductances [14, 15], as separate inductors are not necessary. 
Nevertheless, the general equations of the distance between the primary winding and 
secondary winding (dw), and the thickness of the air gap (da) to design the specific 
leakage inductances and magnetizing inductance, taking insulation and conductor 
thicknesses into account are not reported. 

Due to their propensity for coping with complicated issues and parallelism, AI 
algorithms are becoming more and more well-liked and frequently utilized in optimal 
design problems nowadays [18, 19]. In this chapter, the issue brought on by the 
numerous variables and internal couplings in the CLLC resonant converter is resolved 
using the AI method. The optimization of total power loss and the accompanying 
magnetic design serve as the objectives of this chapter, which are as follows: This 
chapter seeks to reduce the total power loss of the symmetrical CLLC resonant 
converter used as a DC transformer using an AI based algorithm, taking into account 
all switching loss, switch conduction loss, resonant capacitance loss, copper loss, 
and transformer core loss factors. Prior to that, the calculations of the key parameters 
and the operating principles of the CLLC resonant converter are examined. The total 
power loss of the CLLC resonant converter is then minimized using a two-stage 
optimal design process based on an AI algorithm: The key parameters are optimized 
in Stage-1 using a GA (Genetic Algorithm) + PSO (Particle Swarm Optimization) 
algorithm; in Stage-2, the transformer is designed using a hybrid electromagnetic 
analysis approach in order to attain the optimum parameters obtained from the AI 
algorithm. This chapter offers a method for creating the optimum leakage inductances 
and magnetizing inductances from the perspective of magnetic design. To attain the 
optimum leakage inductances and magnetizing inductance, the equations of dw and 
da are derived. 

The order of the remaining chapters is as follows. The working theories and 
calculations of the key parameters of the CLLC resonant converter are examined 
in Sect. 6.2. The bulk of the chapter, Sect. 6.3, focuses on the AI based two-stage 
optimum design method. At the first, the equation of the total power loss is derived 
for further optimization; A hybrid AI approach, GA + PSO, is then developed to 
optimize the total power loss, which is the first step. And then, a planar transformer 
for the CLLC resonant converter is developed using the leakage inductances as the 
resonant inductances in order to attain the desired ideal parameters of the optimized 
transformer. The proposed two-stage optimal design method and the dw and da 
equations are proved by simulations and experiments in Sect. 6.4. The entire chapter 
is summarized in Sect. 6.5.
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6.2 Working Principles and the Circuit Analysis 
of the CLLC Resonant Converter in Hybrid AC/DC 
Microgrid Applications 

This section analyzes the operating concepts and calculations of the open-loop CLLC 
resonant converter. The CLLC resonant converter should run at a 50% duty cycle 
to obtain high efficiency [20]. Additionally, the switching frequency (f s) should be 
a little lower than the resonance frequency (f r) between Cr1 and Lr1 in order to 
accomplish ZVS and ZCS. Figure 6.3 displays the ZVS and ZCS waveforms of 
CLLC resonant converters. 

6.2.1 Working Principles of the CLLC Resonant Converter 
as a DC Transformer 

The main waveforms of interest are as follows: 

(a) The driving signals of S1 and S4, vgs1(4), same as S5 and S8; the driving signals 
of S2 and S3, vgs2(3), same as S6 and S7, vgs6(7); 

(b) the voltage across the parasitic capacitor of S1, vds1(t), same as vds4(t); the 
voltage across the parasitic capacitor of S5, vds5(t), same as vds8(t); 

(c) the current on the primary side, ip(t); the current on the secondary side, is(t); 
(d) the magnetizing current, im(t); 
(e) the voltage across the series capacitor (Cr1), vCr1(t). 

The assumptions are made in the analysis as follows: 

(a) The input voltage (VL) and output voltage (VH ) are constant; 
(b) All the components are ideal (lossless).

Fig. 6.3 Typical ZVS and ZCS waveforms of a CLLC resonant converter 
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Mode 1 (t1, t2): Figure 6.3 displays the waveforms of Mode 1 (from t1 to t2), and 
Fig. 6.4 depicts the equivalent circuit of Mode 1. Prior to Mode 1, the body diodes of 
S1 and S4 conduct the primary current, ip(t), while S5 and S8 conduct the secondary 
current, is(t). Consequently, the voltages of S1, S4, S5, and S8, as well as  vds1(t), 
vds4(t), vds5(t), and vds8(t), are clamped to 0. S1, S4, S5, and S8 are turned on at t1, 
achieving ZVS of S1, S4, S5, and S8. 

Power is transferred from the primary side to the load as Lr1, Cr1, Lr2, and Cr2 

start to resonate. S1, S4, S5, and S8 will turn off when the turn-on time reaches Tr /2, 
where Tr is the resonance period between Lr1 and Cr1. Mode 1 ends.

Fig. 6.4 Equivalent circuit: a Mode 1; b Mode 2; c Mode 3; d Mode 4 
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Mode 2 (t2, t3): Figure 6.3 depicts the Mode 2 waveforms (from t2 to t3), and Fig. 6.4b 
depicts the Mode 2 equivalent circuit. Between Lr1, Cr1, Lr2, Cr2, Lm, and all the 
parasitic capacitances of the switches, a complicated resonance starts to develop. 
While the voltages of S5 and S8 will rise, those of S6 and S7 will fall. Mode 2 will 
stop when the body diodes of S6 and S7 turn on and the voltages of S5 and S8 reach 
VH . 

Mode 3 (t3, t4): The equivalent circuit of Mode 3 is depicted in Fig. 6.4c and the 
waveforms of Mode 3 are presented in Fig. 6.3 (from t3 to t4). The body diodes of 
S6 and S7 are on in Mode 3. S1 and S4 will have an increase in voltage, whereas S2 
and S3 will experience a drop. The body diodes of S2 and S3 will turn on when their 
voltages are 0. Mode 3 ends. 

Mode 4 (t4, t5): Figure 6.3 depicts the waveforms of Mode 4 (from t4 to t5), whereas 
Fig. 6.4d depicts the analogous circuit of Mode 4. The body diodes of S2, S3, S6, and 
S7 are on in Mode 4. Therefore, the voltages of S2, S3, S6, and S7 are clamped to 0. 
Mode 4 finishes and ZVS of S2, S3, S6, and S7 are attained when S2, S3, S6, and S7 
are turned on. 

The second half period is symmetrical with the first half period, with Mode 5 
similar to Mode 1 from t5 to t6; Mode 6 similar to Mode 2 from t6 to t7, Mode 7 
similar to Mode 3 from t7 to t8, and Mode 8 similar to Mode 4 from t8 to t9. 

6.2.2 The Circuit Analysis of the CLLC Bidirectional 
Converter 

The equations of the voltage gain (VH /VL), the RMS values of ip(t) and is(t), Ip,rms 
and Is,rms; the peak flux density (Bpk) and the switching period, Ts are summarized 
as follows: 

(a) Voltage gain [18] 

VH /VL = n (6.1) 

where n is the turn ratio of the transformer. 

(b) RMS values of ip(t): Ip,rms 

The equivalent circuit to derive the impedance Zin is displayed in Fig. 6.5. RH is the 
load of the converter on the secondary side, which can be computed by 

RH = 8V 2 H / 
( 
π 2 PH 

) 
(6.2)

where PH is the output power. ReqH is the load referred to the primary side, which 
can be computed by
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Fig. 6.5 Derivation of equivalent input impedance Zin

Req H = 8V 2 H / 
( 
π 2 n2 PH 

) 
(6.3) 

In a symmetrical CLLC resonant converter, 

Lr2 = Lr1/n
2 (6.4a) 

Cr2 = n2 Cr1 (6.4b) 

The impedance, Zin, as shown in Fig. 6.5, can be computed by 

Zin  =
/
R2 
eq + X2 

eq (6.5) 

where Req is the real part and Xeq is the imaginary part. Req and Xeq can be computed 
by 

Req = ω4 
s Req H L

2 
mC

2 
r1/ω

2 
s R

2 
eq H C

2 
r1 + 

( 
ω2 
s Cr1Lr1 + ω2 

s Cr1Lm − 1 
)2 

(6.6a) 

Xeq = 
C3 
r1Lr1(Lr1 + Lm)(Lr1 + 2Lm)ω6 

s + σ2ω
4 
s + σ3ω

2 
s − 1 

ωsCr1 

[ 
ω2 
s R

2 
eq H C

2 
r1 + 

( 
ω2 
s Cr1Lr1 + ω2 

s Cr1Lm − 1 
)2 ] (6.6b) 

where ωs is the angular frequency, corresponding to f s. σ2 and σ3 can be computed 
by 

σ2 = C2 
r1 

[ 
(Lr1 + Lm) 

( 
R2 
H Cr1 − Lr1 − Lm 

) − 4Lr1Lm − 2L2 
r1 − L2 

m 

] 
(6.7a) 

σ3 = 3Cr1(Lr1 + Lm) − R2 
H C

2 
r1 (6.7b) 

Ip,rms can be computed by 

Ip,rms  = VL / 
√
2Zin (6.8) 

Is,rms can be computed by 

Is,rms  = VL / 
√
2nZin (6.9)
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(c) Peak magnetizing current Im,pk, and peak flux density Bpk 

Under a steady state, the magnetizing current, im(t), is symmetrical. Therefore, Im,pk 
can be computed by 

Im, pk = (VL Ts)/(4Lm) (6.10) 

The peak magnetic flux density, Bpk , which will be utilized to compute the core 
loss of the transformer can be computed by 

Bpk = 
( 
Lm Im, pk 

) 
/ 
( 
n p Ae 

) 
(6.11) 

where np is the number of turns in the primary winding, Ae is the cross-sectional area 
of the magnetic core. 

(d) Switching period (Ts) 

Based on the analysis of the operating principles, the switching period of the CLLC 
resonant converter is 

Ts = Tr + 2Td (6.12) 

where Td is the dead time (Td = t5 − t2). 

6.2.3 Conditions of ZVS and ZCS 

As displayed in Fig. 6.3, before S1, S4, S5 and S8 are turned on, ip(t) and is(t) are  
discharging Cds1, Cds4, Cds5, and Cds8, which makes the ZVS condition of S1, S4, S5, 
and S8. Similarly, S2, S3, S6, and S7 can also work under ZVS conditions because of 
ip(t) and is(t). The dead time considering ZVS condition is [10]: 

Td ≥ 16Coss fs Lm (6.13) 

where Coss is the output capacitance of the switches. Td is chosen as the lower 
limiting value of the aforementioned inequation in order to accomplish ZVS while 
maintaining high efficiency, which is: 

Td = 16Coss fr Lm (6.14) 

In order to achieve the soft commutation of the rectifiers, the duration of Mode 3 
and 4 should be reserved, as a result, 

fs ≤ fr (6.15)
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It is important to note that the switching loss is decreased with the ZVS of the 
primary switches and the rectifiers. The driving loss, switch conduction loss, the 
power loss from resonant capacitances, copper loss, and transformer core loss are all 
still included in the overall power loss. As a result, further optimization is required 
for the converter’s total power loss. As a result, in Sect. 6.3, a two-stage optimized 
technique will be used to reduce the total power loss of the CLLC resonant converter. 

6.3 The Proposed AI Based High Efficiency Oriented 
Two-Stage Optimal Design Method for CLLC 
Bidirectional Power Converters in the Hybrid AC/DC 
Microgrid 

The total power loss optimization of the open-loop CLLC resonant converter is 
presented in this part using a two-stage optimal design method based on an AI 
algorithm. In the first section, the equation for the total power loss in the CLLC 
resonant converter is derived. The ideal transformer parameters—the first step in 
the optimization process—are derived in the second portion using the presented AI 
based two-stage optimal design method. The planar transformer is designed in the 
third section using a hybrid electromagnetic analysis, with the leakage inductances 
serving as the resonant inductances obtained from the AI algorithm, which is the 
second stage of the optimization process. 

6.3.1 Preliminary of the Proposed AI Based Two-Stage 
Optimal Design Method: Total Power Loss Equation 
of the CLLC Bidirectional Converter 

Although ZVS of the switches is achieved, the total power loss (Ptot) in the  CLLC 
resonant converter is still comprised of the driving loss of the main switches (PM_dr) 
and the rectifiers (PR_dr), the conduction loss of the main switches (PM_on) and the 
rectifiers (PR_on), copper loss of the transformer (PT_Cu), core loss of the transformer 
(PT_Fe) and the power loss of the resonant capacitance (PCr). Consequently, the Ptot 

can be written as 

Ptot  = PM_dr + PR_dr + PM_on + PR_on + PT _Cu + PT _Fe  + PCr (6.16) 

The detailed expression of PM_dr , PR_dr , PM_on, PR_on, PT_Fe, PT_Cu and PCr can 
be derived as follows: 

(a) Driving loss of main switches (rectifiers) 

The driving loss can be computed by
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PM(R)_dr = 4QM(R)gVM(R)gs fs (6.17) 

where QM(R)g and VM(R)gs are the gate charge and the driving voltage of the main 
switches or rectifiers. 

(b) Conduction loss of main switches (rectifiers) 

The conduction loss can be computed by 

PM(R)_on = 2I 2 p(s),rms  RM(R)_on (6.18) 

where RM(R)_on is the on-resistance of the main switches (rectifiers). Ip(s),rms is the 
corresponding RMS value of the resonant current, which can be found in (6.8) and 
(6.9). 

(c) Copper loss of the transformer 

The copper loss of the transformer can be computed by: 

PT _Cu = I 2 p,rms  RT _ac (6.19) 

where RT_ac is the AC resistance of the transformer referred to as the primary winding. 

(d) The core loss of the transformer (PT_Fe) 

The core loss can be computed based on the Steinmetz equation 

PT _Fe  = kc f α 
s 

( 
Bpk 

)β 
Ve (6.20) 

where Bpk can be found by (6.11). The datasheet of the magnetic material contains 
the values of kc, α, and β. Ve is the volume of the core. 

(e) The power loss of the resonant capacitances 

The equivalent serial resistor (ESR) of the resonant capacitance can be computed by 

RCr1(2) = tan δ/ 
( 
2π fsCr1(2) 

) 
(6.21) 

where δ is the dielectric loss angle. Therefore, the power loss of the resonant 
capacitance can be computed by 

PCr1(2) = I 2 p(s),rms tan δ/ 
( 
2π fsCr1(2) 

) 
(6.22) 

According to the analysis above, combing (6.17), (6.18), (6.19), (6.20), and (6.22), 
the total power loss of a CLLC resonant converter is 

Ptot  = 4QMgVMgs fs + 4QRgVRgs fs + I 2 p,rms  

[ 
2RM_on + RT _ac + tan δ/(2π fsCr1) 

]
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+ I 2 s,rms  

[ 
2RR_on + tan δ/(2π fsCr2) 

] + kc f α 
s 

[( 
Lm Im, pk 

) 
/ 
( 
n p Ae 

)]β 
Ve 

(6.23) 

6.3.2 The Proposed AI Based (GA + PSO) Two-Stage 
Optimal Design Methodology for the CLLC 
Bidirectional Converter 

The flowchart of the proposed two-stage optimal design method is depicted in 
Fig. 6.6. The magnetic core is chosen at the outset of the proposed two-stage optimal 
design based on the power rating and switching frequency. The two stages carried 
out by the presented optimal design method are as follows: 

Stage 1: Total power loss optimization based on the presented AI algorithm (GA + 
PSO) 

The presented GA + PSO algorithm is utilized to minimize the total power loss 
and obtain the ideal Lr1, Cr1, Lr2, Cr2, Lm, and Ptot , which will be used to construct 
the transformer. 

Stage 2: Design of the transformer to obtain the ideal Lr1, Lr2, and Lm derived from 
the AI algorithm based on hybrid electromagnetic analysis 

When the AI algorithm (GA + PSO) is used to derive Lr1, Cr1, Lr2, Cr2, Lm, and 
Ptot, appropriate dw and da are applied in the transformer to obtain the ideal Lr1, Lr2 

and Lm. 

Stage 1 and Stage 2 will be elaborated as follows:

(a) First Optimization Stage: Utilizing AI algorithm (GA + PSO) to optimize Ptot .

Fig. 6.6 Proposed two-stage optimal design methodology 
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(a1) Operation principles of the proposed AI algorithm (GA + PSO) in the optimal 
design. 

The total power loss of the CLLC resonant converter is optimized in this section using 
the updated AI algorithm. The global optimum and the convergence iteration number 
conflict in both GA and PSO [21]: a better global optimum is always associated with 
a higher convergence iteration number, whereas a worse global optimum is always 
associated with a lower convergence iteration number. Furthermore, the number of 
iterations and the goal function are not optimized because the initial parameters and 
issue representation are always chosen based on user experience. Consequently, to 
obtain the needed accuracy in the experience-based GA or PSO, the iteration number 
is compromised. Four parameters—Weight.start, Weight.end, kind and Vel.max—are 
crucial in determining the effectiveness of an algorithm like PSO. PSO will be lacking 
if these four parameters are chosen at random. 

The problem of a high number of iterations and calculation time, which is 
brought on by the random selection of Weight.start, Weight.end, kind and Vel.max, is  
addressed in this chapter via the hybrid AI algorithm GA + PSO. Figure 6.7 depicts 
the flowchart of the presented GA + PSO algorithm. The summary of the presented 
GA + PSO algorithm is depicted in Fig. 6.7a. The specifics of the GA part and PSO 
part are shown in Fig. 6.7b, c, respectively.

The presented GA + PSO algorithm, which is seen in Fig. 6.7a, can be thought of 
as an enhanced PSO in which the GA optimizes the PSO parameters. The GA is the 
starting point of the GA + PSO algorithm. First of all, the genes of each individual 
in GA, which are also the parameters of PSO (Weight.start, Weight.end, kind and 
Vel.max), are sent to the PSO as the algorithm parameters. The PSO algorithm is 
then executed given Weight.start, Weight.end, kind, and Vel.max from GA to extract 
the number of iterations N and total power loss Ptot , which is then returned to the 
GA algorithm. The fitness value of each individual in GA is evaluated using N and 
Ptot , and the parameters of PSO, Weight.start, Weight.end, kind and Vel.max are 
optimized and passed back to PSO. If the maximum number of iterations is reached 
after numerous iterations of this kind between the GA and PSO, the GA determines 
the PSO’s ultimate optimal values for Weight.start, Weight.end, kind, and Vel.max. 
The PSO will be used to determine the final optimum Lr1, Cr1, Lr2, Cr2, Lm, and 
Ptot , which are also the outputs of the presented GA + PSO algorithm, using ideal 
Weight.start, Weight.end, kind, and Vel.max. 

The proposed GA + PSO accomplishes the sequential tasks listed below: 

Step 1: Initialization of GA 
The parameters of GA are initialized, which include the number of individuals, 

the crossover rate, the starting mutation rate, the ending mutation rate, and the 
maximum iteration number. The GA optimizer encodes the parameters of PSO, 
Weight.start, Weight.end, kind, and Vel.max, as genes, creates a string of genes to 
form a chromosome and initializes a starting population. 

Step 2: Invoke PSO to obtain the number of iterations and best Ptot (PSO)
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Fig. 6.7 Proposed recycling GA + PSO: a Structure diagram; b Flowchart of GA; c Flowchart of 
PSO
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Weight.start, Weight.end, kind, and Vel.max, are transferred from GA to the PSO 
algorithm. With the parameters from each individual in GA, the PSO algorithm is 
performed to extract N and Ptot , which will be utilized to evaluate the fitness value 
of the individual in the GA algorithm. Figure 6.7c contains information about PSO 
in more detail. 

Step 3: Evaluation and Evolution (GA) 
N and Ptot , which are obtained from PSO, are utilized in GA to assess each 

individual’s fitness value. The population in GA evolves through selection, crossover, 
and mutation based on the fitness value derived from PSO. 

Step 4: Repeat Step 2 and Step 3 to obtain the optimal Weight.start, Weight.end, kind, 
and Vel.max 

Step 2 to Step 3 are repeated until the maximum iteration number of GA is reached. 

Step 5: Calculations of the optimal design parameters for the CLLC resonant 
converter (PSO) 

With the optimum Weight.start, Weight.end, kind, and Vel.max, the  CLLC resonant 
converter is optimized and ideal Lr , Cs, Lm, Cp, and Ptot are derived. When all the 
optimum parameters are obtained, the optimal design method is completed. 

(a2) Evaluation of the proposed AI algorithm (GA + PSO) in the optimal design. 

An example is provided in this section to assess the presented AI based two-stage 
optimal design method. Table 6.1 contains a list of the parameters for the LCLC 
resonant converter, the magnetic core, and the main switches. The proposed GA + 
PSO is used to compute the optimum Lr1, Lr2, Cr1, Cr2 and Ptot . Ptot is appointed 
as the objective function. The range of Lr1 is from 10 to 50 μH; the range of Lm is 
from 100 μH to 2 mH. The optimal design is performed using GA, PSO, and the 
presented GA + PSO in order to compare them to the single GA, and single PSO 
algorithms. 

The fluctuation of the total loss with the number of iterations utilizing GA, PSO, 
and GA + PSO is depicted in Fig. 6.8. As can be observed, the presented GA +

Table 6.1 Parameters of 
CLLC resonant converter for 
validation 

Parameters of the main circuit 

VL 200 V f s 90 kHz 

VH 200 V PH 500 W 

Magnetic core (ELP 64/10/50, N87) 

Ve 83,000 mm3 α 4.823 

Ae 1038 mm2 β 5.521 

kc 3.716 × 10–24 4.823 

Main switches and rectifiers (C2M0080120D) 

Vgs 20.0 V Ron 80 mΩ 
Qg 62 nC Coss 80 pF 
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Fig. 6.8 Total power loss 
comparison 

Fig. 6.9 Calculation time 
comparison 

PSO and the other two optimal design methods (GA and PSO) both converge to the 
identical value of 13.76 W. Nevertheless, the GA, PSO, and proposed GA + PSO 
iteration numbers are 57, 33 and 9, respectively. In light of this, it can be said that 
the presented GA + PSO algorithm requires a lot fewer iterations than the other two 
algorithms. 

In addition to the iteration number, the calculation time of GA, PSO, and proposed 
GA + PSO is compared in Fig. 6.9. It can be concluded that the proposed GA + 
PSO calculation time is shorter than the conventional GA and PSO. 

The presented GA + PSO method performs better than the traditional GA or PSO 
algorithm, according to the comparison of iteration number and calculation time 
made above. 

(a3) Final Optimal results of Lr1, Lr2, Lm, Cr1, Cr2 and Ptot 

The ideal Lr1, Lr2, Lm, Cr1, Cr2, and Ptot can be derived using the aforementioned 
AI (GA + PSO) method and are displayed in Table 6.2. Table 6.2 shows that Lr1 = 
14.8 μH, Cr1 = 196.0 nF, Lm = 1.0 mH, and that Ptot = 13.76 W is the ideal power 
loss. It is important to note that Cr1 and Cr2 can easily be built to have values of 
196.0 nF because they are discrete capacitors. Nevertheless, the parasitic parameters 
of the transformer, Lr1, Lr2, and Lm, are governed by the winding arrangements of the 
transformer. As a result, a transformer will be developed in the section that follows 
the ideal parasitic parameters.

(b) Second optimization stage: optimal design of the transformer to obtain the 
optimal parasitic parameters derived from AI algorithm via hybrid electro-
magnetic analysis
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Table 6.2 Optimal 
parameters of the CLLC 
resonant converter 

Lr1 14.8 μH Cr1 196.0 nF 

Lr2 14.8 μH Cr2 196.0 nF 

Lm 1.0 mH 

(b1) Derivation of the leakage inductances 

Power converters are evolving in the present day toward high efficiency and high 
power density. The leakage inductances of the planar transformer are used as the 
resonant inductances in this chapter to boost the power density while lowering the 
number of magnetic components (Lr1 and Lr2). In this section, the thickness of the 
primary winding and secondary winding, dp and ds, the thickness of the insulation 
(di), and the separation between the primary winding and the secondary winding 
(dw) are designed in order to obtain the optimal Lr1 and Lr2. For  the  CLLC resonant 
converter, a generic equation is derived to determine dw in order to attain the necessary 
leakage inductances. 

Figure 6.10 depicts the winding configuration of a planar transformer and its 
accompanying magneto-motive force (MMF). The primary winding has np turns 
dispersed in mp layers, whereas the secondary winding contains ns turns spread in 
ms layers. The distance between the main and secondary windings is dw, and it will 
be determined to obtain the best leakage inductances. To get the ideal magnetizing 
inductances, the air gap (da) is added. 

Assuming the current excitation to the primary winding is Ip, based on the distri-
bution MMF in Fig. 6.10, the magnetic energy stored in the core window can be 
computed by

Fig. 6.10 General winding configuration and MMF distribution 
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Em = 
μ0μr n2 p I 

2 
p Wd 

6Ww 

[ 

2m pdp + 2msds + 
( 
m p − 1 

)( 
2m p − 1 

) 

m p 
di 

+ 
(ms − 1)(2ms − 1) 

ms 
di + 6dw 

] 
(6.24) 

where Wd is the depth of the window, Ww is the width of the window. By the relation 
between leakage inductance and magnetic energy [22], leakage inductances can be 
computed by (6.25) 

Llk1 = Llk2 = 
μ0μr n2 pWd 

6Ww 

[ 

2m pdp + 2msds + 
( 
m p − 1 

)( 
2m p − 1 

) 

m p 
di 

+ (ms − 1)(2ms − 1) 
ms 

di + 6dw 

] 
(6.25) 

Therefore, the optimum leakage inductances can be obtained by modifying dw, 
according to the result in (6.25). 

Here, dw is the distance between the primary winding and the secondary winding, 
which is utilized to obtain the ideal leakage inductance and can be computed by 
(6.26) 

dw = 
Ww Llk1 

μ0μr n2 pWd 
− 

m pdp 

3 
− 

msds 
3 

− 
( 
m p − 1 

)( 
2m p − 1 

) 

6m p 
di − 

(ms − 1)(2ms − 1) 
6ms 

di 

(6.26) 

(b2) Derivation of the magnetizing inductance 

The thickness of the air gap (da) is changed to obtain the desired magnetizing induc-
tance. This section develops the equation needed to determine the air gap’s thickness 
(da) in order to attain the appropriate magnetizing inductance (Lm). Figure 6.11 
displays the corresponding equivalent magnetic circuit and 3D model of a planar 
transformer with an air gap. 

The magnetic reluctances, Rg1, Rg2, Rg3, Rc1, and Rc2 can be computed by

Fig. 6.11 Equivalent magnetic circuit of a planar transformer with an air gap 
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Rg1 = l1/(μ0μr Ae) (6.27a) 

Rg2 = l2/(μ0μr Ae) (6.27b) 

Rg3 = 2l2/(μ0μr Ae) (6.27c) 

Rc1 = da/(μ0 Ae) (6.27d) 

Rc2 = 2da/(μ0 Ae) (6.27e) 

where the size of the magnetic core, shown in Fig. 6.11, is  l1 and l2. Ae is the 
cross-sectional area of the center leg. 

Therefore, the magnetizing inductance can be computed by 

Lm = μ0μr Aen
2 
p/(l1 + 4l2 + 3μr da) (6.28) 

From (6.28), it is clear that the magnetizing inductances will decrease as da 
increases. Consequently, the ideal Lm can be obtained by altering da. 

The thickness of the air gap, da, which is utilized to obtain the ideal Lm, can be 
computed by 

da = 
( 
μ0 Aen

2 
p 

) 
/(3Lm) − (l1 + 4l2)/(3μr ) (6.29) 

6.4 Simulation and Experimental Validations 
of the Proposed AI Based Two-Stage Optimal Design 
Method 

In this section, simulations and experiments are used to support the presented AI-
based optimal design method. Building the planar transformer for the CLLC resonant 
converter takes place in the first section using the dw and da equations. In order to 
verify the calculations, hybrid electromagnetic field simulations are also run. The 
proposed two-stage optimal design method is evaluated using the CLLC resonant 
converter and planar transformer in the second section.
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6.4.1 Design of a Planar Transformer with the Desired 
Parasitic Parameters for a CLLC Bidirectional 
Converter 

The magnetic core, ELP 64/10/50, with N87 as the magnetic material from TDK 
is chosen, taking into account output power. The power capacity is increased by 
combining two ELP 64/10/50 to boost Ae. Table 6.3 is a list of the magnetic core’s 
characteristics. The planar transformer for the CLLC resonant converter will be 
designed using the parameters in Table 6.3. 

(a) Design of a planar transformer based on (6.26) and (6.29) 

In order to obtain the optimized parameters listed in Table 6.2, dw and da can be 
computed by (6.26) and (6.29), which are 

dw = 9.15 mm (6.30a) 

da = 0.14 mm (6.30b) 

The hybrid electromagnetic simulations will validate the calculated dw and da. 

(b) Hybrid electromagnetic field simulation validation 

In Ansys Maxwell, the planar transformer model with estimated dw and da is 
constructed, and hybrid electromagnetic field simulations are run to verify the accu-
racy of the calculations. Figure 6.12a, b, respectively, display the distributions of 
magnetic flux density used to compute the leakage inductances and magnetizing 
inductance. The simulated Lr1, Lr2, and Lm are displayed in Table 6.4 based on 
Fig. 6.12.

As displayed in Fig. 6.13, the planar transformer is constructed using the 
calculated dw and da for the CLLC resonant converter.

In addition, the impedance analyzer also measures Lr1, Lr2, and Lm, and the 
measured findings are displayed in Table 6.4. Table 6.4 shows that the calculated 
results and simulated outcomes are in agreement, validating the efficiency of (6.26) 
and (6.29). To further confirm the presented two-stage optimal design method, the 
planar transformer will be tested in the CLLC resonant converter in the next section.

Table 6.3 Parameters of the 
magnetic core 

np 16 di 0.1 mm 

ns 16 Ww 22 mm 

mp 4 Wd 100 mm 

ms 4 Ae 1038 mm2 

dp, ds 70 μm l1 64 mm 

μr 1490 l2 10 mm 
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Primary winding 

Secondary winding 

Magnetic core 

Air gap 

3.4E-7 

2.5E-4 

5.0E-4 
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6.3E-2 

7.5E-2 

8.8E-2 

1.0E-1 

B[T] 

(a) (b) 

Fig. 6.12 Distribution of magnetic flux density for calculations of: a Leakage inductance; b 
Magnetizing inductance 

Table 6.4 Comparison of 
leakage inductances and 
magnetizing inductance 

Parameters Optimal Simulated Measured 

Lr1 (μH) 14.8 14.38 14.73 

Lr2 (μH) 14.8 14.38 14.73 

Lm (mH) 1.0 1.02 1.03

Fig. 6.13 The planar 
transformer for the CLLC 
resonant converter

6.4.2 Experimental Validation of the Proposed AI Based 
Two-Stage Optimal Design Methodology 

The CLLC resonant converter is constructed to verify the presented AI-based two-
stage optimum design method, as illustrated in Fig. 6.14, where the designed planar 
transformer is employed.

(a) Soft-switching verifications of the CLLC resonant converter 

Experiments are conducted to demonstrate the ZVS of the switches, and Fig. 6.15 
displays the driving signals of S1 and S5, vgs1(t) and vgs5(t), the primary current and 
the secondary current, ip(t) and is(t), the voltages of S1 and S5, vds1(t) and vds5(t).

Figure 6.15a demonstrates that before S1 is turned on, the voltage of S1, vds1(t), 
has fallen to 0. Consequently, when S1 is turned on, S1 achieves ZVS. Similar to S1, 
Fig. 6.15b demonstrates that before S5 is turned on, its voltage, vds5(t), has dropped 
to 0. Therefore, S5 achieves ZVS when it is turned on. The theoretical analysis and 
experimental results are in agreement. 

(b) Efficiency verification of the AI based optimal design method
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Fig. 6.14 The CLLC 
resonant converter for the 
validation

Fig. 6.15 Experimental waveforms of S1 and S5 to validate the soft-switching characteristics: a 
S1; b S5

In order to assess the efficiency of the presented optimal design method, Lr1, Lm and 
Cr1 are adjusted and the corresponding efficiency is measured under rated output 
power. In Fig. 6.16, the measured effectiveness is depicted. 

As shown in Fig. 6.16, Lr1, Lm, and Cr1 all have an effect on the effectiveness of 
the CLLC resonant converter. The efficiency of the two-stage optimal design method 
proposed in this chapter is validated by the fact that effectiveness is higher under the 
ideal condition than in other circumstances. 

(c) Efficiency under different output power 

Figure 6.16 displays the waveforms of the input voltage and input current, VL, iL, 
and the output voltage and output current, VH , iH . As illustrated in Fig. 6.17, the  
efficiency of the CLLC resonant converter is assessed with various input powers. 
As observed in Fig. 6.18, the efficiency is up to 97.02% at the rated output power

Fig. 6.16 Comparison of efficiency under different Lr1, Lm and Cr1 
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Fig. 6.17 Waveforms of VL , 
VH , iL and iH 

Fig. 6.18 The efficiency of 
the CLLC resonant converter 
versus output power 
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(500W). The measured total power loss under the rated output power is 14.92 W, 
which is also consistent with the ideal design outcome (13.76 W). 

6.5 Conclusions 

For applications involving hybrid AC/DC microgrids, a two-stage optimal design 
methodology for high-efficiency CLLC resonant converters based on AI (GA + 
PSO) has been presented. The proposed approach focuses on optimizing the magnetic 
design and overall power of the CLLC resonant converter using an AI algorithm. The 
driving loss, conduction loss of the switches, power loss of the resonant capacitances, 
copper loss of the transformer, and core loss of the transformer are all included in the 
total power loss that is optimized by the GA + PSO algorithm in the first stage. From 
this, the optimized Lr1, Lr2, Cr1, Cr2, and Lm are derived. The planar transformer with 
ideal Lr1, Lr2, and Lm is constructed in the second stage in order to accomplish the 
AI optimal design. An example real converter has been used to validate the proposed 
optimum design method. 

The planar transformer design for the CLLC resonant converter has also been 
researched in addition to the optimal design method. It is proposed to use general 
equations to determine the distance between the primary and secondary windings 
and the thickness of the air gap. The thickness of the air gap and the separation 
between the primary and secondary windings can be simply computed using the 
presented equations. The presented equations were validated by both the hybrid 
electromagnetic simulations and the experimental results. 

Despite the difficulties brought on by the various circuit variables and their internal 
couplings, it can be determined that the AI algorithm can be utilized to address the 
total power loss optimization. Additionally, It is also important to note that applying
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an AI algorithm to the optimum power converter design primarily involves two diffi-
cult steps: at the first, optimizing the power converter using AI algorithms to deter-
mine the ideal circuit parameters; secondly, implementing the ideal circuit parame-
ters. For example, in this chapter, If the AI algorithm optimizes the leakage inductor 
to 14.8 μH, how to ensure that the real designed transformer leakage inductance 
matches the AI optimized value is just as crucial as the AI optimization itself. 
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Chapter 7 
The Proposed 
Artificial-Intelligence-Based Triple Phase 
Shift Modulation for Dual Active Bridge 
Converter with Minimized Current 
Stress 

7.1 Introduction 

Since it was first introduced in 1992 [1], the dual active bridge (DAB) isolated 
bidirectional DC-DC converter has been widely used in a variety of applications, 
including wireless power transfer, electric vehicles, DC microgrids [2], and solid 
state transformers [3]. One high-frequency transformer and two full bridges make 
up this topology, as depicted in Fig. 7.1. It draws a lot of interest due to its galvanic 
isolation, high power density, and ability to transfer power in both directions [4, 5].

Phase shift modulation is the most widely utilized modulation strategy for DAB 
converters due to its straightforward installation and fundamental frequency func-
tioning [6]. Single phase shift (SPS) modulation, which has one degree of control 
freedom in the phase shift between two complete bridges, is the most basic phase 
shift modulation approach [7]. Extended phase shift (EPS), which modifies SPS 
modulation, increases the amount of controllable freedom in the duty cycle of a full 
bridge by one [8, 9]. Similar to SPS, dual phase shift (DPS) modulation shares the 
same value and makes the duty cycle of two full bridges programmable [10, 11]. 
Triple phase shift (TPS) modulation, which realizes three degrees of control flexi-
bility overall [12–15], has been introduced to incorporate one additional degree of 
control freedom and further increase modulation performance. SPS, EPS, and DPS 
can be viewed as special examples of TPS because it has the ability to regulate the 
duty cycle of two full bridges as well as the phase shift between them. TPS modula-
tion increases power efficiency and widens the zero voltage switching (ZVS) range 
when all modulation variables are used [16]. Consequently, TPS can be thought of 
as one of the most cutting-edge methods of phase shift modulation. 

A common trend in the TPS modulation for DAB converter at the moment is 
the optimization of current stress. The peak inductor current is considered to be 
the current stress objective to be optimized in this chapter, which has benefits in 
many areas. First of all, peak current serves as a cap on switching losses, therefore 
maximizing it helps lower switching losses [17]. Peak current optimization can also 
decrease root-mean-square current and increase efficiency [18]. Additionally, the
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Fig. 7.1 Typical schematic 
of an isolated DAB converter 
with single inductor L

right amount of peak current stress can shrink the magnetic core and safeguard 
power electronics [19, 20]. 

However, the analytical formula for current stress is incredibly challenging to 
calculate [21, 22] because of the complexity imposed by the three degrees of control 
freedom in TPS modulation. In earlier studies, which took a lot of effort [6, 12, 
22], researchers looked at the waveforms in each operating mode and piecemeal 
integrated the current. The complex analytical formula that is developed makes it 
difficult to optimize using these manually generated mathematical phrases. Before the 
derivation process, some assumptions are made in addition to the high computational 
complexity, such as the assumption of lossless components and a small magnetizing 
current [18, 23]. In addition, despite simplifying the analysis, these suppositions and 
approximations compromise the validity of the analytical results. 

There are typically two approaches to implementing the TPS modulation strategy. 
One approach is to keep the modulator’s deduced formula for optimal outcomes [18, 
22, 23]. The outcomes of the modulation will be computed under realistic circum-
stances. As was already mentioned, while the method based on analytical formula 
is simple to use, it has a time-consuming problem and a difficult deduction proce-
dure. The alternative strategy is to use a lookup table to store the outcomes of optimal 
modulation rather than generating analytical formulas [24–26]. The modulation vari-
ables in this lookup table will be searched for after the current operating conditions 
have been determined, after which they will be applied. The lookup table’s modu-
lation results, however, are discrete, which results in a situation where the practical 
requirements are not included in this table. 

Researchers have thought about using various AI technologies to get over chal-
lenges in optimizing TPS modulation for DAB converters. In [26], Tang et al. made 
an effort to reduce human dependence during the optimization process. To locate the 
most effective modulation variables, which are kept in a lookup table, they used Q-
learning. The lookup table produces answers for discrete modulation, but the analyt-
ical procedure to construct formulas with approximations continues. Additionally, 
in order to reduce reactive power, Harrye et al. utilized a neural network (NN) as 
a TPS controller [27]. However, because the NN controller is used in an open loop 
control, the reactive power still needs to be calculated manually, and the modulation 
performance is not as smooth as intended. 

An AI-based TPS modulation (AI-TPSM) technique is proposed in this chapter 
with the aim of reducing the current stress on the DAB converter when it is subject
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to TPS modulation. AI-TPSM typically has three stages and uses three different AI 
tools. First, NN is trained using simulations to figure out the correlations between 
the variables under consideration and the current level of stress. This replaces the 
labor-intensive and erroneous old analytical process. Second, the particle swarm 
optimization (PSO) technique is used to identify the outcomes of the best modulation 
that can reduce the current stress. In order to provide continuous modulation, the 
optimal modulation results under various operating situations are stored using a 
fuzzy inference system (FIS). The proposed AI-TPSM has a high level of automation, 
which can lessen the workload for engineers and increase accuracy. 

The organization of this chapter is as follows: after the introduction, operation 
principles of TPS modulation and current challenges are discussed in Sect. 7.2; the  
detailed process of AI-TPSM is illustrated in Sect. 7.3; an example of an application 
case for AI-TPSM is provided in Sect. 7.4; hardware experimental results are shown 
in Sect. 7.5, and the conclusion is summarized in Sect. 7.6. 

7.2 Operating Principle of TPS Modulation 
and the Existing Challenges 

7.2.1 Operating Principle of TPS Modulation for DAB 
Converter 

Figure 7.1 shows the DAB converter’s circuit design. A magnetic tank that incorpo-
rates an inductor L and a high-frequency transformer joins two complete bridges H1 

and H2 together. H1 and H2 produce ac voltages of vp and vs, respectively. Figure 7.2 
shows the gate driving signals and waveforms of vp and vs when TPS modulation is 
used. 

2T represents a whole switching period Ts. in Fig.  7.2. D0 is the difference in 
phase between two full bridges that belong to [− 1, 1], S1 and S5. The duty cycles for 
vp and vs are D1 and D2, respectively. D1 and D2 both have [0, 1] as their ranges. The

Fig. 7.2 Operating 
principles of TPS modulation 
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transmitted power and the inductor current iL(t) can both be controlled by adjusting 
any one of the three degrees of control freedom. The maximum power that can be 
transferred, in accordance with [22], can be stated as (7.1), where f s is the switching 
frequency. The value of a single inductor L is determined by the maximum power to 
be transmitted, Pmax (7.2). 

Pmax = 
nV1V2 

8 fs L 
(7.1) 

L ≤ 
nV1V2 

8 fs Pmax 
(7.2) 

7.2.2 Challenge Descriptions for Optimization of TPS 
Modulation with Minimized Current Stress 

As shown in Fig. 7.3, there are normally three stages to the process of achieving 
optimal TPS modulation with reduced current stress and implementing this modula-
tion in practice. 

Following the definition of the operational parameters, the associations between 
the variables under stress and the current stress are examined. Variables include 
operating circumstances (output power P and output voltage V 2), modulation vari-
ables (D0, D1, and D2), and current stress (expressed by the peak ipk of the current 
through the inductor iL). The modulation variables will then be adjusted for the 
least amount of current stress under various operating situations. The last stage will 
involve the real-time implementation of the improved modulation variables under 
various operational scenarios. 

As illustrated in Fig. 7.4, there are several obstacles in Stage I and Stage III of 
this procedure, which heighten complexity and jeopardize accuracy.

Fig. 7.3 The process to achieve optimal TPS modulation with minimized current stress and carry 
out the modulation 
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Fig. 7.4 Challenge 
descriptions for optimization 
of TPS modulation 

Fig. 7.5 Equivalent circuit 
of DAB converter with a 
single L 

7.2.2.1 Challenge in Stage I: Analysis of Current Stress 

The process described below is used to analyze current stress in earlier research 
studies [18, 19, 22, 23]. To investigate the inductor current iL(t) and its peak value ipk 
(current stress) under all switching modes of TPS modulation, the equivalent circuit 
in Fig. 7.5 is used. It is possible to assess iL(t) and ipk segment by segment within 
a switching period by using the principle of inductor volt-second balance piecewise 
for specified values of D0, D1 and D2 [22, 23]. 

There are two issues with this approach. First off, it takes a lot of time and effort to 
manually derive the expressions of iL(t) and ipk for all switching modes. Figure 7.6 
provides a description of this procedure. Given that TPS modulation has a total 
of three modulation variables and 12 switching modes that take into account both 
power transfer directions, the resulting expression current stress ipk , which has been 
published in [18, 22, 28], has a high degree of complexity. Second, the analysis’s 
accuracy is compromised by the presumptions of a lossless component and a minimal 
magnetizing current.

7.2.2.2 Challenge in Stage III: Realization of TPS Modulation 

The ideal values of the modulation variables acquired in Stage II will be saved in 
a lookup table in order to implement TPS modulation in real-world applications. 
This lookup table will be kept in the microcontroller’s memory. When operating in 
real-time, the lookup table will be consulted to retrieve the optimal values of the 
modulation variables (D0, D1 and D2) based on the present operating conditions (P 
and V 2) [23]. 

The data recorded is discrete due to the design of the lookup table as depicted in 
Fig. 7.7. So it’s possible that (P, V 2) will fall somewhere between (P, V 2)i and (P, 
V 2)i+1. In this case, either (P, V 2)i or (P, V 2)i+1 will be thought of as approximations, 
even though their (D0, D1, D2) aren’t the best for that particular operating condition
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Fig. 7.6 Challenge in Stage I: complex segment-by-segment analysis of current stress under 
different operating modes of TPS modulation

Fig. 7.7 Challenge II: 
discrete nature of lookup 
table for the realization of 
TPS modulation 

[26]. Probabilities are that the derived modulation variables do not work at their best, 
decreasing accuracy. 

In conclusion, there are certain issues with high complexity and low accuracy 
with the current optimization methodologies of TPS modulation for minimal current 
stress that need to be addressed. 

7.3 The Proposed AI-Based TPS Modulation 

In this chapter, an AI-based TPS modulation (AI-TPSM) optimization technique to 
reduce current stress is proposed to address the issues mentioned above. The AI-
TPSM typically has three stages, each with a unique AI tool. Figure 7.8 details the 
full AI-TPMS optimization procedure.
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Fig. 7.8 Descriptions for the proposed AI-TPSM 

7.3.1 Stage I: NN-Based Analysis of Current Stress 

In this chapter, a data-driven model of current stress is realized via NN, addressing 
the difficulty of complex manual analysis, and attaining high-level automation in 
analysis. The specific steps of Stage I are listed in Fig. 7.9 and are shown as follows. 

All operating specifications, such as the input voltage V 1, output voltage V 2, 
output power P, and switching frequency f s, should be determined before Stage I 
can begin. 

First, combinations of modulation variables (D1, D2) and operating conditions 
(P, V 2) are specified. N11 number of P values and N2 number of V 2 values are 
randomly chosen from the ranges [Pmin, Pmax] and [V 2_min, V 2_max], respectively, for 
the operating conditions P and V 2. Modulation variables D1 and D2 are both in [0,

Fig. 7.9 Flowchart of Stage I: analysis of current stress with NN 
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1], as stated in Sect. 7.2. M1 number of D1 values and M2 number of D2 values are 
randomly chosen from the range [0, 1]. Thus, there are N1 × N2 × M1 × M2 total 
combinations of operating circumstances and modulation variables. 

Following that, a PLECS simulation model for the DAB converter with TPS 
modulation is created. To gather performance information for the current stress, this 
simulation will be implemented for the whole N1 × N2 × M1 × M2 combinations of 
operating circumstances (P, V 2) and modulation variables (D1, D2). In the simulation, 
D0 is automatically determined by the PI regulator for the given combination of P, 
V 2, D1, and D2 in order to control power transfer flow and maintain the stable output 
voltage of the DAB converter under TPS modulation [18]. 

After that, NN can be trained using the data on current stress performance that was 
obtained using the simulation model. The training set (70%), validating set (15%), 
and testing set (15%) of the total N1 × N2 × M1 × M2 number of simulation data are 
used to train NN, choose NN structure, and test the trained NN on fresh and untested 
data points. Following training, NN can function as a data-driven model of current 
stress that can assess the performance of current stress under every conceivable set 
of operating conditions and modulation variables. It should be emphasized that peak 
current through inductor L (ipk) is used to measure current stress. 

7.3.2 Stage II: Optimization with PSO Algorithm 

On the basis of the data-driven model created in Stage I, Stage II will determine the 
best modulation variables D1, D2 under various operating conditions P, V 2. 

The optimization issue can be represented mathematically in the following way: 

For the given operating conditions P and V2, the goal is: 

i∗ 
pk = min 

D1,D2 

i pk(P, V2, D1, D2) (7.3) 

Subject to: 

0 ≤ D1 ≤ 1 (7.4)  

0 ≤ D2 ≤ 1 (7.5) 

D0, one of the modulation variables, will be determined by the output of the 
PI regulator once D1 and D2 have been set, in order to fulfill the power transfer 
and voltage regulation requirements of TPS modulation. D0 is therefore not an 
independent optimization variable to be taken into account. 

The best modulation variables D1 and D2 are obtained by using the particle swarm 
optimization (PSO) algorithm to address this optimization problem. PSO algorithm is 
an evolutionary algorithm that searches for the best outcomes in the solution space by
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modeling the behavior of flocks of birds [29, 30]. The particle position’s dimension 
is set to 2, consisting of two modulation variables, in order to solve the optimization 
problem in (7.3). (D1, D2). The values of D1 and D2 are represented by the particle’s 
position X. Every iteration’s location change is represented by the particle’s velocity 
or V. The updates to each particle’s position and velocity in the 2-dimensional space 
are given in (7.6) and (7.7), respectively. 

V m+1 
i = ωV m i + c1r1(Pm 

best i − Xm 
i ) + c2r2(Gm 

best − Xm 
i ) (7.6) 

Xm+1 
i = Xm 

i + V m i (7.7) 

If Pbest is the personal best information and Gbest is the global best information, m 
is the iteration number, c1 and c2 are the learning coefficients, ω is the inertia weight. 

Figure 7.10 illustrates the full procedure of Stage II to identify the ideal modulation 
variables D1 and D2 under various operating situations. The first two are the opera-
tional conditions, P and V 2. After startup, each cycle evaluates the objective value 
ipk for each particle separately. Additionally, each particle’s position and velocity 
will be modified in accordance with (7.6) and (7.7). When the stopping requirement 
is satisfied, the discovered optimal ipk * and the accompanying modulation variables 
D1 

* and D2 
* under the specified P, V 2 are then preserved. Once the best D1 and D2 

have been identified for each combination of P and V 2, the process is repeated. 

Fig. 7.10 Flowchart of Stage II: PSO for optimization
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To achieve minimal current stress performance, the PSO algorithm in Stage II can 
obtain optimal D1 and D2 for the given combinations of P and V 2. 

7.3.3 Stage III: Realization of TPS with FIS 

The fuzzy inference system (FIS) is utilized to achieve continuous and accurate TPS 
modulation in real-time applications, avoiding the inaccurate optimum modulation 
variables generated by discrete lookup tables. Because of its excellent interpretability 
and higher generalization power, FIS is preferred over traditional interpolation tech-
niques like cubic interpolation [31]. Figure 7.11 provides the FIS-based control 
diagram for DAB with TPS modulation as proposed in this chapter. 

One of the three modulation variables (D0, D1, D2) should be tuned by the PI 
regulator in order to satisfy the demands of power transfer and voltage regulation 
under TPS modulation. The phase shift D0 between two full bridges is selected as 
the output of the PI module in the proposed FIS-based closed-loop control diagram 
for DAB under TPS modulation, with the error between the reference voltages V 2,ref 

and V 2 acting as the module’s input. 
The FIS modulator chooses the settings for the duty cycles D1 and D2 inside 

two complete bridges. Figure 7.11 illustrates the FIS’s basic operating principle 
for achieving online TPS modulation. The input membership functions of the FIS 
modulator will calculate the degree to which V 2,ref and P belong to each of the 
linguistic sets (e.g., P is high, V 2,ref is low). Then, with N being the total number 
of rules, all fuzzy rules will be applied to compute their O1, …  ON outputs. The 
weighted average of all the outputs will then be used to calculate D1 and D2, with 
the weights determined by the firing strength of each rule [32]. 

Stage III’s FIS-based modulation allows for the adaptive tuning of modulation 
variables D1 and D2 in online applications to achieve the lowest possible current 
stress under a variety of operating circumstances P and V 2. According to Fig. 7.12,

Fig. 7.11 Stage III: online realization of TPS with FIS 



7.4 Design Case of Applying the Proposed AI-TPSM 163

Fig. 7.12 Comparisons between LUT and the adopted FIS 

FIS-based TPS modulation can achieve the best modulation variables D1 and D2 in the 
real-world circumstances of changing operating conditions P and V 2 with continuous 
values, as opposed to discrete lookup tables (LUT). Fast processing speeds are shared 
by LUT and FIS in terms of time complexity. LUT requires a lot of storage space, 
whereas FIS has a low space complexity. Additionally, the complexity of FIS is 
independent of the size of the data, whereas the complexity of LUT increases as the 
size of the data increases [33]. 

By training an NN-based data-driven model of current stress in Stage I of the 
proposed AI-TPSM, the laborious manual process of deriving current stress is 
reduced to a minimum. In Stage II, PSO is used to reduce the present stress for 
a set of operational conditions. In Stage III, a FIS-based control diagram for TPS 
modulation is proposed to get the best modulation variables for continuous operation 
in real-time applications. 

7.4 Design Case of Applying the Proposed AI-TPSM 

A current-stress-optimal TPS modulation scheme for the DAB converter is created 
using the proposed AI-TPSM technique described in Sect. 7.3. The following stage-
by-stage illustration shows the design case. 

In this design scenario, the output power P and output voltage V 2 of the DAB 
converter can range from 100 to 1000 W and 160 V to 230 V, respectively. The oper-
ating conditions and requirements of the DAB converter under TPS modulation are 
provided in Table 7.1. The choice of C2M0080120D is made for security purposes. 
The proposed AI-TPSM is still relevant even when additional power switches are 
taken into account.

Only P and V 2 are taken into account as changeable operating conditions in this 
chapter for the convenience of the presentation and computation. Incorporating the 
changing of V 1 into simulation and NN training (Stage I), optimization with PSO 
(Stage II), and FIS-based online realization will still allow AI-TPSM to be used 
(Stage III).
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Table 7.1 Design specifications 

Rated operating specifications 

P 1000 W V2 200 V 

V1 200 V f s 20 kHz 

Power switches 

Switches C2M0080120D, Cree Dead time 500 ns 

RDS(on) 80 mΩ VDSS 1200 V 

High-frequency transformer 

Inductor L 140 µH 

Core material Iron based nanocrystalline alloy 

Modulation variables 

Duty cycle of full bridge 1 D1 Duty cycle of full bridge 2 D2 

Operating conditions 

Output power P Output voltage V2 

Ranges of modulation variables 

D1 D1_min = 0; D1_max = 1 
D2 D2_min = 0; D2_max = 1 
Ranges of operating conditions 

P Pmin = 100 W; Pmax = 1000 W 

V2 V2_min = 160 V; V2_max = 230 V

7.4.1 Stage I: NN-Based Analysis of Current Stress 

In Stage I of the proposed AI-TPSM technique, an automatically generated NN-
based data-driven model of present stress is obtained by following the flowchart in 
Fig. 7.9. The following is a summary of the steps. 

• To begin with, a total of 20 × 20 × 20 × 20 (160,000 in total) combinations 
of P, V 2, D1, and D2 are evenly chosen to adequately cover their ranges for the 
advantages of NN training. 

• Next, using the PLECS program, the simulation of a DAB converter with TPS 
modulation is constructed. This process is repeated for all the possible combina-
tions of P, V 2, D1, and D2. In every simulation, the current stress performance is 
obtained. 

• All performance data generated by simulations can be divided into three sets: a 
training set (70%), a validating set (15%), and a testing set (15%). On the basis of 
training data, an NN-based data-driven model of current stress can be created, with 
P, V 2, D1, and D2 serving as inputs and the current stress indicator ipk serving as the 
output. The neural network’s structure is determined by the validation set’s lowest 
error, as shown in Table 7.2 and Fig. 7.13. The trained NN exhibits greater accu-
racy on all datasets when compared to alternative regression techniques [34] as
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response surface, Bayesian regression, and support vector regression (SVR). The 
average percentage deviations of the trained NN are substantially lower than those 
of other approaches, as shown in Table 7.3. In all the datasets under consideration, 
NN still provides satisfactory accuracy even in the worst-case circumstances. 

Table 7.2 Configuration of NN and its optimizer 

Selected NN 

Inputs P, V2, D1, D2 

Output Current stress ipk 

Hidden layers Two layers, each of which has 128 and 32 neurons with ReLU 
activations 

NN optimizer 

Data for NN training 70%, 112,000 

Data for structure selection 15%, 24,000 

Data for testing new data 15%, 24,000 

Optimizer Adaptive subgradient method [35] 

Learning rate 0.001 

Regularization coefficient 1e−5 

Maximal epochs 10,000 

Fig. 7.13 Structure of the selected NN
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Table 7.3 Accuracy of the trained NN 

Percentage 
deviations 

Training set Validating set Testing set 

Average (%) Largest (%) Average (%) Largest (%) Average (%) Largest (%) 

Response 
surface 

26.2 42.0 26.5 42.6 26.5 39.3 

Bayesian 
regression 

25.6 38.6 25.8 40.2 25.7 41.4 

SVR 9.14 13.1 9.07 12.3 9.1 12.9 

NN 0.47 1.39 0.46 1.33 0.45 1.29 

Bold terms represents as to emphasize that ‘NN’ provides satisfactory accuracy in all the datasets 
under consideration compared with other methods 

Table 7.4 Configuration of 
PSO algorithm 

Hyperparameter name Hyperparameter value 

Number of particles 20 

Maximal number of iterations 100 

Inertia weight ω Linearly decrease from 0.9 to 
0.4 

Learning coefficients c1, c2 c1 = c2 = 2.05 

7.4.2 Stage II: Optimization with PSO Algorithm 

The best modulation variables D1 and D2 to obtain the lowest current stress under 
the selected operating parameters P and V 2 have been identified in Stage II using the 
PSO method in Fig. 7.10. Table 7.4 contains the PSO algorithm’s settings. The ideal 
D1 and D2 for output voltages V 2 of 200, 160, and 230 V are graphically depicted 
in Fig. 7.14a–c.

7.4.3 Stage III: Realization of TPS with FIS 

Under all conceivable continuous operating conditions, P and V 2, the proposed FIS-
based control scheme in Fig. 7.11 can achieve ideal modulation variables D1 and 
D2 with little current stress in Stage III. This design example implements type-1 
Takagi–Sugeno FIS [31], using gaussian input membership functions for P and V 2 

and three linguistic sets (low, medium, and high). In Table 7.5, the configuration of 
FIS is enumerated. In Fig. 7.15a, b, the plots on the left display the FIS’s outputs (D1, 
D2) in relation to the continuous inputs P and V 2, while the plots on the right display 
sample discrete values that were saved in a lookup table. Figure 7.15 illustrates 
how the proposed FIS-based TPS outperforms lookup tables by enabling real-time 
modulation in all P and V 2 scenarios.
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Fig. 7.14 Optimal D1 and D2 under different output voltage V2 and different output power: a V2 
= 200 V; b V2 = 160 V; c V2 = 230 V

Table 7.5 Configuration of 
PSO algorithm 

Inputs P, V2 of continuous values 

Output Optimal D1, D2 

Type of FIS Type-1 Takagi–Sugeno [31] 

Type of input membership 
functions 

Gaussian 

Number of input membership 
functions 

3 

Number of rules 9
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Fig. 7.15 Outputs of FIS with respect to the inputs P and V2: a D1; b D2 

7.4.4 Computational Resources to Apply the Proposed 
AI-TPSM Approach in the Design Case 

The average CPU time of Stages I and II, as well as the average turnaround time 
and storage size of Stage III, are assessed and displayed in Table 7.6 to give an 
understanding of the computing resources needed to use AI-TPSM in the design 
case. 

Stage I requires more CPU time and resources than Stage II does to run the 
simulation and train the NN. In Stage III, the turnaround time for deploying FIS

Table 7.6 Computational resources to apply AI-TPSM 

Platform Performance 

Stage I Intel Xeon CPU E5-1630 @ 3.7 GHz, 
16 GB RAM, Windows 10 

Average CPU Time: 3 days  and 21 h with  
four CPU cores 

Stage II Average CPU Time: 1.57 h  

Stage III Dspace 1202 Average Turnaround Time: 4.64  µs 
Storage Size: 3.4  kB 
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online in the control platform Dspace 1202 is only 4.64 µs, suggesting that FIS has a 
quick processing speed, and the storage size of FIS is just 3.4 kB, demonstrating that 
FIS has a simple spatial architecture. Comparatively, when a lookup table is used 
online, the storage space required might be substantial—up to several MB—which 
results in an undesirable turnaround time [33]. 

7.5 Experimental Verification 

The proposed AI-TPSM approach has been tested in this part through experiments 
to provide the best TPS modulation with the least amount of current stress in the 
design case. The hardware platform for the hardware tests is depicted in Fig. 7.16, 
and design characteristics are provided in Table 7.1. 

The experiments in this section are divided into the following sections: rated 
operation, operation at various P and V 2 levels, operation under different load and 
voltage step conditions, comparisons of SPS modulation, lookup-table-based TPS 
modulation, and AI-TPSM, and comparisons of the experimental and theoretical 
findings of the optimal modulation. 

7.5.1 Rated Operating Waveforms 

The rated operational waveforms of the DAB converter under the ideal TPS modu-
lation with the least amount of current stress, which is designed using the proposed 
AI-TPSM technique, are shown in Fig. 7.17. In Fig.  7.1, the measured waveforms’ 
notations and orientations are shown. Since D1 and D2 are both ideals under rated 
conditions 1, the waveforms vp and vs are only square waves.

Fig. 7.16 Hardware platform in the experiments 
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Fig. 7.17 Experimental 
waveforms under rated 
power of 1000W and rated 
output voltage of 200 V: a vp, 
vs, and  iL; b V1, V2 and Io 

7.5.2 Operating Waveforms Under Different Output Power P 
and Output Voltage V2 

In this section, experiments have been carried out with output voltages V 2 of 200, 
160, and 230 V with output powers P of 100, 400, and 900 W. 

Under V 2 of 200 V, the waveforms vp, vs, and iL under 900W, 400W, and 100W 
are shown in Fig. 7.18; their corresponding operating modes are mode 1, mode 1, 
and mode 5.

When V 2 is 160 V, the waveforms vp, vs, and iL under 900 W, 400 W, and 100 W, 
respectively, are presented in Fig. 7.19; their corresponding operating modes are 
mode 1, mode 1, and mode 4.

Given V 2 of 230 V, the waveforms vp, vs, and iL under 900 W, 400 W, and 100 W 
are shown in Fig. 7.20; their corresponding operating modes are mode 1, mode 5, 
and mode 5.

7.5.3 Transient Response Under Power and Voltage Step 

The tests below aim to validate the proposed FIS-based TPS modulation’s real-time 
operation given the output power or voltage steps. 

The output voltage V 2 steps from 200 V (1000 W) to 160 V (640 W) and back to 
200 V when the load resistance is fixed at 40. (1000 W). The matching waveforms
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Fig. 7.18 Experimental waveforms under different output power when output voltage is 200 V: a 
P = 900 W; b P = 400 W; c P = 100 W

are shown in Fig. 7.21, with the modulation waveforms vp, vs, and iL appearing at 
the bottom and the waveforms V 1, V 2, and Io appearing at the top.

Second, the output voltage V 2 steps from 230 V (1000 W) to 200 V (756 W) and 
from 200 V (756 W) to 230 V when the load resistance is at 52.9 (1000 W). The 
waveforms are plotted in Fig. 7.22.

The transient responses of load steps under output voltages of 200 V, 160 V, and 
230 V, respectively, are also shown in Figs. 7.23, 7.24, and 7.25.

According to the waveforms in Figs. 7.21 and 7.22, the proposed FIS-based TPS 
modulator can realize the real-time modifications of D1 and D2 to achieve the least 
amount of current stress when the operating conditions V 2 and P change. Addition-
ally, output voltage V 2 can follow the necessary reference value when the output



172 7 The Proposed Artificial-Intelligence-Based Triple Phase Shift …

Fig. 7.19 Experimental waveforms under different output power when output voltage is 160 V: a 
P = 900 W; b P = 400 W; c P = 100 W

power P fluctuates, as shown in Figs. 7.23, 7.24 and 7.7.25, and D0, D1, and D2 
have been optimized to their respective values. 

In other words, the studies performed validated the proposed FIS-based TPS 
modulation’s ability to operate online under various operating circumstances.
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Fig. 7.20 Experimental waveforms under different output power when output voltage is 230 V: a 
P = 900 W; b P = 400 W; c P = 100 W

7.5.4 Current Stress and Efficiency Performance 
of the Optimal TPS Modulation via the Proposed 
AI-TPSM 

The standard SPS modulation (SPSM) and the lookup-table-based TPS modulation 
(LUT-TPSM) are contrasted with the optimal TPS modulation using AI-TPSM in 
order to validate the suitable current stress and efficiency performance. When V 2 is 
200 V, 160 V, or 230 V, respectively, Figs. 7.26, 7.27, and 7.28 show the current stress 
ipk and efficiency η from 100 to 1000 W. In the experiments, efficiency is measured 
using the Teledyne LeCroy HDO8058A oscilloscope as the ratio of output power Po 

to input power Pin.
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Fig. 7.21 Experimental waveforms given that V2 steps from 200 to 160 V and V2 steps from 160 
to 200 V: V1, V2, and Io during voltage step (top); zoom-in view of vp, vs, and iL at Zone 1 and 
Zone 2 (bottom)

Fig. 7.22 Experimental waveforms given that V2 steps from 230 to 200 V and V2 steps from 200 
to 230 V: V1, V2, and Io during voltage step (top); zoom-in view of vp, vs, and iL at Zone 1 and 
Zone 2 (bottom)
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Fig. 7.23 Experimental waveforms given that P steps from 1000 to 500 W and from 500 to 1000 W 
under V2 of 200 V: V1, V2, and Io during power step (top); zoom-in view of vp, vs, and iL at Zone 
1 and Zone 2 (bottom) 

Fig. 7.24 Experimental waveforms given that P steps from 1000 to 500 W and from 500 to 1000 W 
under V2 of 160 V: V1, V2, and Io during power step (top); zoom-in view of vp, vs, and iL at Zone 
1 and Zone 2 (bottom)
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Fig. 7.25 Experimental waveforms given that P steps from 1000 to 500 W and from 500 to 1000 W 
under V2 of 230 V: V1, V2, and Io during power step (top); zoom-in view of vp, vs, and iL at Zone 
1 and Zone 2 (bottom)

The ideal TPS modulation using the proposed AI-TPSM approach has a much 
lower ipk and higher η at low power level when compared to SPSM and AI-TPSM. In 
addition, AI-TPSM operates better in ipk and η at medium power levels. The standard 
SPSM performs nearly as well as the AI-TPSM at high power levels. The optimal D1 

and D2 in these circumstances are near 1, making the difference between the control 
signals of AI-TPSM and SPSM insignificant, which accounts for the relatively tiny 
advantage of AI-TPSM at high power levels. 

The proposed AI-TPSM still delivers lower ipk and higher η at low power levels 
in comparison to LUT-TPSM. The AI-continuous TPSM’s modulation function 
contributes to this supremacy. Because LUT-TPSM uses discrete modulation, even 
though the lookup table in this model maintains the best modulation variables, the 
results are still poor. 

The better current stress and efficiency performance of the proposed AI-TPSM 
approach is experimentally proven in this section in comparisons among SPSM, 
LUT-TPSM, and AI-TPSM. 

7.5.5 Comparisons Between the Experimental 
and Theoretical Results of the Optimal Modulation 

The proposed AI-TPSM approach’s great accuracy and optimality are confirmed 
through a comparison between its experimental and theoretically ideal results.
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Fig. 7.26 Current stress ipk and efficiency η performance of SPSM, LUT-TPSM and the optimal 
TPS modulation via AI-TPSM when output voltage V2 is 200 V: a current stress ipk performance; 
b efficiency η performance

When the output voltage is 200 V, 160 V, or 230 V, respectively, the average 
variances between the practical and theoretical findings are 2.96%, 3.51%, and 
3.37%, as shown in Fig. 7.29. The highest deviation error is merely 5.21% in the 
worst-case scenario. Thus, the negligible discrepancies between the experimental 
and theoretically ideal findings verify the proposed AI-excellent TPSM’s accuracy 
and demonstrate the accuracy of the experimental peak current data.

In other words, the design scenario is thoroughly verified with the hardware exper-
imental results stated above, and the proposed AI-TPSM approach for optimal TPS 
modulation with minimum current stress is validated. 

7.6 Conclusion 

This chapter proposes an AI-TPSM, or artificial intelligence-based triple phase shift 
modulation optimization technique, for the dual active bridge converter that can auto-
matically achieve reduced current stress. The analysis process uses neural networks,
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Fig. 7.27 Current stress ipk and efficiency η performance of SPSM, LUT-TPSM, and the optimal 
TPS modulation via AI-TPSM when output voltage V2 is 160 V: a current stress ipk performance; 
b efficiency η performance

the optimization process uses evolutionary algorithms, and the realization process 
uses fuzzy inference systems. Generally speaking, AI-TPSM can be separated into 
three stages, each step containing one AI tool. First, a neural network is trained 
with simulations to learn the links between the variables (operation conditions and 
modulation variables) and the current stress in order to replace the conventionally 
laborious and unreliable analytical method. Second, an evolutionary approach called 
particle swarm optimization is used to identify the best outcomes for modulation that 
can reduce current stress. In order to offer continuous modulation, the best modu-
lation results under various operating situations are stored using a fuzzy inference 
method. The proposed AI-TPSM has a high level of automation, which can lessen 
the workload for engineers and increase accuracy. Finally, the effectiveness of the 
AI-TPSM has been verified with a 1 kW prototype of the DAB converter.
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Fig. 7.28 Current stress ipk and efficiency η performance of SPSM, LUT-TPSM, and the optimal 
TPS modulation via AI-TPSM when output voltage V2 is 230 V: a current stress ipk performance; 
b efficiency η performance
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Fig. 7.29 Comparisons between the experimental results and the theoretically optimal results: a 
V2 = 200 V; b V2 = 160 V; c V2 = 230 V
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Chapter 8 
The Proposed Optimal Design 
and Heterogeneous Integration of DC/AC 
Inverter for Electric Vehicle 

8.1 Introduction 

The power control unit (PCU), which links the power flow between the battery and 
motor as depicted in Fig. 8.1a [1], is the brain of an electric vehicle (EV). The crucial 
component of the PCU is the inverter, as shown in Fig. 8.1b. Due to the maximum 
operating temperature of Si power devices being limited to 120–150 °C, an extra 
85 °C liquid cooling system is used for the Si-based inverter [2, 3] in addition to the 
105 °C liquid cooling system for engines and motors. The next-generation SiC power 
device can operate beyond 200 °C with an extremely quick switching speed thanks 
to the high melting point, high thermal conductivity, high breakdown field, and high 
electron velocity [4, 5]. As a result, by using the SiC device, the additional 85 °C 
liquid cooling system can be replaced with air cooling, increasing the power density 
of the drivetrain. Additionally, the SiC device can be used to accomplish the increased 
switching frequency in EV inverters, which will result in smaller capacitor sizes and a 
much more compact PCU [6]. To meet the PCU’s ever-increasing needs for lightness 
and compactness, the air-cooling SiC inverter is a promising EV contender.

The SiC-based inverters have been discussed in certain publications employing 
specialized power module packaging, the best passive component integration, and 
cutting-edge thermal management.

• Concerning the power packaging, High-temperature and high-power packaging 
are emphasized in order to fully take use of SiC MOSFETs’ improved capabilities 
[7, 8]. High-temperature materials are used for die attachments, encapsulants, 
and casings to support the potential high junction temperature of SiC devices, 
increasing the operating temperature of the power module and decreasing the size 
of the heat sink [9, 10]. Additionally, [11–13] highlights the ideal chip architecture 
in a multi-chip power module in order to balance the parasitics of parallel power 
loops and minimize the equivalent packaging parasitics. In addition, certain unique 
packaging structures are emphasized, such as split-out bridge [12], double-end 
source [14], all planar [15], hybrid integration [16], flip-chip bonding [17], 3D 
stacked [18, 19], etc., to shorten the power loop and reduce parasitics.
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Fig. 8.1 Inverter-dominated power control unit for electric vehicle. a Configuration of electric 
vehicle and b schematic of power control unit

• Concerning the dc-link capacitor, The capacitor should be optimized taking 
into account material, ripple, and cost considerations in order to cost-effectively 
provide the dc-bus with a sufficient energy buffer [20, 21]. In [22–24], the 
electrolytic or film capacitors are evaluated in comparison to EVs and photo-
voltaic (PV) applications. Some sophisticated active capacitors that combine 
conventional capacitors and DC/DC converters are proposed [25–27] to increase 
the ripple current capabilities. To increase the capacitor’s ability to handle 
ripple current and increase its power density, a stacked switching capacitor has 
been proposed [28]. Additionally, because SiC MOSFETs switch quickly, the 
EMI problem in an inverter is handled by employing the capacitor’s optimal 
displacement, which is solved using evolutionary algorithms [29, 30].
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• Concerning the thermal management, The SiC device’s size is lower than its 
Si cousin, but because of the high switching frequency’s power loss and resulting 
high heat flux, it presents a thermal management difficulty for the air-cooled SiC 
inverter. To increase power dissipation and decrease thermal resistance, some 
novel designs have been created, such as cold spray low-temperature soldering 
[31], integrated baseplate with Pin–Fin or Power-Shower technologies [13], 3D 
printed heat sinks [32], nanoscale thermal interface materials, and optimized heat 
sink structures [33, 34]. Additionally, active thermal management is offered from 
the perspective of the digital controller to online control the power losses of power 
devices, utilizing an adaptive switching frequency or an adjustable dc-link voltage 
[35]. 

The inverter’s power module, dc-link capacitor, and heat sink are all crucial parts. 
For the installation of EVs, they share the most weight and volume of an inverter. 
They are uniquely created and developed in many references. These parts ought to be 
co-designed with an eye toward creating the best air-cooled SiC inverter possible. The 
air-cooling SiC inverter has no design approach, though. Furthermore, rather than 
using a multi-physics approach, the existing optimal designs for these crucial compo-
nents concentrate on a single field. A multi-physics and multi-dimension perspective 
is not accessible for the best systemic designs of these components. 

In this chapter, a systemic design methodology for an air-cooling SiC inverter is 
provided, aiming at the light and compact EV inverter without the liquid cooling 
system. From a multi-physics and multi-dimension perspective, detailed optimal 
design methodologies for the customized power module, dc-link capacitor, and 
heat sink are developed. This chapter’s remaining sections are arranged as follows. 
The current condition and prospects of the air-cooling SiC inverter are discussed 
in Sect. 8.2. In Sect. 8.3, a tactical methodology for the SiC inverter is proposed. 
Section 8.4 presents specific optimal design strategies for the power module, dc-link 
capacitor, and heat sink. In Section V, prototypes and experiments showcasing the 
customized power module and integrated SiC inverter are presented. In Sect. 8.5, 
certain conclusions are drawn. 

8.2 State-of-the-Art and Main Barriers of Air-Cooling SiC 
Inverter 

The current situation of the EV inverter is briefly examined in this Section. Strategi-
cally, the use of an air-cooling SiC inverter is advised. Additionally, the key obstacles 
to an air-cooled SiC inverter with high power density are proposed.
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8.2.1 State-of-the-Art of EV Inverter 

The state-of-the-art and trend of EV inverters were shown in Fig. 8.2. As can be seen, 
Si inverters with liquid cooling control the market. The liquid-cooling SiC inverters, 
however, are taking the place of the Si inverter. Additionally, the next-generation PCU 
of the EV powertrain will feature air-cooling SiC inverters to meet the continuously 
rising demands of EVs for light and compactness. 

With regard to the liquid cooling Si inverter, the EV has an additional 85 °C 
liquid cooling cycling system added in addition to the 105 °C cooling system. The 
additional liquid cooling system will inevitably decrease the power density, raise the 
price, and deteriorate the powertrain’s reliability [36]. Utilizing cutting-edge power 
electronic components with high-temperature capabilities, such as SiC MOSFETs, 
the additional 85 °C liquid cooling can be substituted by straightforward air cooling, 
which can significantly outweigh the drawbacks of conventional liquid cooling PCU. 

Figure 8.3a shows the thermal flux implementation ranges managed by various 
cooling systems. As can be observed, the forced air cooling system can handle heat 
flux of up to 200 W/cm2. Figure 8.3b provides a summary of the power electronic 
device’s thermal flux. The thermal flux of SiC MOSFET is determined to be approx-
imately 120 W/cm2, compared to Si IGBT’s 10 W/cm2. For the next-generation 
SiC-based EV inverter, air cooling might be the best option given its simplicity, low 
cost, high dependability, and small size. As a result, the trend in EV powertrain is 
the air-cooling SiC inverter.

Fig. 8.2 State-of-the-art and trend of EV inverter 
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Fig. 8.3 Thermal flux of a coolant system capability and b power electronic chip 

8.2.2 Challenges of Light and Compact EV Inverter 

Figure 8.4 depicts the breakdown of a Si inverter with liquid cooling. It has more 
than ten different heterogeneous components. Moreover, over half of the inverter’s 
weight and volume is accounted for by the heat sink and capacitor. The inverter’s 
cooling rails and liquid cycling system can be taken out by adopting an air cooling 
technique. Additionally, the power module, dc-link capacitor, and heat sink in the 
inverter can be decreased by adopting SiC devices in place of their Si counterparts 
and benefiting from the increased switching frequency.

Some obstacles need to be removed in order to actualize an air-cooling SiC inverter 
for next-generation EV inverters. 

1. Barrier 1: How to develop a systemic design methodology from the standpoint 
of air cooling to combine the many parts of the inverter. 

2. Barrier 2: How to multi-physics optimize the important parts of the power 
module, dc-link capacitor, and thermal management. 

8.3 The Proposed Design Methodology for Air-Cooling 
Inverter 

Every component of the air-cooling SiC inverter should be used to its best potential 
in order to achieve compact design and heterogeneous integration goals. Therefore, 
adequate attention should be given to the inverter’s optimal design. The inverter’s 
co-design technique is proposed and is depicted in Fig. 8.5.

Electric-thermal–mechanical co-design is used in Fig. 8.5 from a multi-physics 
approach to improving the packaging structure and material of the power module. 
The minimal capacitance of the dc-link capacitor is optimized with regard to the
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Fig. 8.4 Teardown of liquid-cooling EV inverter. a Teardown of the inverter, b volume breakdown 
of the inverter, and c weight breakdown of the inverter

specific switching frequency f s, modulation ratio m, power factor cosθ, and ripple 
voltage Δvdc. In terms of thermal management, electro-thermal co-design is proposed 
in order to optimize the heat sink with an emphasis on the tradeoff between thermal 
resistance, cost, and weight. 

8.4 The Proposed Design Methodology for Air-Cooling 
Inverter 

In this Section, the ideal design processes for the power module, dc-link capacitor, and 
heat sink are provided step-by-step in accordance with the co-design methodology 
in Fig. 8.5.
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Fig. 8.5 Co-design methodology of air-cooling inverter in power module, dc-link capacitor, and 
heat sink levels

8.4.1 The Proposed Multi-physics-Based Design of SiC 
Power Module 

This subsection presents the modeling and simulation of the power module utilizing 
a multi-physics method, as seen in Fig. 8.5. In order to improve the design of the 
power module prototype, some observed principles are put into practice.

1. Multi-physics-oriented modelling of the power module 
Figure 8.6 shows how a wire-bonding power module is put together. High-

temperature solder is used to link the chip to the direct-bonded copper (DBC) 
layer. The sandwich-shaped DBC is constructed of copper, ceramic, and copper. 
The principal obstacle to the power module’s thermal resistance is typically a 
ceramic substance with low heat conductivity, such as Al2O3, AlN, or Si3N4. As a  
result, the ceramic layer’s height is constrained, making the DBC vulnerable. The 
baseplate is used to support the DBC and lessen stress on the power module and
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Fig. 8.6 Configuration of wire-bonding power module 

other inverter components. It is made of CuW, CuMo, or AlSiC. Using ultrasonic 
wire-bonding technology, chip pads are joined to terminals. Both Al and Cu are 
used to make the bonding wire.

The switching loss and conducting loss of the SiC device heat the chip and produce 
material expansion in the power module due to the electro-thermal stress. The lifespan 
of SiC modules decreases as a result of thermo-mechanical stress brought on by 
temperature changes or power fluctuations. 

Taking a 50 A/1.2 kV six-in-one packaging power module CCS050M12CM2 
from Wolfspeed into account, the layout and schematic of the power module are 
shown in Fig. 8.7. 

The current field in the power module can be expressed as 

{ 
U = −∇ϕ 
J = γU 

(8.1) 

where the intensity of the electric field U stands for the potential voltage ϕ gradient. 
The current density is J. γ is the material’s electrical conductivity. It is possible to

(a)                                                    (b) 

Fig. 8.7 Configuration of a six-in-one power module. a Inner layout and b equivalent circuit 
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express the gradient of J as 

∇ J = ∇γ(−∇ϕ) = Qj (8.2) 

where Qj is boundary current sources. 
The power losses of conductors and chips are the heat sources in the power module. 

According to the current field, the power loss per volume Qv, inW/m3, can be written 
as 

Qv = | J |2 /γ (8.3) 

Temperature is a factor that affects electrical conductivity, and it can be stated as 

{ 
γSiC = aSiCT + γSiC0 

γMetal = γMetal0 

1+aMetal(T −Tref) 
(8.4) 

where γSiC0 and γMetal0, in S/m, are electrical conductivities of SiC and metal mate-
rials at the reference temperature T ref. aSiC and aMetal are temperature-dependent 
coefficients. T is the material’s actual working temperature. As can be seen, the elec-
trical conductivity of the SiC material rises with temperature, but the metal material 
exhibits the opposite behavior. 

Fourier’s rule states that the thermal conduction in the power module can be 
represented as follows when taking into account the heat source Qv: 

∇(k∇T ) + Qv = ρc 
∂ T 
∂t 

(8.5) 

k is the heat conductivity, measured in W/(m·°C). In J/(kg·°C), c denotes thermal 
specific. ρ denotes the substance’s density, expressed in kg/m3. For the regions of 
the power module without a heat source, such as the ceramic and baseplate, (8.5) can 
be expressed more simply as 

∇(k∇T ) = ρc 
∂T 

∂t 
(8.6) 

The power module’s mixed multi-layer structure causes mechanical stresses in the 
module as a result of the mismatched thermal expansion coefficients of the various 
layers. There are two components to the overall strain tension. Temperature causes 
the first portion of the equation, εT, while stress causes the second component, εE, 
which can be represented as 

⎧⎨ 

⎩ 

ε = εT + εE 
εT = ξ(T − Tref) 
εE = 0.5

[∇u + (∇u)T
] (8.7)
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u being the displacement The coefficient of thermal expansion is ξ. There are several 
tensor equations that can be used to describe the mechanical stress distribution in the 
power module. 

⎧⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎩ 

∂σi j  
∂ x j + fi = ρ ∂

2ui 
∂t2 + μρ ∂ui 

∂t 

εi j  = 1 2
(

∂ui 
∂ x j + ∂u j 

∂xi

)
= εT i j  + εE i j  

εE i j  = σi j  /Di jkl  

εT i j  = ξΔT δi j  

(8.8) 

where σ ij is the stress tensor. f i is external stress. μ is the damping coefficient. x1, 
x2, and x3 represent x-, y-, and z-axis, respectively. Dijkl, i, j, k, l ∈ {1, 2, 3}, is the 
tensor of elastic modulus according to the generalized Hooke’s law, which can be 
determined by 

Di jkl  = E 

1 + υ 
δikδ jl  + E 

(1 + υ)(1 − 2υ) 
δi j  δkl υ (8.9) 

E stands for Young’s modulus. The poisson ratio is denoted by the letter ν. The  Dirac  
function-δ has the following notation: 

δi j  = 
{ 
1 i = j 
0 i /= j 

(8.10) 

It can be deduced from (8.7) and (8.8) that 

{
εi j  = εE i j  + ξΔT δi j  

εE i j  = 1 2
(

∂ui 
∂ x j + ∂u j 

∂xi

)
− ξΔT δi j  

(8.11) 

The σ ij in (8.8) can be rewritten as 

σi j  = 0.5Di jkl  (ukl + ulk) − ξ∇T Di jkl  δkl (8.12) 

In conclusion, Fig. 8.8 illustrates the coupling between the electrical, thermal, and 
mechanical stresses in the power module. According to (8.1)–(8.12), a finite element 
analysis (FEA) tool can be used to calculate the electro-thermal–mechanical stress 
distribution based on the boundary conditions.

2. Multi-physics-based simulation of the power module 
In the prepared six-in-one power module prototype, bare dies of SiC 

MOSFET H1M120N060 and SiC SBD H2S120N060 from Hestia are employed. 
Summarized datasheets of bare dies are indicated in Table 8.1.

Al2O3 is used as the ceramic material for DBC in the developed power module. 
The baseplate is made of copper. Materials Sn96Ag3.5Cu0.5 and Sn60Pb40 are used
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Fig. 8.8 Coupling 
principles of multi-physics in 
power module

Table 8.1 Specifications of SiC chips 

Device Voltage rating (kV) Current rating Size (μm) Height (μm) 

SiC MOSFET 1.2 41 A @ 25 °C 4290 × 2916 350 

SiC SBD 1.2 35 A @ 132 °C 4250 × 4250 370

Table 8.2 Properties of materials in SiC power module 

SiC SnAg3.5Cu0.5 Sn60Pb40 Al2O3 Cu Al 

γ (MS/m) – 8.33 5.88 – 58.14 35.34 

ρ (kg/m3) 3210 7300 8400 3780 8960 2700 

k [W/(m K)] 490 35 50 15 380 238 

c [J/(kg K)] 800 226 167 30 390 900 

ξ (10–6/K) 4.4 23 25 6.5 17 23 

v 0.142 0.347 0.4 0.22 0.37 0.33 

E (GPa) 410 40 30 370 110 70 

as solders for die attachment and DBC attachment, respectively. Heavy metal wire 
bonding has a 580 μm radius. Table 8.2 provides a list of the material’s qualities. 

An FEA-based simulation study is carried out to design the SiC power module. 
The steady-state stress distributions in the multi-physics are shown in Fig. 8.9.

According to Fig. 8.9a, the parasitic voltage drop on wire bonding causes power 
loss on the wire. In addition, a high temperature is present where the wire and chip 
make contact, and a thermally stretched wire causes additional stress at the wire’s 
foot point, which could indicate a weakness in the wire-bonding power module. 
Therefore, materials with high electrical conductivity are useful for enhancing wire 
dependability. In order to lower thermomechanical stress and parasitic resistance and 
inductance, it is also advantageous to employ more parallel wires. 

The current density at corners in the DBC is significantly higher than that in other 
areas, as seen in Fig. 8.9b. In addition, the wires are where the current density is 
concentrated. L-type traces and thin bonding wire should be avoided in order to 
lower current density because areas with higher current densities can also have more 
severe EMI problems.
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(a)                                                      (b) 

(c)                                                      (d) 

Fig. 8.9 Simulation results of six-in-one power module in a potential voltage, b current density, c 
temperature, and d von Mises stress

The chip should have enough space away from the edge of the DBC, as shown in 
Fig. 8.9c, taking the DBC layout into account, in order to lower junction-case thermal 
resistance and junction temperature. The local overheating can be minimized by the 
> 5 mm edge margin and inhibited thermal coupling. 

The terminal is also a weak place that can fail, as shown in Fig. 8.9d, where the 
maximum mechanical stress at the foot point is 6.90 × 108 N/m2. 5.59  × 108 N/m2 is 
the maximum tension at the wire. For a realistic EV inverter, the bond wire is simple 
to lift off during power cycling or temperature cycling. At the corner of the die 
attachment, there is a 4.59 × 108 N/m2 maximum stress around the chip. Typically, a 
power module’s die attachments, bond wires, and terminals need to be strengthened. 

The power loop should take precautions based on the multi-physics simulation to 
reduce current density and EMI problems. Additionally, copper should be used to 
make the terminals in order to lower the current density. In light of these concerns, 
an enhanced six-in-one power module is created, as depicted in Fig. 8.10.
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Fig. 8.10 Concept design of an enhanced six-in-one power module 

8.4.2 The Proposed Optimal Selection of DC-Link 
Capacitance 

As seen in Fig. 8.5, the capacitance and volume of the dc-link capacitor should 
be tuned to meet light and compact requirements. The capacitor is also one of the 
weakest parts of the inverter because of ripple voltage and ripples current. The chosen 
material has a significant impact on the capacitor’s ability to handle ripple voltage 
and ripple current. The capacitor experiences ripples as a result of the SiC MOSFET 
switching, which reduces the capacitor’s lifespan and causes power loss and excessive 
temperature. 

1. Specification modelling of candidate capacitors 

There are three types of capacitors that are frequently used for power converters 
that use various types of dielectrics: ceramic, electrolytic, and film capacitors. 
Although the ceramic capacitor can withstand high temperatures, it has a tiny capac-
itance and is humidity-sensitive. The electrolytic capacitor, on the other hand, cannot 
withstand high temperatures due to its huge capacitance; under these conditions, the
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electrolytic would dry up and the capacitor will be harmed. The film capacitor has a 
lifespan in-between that of ceramic and electrolytic capacitors. 

Figure 8.11a displays the power densities of various types of capacitors based on 
the datasheets from KEMET and TDK. The electrolytic capacitor, which has a power 
density of more than 4 μF/cm3, is proven to have the maximum power density. The 
film capacitor and ceramic capacitor have power densities of 1 μF/cm3 and 2 μF/cm3, 
respectively. The ceramic capacitor is significantly more expensive than other types, 
it should be mentioned. Film capacitors might be an affordable alternative for an 
inverter application. 

The ripple current capacities of the capacitors are compared in Fig. 8.11 based on 
the capacitors in Fig. 8.11a, b. Modeling the capacitors’ maximum allowable ripple 
current as a quadratic function of capacitance, which can be written as 

Icrms = f (C) = a1C2 + a2C + a3 (8.13) 

where a1, a2, and a3 are coefficients. According to the samples in Fig. 8.11b, the 
parameters in (8.13) can be estimated, as listed in Table 8.3. 

2. Optimizing Determination of Capacitance 
Aside from the voltage rating, the chosen capacitor’s ripple voltage and ripple 

current must meet the inverter’s dc-link requirement.

(a)                                                    (b) 

Fig. 8.11 Characteristics of capacitors. a Power density and b ripple current 

Table 8.3 Parameters of 
capacitor ripple current 
models 

Capacitor a1 a2 a3 

Electrolytic capacitor – 2.86  × 10–6 4.92 × 10–3 0.28 

Film capacitor – 1.00  × 10–3 0.41 2.25 

Ceramic capacitor – 1.32  × 10–3 1.10 14.98 
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When ripple voltage is taken into consideration, the minimal capacitance Cv can 
be written as 

Cv =
√
6 

2 

Iac 
fsΔvdc

[√
3 

2 
− 

3 

4 
m sin 

π 
3

]
m cos θ (8.14) 

Iac stands for the maximum load current per phase. The switching frequency is f s. The  
ripple voltage’s amplitude is given by Δvdc, modulation ratio is m = √

2Vac/Vdc. 
Line-line RMS output voltage and dc-link input voltage are denoted by V ac and 
V dc, respectively. The angle of the power factor is θ. It goes without saying that 
increasing the switching frequency can lower capacitance. Additionally, modest dc-
link capacitance is likewise influenced by increasing V dc or decreasing m. 

Regarding the ripple voltage problem, Fig. 8.12 shows how ripple voltage, 
switching frequency, and modulation ratio affect the dc-minimum link’s capacitor. It 
has been discovered that using a high switching frequency and low modulation ratio 
can significantly lower the dc-requirement link’s for capacitance. Additionally, the 
appropriate dc-link capacitance can be conserved by utilizing a capacitor with high 
ripple voltage capability. 

The capacitor must also be able to withstand the ripple current brought on by the 
switching of SiC devices. The capacitor’s minimal ripple current capability, Ipmin, 
can be written as 

Ipmin = Iac

√ ||√ 2m

[√
3 

4π 
+ cos2 θ

(√
3 

π 
− 

9 

16 
m

)]
(8.15) 

The load current, modulation ratio, and power factor all affect ripple current. Iac, 
m, and cosθ are constants for a particular inverter. According to (8.13) and (8.15),

(a)                                                         (b) 

Fig. 8.12 Ripple voltage based minmum dc-link capacitor affected by a switching frequency and 
ripple voltage ratio, b switching frequency and modulation ratio 
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Fig. 8.13 Ripple current 
determined minimum dc-link 
capacitor affected by power 
factor and modulation ratio 

the minimal capacitance can be produced as follows to support the ripple current 

Ci = f −1 (Ipmin) = 

/
a2 2 − 4a1(a3 − Ipmin) − a2 

2a1 
(8.16) 

Using various capacitor materials, Fig. 8.13 shows the desired minimum capacitor 
for the ripple current. The minimum capacitance of a dc-link can be reduced by 
more than 90% when ceramic and film capacitors are used in place of electrolytic 
capacitors. The excellent ripple current capability of film and ceramic capacitors is 
remarkably helpful to reduce the complexity of the dc-link. 

To select the capacitance of dc-link Cdc, the ripple voltage and ripple current 
should be simultaneously satisfied, which can be expressed as 

Cdc = max(Cv, Ci) (8.17) 

Considering various Δvdc, Fig.  8.14 illustrates the Cv for various switching 
frequencies and capacitor materials under the conditions of V dc = 600 V, m = 0.8, 
cosθ = 1, and Iac = 20 A. The ideal candidate capacitors are presented in Table 8.4 
with the ripple voltage Δvdc/V dc = 5% at switching frequency f s = 50 kHz. The light 
and compact performances of the inverter can be enhanced by switching to a ceramic 
capacitor instead of an electrolytic one, but the price goes up. The film capacitor is 
chosen in this chapter after taking into account the trade-off between performance 
and cost.
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Fig. 8.14 Optimum selection of dc-link capacitance 

Table 8.4 Optimal DC-link capacitors of different materials 

Capacitor Items Capacitance 
(μF) 

Weight (g) Volume 
(cm3) 

Cost 

Electrolytic 6 parallel, 2 series 
330 μF, 450 V, 
B43504A5337M 

900 624 423.9 $92 

Film 4 parallel 
30 μF, 800 V, 
B32776G8306K 

120 200 226.8 $94 

Ceramic 120 parallel 
0.1 μF, 1 kV, 
C1812V104KDRACTU 

12 3.24 2.94 $195 

8.4.3 The Proposed Thermal Design of Heat Sink 

In this subsection, the power losses of the SiC devices are modeled, as seen in Fig. 8.5. 
The heat sink for air cooling is thoroughly optimized taking into account various fin 
structures, heat transfer coefficients, and materials. 

1. Power Losses of SiC Devices 

The output power of the SiC inverter feeding to the load is 

Po =
√
3Vac Iac/ 

√
2 (8.18) 

where V ac is the inverter’s output line-to-line RMS voltage. The conduction losses 
of the SiC MOSFET and SiC diode, PMc, and PDc, for a three-phase inverter with 
bipolar sine pulse width modulation (SPWM), are stated as
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{ 
PMc =

(
1 
8 + m cos θ 

3π

)
Rds,on I 2 ac 

PDc =
(
1 
8 − m cos θ 

3π

)
RF I 2 ac + VF0 Iac 

(8.19) 

where the MOSFET and diode’s on-resistances are Rds,on, and RF, respectively. The 
diode’s forward voltage is VF0. 

For the SiC MOSFET H1M120N060 and SiC diode H2S120N060 from Hestia, 
Rds,on = 60 mΩ, RF = 35 mΩ, VF0 = 1.6 V. In the condition of m = 0.8, cosθ = 
0.886, Po = 10 kW, V ac = 380 V, Iac = 20 A, the conduction losses of MOSFET 
and diode can be yielded as 5.5 W and 35 W, respectively. 

In a similar manner, the switching losses of the PMs and PDs, SiC diodes, and 
MOSFETs can be represented as 

{ 
PMs = 1 

π fs(Eon + Eoff) Vdc Im 
VnVn 

PDs = 1 
π fs Erec 

Vdc Im 
Vn In 

(8.20) 

where V n and In represent the devices’ rated voltage and current. Eon and Eoff stand 
for the SiC MOSFET’s turn-on and turn-off energy losses under the conditions of 
nominal voltage and current. Erec is the SiC diode’s reverse recovery loss under the 
specified test conditions. By applying an inductor-clamped double-pulse test and 
the turn-on and turn-off trajectories of SiC devices, these switching losses can be 
calculated as follows: 

⎧⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎩ 

Eon = 
ton{ 

0 
vdsiddt 

Eoff = 
toff{ 

0 
vdsiddt 

Erec = 
trec{ 

0 
vFiFdt 

(8.21) 

where the times for the turn-on, turn-off, and reverse recovery procedures for SiC 
devices are ton, toff, and trec. As a result, the average power losses of each SiC 
MOSFET and SiC diode throughout each line-frequency period can be calculated as 

{
PM = PMc + PMs 

PD = PDc + PDs 
(8.22) 

The total power loss for the six-in-one power module is 

Pall = 6(PM + PD) (8.23) 

According to the datasheets of devices provided by Hestia, it is shown that Eon 

= 115 μJ, Eoff = 165 μJ, Erec = 10 μJ in the conditions of V n = 800 V and In = 
20 A. In conditions of Po = 10 kW, V dc = 600 V, and f s = 50 kHz, according to 
(8.20)–(8.22), it can be derived that PMs = 3.6 W and PDs = 0.5 W.
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Fig. 8.15 Thermal distribution of the SiC inverter 

2. Electro-Thermal Simulation of SiC Inverter 
An FEA method is used to ensure the SiC inverter’s capacity for heat dissi-

pation utilizing the multi-physics analysis tool COMSOL. The dc-link voltage 
of 600 V, load current of 20 A, and switching frequency of 50 kHz are the oper-
ational parameters. To simulate forced air cooling, the ambient temperature is 
25 °C, and the heat sink’s heat transfer coefficient is 50 W/(m2·K). PM = 5.5 
+ 3.6 = 9.1 W and PD = 35 + 0.5 = 35.5 W respectively, estimate the power 
losses for each MOSFET and diode prospectively. 

The chip’s highest junction temperature is 83 °C, as shown by the simulation result 
in Fig. 8.15. The power dissipation of SiC devices can be satisfied by the thermal 
design. 

Using various fin numbers, fin widths, fin heights, and materials, scanning results 
for various chip sizes are shown in Fig. 8.16. Large chip sizes are beneficial in 
lowering the junction-ambient thermal resistance Rth of the SiC inverter.

The results of the multi-physics simulation shown in Fig. 8.16a show that the 
thermal resistance does not visibly decrease when the number of fins increases past 
eight. Similar to this, as shown in Fig. 8.16b, the thermal resistance almost changes 
when the fin width is more than 4 mm. As illustrated in Fig. 8.16, when the heat sink’s 
fin height exceeds 50 mm, the thermal resistance almost changes (c). In addition, 
Fig. 8.16 shows how the heat sink’s materials affect thermal resistance (d). When 
the thermal conductivity exceeds 200 W/(m·K), it has been noticed that the thermal 
resistance almost completely changes. Aluminum is an economical option for the 
heat sink when the cost of the material is taken into account. Manufacturing is more 
complex when the fin number is higher. Meanwhile, a heavier heat sink results from 
bigger fins. As a result, there are compromises between thermal resistance, price, 
and weight. In order to accommodate this, an aluminum heat sink with eight pins, 
fins that are 4 mm wide and 50 mm tall, and junction-ambient thermal resistance of 
0.36 K/W was constructed. 

The heat transfer coefficient hc of forced air cooling is determined by the air speed 
va, which can be, in experience, expressed as
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Fig. 8.16 Junction-ambient resistance of the heat sink. a Aluminum heat sink by using different 
fin numbers in condition of fin width 2 mm and fin height 50 mm, and b aluminum heat sink by 
using different fin width in condition of fin width number 8 and fin height 50 mm, c aluminum heat 
sink by using different fin height in condition of fin width number 8 and fin width 2 mm, and d heat 
sink influenced by thermal conductivity of material

hc = 18.3v0.6 
a (8.24) 

In Fig. 8.17a, the quantified coefficient is shown. It is clear that a big va helps 
to lower the heat resistance and increase the coefficient hc. Large va, on the other 
hand, refers to bulk fans with a large volume, high cost, and high loss. As shown in 
Fig. 8.17b, the thermal resistance of the heat sink does not visibly decrease when 
the hc surpasses 30 W/(m2·K), and the matching wind speed provided by the fan is 
3 m/s.

In this chapter, two fans SUNON 6015 (60 × 60 × 15 mm3, 42 g) for inverters 
with wind speeds more than 3 m/s, wind fluxes of 18 cfm, and rotational speeds of 
3600 rpm are gathered.
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Fig. 8.17 Thermal resistance of the heat sink affected by heat transfer coefficient. a hc versus va 
and b thermal resistance versus hc

8.5 Experimental Results 

The six-in-one SiC power module that was built and manufactured is exhibited in 
this Section to attest to the viability of the proposed design process. Additionally, the 
SiC inverter with air cooling has additional heterogeneous integration. Additionally, 
this Section proposes the experimental findings of the constructed power module and 
air-cooling inverter prototypes. 

8.5.1 Prototypes of Power Module and Air-Cooling Inverter 

A 50 A/1.2 kV six-in-one wire-bonding power module is created for a 10 kW three-
phase inverter in accordance with the previously indicated multi-physics-oriented 
design, as shown in Fig. 8.18a.

Based on Sect. 8.3’s ideal design. A SiC inverter is incorporated on the basis of the 
manufactured SiC power module, as shown in Fig. 8.18b. According to the optimum 
selection of capacitance, four 30 μF/800 V film capacitors B32776E8306K from 
TDK are used to form a 120 μF dc-link. 

The inverter has a total volume of 0.8 L. The inverter has a power density of 
12.5 kW/L. Figure 8.19a shows the inverter’s volume breakdown. The inverter weighs 
1.5 kg overall and has a 6.7 kW/kg power density. The weight distribution is shown 
in Fig. 8.19b. The inverter costs $ 485 in total. Figure 8.19c shows the expense 
breakdown. Figure 8.19 shows that the heat sink accounts for more than 60% of 
the inverter’s volume and weight; this should be further optimized. In addition, the 
power module accounts for roughly 80% of the inverter’s cost because SiC chips are



204 8 The Proposed Optimal Design and Heterogeneous Integration …

(a)  (b) 

Fig. 8.18 Prototypes of a fabricated SiC power module and b integrated air-cooling inverter

so expensive; however, this cost is predicted to reduce as SiC chip prices continue 
to fall. 

A test bench is set up, as shown in Fig. 8.20, to verify the viability of the packaged 
SiC power module and heterogeneously integrated air-cooling inverter. The proto-
types are controlled by a TI TMS 320F28335 DSP control board. The extremely 
quick transient voltage and current waveforms are recorded using A 1 GHz Digital 
oscilloscope 610Zi, a 200 MHz differential voltage probe DP6150B, and a 20 MHz 
flexible Rogowski coil CP9006S.

(a)                                   (b)                                    (c) 
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8% 10% 

21% 
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10% 

Power Module Capacitor Heat Sink Others 

Fig. 8.19 Breakdown of SiC inverter by a volume, b weight, and c cost 
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Fig. 8.20 Experimental 
platform of the prototypes 

8.5.2 Experimental Results of SiC Power Module 

In the condition of junction temperature 25 °C, dc-link voltage V dc = 600 V, and 
gate resistance 10 Ω, Fig.  8.21a shows the measured switching trajectories of SiC 
MOSFET in the condition of different load currents from 10 to 40 A. As seen, the 
SiC device performs a very fast switching speed, and the switching time is within 
50 ns. Meanwhile, the switching time increases with the load current.

Figure 8.21 displays the experimental turn-on-off trajectories at dc-link voltage 
600 V and load current 40 A under various junction temperature conditions ranging 
from 25 to 150 °C (b). As can be shown, the junction temperature has a significant 
impact on the SiC MOSFET’s turn-on and turn-off procedures. 

In addition, switching losses associated with junction temperature are determined 
under various load current conditions, as illustrated in Fig. 8.22. By raising the junc-
tion temperature, it is possible to lower the threshold voltage, accelerate switching, 
and cut turn-on losses. However, the junction temperature or the load current has the 
greatest impact on the turn-off loss. The turn-on loss is also influenced by junction 
temperature and load current since it contains the diode’s delicate reverse recovery 
loss, however, the relative deviation of temperature-dependent turn-on loss is less 
than 20%.

8.5.3 Experimental Results of SiC Inverter 

The dc-link voltage for the air-cooled SiC inverter is 600 V. Line-line RMS output 
voltage is 220 V, and the modulation ratio is 0.9. 50 kHz is the switching frequency.
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(a) 

(b) 

Fig. 8.21 Experimental turn on-off trajectories of the fabricated power module in the condition of 
a different load currents and b different junction temperatures
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Fig. 8.22 Experimental swtiching losses in the condition of different load currents and junction 
temperatures

(a)                                                           (b) 

Fig. 8.23 Experimental results of the inverter. a The line-line voltage at legs and b phase current 
at loads 

The motor is simulated by an RL load with R = 10 Ω and L = 1 mH. Figure 8.23 
shows the line-line voltage and phase current experimental findings. 

8.6 Conclusions 

The air-cooling inverter carrying on the SiC device can primarily improve the light 
and compact aims of the powertrain for EV deployment by removing the auxiliary 
liquid cooling system. The design approach and heterogeneous integration are still
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problems in this kind of highly customized application situation. For the air-cooling 
SiC inverter, a holistic co-design process is put out in this chapter. The multi-physics 
model is proposed to show the stress distribution with regard to the electro-thermal– 
mechanical interaction mechanism in the power module. The best power traces die 
attachments, and connecting wires are discovered to be crucial for reducing multi-
physics stresses in the power module utilizing an FEA program. The minimal dc-
link capacitor is computed best by taking ripple voltage, ripple current, and cost 
into account. The ceramic capacitor is believed to have the best ability to handle 
ripple current, but it is also the most expensive. The electrolytic capacitor, on the 
other hand, has the maximum energy density but the weakest ability to handle ripple 
current. The trade-off between energy density, ripple current, and the cost is better 
with the film capacitor. The heat sink is built with consideration for the size, material, 
and construction challenges by utilizing an electro-thermal analysis. The customized 
six-in-one power module and SiC inverter prototypes are then created and put to the 
test in order to validate the viability of the suggested design approach. 
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