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Abstract Heart sounds are essential in diagnosing and analyzing heart disease 
and detecting abnormalities in the heart. Abnormalities in the heart can usually be 
detected when there is an additional sound during an incomplete valve opening. Addi-
tional sounds in cardiac abnormalities can be called murmurs. Normal and murmur 
heart sound happen in different frequency. Therefore, frequency-based feature extrac-
tion can be used to classify heart sound. One of frequency domains is power spectrum 
that can be calculated for power by two frequency of signal, and it can clearly show 
the pattern of murmur and normal heart sound. In this research, the proposed feature 
extraction based on the power spectrum feature is used to become another option 
feature extraction for heart sound classification, which is different from previous heart 
sound classification studies. There are five types of feature extraction that developed 
base power spectrum, which are Mean Frequency, Total Power, Maximum Peak 
Frequency, 1st Spectral Moment, and 2nd Spectral moment. Several classifiers also 
are used to get the best classier base that features. The best selection feature of this 
research is Mean Frequency, with best classifier are Stochastic Gradient Descent 
and logistic regression and accuracy 93%. When all features are used for classifier, 
almost all of the models have the highest accuracy especially when classifier with 
mean frequency, 1st Spectral, and 2nd Spectral moment has good accuracy too. Using 
all features, the best classifier for heart sound case is Gaussian Naïve Bayes with 
accuracy reaching 100%. These excellent outcomes can elevate feature extraction to 
the top contender and help machine learning generate effective classifiers. 

Keywords Power Spectrum · Heart Abnormality · Machine Learning

Istiqomah (B) · A. Rizal 
School of Electrical Engineering, Telkom University, Bandung, Indonesia 
e-mail: Istiqomah@telkomuniversity.ac.id 

H. Chiueh 
Departement Electronic and Electrical Engineering, NYCU, Hsinchu, Taiwan 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
T. Triwiyanto et al. (eds.), Proceeding of the 3rd International Conference on Electronics, 
Biomedical Engineering, and Health Informatics, Lecture Notes in Electrical Engineering 
1008, https://doi.org/10.1007/978-981-99-0248-4_22 

307

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0248-4_22&domain=pdf
mailto:Istiqomah@telkomuniversity.ac.id
https://doi.org/10.1007/978-981-99-0248-4_22


308 Istiqomah et al.

1 Introduction 

Heart sounds are essential in diagnosing and analyzing heart disease and detecting 
abnormalities in the heart. The cardiovascular system process produces the heart 
sound. That process is opening and closing the heart valves for filling blood and 
flowing blood into and out of the heart. Two sounds can be heard through a stetho-
scope, namely lub-dub [1–4]. The lub sound is caused by the closure of the tricuspid 
and mitral valves so that blood can flow from the atria to the heart chambers and 
not back into the atria. That sound is known as the first heart sound (S1) with an 
interval of 20 to 30 ms (ms). The dub sound, also known as the second heart sound 
(S2), is caused by the closing of the semilunar from the aortic and pulmonary valves. 
The frequency that heart sound S2 happen in the range between 20 and 250 Hz with 
shortened interval period. S2 produce a higher-pitch sound than S1 [5]. The third 
heart sound (S3) co-occurs with the cessation of atrioventricular filling, while the 
fourth heart sound (S4) is correlated with atrial contraction and has a low amplitude 
and frequency component [6, 7]. 

Abnormalities in the heart can usually be detected when there is an additional 
sound during an incomplete valve opening. The heart forces blood through narrow 
openings or by regurgitation caused by incomplete closure of valves resulting in a 
backflow of blood. In each case, the sound produced results from high-velocity blood 
flow through the narrow opening. Additional sounds in cardiac abnormalities can be 
called murmurs [8]. Usually murmur sound can be observed in range frequency 20 
and 600 Hz for intra-cardiac [5] Therefore, from the differences in the frequency 
characteristic of normal sound and murmur sound, a good model can be produced to 
classify both sounds if the feature extraction is used with the frequency domain. 

The previous study used several feature extractions to classify heart sounds [9]. 
Discrete wavelet transform and Shannon entropy are applied to segment the heart 
sound and produce an accuracy of 97.7% with the DNN model [10]. Another research 
with a statistical frequency domain feature can create ANN Classified with an accu-
racy of 93% [8]. In another case, wavelet packet transform is used for phonocardio-
gram classification [11]. It produces the best SVM model, with an accuracy of 99.74. 
All previous studies highlight differences in range frequency between normal and 
murmur sound as reason feature extractions work well and be the feature that makes 
it easy to recognize the pattern for machine learning model. 

In this research, it used power spectrum of frequency as basic feature extraction 
for heart sounds data. The power spectrum can be calculated as the square of the 
magnitude of the Fourier transform (or Fourier series) of the heart sound [12]. Several 
classifications use the power spectrum as an extraction feature. In this research [13, 
14], that extraction feature is used for EEG classification and has an accuracy above 
85%. In other applications, ECG classification [15–17] produces better accuracy for 
several methods, the highest is 92%. In heart sound classification [18], the power 
spectrum is used as a base extraction feature with a result of 88%. With that good 
result, it can be a possibility that the power spectrum can be a great choice to classify
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heart sounds, and it also supports differences in frequency of murmur and normal 
heart sound. 

There are five types of feature extraction that be developed based on power spec-
trum, which are Mean Frequency, Total Power, Maximum Peak Frequency, 1st Spec-
tral Moment, and 2nd Spectral moment. There are several methods of the classifier 
that can be compared, which are AdaBoost, Stochastic Gradient Descent (SGD), 
Gradient Boosting, Random Forest, Decision Tree (DT), Gaussian Naïve Bayes, 
KNN, SVM, and Logistic Regression [19]. This study will search best feature extrac-
tion with base power spectrum and look the best machine learning model. There are 
five sections in this paper, which consist of Introduction, method and material, result, 
discussion, and conclusion. 

2 Method and Material 

This section elaborates on all proposed methods and material data used in this 
study. There are sub-sections that explain the dataset’s source, feature extraction, 
and classifier. The system classifies data into two classes: normal and murmur heart 
sounds. 

2.1 Proposed Method 

Figure 1 is the proposed method in this research, in which a dataset with the label is 
trained many times to get a good system to classify heart sounds become normal and 
murmur sounds. There are 132 heart sounds for all classes that are used. The first 
step is that data must convert from the time domain to the frequency domain in FFT 
Process. After that, the dataset is processed into some feature extractions developed 
from the power spectrum.

This study uses five feature extractions: Mean Frequency, Total Power, Maximum 
Peak Frequency, 1st Spectral Moment, and 2nd Spectral moment. After the data are 
processed in the feature extraction, data must be scaled before classifier training to 
make the model easier to learn [5]. There are several machine learning methods of 
the classifier, which are AdaBoost, Stochastic Gradient Descent (SGD), Gradient 
Boosting, Random Forest, Decision Tree (DT), Gaussian Naïve Bayes, KNN, SVM, 
and Logistic Regression [19]. 

2.2 Dataset 

The heart murmur and normal heart sounds from this study’s dataset [19] were chosen 
as the labels. This information was gathered from two different sources: clinical trials
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Fig. 1 Proposed method

Table 1 Dataset heart sounds Heart sound class Number of sample Total duration 

Normal 66 377,95 

Murmur 66 505,57

conducted in hospitals using a DigiScope digital stethoscope and the general public 
using the iStethoscope Pro iPhone app. There are 132 heart sounds in total, divided 
into two categories. The sampling frequency for each data point is 4000 Hz. Table 1 
contains more details on the data and duration. Figure 2 displays an example heart 
sound from the collection. 

2.3 Feature Extraction 

The results of a good classifier model require proper feature extraction. The data from 
the FFT, the data is continued to the feature extraction process. Power spectrum is 
the basis for feature extraction processing to be carried out. The power spectrum can
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Fig. 2 Heart sound, a normal sound and b murmur sound
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be calculated as the square of the magnitude of the Fourier transform (or Fourier 
series) of the heart sound. Equation (1) is a Power Spectrum calculation [12]. 

Power spectrum ( f ) = |X ( f )|2 (v2 /Hz) (1) 

Mean Frequency, Total Power, Spectral Moments, and Maximum Peak Frequency 
are some characteristics used. The following is an explanation of each feature 
extraction used. 

Mean Frequency is the average frequency resulting from the sum of the power 
spectrum times frequency divided by the total power spectrum, which is shown in 
Eq. (2). 

Mean Frequency = 
M∑

i=1 

fi Pi / 
M∑

i=1 

Pi (Hz), i = 1, 2, 3, . . .  M (2) 

Total Power is the total power spectrum of the input data. Equation (3) is a total 
power calculation. 

Total Power = 
M∑

i=1 

Pi(v
2 /Hz)i = 1, 2, 3, . . . .M (3) 

Spectral Moment is a way to analyze statistics to extract the power spectrum of 
the input signal. 1st Spectral Moment and 2nd Spectral Moment will be used in 
this calculation. 1st Spectral Moment is the sum of the power spectrum timed by 
frequency. The formula for 2nd Spectral Moment is almost the same as 1st Spectral 
Moment, and the difference is frequency power by 2. Equations (4) and (5) are  
calculations for 1st Spectral Moment and 2nd Spectral Moment. 

1st Spectral Moment = 
M∑

i=1 

Pi f i (v
2 )i = 1, 2, 3, . . . .M (4) 

2nd Spectral Moment = 
M∑

i=1 

Pi f 
2 
i (v

2 Hz)i = 1, 2, 3, . . . .M (5) 

Maximum Peak Frequency is the maximum value of the peak frequency contained 
in a set of power spectrum values, shown in Eq. (6). 

Maximum Peak Frequency = max(Pi )(v
2 /Hz), i = 1, 2, 3, . . . .M (6)
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2.4 Classifier 

In the previous study, some classifiers commonly used to create a good model of 
machine learning for heart sound is like SVM, KNN, ANN, and CNN [1, 5, 20–23]. 
Several classifiers have not been used for classifier heart sounds, such as AdaBoost, 
Stochastic Gradient Descent, Gradient Boosting, Random Forest, Decision Tree, 
Gaussian Naive Bayes, and Logistic Regression [19]. Therefore in this study, were 
tried several methods of machine learning such as which are AdaBoost, Stochastic 
Gradient Descent (SGD), Gradient Boosting, Random Forest, Decision Tree (DT), 
Gaussian Naïve Bayes, KNN, SVM, and Logistic Regression. 

AdaBoost is the machine learning method used with the sequential predictor. 
The first fitting classifier is used in the original dataset, and the next classifier’s 
misclassification data from the previous classifier is added. That procedure happens 
in the next classifier, so the sequential classifier is focused more on difficult cases 
and updated weight [24]. All predictor in AdaBoost make prediction and weigh them 
using the predictor weight α j . Majority vote is used to decide predicted class from 
all predictors as shown in Eq. 8. Base predictor used in AdaBoost is decision tree. 

y
∧

(x) = 
argmax 

k 

N∑

j=1 

y
∧

(x)=k 

αjwhere N is the number of predictors (7) 

Stochastic Gradient Descent (SGD) is a type of gradient descent with an opti-
mization algorithm to find an optional solution to minimize cost function with a 
random instance from all datasets [25]. In the learning process to get weight in the 
next iteration (θ (Next) j ), the current weight (θ j ) is decreased by derivatives cost func-
tion from one random instance of dataset multiplied by learning rate (α), shown 
in Eq. 9 [19]. The learning process is stopped when the cost function reaches 0 or 
iteration has stopped. 

θ (Next) j := θ j − 2α
(
hθ

(
x (i )

) − y(i )
)
x (i) 
j , (8) 

where
(
hθ

(
x (i )

) − y(i )
)
x (i) 
j i sderivativescostfunction. 

Gradient Boosting is a sequential prediction technique similar to AdaBoost. 
Gradient Boosting differs in that it does not alter the weight but instead fits a new 
predictor using the residual error of the prior predictor [19, 26]. 

Decision Tree (DT) is a machine learning model that can be applied for classifi-
cation and regression, defining a threshold to build a tree to predict the output. The 
decision tree used Gini impurity or Gini entropy to measure impurity in every tree 
node, which will be used in CART (Classification and Regression Tree) to define 
the threshold in the decision tree. Learning process that be used is look for the right 
threshold (t k) in every single feature (k) with the minimum CART cost function is 
shown in Eq. 10 [19, 27].
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J (k, tk) = 
m left 

m 
Gle f  t  + 

mright 

m 
Gright (9) 

where

{
Gleft/right is measure impuri ty o f the le f t  and the r ight subset 

mleft/right is number o f instances in the le f t and the r ight subset. 
Random Forest is an ensemble learning of a decision tree, where the dataset 

for every predictor or decision tree classifier is defined using the bagging method. 
Random forest generates multiple decision trees, which is how the method makes a 
prediction using a majority vote for every predictor [28]. 

Gaussian Naive Bayes Gaussian Naive Bayes is the name of a machine learning 
technique that uses the Bayes theorem to assess the conditional independence 
between each pair of features under the assumption that the class variable’s value 
is constant. Equation 11 illustrates the prediction result, which is the output class’s 
greatest probability attained by multiplying each feature’s likelihood by output [29]. 

y
∧ = 

argmax 

y 
P(y) 

n∏

i=1 

P(xi |y) (10) 

K-Nearest Neighbors, or KNN, is a type of supervised learning that draws its 
knowledge from nearest-neighbor data. The number K refers to the number of data 
that must describe the criteria used to group data and vote on the class of that 
group. Equation 12 illustrates that Euclidean distance is used to calculate the distance 
between data neighbors [30]. 

Euclideandistance(a, b) =
/

(ai − b1)2 + (a2 − b2)2 + ... + (an − bn)2 (11) 

SVM or Support Vector Machine is supervised learning with a boundary that 
separates data into two classes for classification or keeps data inside the boundary 
for regression. In this study, SVM is used for classification. Equation 13 is the way 
that SVM makes predictions [19]. 

y
∧

{
0 i f  wT .x + b < 0 
1i f  wT .x + b ≥ 0 

(12) 

Logistic Regression is a regression method that is used for binary classification. 
This method uses the probability of instances that measure with the sigmoid function 
to define the class output. Equation 14 is used to predict the output. 

y
∧

{
0 i f  p

∧

< 0.5 
1i f  p

∧ ≥ 0.5 
(13)
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3 Result 

Power spectrum is powered by two of magnitude frequency. Because range frequency 
murmur higher than normal heart sound, it makes the power spectrum murmur sound 
stronger than the normal heart sound. It can be shown in Fig. 3. Power spectral density 
murmur heart sound higher than normal heart sound. That characteristic can be basic 
pattern for classification model. 

Figures 4 and 5 show boxplots of each feature of each heart sound class. Because 
the power spectral density of the murmur heart sounds higher than the normal one, 
so the feature of murmur data has a higher range than the normal one. In Fig. 4, it  
shows that mean frequency has the biggest differences in range data for each class 
compared to other features, as shown in Fig. 5. It can indicate that mean frequency 
can become the best feature that can produce a good classifier. 

Fig. 3 Power spectrum 

Fig. 4 Mean frequency
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Fig. 5 The other feature extraction, a total power, b max. peak frequency, c 1st spectral power, d 
2nd spectral power 

Table 2 is the result of testing of classifier for each feature or all features with 
a different training size. Almost all classifiers have good accuracy with the mean 
frequency feature, with an average accuracy above 83%. The highest accuracy clas-
sifier with mean frequency feature is 93% with classifier Stochastic Gradient Descent 
and logistic regression. The other features that impact to classifier are 1st Spectral 
and 2nd Spectral moment. With that features good model still can be produced, it can 
be shown in some classifiers like KNN, AdaBoost, SVM, and Gaussian NB. When 
all features are trained, almost all the classifiers have the highest accuracy compared 
to each feature, especially when the classifier with features mean frequency, 1st 
Spectral, and 2nd Spectral moment has good accuracy too. Using all features, the 
best classifier for the heart sound case is Gaussian Naïve Bayes with an accuracy of 
100%.

4 Discussion 

Murmur class happens in higher frequency than normal class, so with the power 
spectrum base of feature extraction, machine learning can easily recognize pattern 
between two classes. In the five-base power spectrum used in this study, it can be 
seen in Figs. 4 and 5 that the murmur class has higher range data in every feature.
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Table 2 Accuracy (%) for each classifier using different feature extraction or All feature with 
different train sizes 

Classifier Train size 
(%) 

Mean 
frequency 
(%) 

Total 
power 
(%) 

Max. peak 
frequency 
(%) 

1st 
spectral 
moment 
(%) 

2nd 
spectral 
moment 
(%) 

All 
feature 
(%) 

KNN 90 85 50 50 71 78 92 

85 80 50 55 80 80 95 

80 81 59 51 77 62 92 

AdaBoost 90 86 79 50 71 79 85 

85 75 45 55 70 80 75 

80 81 44 56 74 78 81 

SVM 90 86 71 64 86 79 93 

85 90 70 65 85 75 95 

80 93 67 63 78 78 93 

Random 
forest 

90 86 57 57 71 79 71 

85 75 45 45 75 75 75 

80 85 41 52 67 56 89 

Logistic 
regression 

90 86 71 64 71 79 93 

85 90 65 55 70 75 95 

80 93 63 56 63 78 89 

Decision 
tree 

90 86 79 57 71 79 79 

85 80 50 55 75 75 70 

80 81 37 56 56 74 85 

SGD 90 93 36 36 36 36 79 

85 90 70 45 75 75 100 

80 33 74 70 70 33 96 

Gradient 
Boosting 

90 86 57 50 79 79 93 

85 80 50 55 80 70 80 

80 81 44 63 70 67 70 

Gaussian 
NB 

90 86 79 79 86 86 100 

85 90 80 60 85 90 100 

80 89 74 63 78 81 89

The feature which has the highest differences in range data for the two classes is seen 
in Mean Frequency. That pattern data can produce better accuracy of the machine 
learning model than the other feature. It is supported with average accuracy for every 
machine learning model with Mean Frequency feature of 83%. Basically, the power 
spectrum feature shows pattern differences between the two classes. It can be shown 
that when all features are combined, and it produces higher accuracy than just using
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one feature. The best classifier for the heart sound case using all features is Gaussian 
Naive Bayes, with an accuracy of 100%. 

In the previous study [18], the power spectrum also is used as feature extraction 
of the heart sound classification but has a different form. This research proposed 
method shows higher accuracy, better than the previous one, and even accuracy 
reaches 100%. The limitation of this model is that it could not be implemented in the 
real-time system because it has to buffer data first, so it will take time to collect. This 
study can be referenced heart sound classification, which wants excellent accuracy. 

5 Conclusion 

In this study, we tried to find feature extraction based on power spectrum to classify 
heart sound into normal and murmur heart sound. The proposed research is looking 
for best feature extraction with base power spectrum and look the best machine 
learning model. Feature extractions used in this research are Mean Frequency, Total 
Power, Maximum Peak Frequency, 1st Spectral Moment, and 2nd Spectral moment. 
From the result, Mean Frequency is the best feature that can be used for heart sound 
classification, with best classifier being Stochastic Gradient Descent and logistic 
regression and accuracy of 93%. When all features are used for classifier, almost all 
of the models as highest accuracy especially when classifier with mean frequency, 1st 
Spectral, and 2nd Spectral moment has good accuracy too. Using all features, the best 
classifier for heart sound case is Gaussian Naïve Bayes with accuracy reaching 100%. 
For the future work, this research can be an option for another feature extraction, 
mainly the classification of the signal with different frequencies for each class. 
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