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Preface 

3rd ICEBEHI 2022, the 3rd International Conference on Electronics, Biomedical 
Engineering, and Health Informatics, took place during October 4–5, 2022, on 
virtual platforms (Zoom app). The conference was organized by Department of 
Medical Electronics Technology, Health Polytechnic Ministry of Health Surabaya 
(Poltekkes Kemenkes Surabaya), Surabaya, Indonesia, and co-organized by Institut 
Teknologi Telkom Purwokerto, Indonesia; Institut Teknologi Telkom Surabaya, 
Indonesia; Walchand Institute of Technology, India; Vocational Faculty, Univer-
sitas Muhammadiyah Yogyakarta, Indonesia; STIKES Semarang, Indonesia; and 
Universitas Trisakti, Indonesia, with aims of bringing together as a family all 
leading scientists, academicians, educationist, young scientists, research scholars, 
and students to present, discuss, and exchange their experiences, innovation ideas, 
and recent developments in the field of electronics, biomedical engineering, and 
health informatics. 

The ICEBEHI-2022 conference was held online through the Zoom application. 
More than 100 participants (presenters and non-presenters) attended the conference; 
they were from Taiwan, India, Vietnam, Cameroon, Iran, Brunei Darussalam, Poland, 
South Korea, Nigeria, Thailand, Saudi Arabia, and Indonesia. The scientific program 
of this conference included many topics related to electronics and biomedical engi-
neering as well as those in related fields. At this conference, three distinguished 
keynote speakers and one invited speaker delivered their research works in the area 
of Biomedical Engineering. Each keynote speech lasted 50 minutes. 

ICEBEHI-2022 conference collects the latest research results and applications on 
electronics, biomedical engineering, and health informatics. It includes a selection 
of 44 papers from 133 papers submitted to the conference from universities all over 
the world. All of the accepted papers were subjected to strict peer-reviewing by 2–3 
expert referees. All articles have gone through a plagiarism check. The papers have 
been selected for this volume because of their quality and relevance to the conference. 

We are very grateful to the committee which contributed to the success of this 
conference. Also, we are thankful to the authors who submitted the papers; it was 
the quality of their presentations and communication with the other participants that 
really made this web conference fruitful. Last but not the least, we are thankful to

ix



x Preface

the Lecture Note in Electrical Engineering (Springer) Publishing for their support; 
it was not only the support but also an inspiration for the organizers. We hope this 
conference can be held every year to make it an ideal platform for people to share 
views and experiences in electronics, biomedical engineering, health informatics, 
and related areas. We are expecting you and more experts and scholars around the 
globe to join this international event next year. 

Surabaya, Indonesia Dr. Triwiyanto Triwiyanto
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A Preliminary Study of Vehicle License 
Plate Detection and Identification 

Ahmad Sanmorino and Samsuryadi 

Abstract In this study, the authors would like to propose vehicle license plate detec-
tion and identification using machine learning approaches. The goal of this study is 
to pave the way for more in-depth research on vehicle license plate detection and 
identification using machine learning approaches. A license plate is the vehicle’s 
unique identity that serves as proof of the legitimacy of the vehicle’s operation. It is 
typically in the form of a plate or other material with specific specifications issued 
by the police. This plate is installed on each vehicle and contains the area code, 
registration number, and validity period. This study begins with a review of several 
related publications, with a focus on license plate detection and identification for 
each method. The investigation is furthered by identifying and comprehending the 
benefits of each method. Finally, the authors attempt to propose a vehicle license 
plate detection and identification model based on the advantages of each method 
previously discussed. The proposed model is simulated using Python programming. 
The simple simulation results show a 99% accuracy rate. Based on the simulation 
results, it is shown that the contribution of this study is that the Faster RCNN-based 
model is proven to be used for vehicle license plate detection and identification with 
fair accuracy. This model, however, is still conceptual and needs to be improved. It 
will be fully tested and discussed in future work. 

Keywords Plate detection · Number-plate recognition · Faster R-CNN 

1 Introduction 

The detection and identification of vehicle license plates are critical in smart trans-
portation systems. They have a wide range of potential applications, from speed
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monitoring, traffic monitoring, and parking management to security systems, so they 
have attracted a lot of attention in recent years. This is understandable because, as 
the number of vehicles increases, so does the number of crimes committed against 
vehicle owners, such as theft, or robbery. There are several studies with various 
methods related to vehicle license plate detection and identification. Most existing 
methods are only effective under specific conditions or with sophisticated image 
capture systems. In an uncontrolled environment, recognizing vehicle license plates 
accurately remains a difficult task. The tasks of plate detection and identification, 
on the other hand, are always linked. The methods used in these two phases should 
complement one another. The detection accuracy can be used to improve identifica-
tion accuracy, and the outcome can be used to eliminate errors in vehicle number 
plate identification. 

As an input medium, the vehicle license plate detection mechanism can utilize 
closed-circuit television cameras (CCTV) that are already installed along the high-
ways. There are high-tech CCTV cameras with ultra HD systems with the best 
capture results. For component protection, this high-tech CCTV is protected by a 
special metal that is resistant to extreme weather, such as hot temperatures or corro-
sion due to rain. This can be the best solution to get a clear vehicle license plate on 
the highway. 

Through this short paper, the author would like to discuss several studies related 
to vehicle license plate detection and identification. The discussion focuses on 
license plate detection, character segmentation, and character recognition for each 
method. The study is furthered by identifying and comprehending the benefits of 
each method. Finally, the authors attempt to propose vehicle license plate detection 
and identification method based on the advantages of each method that are already 
discussed. 

2 Related Works 

In general, the topic of vehicle license plate detection and identification has been 
discussed for a long time and is still evolving. Kakani et al. [1] propose automatic 
number-plate recognition (ANPR) method based on optical character recognition 
(OCR) that improves performance with trained neural network features. Localiza-
tion of license plates, character segmentation, and character recognition are the three 
layers of methods that have been implemented. 300 license plates from India and other 
countries were tested. The accuracy score for plate localization is 96.7%, and char-
acter recognition is 92.2%, according to the test results. The overall accuracy of plate 
detection is 94.45%. Furthermore, Nayak et al. [2] applied the ANPR methodology 
to make it easier to detect stolen vehicle number plates. The ANPR methodology 
is applied using edge finding and Window Filtering methods. The progress of this 
study shows that ANPR with the Edge Finding method and the Window Filtering 
method obtained quite good results.
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Yogheedha et al. [3] also used the ANPR technique with the template matching 
method in their research. The results of this study show a 92% accuracy rate, with 
the ability to correctly detect 13 plates out of a total of 14 vehicle license plates 
tested. This ANPR method was proposed to support Universiti Malaysia Perlis’ smart 
parking system. Sharma [4] investigated the performance of a vehicle number plate 
recognition system using an ANPR method based on template matching. Several 
layers of algorithms are used, including morphological operations, edge recognition, 
smoothing and filtering, plate localization, and character segmentation. According 
to Selmi et al. [5], a complicated hardware specification is required to obtain a high-
quality plate image. Different treatments should be implemented for high-speed 
vehicles and vice versa. The author employs a variety of image pre-processing and 
convolution neural network approaches to divide images into two categories: vehicle 
plate and non-plate. In this study, the author used two datasets, Caltech and AOLP, 
each with 126 images and 2,049 vehicle license plates. According to the evaluation 
results, the approach proposed by the author achieves an accuracy score of 94.8% 
when tested using the Caltech dataset. 

The output of a CCTV camera is typically in the form of videos (moving objects) 
or images. This video or image is fed into detection and identification algorithms. 
The following discussion will center on research into detection and identification 
methods. The object on the vehicle plate image is isolated into a square shape using 
the detection method. Color-based detection, texture-based detection, edge-based 
detection, and character-based detection are the four types of detection methods 
[6–8]. 

Color-based detection methods are based on the observation that the color of 
the license plate is typically different from the color of the background. Chang 
et al. [9] proposed a method for detecting Taiwan license plates in RGB images 
using the difference between the foreground and background. They created a color 
detector mechanism that detects the edges of red-white, black-white, and green-
white objects. Another study looked at the pixels of object color to develop a plate 
detection method [10]. A strip search was used to isolate vehicle license plates 
using the color-geometric template. To detect inclined or deformed license plates, 
color-based detection methods can be used. However, in natural scene conditions, 
this method is very sensitive to various lighting effects and cannot distinguish other 
objects in the image that are similar in size and color to the license plates. 

Texture-based detection methods attempted to detect license plates based on pixel 
intensity distributions in plate localizations. Giannoukos et al. [11] proposed a Sliding 
Concentric Window (SCW) technique for identifying license plates in images based 
on the texture of local irregularities. To increase detection speed, Operator Context 
Scanning (OCS) was used. Yu et al. [12] used a wavelet transform to extract the plate 
image’s horizontal and vertical details. The projection data was then processed using 
Empirical Mode Decomposition (EMD) to locate the desired wave crest, which 
indicates the position of texture in a license plate image. Texture-based detection 
methods outperform color-based detection methods but have a higher computational 
complexity. Vehicle license plates are typically rectangular in shape with a specific 
aspect ratio, and they have a higher edge density than the rest of the image, so this
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edge shape is widely used to detect license plates. Yuan et al. [13] proposed a novel 
line density filter approach for connecting high-edge-density regions and removing 
low-edge-density regions in each row and column of a license plate image. Another 
study [14] developed an edge-based method for plate detection. Edge clustering was 
performed using Expectation–Maximization (EM), which extracts regions with a 
high density of edges and shapes similar to plates as candidate license plates. Edge-
based detection methods are quick to compute, but there is a problem if the input is 
a complex image with many irregular edges. 

A character-based detection method contains more detailed information than 
color, texture, or edge detection methods. Initially, Li et al. [15] used the Maxi-
mally Stable Extreme Region (MSER) to extract candidate characters from license 
plate images, and continued with the Conditional Random Field (CRF) method to 
develop the relationship between license plate characters. Finally, license plates were 
located using the sum-product message sent over CRF. License plate detection was 
approached as a visual matching problem by Zhou et al. [7]. For each character, 
the Principal Visual Word (PVW) was used to obtain geometric properties such as 
orientation, characteristic scale, and relative position. This property is used to extract 
license plates. To detect localized character regions, Llorca et al. [16] combined 
the Maximally Stable Extreme Regions (MSER) and the Stroke Width Transform 
(SWT). Finally, the Hough transform was used to localize the regions with characters 
on license plates. Character-based detection methods are more relevant and can be 
improved further, most notably by implementing deep learning techniques. 

Other studies on license plate identification usually break down the characters 
in the plate first and then identify each selected character using Optical Character 
Recognition (OCR) methods. Maximally Stable Extreme Region (MSER) was used 
for character segmentation by Hsu et al. [14]. For feature extraction, a Local Binary 
Pattern (LBP) was used. The authors then used Linear Discriminant Analysis (LDA) 
to classify the characters. In other research, Hou et al. [17] proposed an SWT-based 
method for segmenting characters on license plates. Characters on reverse license 
plates can also be identified using this method. MSER was used by Gou et al. [18] to  
break characters in license plates and determine character location on license plates. 
The characters on the plate were identified using Restricted Boltzmann Machines 
(RBM) in the following stage. 

To be honest, character segmentation is a difficult job. This job is influenced by 
illumination, shadow, or blur in the license plate image. It has an immediate impact on 
license plate recognition. It immediately affects plate recognition. Even with a great 
method, the character cannot be correctly identified if the segmentation is incorrect. 
Deep learning enhancements allow for direct identification of the entire license plate 
without character segmentation. This reduces overall time complexity. Moon et al. 
[19] use Hidden Markov Models (HMMs) in conjunction with the Viterbi algorithm 
for label sequence determination to perform character segmentation. Another study, 
Goodfellow et al. [20], used a large distributed method with a deep layered neural 
network to propose a probabilistic model for reading arbitrary multi-digit numbers 
without character segmentation. According to Li and Shen [21], sequence labeling is 
a major issue in license plate identification. Convolutional Neural Networks (CNNs)
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were selected to be used in a sliding window fashion to extract a sequence of feature 
vectors from the license plate localize box. 

3 Proposed Method 

The authors proposed a license plate detection and identification model by studying 
and comprehending the benefits and limitations of several related methods that have 
been discussed. For detection and identification, this conceptual model employed 
character-based enhancement. We call it ‘enhancement’ because deep learning algo-
rithms are used to improve the performance of this character-based detection [22– 
24]. The detection and identification of license plates are accomplished using a single 
deep learning method, a deep neural network. This was chosen in order to be more 
effective in the detection and identification process [25–27]. Figure 1 depicts detailed 
explanations of the proposed model. 

We used Faster Region Convolutional Neural Network (Faster R-CNN) as a back-
bone in this conceptual model for license plate detection and identification. The main 
part of the Faster R-CNN model is the convolutional layers. The main purpose of 
the convolutional layer is to detect local anomalies of a feature from the previous

Fig. 1 Conceptual model 



6 A. Sanmorino and Samsuryadi

layer and map the results. In each convolution layer, there are several m1 filters. The 
number of filters used in one convolution screen is equal to the size of the feature 
map volume from the previous layer. Each filter can detect a specific feature at each 
location on the vehicle plate based on the feature mapping. The output of Y (l) 

i from 
the first layer m(l) 

1 is a feature map of size m(l) 
3 × m(l) 

3. For  the  ith feature map, 
more popularly known as Y (l) 

i, the score can be calculated using Eq. 1: 

Y (l) i = B(1) 
i + 

m(l−1) 
1∑

j=1 

K (1) i, j ∗ Y (l−1) 
j (1) 

where K (l) i, j is a filter of size 2h
(l) 
1 + 1 × 2h(l) 2 + 1 which brings together the jth feature 

map in layer (l − 1) with the feature map in layer and B(l) 
i shows the bias matrix. The 

path of the convolution layer that meets the following layer produces the classified 
vehicle plate image information as shown. All pixels are then assembled into edges, 
all edges are assembled into motifs, all motifs are assembled into parts, all parts are 
assembled into objects, and all objects are assembled into scenes [28–30]. Figure 2 
depicts a detailed explanation of the Faster R-CNN convolution layers. 

The region proposal network (RPN) begins with the input of a vehicle plate image 
entered into the core of the convolutional neural network. First, the vehicle plate 
image is resized so that it has a minimum side size of 600px and the longest side 
a maximum of 1000px. The output of the core network with a size of h × w has 
a smaller size than the vehicle plate image (input). The size of this output is very 
dependent on the core network used. The two most commonly used core network 
types are ZF-Net and VGG. The convolution layer starts with a layer size of 3 × 3 
(64 units) and ends with a size of 3 × 3 (512 units). 

The proposed model consists of a number of convolutional layers to extract 
discriminative features for license plates. Plate region detection network (PRDN) 
is a modification of the Region Proposal Network (RPN) approach proposed by Ren 
et al. [31]. This Region Proposal Network (RPN) was developed for object detection 
applications that rely on the region proposal method to predict object locations. They

Fig. 2 The faster R-CNN convolution layers 
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used a single network for RPN, which generates region operation proposals, and Fast 
R-CNN, which categorizes regions. For license plate detection and identification, a 
plate region detection network tailored specifically for car license plates, a Region of 
Interest (RoI) pooling and integrating layer, a deep learning classifier, and bounding 
box regression are used [32, 33]. Faster R-CNN shares a full-image convolutional 
layer with fast R-CNN for feature mapping, resulting in low complexity and cost-free 
region proposals. Faster R-CNN uses the high-quality region proposal performed by 
PRDN after it has been trained end-to-end for region detection. A PRDN is a fully 
connected network that detects plate bounds as well as scores at the same time. 

This procedure speeds up plate detection and identification. A PRDN takes any 
size plate image as input and outputs a set of rectangular image plates, each with a 
plate score. Begin with m x m reference boxes for each sliding window, which is 
initialized by PRDN to have different aspect ratios and scales at each convolution 
feature map location. Each sliding window is converted into a lower-dimensional 
vector, which is then fed into two pairs of fully connected layers, a multiclass 
classification layer, and a bounding box regression layer [34]. 

4 Results 

The Faster RCNN-based model has been simulated in Python programming using less 
than 100 license plate images. The simple simulation results show a 99% accuracy 
rate. Table 1 shows the results of testing the recognition of letters and numbers 
contained in license plate images.

Classification using Faster R-CNN succeeded in predicting almost 100% (average 
score of 99%) letters or numbers correctly (precision and recall scores). Faster R-
CNN produces an average comparison of precision and recall of letters or numbers 
that have been identified by 99% (F1-score). When compared to other deep learning 
algorithms, detection using Faster R-CNN has a better accuracy score and test time. 
Details of the results of the comparison are shown in Table 2.

Table 2 shows a brief comparison between the proposed identification method 
and other related deep learning methods. The author deliberately chooses the deep 
learning method with many similarities as a comparison so that the comparison results 
are relevant and based on the same theory. Based on the comparison, it can be seen 
that the use of Faster R-CNN proved to have better accuracy (99%) than R-CNN and 
SPP-Net (78% and 92%). When viewed from the test time (s), the comparison results 
put Faster R-CNN in the fastest position, which is only 2.3 s, while R-CNN and SPP-
Net are 49.2 s and 4.4 s. The results of this comparison show that the selection of 
Faster R-CNN as the core for the vehicle plate detection and identification method is 
the right and relevant choice. However, the author realizes that it is still very early to 
state that the proposed method is better overall than other detection methods; the real 
conditions in the field greatly affect the outcome. Testing involving various factors 
is needed so that when implemented it can accommodate all unexpected conditions 
in the field.
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Table 1 Testing for letters 
and numbers 

Letters/numbers Precision Recall F1-score 

B 0.99 1.00 1.00 

D 1.00 0.99 1.00 

G 1.00 0.99 0.99 

0 0.99 0.99 0.99 

1 1.00 0.99 0.99 

4 0.99 1.00 1.00 

5 1.00 1.00 1.00 

6 1.00 1.00 1.00 

8 1.00 0.99 1.00 

9 1.00 1.00 1.00 

H 1.00 1.00 1.00 

J 1.00 1.00 1.00 

L 0.99 0.99 0.99 

T 1.00 1.00 1.00 

W 0.99 1.00 1.00

Table 2 Accuracy and 
test-time comparison 

Model Accurary (%) Miss (%) Test time (s) 

R-CNN 78 22 49,2 

Faster R-CNN 99 1 2,30 

SPP-Net 92 8 4,40

5 Discussion 

If Table 2 shows the results of the comparison of the accuracy of the Faster R-CNN-
based method that the author proposes to several other methods, then Table 3 shows 
a comparison of the results of the identification of our proposed method against the 
identification method proposed by several other authors. 

Table 3 Accuracy 
comparison to other related 
studies 

Authors Method Accuracy (%) 

Kakani et al. [1] Feed-forward 
ANN-based OCR 
algorithm 

94.45 

Yogheedha et al. [3] ANPR technique 92.00 

Selmi et al. [5] CNN approaches 94.80 

Sanmorino et al. (this 
study) 

Faster R-CNN 99.00
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Table 3 shows Kakani et al. [1]’s proposed identification method using feed-
forward ANN-based OCR algorithm that succeeded in getting an accuracy score of 
94.45%. Another author, namely Yogheedha et al. [3], managed to get a score of 
92.00%, while Selmi et al. [5] use Convolution Neural Network approaches as the 
core for the proposed method to identify vehicle plates, obtaining an accuracy score 
of 94.80%. It can be understood based on this comparison that the accuracy score 
obtained by the author in this study is at a fairly good level (99.00%). The author 
does not say that our proposed method is the best because the identification process 
is also influenced by various factors so it requires more comprehensive testing in the 
future. 

The author realizes that the results of this test are not final, in the sense that the 
accuracy score obtained can still decrease. The limited number of datasets used in 
the test is one of the obstacles in this study. However, this does not mean that the 
results of this test will be in vain, because from the beginning the author considered 
that what had been done in this study was still preliminary, according to the title that 
we carried on the first page. For a more comprehensive comparison against other 
related methods, a factor to consider is the similarity of the variables used in the test. 
In our view, there will always be differences in the use of variables, but the conditions 
should not exceed the generally agreed-upon threshold. So for the similarity of the 
variables used, the closer to 100% the better; if it cannot be met then more than 
or equal to 90% is still acceptable. This figure is still acceptable because there are 
various factors in the field, such as difficulties in obtaining data or at least references 
to a variable. 

6 Conclusion 

There have been numerous studies and discussions about vehicle license plate detec-
tion and identification. The advantages and limitations of each method are known 
as a result of the discussion and comparison. By understanding the benefits of the 
methods discussed, the author proposes a vehicle license plate detection and iden-
tification model. This proposed model used a Faster R-CNN approach with modifi-
cations to the Region Proposal Network (RPN). This proposed model appears to be 
relevant in terms of reducing test time while also being more accurate. It is evident 
from the test results that obtained a score of 99% for accuracy, better than other 
related CNN methods. The test time(s) for the proposed method is also better than 
that of R-CNN and SPP-Net. The proposed method only takes 2.3 s. In the future, 
the author will increase the amount of image data as an input convolutional layer and 
involve several external factors in the field (real conditions) so that the accuracy that 
has been obtained can be maintained.
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Feature Selection Using Extra Trees 
Classifier for Research Productivity 
Framework in Indonesia 

Ahmad Sanmorino, Luis Marnisah, and Hastha Sunardi 

Abstract In this study, the authors succeeded in proving the Extra Trees Classifier 
reliable as a feature selection mechanism for the research productivity framework. 
In order to find features that significantly impact research output in higher education 
institutions, the selection was carried out. The eight selected features are Scientific 
Article (Gain: 0.36), Number of Citations (Gain: 0.22), Number of Conferences 
Attended (Gain: 0.17), Intellectual Property Right (Gain: 0.04), Education Qualifi-
cation (Gain: 0.03), Grant Awardee (Gain: 0.27), Number of Grants (Gain: 0.05), 
and Lecturer Grade (Gain: 0.05). For the testing phase, the Naive Bayes (NB) classi-
fier and K-Nearest Neighbors classifier are used. The selected features successfully 
passed it with a high accuracy score, for K-NN by 87%, and NB by 81%. These 
features are used as variables for the research productivity framework. Up to this 
point, the variables that construct the framework that the authors propose can go 
through a testing phase with results as expected, with an accuracy score of more 
than 70%, which is categorized as relevant or acceptable results. For future work, the 
univariate selection and correlation matrix will be added as a feature selection with 
the Extra Trees Classifier, so the selected features are more relevant and are used as 
a construct for the research productivity framework. 

Keywords Feature selection · Extra trees classifier · Research productivity 
framework 

1 Introduction 

The purpose of this study is to prove that Extra Trees Classifier can be used as a feature 
selection mechanism for the research productivity framework. Producing usable 
results from a research endeavor is referred to as research productivity. Research 
performance and productivity are correlated, with higher research performance being
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produced with better productivity. A country’s level of knowledge and technolog-
ical advancement can be shown in its research productivity. Lecturers are the major 
players who play a significant part in the advancement of science and technology 
in a university setting. Research is one of the three pillars of higher education, and 
instructors are expected to engage in it. The processes required to obtain the pertinent 
features make up the feature selection mechanism [1]. Extra Trees Classifier (ETC) 
is a form of ensemble learning technique that integrates the classification outcomes 
from various decision trees, which are then gathered in a forest [2, 3]. Feature selec-
tion is used to determine the degree of relationship between independent features 
and dependent features. The selected features are used as variables that construct 
the framework for research productivity in higher education institutions (HEI). The 
framework is used as a guide for research managers in improving research produc-
tivity at HEI. To prove whether the selected variables are relevant to use, a test is 
carried out involving the data mining classifier [4], K-Nearest Neighbors [5], and 
Naïve Bayes [6]. The evaluation of the classification results is explained by the 
confusion matrix table [7, 8], equipped with accuracy score, precision, recall, and 
Receiver Operating Characteristic (ROC) curve [9, 10]. 

2 Related Works 

This research is related to the previous project that has been done [11, 12]. A brief 
survey of research productivity is shown in Table 1.

3 Materials and Methods 

The dataset was obtained from Sinta (Science and Technology Index), which is run 
by the Republic of Indonesia’s Ministry of Research and Technology. A portal called 
Sinta offers data about Indonesian research performance. The datasets collected 
from the Sinta portal are Scientific Article (A), Number of Citations (C), Number 
of Conferences Attended (CO), Intellectual Property Right (IPR), Nationality (N), 
Gender (G), Education Qualification (D), Grant Awardee (RG), Number of Grants 
(GT), Lecturer Status (WT), and Lecturer Grade (R). Research design in order to 
select the variables that construct the framework is shown in Fig. 1. During pre-
processing, the raw data is transformed into statistical data. This statistical data 
is numerical data for the needs of variable selection mechanisms and data mining 
modeling. The Extra Trees algorithm is used in the feature importance selection 
phase. A sort of ensemble learning technique called Extra Trees Classifier (ETC) 
mixes the output of various decision trees [17–19]. Important variables were extracted 
from the generated dataset in this study using the Extra Trees Classifier [20]. 
Information gain is the criterion used to make the decision [21].
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Table 1 Short survey of publications related to research productivity 

Author Feature name Feature selection mechanism 

Ramli et al. [13] Research article, conference article, 
lecturer age, gender, status of 
marital, educational qualification, 
work experience, position, work 
division, number of citation, and 
target variable (research 
performance status) 

Not mentioned 

Henry et al. [14] Work achievement, work policy, 
monthly payment, leadership in 
research, supervision in research, 
lecturer age, educational 
qualification, cluster, lecturer track 

Chi-square, Nagelkerke R square, 
Lemeshow test 

Wichian et al. [15] Management of research, 
communication skills, work with 
team, higher education policy, 
library cost, lab facility, lecturer age, 
academic level, creative thinking, 
contribution in research, 
vision-ambition, international 
meeting, good method in research, 
research endowment 

Chi-square, R-square, Cronbach 
alpha 

Nazri et al. [16] Amount of research grant, 
department, administrative post, 
number of doctorate students, 
faculty member, invitation as guest 
speaker, research article, lecturer 
age, designation, win of research 
grant, lecturer gender, research 
performance, status of marital, job 
status 

Spearman Rho correlation

To get the value of information gain, we must first find the entropy of the dataset 
feature. For the Entropy Eq. (1) [21]: 

Entropy(S) =
∑C 

i=1 
pi log2(pi ) (1) 

where c is the number of unique class labels and pi is the proportion of rows with 
output label i. After the entropy is obtained, the information gain Eq. (2): 

Gain(S, A) = Entropy(S) 
−

∑
veValues(A) 

|Sv| 
|S| Entropy(Sv) (2) 

where S is the set of instances, A is the attribute, Sv is the subset of S with A = v, and 
Values (A) is the set of all possible values of A.
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Fig. 1 Research design

The Gain score obtained by each feature will be compared and analyzed, ranked 
in order. Based on this ranking, the selected features are used as variables that 
construct the research productivity framework [22–24]. In the next stage, the frame-
work is tested using a data mining classifier. The data mining classifiers involved are 
K-Nearest Neighbors (K-NN) and Naïve Bayes (NB). The reason for choosing these 
two classifiers is because the data used is supervised (categorical datasets) [25, 26]. 
So the use of K-NN and NB classifiers for testing is the right choice. 

For the evaluation and analysis of the classification results [27], the confusion 
matrix approach (True Positive, False Positive, True Negative, False Negative), accu-
racy, precision, recall, F1-score [28, 29], and Receiver Operating Characteristic curve 
(ROC) are used [30, 31]. Based on the evaluation results, the feasibility of the vari-
ables that construct the framework is assessed, whether they have an acceptable score 
and are relevant for use. 

4 Result and Discussion 

The feature importance calculation is shown in Fig. 2.
Figure 2 shows the gain score for each feature; the Article and Citation scores 

occupy the highest position. A detailed explanation of the gain score for each feature 
is in Table 2. The calculation of gain scores for the overall dataset (302 records) 
is done using the Extra Trees Classifier library in Python Programming. A detailed 
explanation of the gain scores for each feature is shown in Table 2.
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Fig. 2 Feature importance 
selection using extra trees 
classifier

Table 2 The gain scores for 
each feature 

No Features Gain score 

1 Scientific article (A) 0.362 

2 Number of citations (C) 0.222 

3 Conferences attended (CO) 0.170 

4 Lecturer grade (R) 0.054 

5 Number of grants (GT) 0.052 

6 Intellectual property right (IPR) 0.042 

7 Education qualification (D) 0.038 

8 Grant awardee (RG) 0.270 

9 Gender (G) 0.259 

10 Lecturer status (WT) 0.004 

11 Nationality (N) 0.000 

The more relevant or significant a feature is to the target feature, the greater its gain 
score. The Article has the highest gain score toward Research Productivity, which is 
0.362, followed by Citation at 0.222. Analyze this because the Articles have a very 
good spread of data. Most lecturers already have Scopus-indexed articles. Even the 
top quartile score equals the maximum score, although there are still lecturers who 
have not published their scientific articles (min = 0). The two features that have the 
lowest scores are Nationality and Lecturer Status. For the Nationality, it is domi-
nated by ‘Indonesian’, while the Lecturer Status is more dominated by ‘Permanent 
Lecturer’. 

Based on this selection, Gender (G), Lecturer Status (WT), and Nationality (N) 
were not used in building the framework. The chosen feature then turns into variables 
that build the suggested framework. The testing phase using the data mining classifier 
comes after receiving the input variables. Figure 3 displays the evaluation outcomes 
using the K-NN algorithm. Figure 3 shows the K-NN algorithm Confusion Matrix.



18 A. Sanmorino et al.

61.54% of lecturers were appropriately identified as having fallen short of the goal 
for research production. 9.89% of lecturers were mistakenly classified as falling 
short of the goal for research productivity. 25.27% of lecturers accurately identified 
themselves as having achieved the research productivity target. 3.30% of academics 
were mistakenly counted as having achieved the research productivity target. The NB 
classifier Confusion Matrix is displayed in Fig. 4. 63.74% of lecturers were accurately 
identified as having fallen short of the goal for research production. There was zero 
percent of lecturers who were mistakenly classified as falling short of the goal for 
research production. 17.58% of lecturers accurately identified themselves as having 
achieved the research productivity target. 18.68% of academics were mistakenly 
counted as having achieved the research output target. 

Fig. 3 K-NN confusion 
matrix 

Fig. 4 Naïve Bayes 
confusion matrix
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Table 3 Classifier 
performance comparison 

Classifier Accuracy (%) Misclassification (%) 

K-nearest neighbors 87 13 

Naïve Bayes 81 19 

Table 4 Accuracy scores 
comparison 

Author Algorithm used Accuracy scores 
(%) 

Ramli et al. [13] Artificial neural 
network 

82.24 

Support vector 
machine 

80.47 

Logistic regression 80.31 

Decision tree 83.40 

Henry et al. [14] Logistic regression 78.2 

Wichian et al. [15] Neural network 
(back propagation) 

90.72 

Nazri et al. [16] J-48 75.30 

C4.5 70.20 

Decision tree 70.30 

PART 75.00 

Sanmorino et al. 
(this study) 

K-nearest neighbors 87.00 

Naïve Bayes 81.00 

The comparison of the performance of K-NN and NB classifier is shown in 
Table 3. 

The K-NN algorithm has the highest accuracy score, which is 87%, followed by 
NB at 81%. This test’s essence is not to get the highest score, but whether the compo-
nents that construct the proposed framework could go through the evaluation phase 
with relevant results. A good or acceptable outcome is one that has a categorization 
score of more than 70%. When compared with other related research, the accuracy 
score is quite good. The accuracy comparison of the study with other methods is 
presented in Table 4; although using different datasets, the characteristics of the 
dataset that the author uses are similar to the datasets used by other researchers. 

5 Conclusion 

Based on the feature selection using Extra Trees Classifier, eight input variables were 
obtained, namely Scientific Article (Gain: 0.36), Number of Citations (Gain: 0.22), 
Number of Conferences Attended (Gain: 0.17), Intellectual Property Right (Gain: 
0.04), Education Qualification (Gain: 0.03), Grant Awardee (Gain: 0.27), Number
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of Grants (Gain: 0.05), and Lecturer Grade (Gain: 0.05). The next stage is testing 
the selected features; two data mining algorithms were involved, KN Neighbors and 
Naïve Bayes algorithm. The accuracy score for each classifier is K-NN by 87%, and 
NB by 81%. These features are used as variables for the research productivity frame-
work. Up to this point, the variables that construct the framework that the researcher 
proposes can go through a testing phase involving two data mining classifiers with 
results as expected, with an accuracy score of more than 70%, which is categorized 
as relevant or acceptable results. 
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A Survey on Big Data Analytics for Load 
Prediction in Smart Grids 

Seemant Tiwari 

Abstract Big data analytics has lately gained favor in energy management systems 
(EMS). EMS is in charge of overseeing, optimizing, as well as administering the elec-
tricity industry’s activities. Energy utilization estimation is essential in EMS since it 
aids in generation planning, administration, and energy discussion. Advanced Tech-
nology, telecommunication, and automation systems are used in intelligent power 
grids, or "smart grids," which have become a popular trend worldwide. A challenging 
issue giving smart energy intelligence is predicting future network demand (energy 
demand). A huge number of data information is being composed through smart 
meters on a regular basis. Large number of analytics can aid trendy the development 
of intelligent energy management solutions. With this type of activity, power anal-
ysis is crucial. It is the act of gathering data since smart meters in the real period 
as well as since archival supplies besides smearing about the form of data investi-
gation approach to uncover relevant relationships, tendencies, and themes. Precise 
predicting will permit a utility provider to strategize the resources and also to take 
controller actions to balance the supply and the electricity demand. The computa-
tion complexity of our investigation makes it possibly helpful for cases utilizing 
large-scale load prediction. Our work is capable of generating a more precise inquiry 
than a current prediction model, which is thought to be among the finest, according 
to numerous experimental results. In addition, the prediction methodologies are 
examined from both big data as well as traditional data perspectives. 

Keywords Big data · Intelligent grid · Predicting the load · Analytical statistics 

1 Introduction 

The need for electricity has multiplied as a result of the most recent scientific 
improvements and developments. Additionally, overpopulation has an impact on 
energy consumption [1]. The conventional infrastructure is responsible for energy
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production to fulfill the request of both producers and consumers [2]. The input that 
is available on the source besides demand sides can be effectively sensed by a smart 
grid. Utilizing devices and systems, authentic information is collected from multiple 
sites. Large data mentions the vast capacity of this information that is collected. Big 
data, or the enormous volume of information it contains, is utilized for a variety of 
analytical tasks [3]. The smart grid’s multiple connectivities among customers and 
providers guarantees effective resource use [4]. Modern-day smart grids’ biggest 
difficulties are lowering electrical costs and increasing customer convenience [5]. 

Present social and financial trends are driving up power requirements, and 
emerging businesses need effective design and operation. As a result, traditional 
electricity generation networks are finding it difficult to increase capacity. Elec-
trical infrastructure is nothing like that as the maximum significant systems will 
be in charge of transporting the energy across the overhead transmission lines 
between distant power generations to existing clients. Such horizontal and coor-
dinated processes are now out-of-date and inadequate to handle the durability, oper-
ational excellence, and sustainable development demands postured by such adjust-
ments as a result of the existence of ecological and financial worries, the beginnings 
of substitute power sources, hybrid cars, or other technical advances, that in flip 
compelled necessity designing systems of electricity connectivity [6]. 

The advent of such a smart grid period and also the greater accessibility of renew-
ables machinery allowed homes and smaller firms, which were previously thought 
of as recipients of services, to proactively donate the extra power they produced for 
including others [7]. The foundation of this technique is two-way monitoring and 
connectivity among suppliers and users, allowing for simple transmission including 
both electricity and information. Two factors are implied through this new product: 
firstly, such a smart grid will produce a significant quantity of information as part of 
its operations, and secondly, the big data idea will be used in smart metering. The 
concept of energy analysis is established there. It involves gathering sensor infor-
mation in real time as well as from historical data sources, then using some kind of 
statistical technique to discover significant connections, tendencies, and anomalies. 

To deliver smart grid expertise, grid demand forecasts are a crucial responsibility. 
An energy supplier will be able to prepare supplies like gasoline ahead and perform 
measures like turning on and offloading management equipment and changing power 
rates, among other things, with the use of precise predictions. Projecting a quantity 
supplied institution’s “peak load”—or highest energy use—for a later time step is 
the issue at hand. The questioned customer identity may be of different granularities. 
A smart device for a home, a group of smart appliances for a community, an energy 
station for a village or town, or a power plant are a few examples (for a whole grid 
casing a huge environmental zone). The duration of the time step in the issue can 
vary, too. It could be 6 min, 15 min, hours, one day, the first week, and so on. 

In the 1990s, scientists have been attempting to find a solution to the issue of 
anticipating power load [50]. Numerous methodologies, including time series studies 
like the ARIMA approach, fuzzy logic, the neuro-fuzzy approach, artificial neural 
networks (ANN), and support vector regression were developed. Among the most 
recent breakthroughs among these many tactics is the use of hybrid methodologies. It
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was shown that hybrid models would produce superior outcomes to more traditional 
techniques such as artificial neural networks. 

An in-depth treatment of the use of big data with smart grids is given in this 
report, which also discusses load estimation in smart grids. The remaining document 
is prepared in the following manner: the foundation material and introduction of 
all significant themes and theories are accessible in Sect. 2. The phases of power 
analytics are defined in Sect. 3. Forecasting methods are deliberated in Sect. 4. The 
issues besides alternative solutions that its sector faces are discussed in Sect. 5. The 
discussion is in Sect. 6. Section 7 is an evaluation of load prediction techniques 
currently in use. Section 8 eventually brings the article to a close. 

2 Foundation 

Univariate models as well as multivariate models are the first two levels of the 
categorization architecture for estimation techniques. Split statistical models and 
AI models for univariate models primarily into two categories; statistical models 
include ARIMA and LR. NARX and LSTM AI model. 

Statistical models and AI models are the two categories of multivariate models. 
Decision tree, classification and regression tree (CART), and Naïve Bayesian statis-
tical models. The three categories of AI models are ensemble, hybrid, and deep 
learning. The methodology for ensemble models is described: Tree Bagger as well 
as Random Forest. RNN and CNN are two deep learning models. Hybrid models 
include ANN + PSO and SVM + PSO. 

2.1 Big Data 

Big data is currently a buzzword that everybody used. Furthermore, nobody is aware 
of the origin of the idea. Alvin Toffler introduced big data in the 1980s with their 
book The Third Wave. The utilization of a lot of data as well as its advantages for 
culture was also addressed by several Chinese investigators throughout the following 
ten years [8], resulting in noteworthy technical advancement, acquiring a really large 
amount of data became impossible. The usefulness of digitizing and information 
technology in the industry, though, began to be considerably highlighted in the trade 
and industrial realms also with advances in computer tools and gadgets like the 
websites, cellphones, and iPads. Those activities produced a significant amount of 
value is created, called “big data,” as they are also known. 

Big data’s worth can be challenging to comprehend. The key seems to be that big 
data refers to more than just the quantities of information. It does have several quali-
ties including worth, quantity, variety, speed, and honesty. The information gathered
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is helping manufacturing businesses decide things that will increase overall income. 
Knowledge about company activities has been further analyzed for previous errors, 
modeled for operational plans, and exposed to probabilistic recurrence assessment 
[9]. 

2.2 Smart Grid 

Contingency grids served as the primary electricity generation for several years. 
Nevertheless, the state of affairs is changing significantly. The sensor network is a 
great illustration. A younger group of networks known as “smart grids” are comprised 
of equipment, technology, and telecommunication systems. The primary goals of 
such a smart grid are increased network stability and adaptability. Additionally, the 
smart grid can lessen energy losses caused by electricity distribution procedures. 
Additionally, over the past ten years, the appeal of renewables has grown steadily. 
The innovative aspect of modern networks is whether renewables, such as wind 
turbines and solar panels, could be quickly added to a distributed process to minimize 
grid congestion [10]. The present increased consumption of energy sources causes 
traditional electricity systems to be overloaded. System failures are consequently 
occurring quite regularly. Such factors have an influence on the structure of the 
electricity supply and also the economy in some locations. In additional terms, the 
smart grid presents a chance for the development of renewable energy causes. 

In [10], renewable research is encouraged by the smart grid. As a result, a novel 
idea for power production emerged. Power service’s exposure to electricity, solar, 
biowaste, and groundwater is growing. Nevertheless, for a myriad of purposes, these 
power sources could be unpredictable. For instance, solar panels cannot make elec-
tricity during foggy days. The advantage of the smart grid is that it can address 
dispersed generating issues besides enhancing the excellence of energy systems. 
Additionally, monitors and monitoring devices in smart grid organizations keep an 
eye on renewable activities. The evolution in the energy business concluded the 
historical few ages is what led to the advancements in smart grid organizations that 
are now available. In addition to revising and redesigning the production, transmit-
ting, distributing, and consuming procedures to operate more efficiently, sensing and 
metering plans have also been added to monitor the functioning of the grid. 

2.3 Big Data and Smart Grid 

Several researchers across a variety of fields utilize the traditional 5 V model to 
explain the idea of big data. 

Volume—Data becomes large mostly because of its enormous volume. Every 
day, readings from smart meters are collected in terabytes. Devices and monitoring 
devices, which are concentration measurement devices, can readily produce a large
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number of information sampling in smart grids. The need to store these huge amounts 
of information has become a major issue. Various storage options are offered for 
such a circumstance. Additionally, such places are software-connected to each other, 
enabling easy access to the information in one store by some other. 

Velocity—Information is logged at a real frequency. Measured data by smart 
meters are taken at incredibly brief periods. A continual broadcasting method is 
being used. The place where the data is created and conveyed is determined by 
movement. Each sample seems to have a different weight, resulting in the issue. The 
coming does seem to hold some serious challenges for data transmission and storage. 

Variety—Data from monitors, smart meters, and other relays, for example, might 
have a range of configurations. Data that is together organized and unorganized 
is gathered. To render the dataset intelligible as well as practical, it is regulated. 
Additionally, diversity denotes a vast range of data resources. Different data inputs, 
including wearable sensors and movies, can now be analyzed to produce more 
accurate findings than in the past. 

Veracity—Data’s validity is its ability to be trusted and recognized for what it is. 
The captured data could contain inaccurate or noisy values. The inaccurate results 
may be the result of device failure. Additionally, authenticity relates to the caliber 
of acquired data. Given the enormous amount of data acquired, there is a very high 
likelihood that this knowledge will have an impact on that analysis’s findings. 

Value—It is the removing of useful information from a set of information. The 
following stage is to comprehend the significance of information and how it will 
become beneficial. The problem is that even if the collection of data grows, less 
critical data is recorded. Nevertheless, the quantity of useful data increases as more 
precise smart measuring equipment is used. 

2.4 Sources of Data for Smart Grids 

The smart grid is just a sophisticated mechanism that eliminates a large amount of 
information from technology operating procedures. Further specifically, data is being 
collected again from point of electricity production to the point of client usage. Addi-
tionally, these data include measurements via smart meters. In [11], various types 
of devices which are deployed in the systems and digital metering in users’ houses, 
workplaces, or industries handle a large portion of the gathering of information. 
A measuring collection of information is what it is. Details relating to industrial 
policy failures can be found in the company data provider. While it is impossible to 
assemble knowledge just on climate or vacations, the functioning of the electricity 
grid is impacted by such exterior sources of information.
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3 Power Analytics 

3.1 Data Gathering, Sharing, and Filtering 

As has been indicated in the preceding section, several methods of data collecting 
are used according to the foundation of the information. For illustration, informa-
tion about components beyond the smart grids is typically gathered from a variety of 
external sources, whereas quantitative research about electricity in smart grids is gath-
ered besides that distributed through the aid of smart meters, which are implemented 
together with electricity firms and consumers. Such devices measure using varying 
degrees of precision and collecting precision based on the style. These observations 
often contain information about the feeder flow, energies more than any amount 
of time, node voltages, voltage level, harmonic distortion, active/reactive, and load 
profile. After the information has been composed, it is crucial to create reliable 
and affordable telecommunication services which would enable the connection of 
datasets that are dispersed across vast areas. Such networks can be connected to the 
network, but each offers advantages and disadvantages within itself. The cordless 
connection enables the inexpensive transmission of data from many edge devices to 
data centers, even when the data may be contaminated by interference. But at the 
additional point, traditional wired equipment, including Power Line Communication 
(PLC), has now been positively executed [11]. 

In [12], the three different connection configurations make up the smart grid’s 
telecommunications network. Home Area Network, inside a modern house or apart-
ment, is a system of smart meters as well as other gadgets. It is mostly used for native 
power monitoring and has a data transfer amount of fewer than 1 Kbps. Neighbor-
hood Area Network is a system of many home-based routers whose primary purpose 
is to gather and store information on energy use in the load system infrastructure. 
Wide Area Network is a connection of every part of the smart grid. It is capable of 
transmitting a lot of data across a wide region. 

In [13], through this point, it was clear that it was not the best course of action to 
acquire and analyze all the information which the smart grid produces since it would 
only result in higher transaction cost, computational burden, and computer storage 
capacity use. Data preparation is necessary to prevent such undesirable effects and 
boost the speed and effectiveness of predictive analytics. Data preparation is the 
method of dividing the size of the dataset to generate better condensed, intelligible 
representations of the generative model or to further classify the data with fewer actual 
errors. Three general types of data preparation approaches were identified. Data 
Integration: This aims to discover characteristics that are identical but have various 
terms, or separate characteristics having high similarity, and reduce the range of data 
by eliminating such "additional" characteristics that resulted from the combination 
of all smart meter data collections. Additionally, characteristics that are strongly 
linked are covered. Data Purification: It discusses how to handle information that is 
incomplete or unexpected. Usually, typically, removal or approximation procedures 
are utilized when there are null data. Contrarily, unusual numbers must either be
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regarded as information loss or left in the information source because they represent 
a recently occurring extremely rare occurrence. Transformation of Data: It deals with 
edge detection, where a group of fresh characteristics is produced by combining 
and transforming old ones. These methods are provided comprehensively and based 
on the specifications for particular tasks as well as the characteristics of the data 
gathering; they may be utilized solely or in groups. 

3.2 Data Analytics 

The aim of data analysis or machine learning would be to extract meaningful infor-
mation from such a lot of structured research to determine patterns, and tendencies, 
including correlations that will reveal the untapped potential for the effective use of 
possessions already available. A thorough data analysis methodology is just what 
gives intelligent networks their intelligence; without it, establishing a pure, depend-
able, as well as effective grid is only a daft idea. The two most popular methods 
within machine learning were supervised besides unsupervised intelligence. These 2 
vary in that category association is the emphasis on supervised learning whereas the 
emphasis on unsupervised learning is indeed the inherent patterns of the material. To 
obtain any information from the data, it is vital to consider data specificity because in 
supervised learning the information is categorized whereas in unsupervised learning 
it was not [14]. To obtain any information about the data, it is vital to consider data 
classification performance because even in supervised learning the information is 
categorized whereas it is not done in unsupervised learning. 

4 Forecasting Methods 

The estimation techniques are divided into two categories inside this segment: 
univariate models as well as multivariate models. 

4.1 Forecasting Loads Utilizing Time Series Models 

Electricity usage time series are records of electrical use made over a steady 
rhythm that is distributed uniformly. Time series forecasting makes predictions 
about upcoming outcomes depending on observations from the past. Here are a 
few well-known time series prediction methods that have been used to anticipate 
energy usage. 

Autoregressive Integrated Moving Average. Probably the greatest widely used 
technique aimed at predicting time series data is ARIMA. ARIMA, often called the
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Jenkins-Box technique, was first developed by Jinkens et al. [15]. This could deter-
mine the likelihood that a potential value will fall inside a given range of outcomes. 
ARIMA stands for Auto-Regression (AR) plus Moving Average (MA). According 
to the AR method, the present value of both sequences is dependent on their prior 
readings. The MA method goes under the premise that now the past dispersion 
from a sequence’ mean affects the present variance of a number. The given form of 
ARIMA is (p, d, q,), whereby p signifies the number of autoregressive components, 
d is the amount of inter-annual variations, and q is the amount of delay prediction 
error. Pattern selection, statistical inference, and validation of the model are the three 
fundamental ARIMA processes. 

Modify the time series into a stationary one if it is not already one. The math-
ematical model helps as the basis for emerging the predicting formula of ARIMA 
[42] as in Eqs. (1) and (2): 

yt = x ′
t = xt − xt−1 (1) 

where x
′
t is first-order differencing; suppose xt= series, and xt−1 = simply subtract 

the prior value, and yt = create the new series: 

x ′′
t = x ′

t − x ′
t−1 (2) 

where x ′′
t is second-order differencing, x

′
t= first-order differencing, and x ′

t−1 = first-
order differencing on xt−1: 

xt ′′ = x ′
t − x ′

t−1 

= (xt − xt−1) − (xt−1 − xt−2) 
= xt − 2xt−1 + xt−2 (3) 

where xt ′′ = second-order differencing which can be identified by Eq. (3). 
The extended formula for the ARIMA predictor can be expressed as follows using 

the equations mentioned above: 

ARIMA (1, 1, 1)yt = xt -xt-1 

yt = ∅1yt−1 + θ1et−1 + et (4) 

where et represents noise; ∅1 and θ1 represent parameters 
Therefore, Eq. (4) gives us one AR parameter, one MA parameter, as well as the 

noise term. 
Artificial Neural Network. Influenced by biological neurons, ANN is a group of 

networks of tiny computer units named neurons. Time series and multivariate data 
could both be predicted using ANN models. NARX and LSTM are two examples of 
well-liked time series ANN estimation techniques [16].
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Human minds store information that they learn to memorize. Both the mind and 
the computers are capable of storing knowledge, but they do it through fundamentally 
various techniques. The information is saved in a certain area in computers, but the 
mind changes the connections between its neurons to store it because a neuron cannot 
store anything; it can only relay signals from one neuron to another. 

Researchers could describe the mind as a vast neuronal network where the connec-
tions between the neurons create special information. Since this neural net mimics 
the functioning of the brain, we are referring to the brain. The neural network is 
comprised of linkages between nodes, much as the brain is made up of neuronal 
connections. Since the neural net imitates the connection of neurons, being the most 
major factor of the mind, what constitutes a neuron inside a neural net is a node. 
Human brains employ neuron associations, whereas neural networks utilize neuron 
weights of the connections. 

Think about a node [44]. Signals x1, x2, x3 are the nodes, while y represents the 
outputs. The values for the signals are w1, w2, and w3, while b is biased, which would 
be connected to storing information. Consequently, we could state that weights and 
bias are the means through which the neural network stores its data. Upon accessing 
the node, the input signals are amplified by the weights: 

u = (w1 × x1) + (w2 × x2) + (w3 × x3) + b (5) 

u = wx + b (6) 

where x1, x2, and x3 are signals 
w1, w2, and w3 are the signal’s associated weights. 
Bias, represented by the letter b, is related to the storage of information. 
The sum is the node’s output. Equation (5) clearly illustrates that the more weight, 

the more impact. The value function equation may be expressed in matrix notation. 

w = [w1 w2 w3] (7) 

x = 

⎡ 

⎣ 
x1 
x2 
x3 

⎤ 

⎦ (8) 

where x1, x2, x3 are signals, and w1, w2,w3 are the signal’s associated weights. The 
weighted sum Eq. (7) and Eq. (8) can be expressed in matrix form. 

The node’s output is analyzed using the “activation function:” 

y = ∅ (u) (9) 

Activation function is referred to as ø, which controls how a node behaves.A 
neural network node’s result is given in Eq. (10):
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y = ∅ (u) 

Value of u, by Eq.  (6), is 

y = ∅ (wx + b) (10) 

where y is the output of a neural network node, b is biased, x is signal, w is signal-
associated weight, and ø is activation function; a node’s behavior is determined by 
its activation function. 

Non-Linear Autoregressive Network with Exogenous Variable. A non-linear 
autoregressive recurrent neural network is called NARX. This has a response struc-
ture, where the platform’s hidden layers are interconnected to the output nodes. 
Because it has a feedback link that includes multiple hidden layers rather than just 
the input layer, it differs from backpropagation ANN. Through the use of the previous 
relationship with the future or capture data, NARX additionally makes use of memo-
ries. It simulates a non-linear function using repetition again from the time series’ 
historical values. 

The changes and improvements in the time series are predicted using this trans-
formation function. The previous delayed elements with the same time series serve 
as the channel’s input. A popular dynamics neural design for input–output analysis 
of non-linear systems is the NARX circuit. 

The NARX connection is made as a feedback control time-delayed neural network 
for use in time series forecasting. Without the feedback mechanism of delayed results, 
its prediction accuracy would be significantly worse. In [43], the extended formula 
in Eq. (11) for NARX looks like this: 

yt = f (yt−1, yt−2, yt−3, yt−4, . . . . . .  ut−1, ut−2, ut−3, ut−4) (11) 

where f is the function, the relevant variable is y, the measured variable is u, and u 
assists in predicting y. 

Long Short-Term Memory. A machine learning technique called LSTM is an 
RNN version. In [16], the primary goal of the LSTM proposal was to circumvent the 
disappearing gradients issue that arises during the learning of deep recurrent neural 
networks. 

Each hidden unit neuron in LSTM is a storage cell with conscience recurring 
edges. Since these edges have a strength of 1, the gradients can traverse over several 
levels before bursting or disappearing. 

Recurrent neural networks of the Long Short-Term Memory (LSTM) kind can 
acquire ordering dependent on classification predictive issues. 

The inputs weight w, recurring weights r, and biases b of an LSTM layer are its 
learning weights. Provided by indicates, the cell state at time step t is 

ct = ft ∗ ct−1 + it ∗ gt (12)
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ht = ot ∗ σc(ct ) (13) 

where * represents the vectors’ component multiplication. 
σc represents the state activation function indicated. 
From [41], the elements at time step t are defined through the next set of Eqs. (14), 

(15), (16), and (17): 

ft = σg
(
w f xt + r f ht−1 + b f

)
(14) 

it = σg(wi xt + ri ht−1 + bi ) (15) 

ot = σg(woxt + roht−1 + bo) (16) 

gt = σc
(
wgxt + rght−1 + bg

)
(17) 

Here, σg represents the gate activation function, ft represents forget gate, it represents 
input gate, ot represents output gate, and gt represents the cell candidate. 

Analyzing Time Series Forecasting Approaches Comparatively. In [17], while 
ANN methods function superior at long-term prediction, ARIMA is best adapted 
toward short-term prediction. ANNs can represent non-stationary time series because 
they can understand the fundamental trends in the information with the aid of hidden 
layer nodes [18]. The flexibility with which neural networks may generate non-linear 
mappings among extracted features is one of its key advantages. These do a great 
job of capturing the non-linear behavior of the time series. 

4.2 Predicting Loads Using Multivariate Models 

Several inputs are used in multivariate models. Those sources, also known as indepen-
dent factors, are the elements that have an impact on how much power is consumed. 
Such factors can include aspects of the climate (such as temperatures, moisture, cloud 
cover, and wind velocity), aspects of the schedule (such as the hours of the day and 
the day after), and even the charge of fuel. The three primary kinds of multivariate 
predicting techniques are ensemble, hybrid, and deep learning models. 

Prediction of Load Using Ensemble Models. The forecast models known as 
ensemble methods integrate several learners to make superior efficiency. Ensemble 
models are methods for supervised learning. A powerful and efficient architecture is 
created by combining several ineffective learning strategies. The ensemble method 
combines several concepts to assist reduce generalization problems that may not be 
addressed by a singular programming strategy. 

Suppose that there are 3 estimate representations A, B, and C each of which has 
an average accuracy of 89, 82, and 75 percent. Assume that A and C have a high
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degree of correlation and that model B does not. Mixing modeling A and C in this 
situation will not lower the estimation error, but adding model B to either model A or 
model C will result in more accuracy. Each prediction technique is given a specific 
value. Conventional approaches are used to give those weights. 

The following are a few methods for distributing weight. Collinearity calculation: 
to choose the basic models, determine the covariance for every model with everyone. 
To make the final design sufficiently generic to provide minimal prediction error, 
eliminate the strongly associated models. Weight assignment by ANN: it is possible 
to employ neural networks to choose the proper values for the estimation techniques. 
Weight assignment by Bayesian: determining the likelihood function of each scenario 
assigns weights. 

One of the 2 methods is possible: (1) an in-sample method is Bayesian model 
averages. (2) Predicting probability scale is a method that is not predetermined. 
Equal weight assignment: provide each model with the same amount of weight. 
Compared to more requirements for optimum, this one is the cheapest and frequently 
produces good results. It cannot, therefore, evaluate the algorithms according to their 
effectiveness. Additional methods involve learner-forward choice, bagged, and input 
sample enhancing. 

Random Forest. The best ensemble learning methods are random forest (RF). 
Models are selected from a large set of data via substitution those are selections of 
the data’s characteristics. Decision trees (DT) are created using a random selection 
of the data. With all of these examples of randomly picked data, multiple DTs are 
created, creating a random forest. Whatever tree-generating technique can produce 
DT. The RF method characteristics include a splitting criterion for decision trees as 
well as the number of trees in the method. For instance, data is used to construct 90 
trees. Each tree develops a reaction to the test sample after receiving a test piece, 
resulting in 90 forecasts again for sample material. The ultimate anticipated number 
of the random forests is a biased sum of such replies. Since nearby are numerous trees 
in the forest created from various data sources, the projection system is particularly 
generic and cannot possibly be the majority of the cases. 

In [19], researchers used the random forest to anticipate the short-term electrical 
load of an academic campus building. Regarding load forecasting, a two-staged 
framework is proposed. In the early phase, the moving average approach is used to 
analyze the trends in electricity usage. The best super variable, such as the trees, the 
splitting criterion for decision trees, and the minimal divide, is learned on RF in the 
second phase. Test and error are used to choose the parameter settings. In regards 
to MAPE besides RMSE, our suggested model performs better than SVR as well as 
ANN. 

In [45], the generic bagging method is applied to tree learners by the random forest 
optimization technique. Provided a practice set, x = x1,x2,….xn with responses y 
= y1, y2,….yn , after replacing the training dataset with such a random selection, 
bagging repeatedly (B times) fitting trees to such sampling. For b = 1….B, (1) n 
training instances from x and y are sampled with substitution; refer to these as xb, 
yb. (2) construct a regression and classifier tree fb on xb, yb.
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By summing the forecasts from each separate regression tree on x ′ after training, 
forecasts for unobserved observations x ′ can be generated by Eq. (18): 

f = 
1 

B

∑B 

b=1 
fb

(
x ′) (18) 

where the bootstrapped data is represented by the random forest tree fb, x
′
represents 

the sample, and B is a free variable; an optimal number of trees B can be found using 
cross-validation. Since the model’s variance is reduced while raising the bias, this 
technique improves predictive accuracy. 

Hybrid Systems Are Used for Load Forecasting. Approaches toward hybrid 
predicting combine approaches like regression as well as information filtering. 
Hybrid systems mitigate each product’s obvious weaknesses while combining 
inherent advantages from two or more different techniques. Typically, a predicting 
technique is paired with such a metaheuristic optimization procedure to fine-tune the 
forecaster’s model limitations. The hyper-parameters of the system should be selected 
following the trained data to develop an appropriate prediction. For all inputs, the 
standard hyper-parameters do not always ensure successful training. Through the 
integration of the most effective statistical as well as machine learning techniques, 
hybrid approaches promise to improve time series prediction. 

Hybrid Support Vector Machine. SVM is a very effective estimate procedure. 
Among the most used approaches for forecasting, because of its reliability and preci-
sion of computing SVM was first suggested [20]. SVM develops an ideal hyperplane 
to categorize training samples into appropriate groups. Expense penalties, hypersen-
sitive error function value, as well as sigma kernel parameters are the three primary 
hyper-parameters in SVM. 

In [21], the researchers use a customized ABC optimization method to tune the 
model parameters of the least square SVM. Numerous estimation techniques are 
outperformed by the hybrid approach. The outcomes of the predictions demonstrate 
how well the hybrid model works. It surpasses several estimation methods, including 
ANN and ARMA. SVM [48], implementation in overall. Assume we have an n-
sample training dataset. (xi ,yi ), (i = 1, 2,….,n), using the binary class labels yi 
that belong to the input data vector xi . In [49], the parameters construct the SVM 
classifier: 

w.∅(xi ) + b ≥ 1 i f  yi = +1 (19) 

w.∅(xi ) + b ≤ 1 i f  yi = −1 (20)  

That is a single condition that can be expressed: 

yi (w.∅(xi ) + b) ≥ 1 i = 1, . . . ,  n (21)
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where ø(x) is a non-linear element’s source space to a high-dimensional space trans-
formation matrix. The separating hyper lane is defined by the weight matrix w. b is 
a deviation from the architecture of the separating hyper lane (0, 0). 

If the provided dataset cannot be separated, a slack constant ξi is added such that, 
Eqs. (22) and (23), 

yi (w.∅(xi ) + b) ≥ 1 − ξi i = 1, . . . ,  n (22) 

ξi ≥ 0 i = 1, . . . ,  n (23) 

Hybrid ANN. The degree to which the algorithm is suited to the training data 
determines how much an ANN performs. The number of neurons, hidden layers, 
learning rate, velocity, and biases are the hyper-parameters of an ANN. In [22], a 
mixed predictive framework is proposed. The biological algorithm has employed 
the hyper-parameters of ANN. The outcomes demonstrate the suggested model’s 
effectiveness and a high degree of precision in comparison to existing models. 

Load Forecasting Based on DNN Models. In [23], DNNs are ANN varia-
tions with deep structures and numerous hidden units that are concatenated into the 
system. DNN’s automatic image learning capabilities enable the learning algorithm 
to complicated non-linear functions and produce input-to-output mappings without 
manually creating characteristics [16]. 

A feed forward neural network, or autoencoder, is an unsupervised method of 
learning [47]. As implied by the name, autoencoders use an encoding algorithm 
to encrypt the data y = f(x). A decoding function is used to recreate the encoded 
information on the output node x

′= g(x). It is possible to write the rebuilt out as 
x

′= g (f(x)). In essence, hidden layers are used to copy the I/P to the O/P nodes. 
Autoencoders are used to reduce the size of inputs. Several encoding levels are 
layered with each other as hidden layers in a layered autoencoder. An autoencoder 
formula is shown in Eq. (24): 

x ′ = g(wx + b) (24) 

Here, x
′
is the input that was rebuilt. The encoding factor is g. The weights are w, 

and b is the bias. 
Convolution Neural Network. CNN is an intake ANN that applies the convolu-

tional matrix multiplication to enter information. In essence, CNN uses three funda-
mental levels to construct its networks. Convolution, rectified linear unit (ReLU), and 
dumping level are these structures. Convolutional filtering is used in the convolution 
operation to excerpt the structure’s information [23]. In [46], the following formula 
defines the convolution operation in Eq. (25): 

y(t) = (x ∗ w)(t) =
∫

x(a)w(t − a)da (25)
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where the input is x, w stands for kernel filter, and y is the outcome. That is the 
original input image at time t. 

Evaluation of Multivariate Forecasting Techniques in Comparison. The  
strengths and weaknesses of the estimation techniques covered in the preceding part 
are briefly summarized in this section. This article also provides a relative examina-
tion of different models. The fundamental problem with RF is that a high number 
of trees is used to estimate the brand the method is extremely computationally and 
computationally intensive. As a result, this method won’t be useful for making projec-
tions instantaneously. Although RF is quick to train, the learned model’s predicting 
process takes longer. 

In the occurrence of sufficient data, a large model, and powerful computing, DNN 
produces accurate forecasting predictions. Compared to other classifiers, DNN has 
the enormous benefit of not requiring feature extraction. It is a framework that is 
very adaptable to new issues. 

5 Issues and Alternative Solutions 

Big data is a crucial development in the modern day. It has numerous uses in 
numerous industrial fields. Big data analytics does have many benefits, but there 
are also several potential drawbacks when working with large datasets. The fact that 
information comes from a variety of smart grid devices such as sensors is among 
the key issues with datasets. Data aggregation is a viable alternative for handling a 
particular collection of information that comes in several forms. 

Sometimes while using the smart grid, the network needs to react right away. An 
illustration of it may be an electrical network failure. Real-time analysis is necessary 
to identify unusual network activity. It includes several positive aspects, including 
quick data handling and a specific system’s methodology to handle large datasets to 
prevent errors in the functioning of smart grids. 

Electricity analysis of large data problems can be overcome in a variety of ways. 
Multiple software solutions may be able to resolve the problems of data amount and 
variety. The Apache Hadoop technology stage is by far the maximum dependable of 
them all. The computer’s primary functions involve working with large amounts of 
data and dividing it up across components so that it may be processed quickly. 

6 Discussion 

The in-depth analysis of current load prediction models resulted in the following 
conclusions: These findings may aid in better load prediction understanding. If an 
optimization technique is modified, a decline in the locally optimal and an instability 
result could result. DNN requires a lot of computing power.
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The number of neurons in hidden units, in addition to the total interlayer, should 
rise in very modest, sequential steps while choosing the best network settings, 
whereas a rise in the number of layers of neurons results in a surge across both 
integration time difficulties. A sufficient amount of data should be used as input 
variables since load data involves periodicity. 

To create a reliable and comprehensive prediction system, sufficient data input that 
covers the entire periodicity trend must be collected. The majority of load forecasting 
studies does not take big data into account. Big data analysis helps to determine 
previously undiscovered insights that help manage and organize trading activities. 

As demonstrated by the research study, load monitoring may identify periods of 
high-power usage. It is feasible to control power infrastructure, lessen grid conges-
tion, or save revenue on investments. It is among the potential applications in the area 
of energy analysis. Investigators are indeed looking at the upcoming issues and diffi-
culties in big data applications that are connected to managing data, data processing, 
as well as network issues. 

We plan to investigate autonomous feature extraction in a research plan that will 
further enhance the precision of their regression model. Additionally, we intend to 
thoroughly evaluate our technology using numerous smart grid demand datasets from 
various nations and businesses and then perfect it to guarantee its applicability in 
all situations. Last but not the least, we believe that utility companies may find my 
study to be beneficial for their large-scale load forecasting applications for customer 
organizations at various resolution ranges. 

We may say that several studies find that LSTM-based load power prediction 
is more accurate and less error-prone than conventional statistics-based prediction 
methods like AR, ARMA, and ARIMA. Therefore, using LSTM to estimate power 
requirements with some more hyper-tuned variables and optimizations could be 
successful and produce superior outcomes. 

7 Comparative Load Prediction Techniques Currently 
in Use 

The enormous amount and complexity of big data make it impossible for standard 
estimation techniques to manage it. By using small volumes of training data to create 
models, deep neural network (DNN) efficiently maintains storage. It divides the data 
into portions and does simultaneous training on several CPU cores. Table 1 displays 
the fundamental characteristics of the various prediction techniques.
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Table 1 Characteristics of the various prediction techniques 

Parameters Structure Prediction 
range 

Area Prediction 
technique 

Elements 

Historical 
energy needs 
and usage 

Amusement 
facilities’ 
everyday, hour, 
and 15-min 
power use 

Medium 
period 

Ontario, 
Canada 

ANN, SVR 
[24] 

Fit for handling 
massive 
amounts of 
information 

Past loads and 
meteorological 
data 

1.2 million 
customers 
(home, 
governmental) 
use the actual 
distribution 
model on an 
hourly basis 

Short-term 
and one 
week from 
now 

Not brought 
up 

Regression 
tree, 
segmentation, 
and 
hierarchical 
clustering [25] 

Computer 
illiterate 

Weather and 
traffic data 
from the past 

A national 
road from 
Goyang to Paju 
was seen to 
include hourly 
traffic and 
meteorological 
data 

Short-term, 
tomorrow 

South Korea The decision 
tree [26] 

Simple 

Previous load Three 
Intelligent 
homes are 
loaded per 
second into the 
dataset 

Short-term, 
daily, and 
next week 

Umass Trace 
Online 
Repository 

Adaptive 
Neuro-Fuzzy 
Inference 
System [27] 

Good 
precision, ease 
of 

Previous 
consumption 

Usage of the 
Budweiser 
Gardens 
exhibition 
space for 
15 min 

Short-term, 
daily, and 
next week 

Ontario, 
Canada 

SVR [28] Easy and fast 

Data on past 
temperatures 
and power 
usage 

National 
Penghu 
University of 
Science and 
Technology’s 
Hartcourt 
North Building 

Short term Taiwan Multipoint 
fuzzy 
prediction [29] 

High precision

(continued)
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Table 1 (continued)

Parameters Structure Prediction
range

Area Prediction
technique

Elements

Outside 
temperature, 
humidity 
levels, and the 
temperature of 
the supply and 
returns of cold 
water 

Information 
from the 
university 
buildings of 
the Hong Kong 
Polytechnic 
University 
covering a 
year’s worth of 
operations 

Short term Hong Kong Association 
rule mining, 
decision tree 
model [30] 

Simple 

Weather 
information 
and electricity 
use 

Details on 
5000 families’ 
usage at 
15-min 
interludes from 
a project with 
the 
Chattanooga 
Electric Power 
Board 

Future 
days, 
weeks, and 
short-term 

Chattanooga, 
U.S.A 

Sparse coding, 
ridge 
regression [31] 

High precision 

A temperature 
within and 
outside, 
humidity, solar 
radiation, 
calendar 
characteristics, 
and usage 

Climate and 
usage at a 
Girona 
University 
office 

Future day, 
week, and 
short-term 

Girona 
University 

ANN, SVR 
[32] 

Regression 
models are less 
precise than 
ANN but easier 
and quicker 

Previous load 5 cities’ hourly 
usage 

Short term FARS 
electric 
power 
company 

SVR [33] High precision 

Past load 
information 

Belsito 
Prisciano 
feeder Azienda 
Comunale 
Energia e 
Ambiente 
(ACEA) power 
grid load time 
is 10 min; the 
distance to 
Rome is 
10,490 km 

Short-term, 
a day, and  
ten minutes 

Rome Echo State 
Network [34] 

High precision

(continued)
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Table 1 (continued)

Parameters Structure Prediction
range

Area Prediction
technique

Elements

Historical cost 
and 
meteorological 
characteristics 

HVAC system 
usage statistics 
for a five-star 
hotel in 
Hangzhou 
City, China 

Short-term, 
tomorrow 

State Grid 
Corporation 
of China 
Hangzhou, 
China 

SVR [35] Simple 

Previous load Data about 
NSW State’s 
hourly 
consumption 
in real-time 

Short-term, 
daily, and 
next week 

Australia RBFNN [36] High precision 

Temperature, 
kind of date 

3000 Irish 
homes’ Smart 
meters’ worth 
of data from 
the Irish Social 
Science Data 
Archive 
(ISSD) took 
30  min to load  

Short term Ireland K-mean [37] A quick learner 

Previous load 15 min are 
needed to load 
each 
household’s 
meter data 

Short term Taipei, 
Taiwan 

The decision 
tree [38] 

Accuracy, 
robustness to 
noise 
information 

Lagged 
burdens, 
calendar, and 
weather 
elements 

Irish Social 
Science Data 
Archive’s 
“Smart 
Metering 
Customer 
Behavior 
Trial” used 
5000 houses 
for a 15-min 
power load 
(ISSDA) 

Quite 
Short-term, 
between 15 
and 1 h in  
the future 

Ireland ANN [39] Engineered 
automatically, 
robustness to 
noisy data 

Temperature 
and humidity 

2012 Global 
Energy 
Predicting 
Contest, 
temperature, 
and hourly 
load 

Short-term, 
upcoming 
day and 
week 

USA regions, 
21 

Recency effect 
[40] 

Effective use of 
big data



42 S. Tiwari

8 Conclusion 

This study is anticipated to act as a starting point for such inexperienced investi-
gators involved in the arena of electricity ingesting estimating. The majority of the 
investigation focuses on predicting short-term or medium-term loads. A place that 
requires further investigation is long-term load prediction. The method used to esti-
mate the electricity consumed varies depending on the circumstance and forecasting 
timeframes. It is stated that while univariate classifiers work well on minor datasets, 
multivariate estimate models are appropriate for big datasets. 

Concerning effectiveness, deep learning projection approaches perform better 
than any traditional or computational intelligence predictive model. In addition, their 
great processing capacity gives computers the best option for big data analytics 
including projection, when other machine learning techniques struggle to deliver 
satisfactory results. DNN has also been shown to be a successful tool for long-term 
prediction. 
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Analysis of Three-Phase Induction Motor 
Speed Performance with Load Torque 
Changes Using Inverter Space Vector 
Pulse Width Modulation (SVPWM) 
Control 

Setiyono and Bambang Dwinanto 

Abstract This paper presents an analysis of the Space Vector Pulse Width Modula-
tion method which is applied to an inverter for controlling asynchronous alternating 
current motors or three-phase induction motors through modeling simulations using 
Simulink MATLAB tools. Induction motors have complex rotational speed control 
characteristics. Its performance is influenced by several things, including the number 
of poles, and the frequency setting of the input voltage. To get a wide frequency 
setting, generally an inverter switch is use which is regulated by controlling the 
switch gate trigger pulse. This modeling is also used to determine the control pattern 
of the inverter switch trigger, the characteristics of the voltage curve, torque current, 
and speed of a three-phase induction motor. This study is also expected to help 
researchers in solving problems related to the Space Vector Pulse Width Modula-
tion programming algorithm more concisely and easily because the inverter trigger 
pattern can be directly implemented into electronic control programming. The simu-
lation results show that the induction motor can work on load changes with small 
torque ripples, stator, and rotor currents with small ripples and is followed by a linear 
rotational speed setting. 

Keyword Space vector pulse width modulation · Inverter · Three-phase induction 
motor 

1 Introduction 

Induction machines as electric power equipment are widely used in various fields, 
including industry, transportation, offices, and households. Besides having the advan-
tages offered, this machine also has a weakness in setting the rotational speed. The 
rotational speed of an induction motor can be controlled in two ways, namely direct 
and indirect starting. Starting directly is done by connecting the motor to the grid 
voltage. This method has the disadvantage of causing power losses when the motor
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is initially connected to a power source, because at that time the motor draws a 
very large starting current. The starting method is indirectly by adjusting the supply 
voltage, input current, stator field flux, and frequency using an electronic device 
known as a Variable Speed Drive (VSD), especially Inverter [1] [2]. The use of 
VSD in induction motors has an effect on the improvement of torque, speed, and 
current drawn by the motor. The study begins with modeling the character control 
of speed, rotor current, and motor torque [3–7]. Ahmed J. Ali1 modeled the tran-
sient regulation approach of a cage-rotor induction motor based on the winding 
function (WFA) which assumes the MMF coupling between the rotor and stator is 
sinusoidal and non-sinusoidal. The result is that the second model approach is better 
[4]. Babak Kiani in his paper writes a Limited Set Model Predictive Direct Torque 
control method (FS—MPDTC) to reduce torque and flux ripples, by implementing 
two or more Space Vector Pulse Modulation (SVPWM) voltage vectors [8]. Yassine 
Zahraoui said space vector modulation is a very appropriate solution to reduce high 
ripple levels regardless of its complexity [9]. Mihoub Youcef implemented RST and 
adaptive fuzzy controller (AFC) to increase variable speed Induction motor drive 
control system [10]. Arkan A. Kadum presents a new adaptive hysteresis band control 
approach used in direct torque control (DTC) of induction motor drive (IM) with a 
switching pattern for PWM signal generation; the simulation results under different 
operating conditions over a wide speed range show the validity, effectiveness, and 
feasibility of the proposed design [11]. Several other researchers developed induc-
tion motor drives with space vector control to obtain lower torque ripple and wider 
speed regulation [12–19]. Control with VSD is generally done by setting the ignition 
pattern of the inverter switch using switch control or vector control. Switch ignition 
settings with vector control have advantages such as more efficient use of energy, and 
produce a wide rotational speed setting. This study describes a study of induction 
motor control testing on various changes in load torque using the Space Vector Pulse 
Width Modulation method to see the character of the stator current, rotor current, 
and speed of a three-phase induction motor through modeling using the Simulink 
MATLAB tool. Previous researchers used a lot of Sinusoidal Pulse Width Modu-
lation (SPWM) control method, but in the article the method of generating a gate 
ignition signal using the Space Vector Modulation (SVPWM) method has a smaller 
harmonic distortion and a higher output voltage than the SPWM method. The simu-
lation results show that the design of the induction motor speed regulation using 
SVPWM can work well and is able to operate at changes in load torque. This design 
can be a technological contribution and a reference for advanced researchers to be 
implemented into electronic circuits. 

2 Space Vector Concept 

The representation of the time function of a balanced three-phase system of a voltage 
and current can be shown in Eq. (1):
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va + vb + vc = 0 (1)  

The magnitude and direction of the vector [va00]T of a three-phase system is 
placed along the coordinates of the d-axis; the vector [0vb0]T is shifted by 1200 and 
the vector [00vc0]T is shifted by 2400. Figure 1 is an illustration of this vector in 
imaginary coordinates d-q. 

α = tg−1

(
Vd 

Vq

)
= ω = 2π f (2) 

where f = fundamental frequency for Eq. (2). 
If va, vb, vc is specified as a reference, the vector vref can be determined by Eq. (3): 

vref = 
2 

3

[
va + vbe j(2/3)π + vce− j(2/3)π

]
(3) 

The vector vref (three-dimensional space) is then transformed into a two-
dimensional d-q space base system into an algebra for the sum of real elements 
and imaginary elements in Eq. (4):

[
vd 

vq

]
= 

2 

3

[
1 −1 

2 
−1 
2 

0
√
3 
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− 
√
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2

]⎡ 

⎣ 
va 

vb 

vc 
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⎦ (4) 

The next step is the transformation of the d-q coordinate space to the α − β 
coordinates obtained by Eq. (5):

[
vα 
vβ

]
=

[
cos(ωt) cos

(
π 
2 + ωt

)
sin(ωt) sin

(
π 
2 + ωt

)
][

vd 

vq

]
=

[
cos(ωt) −sin(ωt) 
sin(ωt) cos(ωt)

][
vd 

vq

]
(5)

Fig. 1 Placement of the 
Vector of a three-phase to 
d-q Coordinate 
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If va, vb, vc is a three-phase voltage-balanced system with a maximum value of 
Vm, then the vector v(t) can be denoted by Eq. (6): 

v(t) = Vme 
j ωt (6) 

Thus, v(t) is a vector with a maximum amplitude of Vm rotating at a constant 
angular velocity of ω rad/sec. 

2.1 Eight Vector Switching Inverter Combinations in Space 
Vector Pulse Modulation (SVPWM) 

The performance of the three-phase inverter switch can be grouped into eight states. 
Switches a, b, and c have complementary switch pairs a’, b’, and c’ where when 
switch a is connected or ON then the complementary switch pair a’ is open or OFF. 
Likewise, switch b and switch c work in reverse with their complementary switches 
b’ and c’. 

Figure 2 describes a three-phase inverter having eight switching conditions that 
can be formed in eight binary compositions from 000 to 111. Each composition 
is denoted by V0, V1, V2, V3, V4, V5, V6, and V7 hereinafter referred to as vector 
switching. V1, V2, V3, V4, V5, and V6 are called non-zero vectors because they produce 
an output voltage that is not equal to zero, while V0 and V7 are called zero vectors 
where this vector produces an output voltage equal to zero.

Figure 3 shows 6 vectors mapped to six sectors (sectors 1 to 6) in a position around 
the central point forming a hexagonal shape while two vectors are mapped to the 
center point (origin) [9, 20–22]. Each sector has a vector angular distance of 600. 
In one rotation on the complex coordinate plane d-q, Vref will pass through the six 
non-zero vectors and zero vectors. The inverter output voltage is also affected by the 
SVPWM modulation index. Selection of the right modulation index will assist in the 
production of the rated voltage. If the modulation index is less, the pulse duration on 
time will be less and therefore, the device conduction time will also be less, so the 
inverter output voltage is reduced [23, 24].

Table 1 shows the state of the output voltage (V0–V7) at various switch conditions 
for each sector.

2.2 Time Calculation and Gate Trigger Pattern 

The trigger of the inverter switch gate with the SVPWM method is the most important 
part of this research. Figure 4 explains the basis for calculating the trigger timing of 
the inverter gate switch based on vector analysis in sector 1. Vref is the resultant of 
the length of vector VA and vector VB, and can be represented by Eq. (7):
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Fig. 2 Eight combinations of inverter switch conditions
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Vref = VA + VB (7) 

In each sector, the value of is always in the interval 0 ≤ α ≤ π 
3 . The voltage Vref 

in sector 1 is of angle 600, the  value  VA = V1, VB = V2, then the voltage Vref in sector
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Table 1 Inverter output voltage in vector switching state 

Voltage 
vectors 

Sector Switching vector Line to neutral voltage Line-to-line voltage 

a b c Van Vbn Vcn Vab Vbc Vac 

V0 0 (origin) 0 0 0 0 0 0 0 0 0 

V1 1 1 0 0 2/3 – 1/3 – 1/3 1 0 – 1  

V2 2 1 1 0 1/3 1/3 – 2/3 0 1 – 1  

V3 3 0 1 0 – 1/3 2/3 – 1/3 – 1 1 0 

V4 4 0 1 1 – 2/3 1/3 1/3 – 1 0 1 

V5 5 0 0 1 – 1/3 – 1/3 2/3 0 – 1 1 

V6 6 1 0 1 1/3 – 2/3 1/3 1 – 1 0 

V7 0 (Origin) 1 1 1 0 0 0 0 0 0

Fig. 4 Calculation of Vref , 
T1, and  T2 in sector 1

Im 

Re 

V1(000) 

V2(110) 

V0,V7 

VDC 

2, VA = V2 and VB = V3. In the same way for every other sector, Vref shifts or moves 
left counterclockwise with a time lapse of Tz. T1 is the time lapse for VA, T2 is the 
time lag for VB, and T0 is the time interval for V0 and V7. In sector 1 mathematical 
analysis, the duration of each T time is determined by Eq. (8), Eq. (9), and Eq. (10): 

T1 = Tz.a. 
sin

(
π 
3 − α

)
sin

(
π 
3

) (8) 

T2 = Tz.a. 
sin(α) 
sin

(
π 
3

) (9) 

Tz = T1 + T2 + T0 (10)
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where 0 ≤ α ≤ 600 ; Tz = 1 
fz 
; and a = |V ref |2 

3 Vdc 

Figure 4 explains each sector the value of is always in the interval 0 ≤ α ≤ π 
3 , in  

sector 1 Vref angle of α = 00 is the same as V1, for angle of α = π 
3 is parallel to V2. 

In sector 2, Vref angle of α = 00 is the same as V2, for angle of α = π 
3 is parallel to 

V3. And so on for calculations in other sectors [25] using  Eq. (11) and Eq. (12). 
Time duration in sector n 

T1 =
√
3Tz

||V re  f ||
Vdc

(
sin

(
π 
3 

− α + 
n − 1 
3 

π

))
(11) 

T2 = 
√
3T2

||V ref ||
Vdc

(
sin

(
α − 

n − 1 
3 

π

))
(12) 

where n = 1, 1 through 6 (that is, sectors 1 through 6, 0 ≤ α ≤ 600). 

3 Method  

The working method with the tool of Simulink MATLAB software through analyses 
parameters of each section in this paper such as voltage, gate pulse, stator currents, 
rotor currents, and much more positively impacted this study. It is the result of the 
design developed by the researcher (space vector modulation), which also produces 
various effects that can be used as a reference for other researchers due to the data 
analyzed. 

Some of the parameters analyzed in this paper include the generation of reference 
voltages, the turn-on time of the inverter switch for each sector, gate pulses, stator 
currents, rotor currents, and the relationship between torque and DC motor speed. 
Figure 5 describes the research method used by building a path or wiring step from 
the designed system design. The working steps are as follows: The three-phase power 
source is a three-phase sine wave generator at a frequency of 50 Hz, and variable 
amplitude with a phase difference of 1200 for each wire. These three voltages are 
then transformed into a 2-coordinate system or abc—αβ which is called the park 
transformation. The reference voltage and the sector selection angle are used to 
determine the sector of the plane on the d-q coordinate axis where the stress vector is 
selected. There are six sectors in the d-q coordinate axis; each sector is 600. The next 
step is to determine the values of Tz, T1, T2, and T0 using Eqs. 7, 8, 9, and 10 to get the 
timing pattern of the inverter ignition pulse. The inverter pulse generator is obtained 
by comparing the space vector modulator signal with a triangular carrier signal with 
a frequency of 4 kHz. The inverter is composed of 3 leg pairs of IGBT switches 
as Variable Speed Driver (VSD) activated by a pulse ignition pulse. A three-phase 
induction motor as a load is simulated with parameters 54 HP (4 kW), 400 V, 50 Hz, 
and 1430 rpm. The value of the DC link voltage on the inverter is 400 V. When the 
position vector is at V0 and V7 then no current flows in the load or Iinv = 0 A. All
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Fig. 5 Design of a space vector modulation system for control of a three-phase induction motor

voltages in each sector are multiplied by Vdc. To change the magnitude of abc—αβ 
or better known as park transformation, the three-phase source voltage is lowered to 
a level of 1 V, 50 Hz with different phase angles of 00, 1200, and 1200. The system 
design in Fig.  5 is then modeled in Simulink MATLAB. The results of the modeling 
shown in Fig. 6 is a three-phase two-level inverter with a three-phase induction motor 
load. 

4 Results and Discussion 

Observations were made by running the modeling and then analyzing the simulated 
waves at the observed modeling image points. Using Eq. (1), the angle can be obtained 
in degrees in the form of a sawtooth wave with an amplitude of 3 V(p−p) (in the top 
figure). Figure 10 is the center of the angle in radians with an amplitude of 180 V(p−p), 
while the bottom picture is the value of Vbeta/Valpha in the form of a sinusoidal wave 
with an amplitude of 1 V(p−p) with a phase difference of 900. Figure 7 is a graph 
of changes in load torque, electromagnetic torque, and induction motor speed with 
time. In the model built, the induction motor bears the load at different times. Load
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Fig. 6 MOSFET two-level inverter as a three-phase induction motor drive

of three-phase induction motor with parameters 54 HP (4 kW), 400 V, 50 Hz, and 
1430 rpm. So the relationship between motor torque and load torque can be analyzed 
as follows using Eq. (13): 

Ta = TL + Tsh (13) 

Ta = torque (armature) or motor torque. 

Tsh = shaft torque = net power shaft torque. 

TL= torque (loss).

Fig. 7 Load torque curve, electromagnetic torque, and induction motor speed 
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Tsh = Pout 
ω , 

where ω = 2π N 
60 

N = full load motor speed. 

so ω = 2×3.14×1430 
60 = 149.62 rad/s. 

Tsh(max)= 4000 
149.62 

Tsh(max)= 26.73 Nm. 

Table 2 shows that between 0 and 0.2 s the induction motor has not been loaded 
or when the motor is starting the load torque is at zero level and the speed of the 
induction motor is at a maximum of 1499 rpm. When the time is in the range 0.2 s– 
0.4 s, the motor is loaded and the maximum torque is 26.73 Nm; at this time, the 
speed of the induction motor drops and is at a minimum speed of 1334 rpm. The 
time is between 0.4 s and 0.7 s and between 0.7 s and 0.9 s the load is reduced so 
that the speed increases according to the decrease in load torque. 

Figure 8 describes the change in stator current at the start, zero loads, maximum 
load and 1/2 maximum load, 1/4 maximum load torque, and 1/8 maximum load 
torque. It appears that at the start of the motor running, the motor draws a large 
current of about 50 A(p−p). After the motor rotates for a while, the current approaches 
zero when the time is between 0.1 s and 0.2 s at which time the motor has not been 
loaded and rises to a maximum when it is at 0.2 s < t < 0.4 s maximum load torque. 
The current decreases over time between 0.4 s and 0.9 s following the decrease in 
load torque. The stator current pattern is in the form of a sinusoid with the same 
amplitude for each phase, and this magnitude affects the load torque.

Figure 9 shows the rotor current waveform when starting the motor, zero loads, 
1/2 peak load, 1/4 peak load, and 1/8 peak loads. When starting the rotor current, a 
large current of about 45 A(p−p)isdrawn, and then it drops to zero at zero loads. The 
rotor current reaches the maximum when full load torque is obtained when 0.2 s < t < 
0.4 s. Then the current slopes as the load torque decreases when 0.4 s < t < 0.7 s and 
t > 0.9 s. The current drawn by this rotor causes a change in the load torque. When 
the minimum rotor current, the load torque is close to zero, resulting in maximum 
motor speed.

Figure 10 is a simulation waveform of two voltage levels between three-phase 
lines Va, Vb, Vc and amplitude 400 V(p−p) at a frequency of 50 Hz with SVPWM 
control. This voltage has a THD which is still quite large. Reducing this level of

Table 2 Net torque change 
of induction motor load 
against time 

Time (s) Tsh (N.m) Speed (rpm) 

0 < t < 0.2 0 1499 

0.2 < t < 0.4 T sh (max) = 26.72 1435 

0.4 < t < 0.7 1/2 T sh (max) = 13. 36 1468 

0.7 < t < 0.9 1/4 T sh (max) = 6.68 1484 

t > 0.9 1/8 T sh (max) = 3.34 1492 
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Fig. 8 Stator current against changes in load torque at various times

Fig. 9 Rotor current at various load torque changes

harmonics can be overcome by increasing the number of levels at the output voltage 
by adding an inverter arranged in a cascade.
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Fig. 10 Inverter output voltage Va, Vb, Vc with SVPWM control

5 Conclusion 

The Space Vector Pulse Width Modulation method is a pulse width modulation tech-
nique that is very effective in controlling the performance of asynchronous machines. 
Inverter trigger pulse generation is based on the performance component of the 
inverter switch which is divided into 6 sectors to get the reference voltage and sector 
angle values. The difference in the angle of the sector is 600 for each sector. The 
duration and time pattern of the switching on of the inverter switch is the same, but 
the phase is different by 600. The load torque of the induction motor is influenced by 
the rotor current which has ripples when the load changes at the start and when the 
motor experiences a load change. The two inverter output voltage levels still have a 
high Total Harmonics Distortion (THD) level, so a higher number of levels is needed 
so that the THD content can be reduced. This model is easy to implement into the 
actual circuit so that it can help researchers to make Variable Speed Drives (VSD) 
for induction motors with good control. 
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Abstract Cognitive resource theory combines individual differences in attentional 
resources and task demands to predict variance in task performance. Mind wandering, 
on the other hand, refers to the occurrence of thoughts that are both stimulus-
independent and task unrelated. In order to analyze the cognitive load, band ratios 
during a mental arithmetic task can be identified by electroencephalogram. In this 
paper, the dataset is collected from publicly available online sources and consists of 
36 subjects performing eyes closed or relaxed state tasks of 180 s and mental arith-
metic tasks (series of subtraction) of 60 s. Based on the count quality of the subtraction 
task, subjects are divided into two groups: “Bad” and “Good”. The main aim of the 
research is to assess the cognitive workload by analyzing different band ratio indices 
obtained from the band power which is calculated using the wavelet decomposition 
function. Individual frequency band variations show the performance of the subjects 
in doing the task. Finally, Binary classification with various classifiers is used to clas-
sify the performance of the classifier. The classification was done with six different 
classifiers in that only three classifiers obtained the same results like Support Vector 
Machine, Gaussian Naïve Bayes, and Logistic Regression with 73%. 
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1 Introduction 

In general we studied human brain functions performing different cognitive loads. 
In this contribution we want to explore the effect of load on the brain using band 
power, band frequencies by performing different band ratios. Normally implementing 
machine learning algorithms for classification of good and bad subjects [1]. 

Cognitive workload based on electroencephalography (EEG) is an important 
marker of brain activity for workload analysis (mental effort). Cognitive workload is 
a measurement of the load placed on memory and other executive functions that are 
used to demonstrate cognitive abilities. Memory load was investigated using EEG 
signals during cognitive tasks inducing seven levels of workload using arithmetic 
tasks [2, 3]. The variations in brain lobes for different load levels are investigated 
[4]. 

The total electrical oscillations in layer potentials created by the interconnec-
tion of the principal inhibitory and excitatory neurons are represented by the EEG 
signal [5, 6]. Mind wandering (MW) episodes, like concern, are characterized by the 
appearance of task-unrelated feelings and ideas that divert attention away from the 
current task [7]. Mind Wandering can happen when you’re doing something else, and 
it shows up as you think about something else [8]. Prospection and future planning 
[9], creativity [10], and mental breaks, which can help you get out of a bad mood 
[11], have all been linked to Mind Wandering. Others have consistently viewed Mind 
Wandering as a condition of diminished working memory and attentional control [12, 
13] and as a predictor of performance errors, in addition to its relationship with these 
more positive processes. Mind Wandering has also been linked to a reduction in 
attention and focus [14, 15]. Increase in EEG theta band power and decrease in EEG 
beta band power were linked to a state of Mind Wandering in a proof-of-concept 
study; [16] reported that a condition of Mind Wandering was associated with high 
EEG theta band power and low EEG beta band power. When you’re awake and close 
your eyes, your alpha waves are higher than when you’re awake and open your eyes 
[17]. 

Power has been found to predict various aspects of cognitive performance on 
other tasks. Many such research has found that good memory performance is linked 
to higher resting power [18], and that a higher ERD is correlated with better effec-
tiveness on a semantic search task [19]. External stimulus, such as task-relevant 
visual pictures or warning signs, suppresses alpha waves during cognitive activities 
[20]. During brief waiting times between task attempts [21, 22] and mental imagery, 
which demands inward-directed thought [23], alpha waves are increased. Decreases 
in perceptual discrimination have been linked to enhanced alpha activity prior to an 
incoming stimulus [24]. The task-related power variations show that alpha activity 
is sensitive to cognitive demands: it is repressed in response to sensory stimulation 
and boosted during periods of no stimulation [25]. 

The role of alpha power in the suppression of sensory processes to protect thinking 
from continuing distraction has been demonstrated in numerous studies [26, 27], and 
it is a promising metric to describe Mind Wandering [28]. Although some studies
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have observed the contrary tendency, our findings are consistent with multiple earlier 
findings that connect greater alpha power with Mind Wandering in the frontal, occip-
ital, and posterior parts of the brain [29–31]. When compared to episodes of focused 
attention, a high in theta and a low in beta power have been reported during Mind 
Wandering [32]. 

In [33], researchers have calculated different EEG band ratios for evaluating the 
cognitive load indices of the subjects in pre- and post meditation. In this paper, we 
have evaluated the subject’s performance before the task and while doing the task to 
know the variations among cognitive load and EEG band ratios [33]. 

The key contribution of the proposed work is to analyze the band ratios, cogni-
tive load index, individual band frequencies, prefrontal electrode of the subjects, 
and finally applied the binary classification with different classifiers like Support 
Vector Machine (SVM), K-nearest neighbor (KNN), Decision Tree, Random Forest, 
Gaussian Naïve Bayes (GNB), and Logistic Regression. The paper is arranged into 
four sections. Section 2 includes materials and methods, Sect. 3 includes results and 
analysis, Sect. 4 includes discussion, and Sect. 5 includes a conclusion. 

2 Materials and Methods 

2.1 Recording and Selection of the EEG Signals 

The EEG signals were recorded from Neurocom Monopolar EEG 23-channel system 
(Ukraine, XAI-MEDICA). All 23 electrodes are mounted on the scalp of the subject 
according to the International 10–20 scheme. The electrodes mounted on the scalp 
recorded the signals from different parts of the brain, which is divided into different 
lobes like frontal, temporal, parietal, and occipital. The placement of electrodes which 
are used to measure the frontal, temporal, parietal, occipital and central lobes of the 
brain are shown in Fig.1. The interconnected ear reference electrodes are used to 
reference all electrodes. The inter-electrode impedance was kept below 5 k, and the 
sampling rate was 500 Hz. A 0.5 Hz cutoff frequency HPF, a 45 Hz cutoff frequency 
LPF, and a 50 Hz power line notch filter are used.

Recording of each EEG signal includes artifact-free EEG segments of 180 s 
(resting state) and 60 s (mental counting). Out of 66 participants, 30 were removed 
from the database due to imprudent artifacts present with eyes and muscles. So overall 
we found 36 subjects best. The task includes both Females and Males marked as “F” 
and “M”: 27 female and 9 male subjects with ages ranging 17–26 with no physical 
and mental disorders.
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Fig. 1 10–20 international 
system of EEG 21 channel 
electrode placement

2.2 Attribute of Subject Participation in the Protocol 

During the recording of the EEG signal, subjects were asked to sit in a dark sound-
proof chamber with reclined armchair; they were asked to relax during the resting 
state or before the task and informed about the arithmetic task; this relaxation state 
was recorded for 3 min duration. After the relaxation, subjects performed the arith-
metic task for 4-min duration but for analyzing the changes that occur in the load, the 
dataset was considered 1 min arithmetic task, and the remaining 3 min are excluded. 
Based on the count of subtractions done by the subjects, they were divided into 2 
groups: “Bad” and “Good”. A total of 26 subjects’ performance was under “Good” 
and 10 subjects’ performance was under “Bad”. 

Participation in the protocol includes a series of subtraction or number of subtrac-
tions. It includes the process of first taking the difference between the four-digit 
number and the result of subtracting, divided by the subtrahend. More information 
can be found in the paper [34]. 

2.3 Wavelet Decomposition 

The nature of the EEG signal has a time-varying property; in order to convert the 
time domain signal to the frequency domain, we used wavelet transform. Wavelet 
transform can provide the time and frequency signals simultaneously. A wavelet 
family with mother wavelet ψ (t) consisting of functions ψ a,b(t) of the form are 
taken from [35]
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ψa,b(t) = 
1 √
a 

ψ

(
t − b 
a

)
(1) 

where a is positive and defines the scale and b is any real number that defines the 
shift. When |a| > 1 then ψa,b(t) has a larger time width than ψ(t) and corresponds 
to a lower frequency, whereas |a| < 1 then the wavelet obtained from Eq. (1) is the  
compressed version of mother wavelet and corresponds to higher frequency [36]. 

The continuous wavelet transforms (CWT) of a function x(t), introduced by 
Morlet, is defined by 

CWT(a, b) =
∫ ∞ 

−∞ 
x(t) ψa,b(t)dt (2) 

CWT(a, b) is a function of 2 variables: Eq. (1) variable a determines the amount 
of time scaling or dilation, and from Eq. (2) variable b represents the shift ψa,0(t) by  
an amount b along the time axis and indicates the location of the wavelet window 
along it [37]. 

By breaking down the signal into a rough approximation and finer details, the 
DWT analyzes the signal at various frequency bands with various resolutions. Scaling 
functions and wavelet functions, which are related to lowpass and highpass filters, 
respectively, are two sets of functions used by DWT. The time domain signal is 
simply subjected to consecutive highpass and lowpass filtering to obtain the signal’s 
decomposition into various frequency bands. First, a half-band highpass filter (g[n]) 
and a lowpass filter (h[n]) are applied to the original signal x[n]. Therefore, the signal 
can be subsampled by two by simply removing every other sample. This is a single 
level of decomposition and may be stated mathematically as follows using Eqs. (3) 
and (4): 

Yhigh[k] =
Σ

n 
x[n] ·  g[2k − n] (3) 

Ylow[k] =
Σ

n 
x[n] ·  h[2k − n] (4) 

where Yhigh[k] and Ylow[k] are the outputs of highpass and lowpass filters. 
Figure 2 illustrates this procedure, where x[n] denotes the original signal to be 

decomposed, and h[n] and g[n] are low pass and high pass filters, respectively. The 
obtained frequency bands are analyzed to acquire the band power.

Band power considers the energy distribution in the signal and is computed as a 
sum of the squares of the signal data points [38] using  Eq. (4): 

BP =
ΣN 

n=1 
|xn|2 (5) 

where xn are signal data points from 1 to N.
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Fig. 2 1-D wavelet decomposition

3 Results and Analysis 

The band frequencies obtained from Fig. 2 were used to analyze cognitive load among 
the “Good” and “Bad” when subjects performed eyes closed and mental arithmetic 
tasks. 

3.1 Individual Band Frequencies 

The subjects are divided into 2 groups: “Good” and “Bad”; the task involves 
performing resting state and mental arithmetic task. Individual band frequencies 
are used to assess the performance of the subject by considering the resting state and 
mental arithmetic task. 

From Figs. 3, 4, 5 and 6 subjects above the line represents the while doing task 
(mental arithmetic task-1 min), line below represents before the task (resting state-3 
min). 

We compared both groups (i.e., “Good” and “Bad”) and cannot conclude for the 
Delta band in Figs. 3a and 4a. Individual groups performance-wise, we found that 
“Good” participants were more (line above) and felt sleepy in the moments before 
the task (resting state), but “Bad” subjects were less (line below) and did not feel 
drowsy in the moments before the task (resting state). While doing a task (line above) 
of both groups, we found a smaller number of “Good” subjects (did not feel sleepy) 
and a greater number of “Bad” subjects (due to sleepiness).

Figures 3b and 4b show the response of the “Good” and “Bad” subjects for the 
Theta band. Individual group performance-wise, we found an equal number (line 
above and below) of “Good” subjects, which is due to relaxation in both the tasks, 
whereas less number (line above) of “Bad” subjects due to difficulty found while 
doing the task and more number (line above) due to relaxation before the task (resting 
state). 

Figures 3c and 4c show the response of the “Good” and “Bad” subjects for the 
Alpha band; we compared both groups (line above), more “Good” subjects and less
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Fig. 3 Analysis of “Good” subjects performing before and while doing tasks: a Delta band, b Theta 
band, c Alpha band, d Beta band, and e Gamma band

“Bad” subjects and vice versa for the line below. Individual group performance-wise, 
we found more (line above) “Good” subjects due to being awake and relaxed while 
doing the task, and less (line above) “Bad” subjects due to difficulty while doing the 
task. In the line below, we see less “Good” subjects awakened and relaxed, and more 
“Bad” subjects relaxed.
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Fig. 4 Analysis of “Bad” subjects performing before and while doing tasks: a Delta band, b Theta 
band, c Alpha band, d Beta band, and e Gamma band. *Note All the graphs in this paper are log 
scaled (x = y) for easy prediction of the subjects among the 2 tasks, i.e., before the task and while 
doing the task, and red line is used to show the separation among the performance of the task
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We compared both groups in the line above and cannot conclude the beta band 
in Figs. 3d and 4d. Individual group performance-wise, we found more number 
(line above) of “Good” and “Bad” subjects due to consciousness while doing a task. 
Subjects of both groups in the line below are less conscious before the task. 

In Figs. 3e and 4e, we compare the responses of the “Good” and “Bad” subjects 
for the Gamma band, and we cannot conclude for the gamma band (due to equal 
distribution of subjects among line below and above). Individual group performance-
wise, we have more “Good” subjects in the line above, indicating concentration. We 
are unable to reach a conclusion for “Bad” subjects (due to an equal distribution 
before and while doing the task). 

3.2 Cognitive Load Indices (EEG Band Ratios) 

EEG cognitive load indices which represent the different EEG band ratios are 
analyzed using mean and standard deviation and are shown in Table 1 using Eq. (6): 

Mean = 
1 

n

Σn 

i=1 
ai (6) 

where n = number of values; ai= dataset values. Standard Deviation using Eq. (7): 

σ =
/Σ

(xi − μ)2 

N 
(7) 

where σ = standard deviation, N = size of elements, xi= each value from the element, 
and μ = the element means.

Table 1 Comparison of different EEG band ratios between bad and good subjects performing 
before (3 min) and while doing (1 min) task using mean and standard deviation (mV) 

EEG band 
ratio (Hz) 

Activity index Bad (3 min) Bad (1 min) Good (3 min) Good (1 min) 

Before (mV) While doing 
(mV) 

Before (mV) While doing 
(mV) 

α/θ Performance 
enhancement 

2.99 ± 4.09 2.17 ± 3.69 1.55 ± 2.14 1.49 ± 0.90 

β/α Arousal index 0.72 ± 1.34 1.22 ± 0.62 1.94 ± 2.07 1.16 ± 1.23 
β/θ Neural activity 2.17 ± 5.51 2.65 ± 2.31 3.02 ± 4.45 1.74 ± 1.12 
β/α + θ Engagement 0.54 ± 1.08 0.83 ± 0.49 1.18 ± 1.41 0.69 ± 0.59 
θ /α Load index 0.33 ± 0.24 0.46 ± 0.27 0.64 ± 0.46 0.66 ± 1.10 
α + θ /β Alertness 1.83 ± 0.92 1.19 ± 2.03 0.84 ± 0.70 1.43 ± 1.69 
(β+γ ) 
(α+θ ) CWI 1.21 ± 2.19 1.64 ± 1.03 2.08 ± 2.44 1.32 ± 1.12 
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The load on memory increases when task difficulty increases. The performance 
enhancement in “Bad” subjects refers to an increase in alpha frequency which indi-
cates mind wandering; while doing a task, the same alpha frequency has decreased 
which shows less mind wandering, as alpha frequency increases when eyes are closed 
whereas it decreases when eyes are open (relaxation). The same performance of alpha 
frequency is observed for “Good” subjects that increased before the task (more relax-
ation) and decreased while doing the task (less relaxation) due to eyes closing and 
opening. 

The arousal index represents the excitement in the subjects; we can see an increase 
in arousal index for “Bad” subjects from before the task to while doing the task, 
while a decrease in the arousal index from before to while doing the task for “Good” 
subjects; this represents that “Good” subjects showed less excitement when compared 
to “Bad” subjects. 

The neural activity represents an improvement in cognitive skills, increase in 
neural activity for “Bad” subjects from before to while doing, while decrease before 
to while doing the task for “Good” subjects, shows “Good” subjects stressed to task 
and showed decrement. 

The engagement activity, if it increases in “β”, shows alertness and focus, while 
a decrease in “θ” shows cognitive load; from the above table, we see an increase in 
engagement before the task for “Bad” subjects and decrease while doing the task 
for “Good” subjects, decrease in “θ” represents the cognitive load had effect on 
“Good” subjects (increased β, less  θ). Load index represents the stress, increment is 
observed in both “Bad” and “Good” subjects, and stress is observed while doing the 
task. There is a decrease in alertness activity from before the task to while doing the 
task in “Bad” subjects, whereas decrease to an increase in “Good” subjects, which 
showed alertness while doing the task. 

The CWI (Cognitive Workload Index) ratio based on EEG band power [35] was  
obtained using mean and standard deviation of the band power. It shows decrease 
to increase in “Bad” subjects, whereas increase to decrease in “Good” subjects. 
Load showed the effect on “Bad” subjects while doing the task which decreased the 
performance, whereas “Good” subjects did not feel difficulty while doing the task. 

CWI performance for “Good” and “Bad” subjects with band power is shown 
in Fig. 5a, b. CWI represents the load on subjects in which there are more (line 
below) “Bad” subjects than “Good” subjects (line above). Due to the load, the “Bad” 
subjects had difficulty in performing the task (while doing the task), whereas the 
“Good” subjects were more conscious, concentrated, and relaxed (while doing the 
task).

3.3 Prefrontal Electrode Analysis 

The prefrontal electrodes were used to assess the effect of load on the skull; we 
examined the individual data of Fp1 and Fp2 electrodes for the subjects before and 
while doing the task as shown in Fig. 6. Various cognitive skills can be analyzed,
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Fig. 5 CWI for subjects performing before, while doing task, a “Good” b “Bad”

but we evaluated only cognitive load on subjects performing the task. Band powers 
of Fp1 and Fp2 for “Good” and “Bad” subjects are more while doing the task (line 
above), whereas less before the task (line below).

3.4 Binary Classification 

Different methods were used to obtain the binary classification results like Support 
Vector Machine (SVM), K-Nearest Neighbor (KNN), Decision Tree, Random Forest, 
Gaussian Naïve Bayes (GNB), and Logistic Regression. The binary classification is 
done by taking the mean of individual (Fp1, Fp2, F3, F4, Fz, F7, F8, C3, C4, Cz, 
P3, P4, Pz, O1, O2, T3, T4, T5, T6) electrodes and calculating overall mean of 
19 electrodes for one subject; this process is repeated for all subjects and finally 
the obtained mean results are divided into 2 parts: 1.“Bad” before mental arithmetic 
(3 min) and while doing the mental arithmetic task (1 min); 2.“Good” subjects before 
mental arithmetic (3 min) and while doing the mental arithmetic task (1 min). 

The obtained mean using Eq. (5) of all the subjects considered is divided between 
“Bad” and “Good”. The subjects’ mean is merged (before, while doing the mental 
arithmetic task of “Bad”) and labeled as “0” (zero). The same is repeated for “Good” 
subjects and labeled as “1” (one). Finally, testing and training are done and classifi-
cation techniques applied. Different classifier results can be seen in Fig. 7. Support 
Vector Machine (SVM), Gaussian Naïve Bayes (GNB), and Logistic Regression 
obtained 73%.

Frequency bands were extracted using wavelet decomposition and band power 
of each frequency band was calculated individually. Individual frequency bands like 
delta, theta, alpha, beta, and gamma showed the separation among the subjects (below 
and above the line) in performing the resting state and arithmetic state which can be 
seen in Figs. 1 and 2. EEG band ratios were analyzed between “Bad” and “Good”
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Fig. 6 Fp1 and Fp2 for subjects performing before and while doing the task: a, b “Good”; c, d 
“Bad”
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Fig. 7 Different classifier outputs: SVM (Support Vector Machine), KNN (K-Nearest Neighbor), 
DT (Decision Tree), RT (Random Forest Tree), Gaussian NB (Naive Bayes), and Logistic Regression
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when both the groups performed resting state and arithmetic task; from these, varia-
tions in the different activity index can be seen in Table 1; cognitive load was observed 
among 2 groups and found more in “Bad” subjects when compared with “Good” 
subjects because the “Good” subjects didn’t find difficulty in the task whereas “Bad” 
subjects found difficulty in the task. Cognitive skills are analyzed at the prefrontal 
electrodes of the brain, hence we found that “Good” subjects are above the line, while 
“Bad” subjects are below the line which can be seen in Fig. 6. Finally, binary classifi-
cation was applied classification among the “Bad” and “Good” subjects and obtained 
73% for Support Vector Machine, Gaussian Naïve Bayes, and Logistic Regression. 

4 Discussion 

The techniques here used to interpret the cognitive workload index, different bands 
ratios, and prefrontal electrodes using the wavedec function, from Fig. 3 (analysis 
of “Good” subjects) and Fig. 4 (analysis of “Bad” subjects) comparisons among 2 
groups when subjects performing while doing the task and before the task with 5 
frequency bands are seen. When analyzed the individual frequency bands, “Good” 
subjects’ performance was better observed while doing the task of alpha and beta 
bands whereas as theta, delta, and gamma are not that much better. “Bad” subjects 
while doing task did not performed better which can be seen from the delta, theta, 
alpha, and gamma bands; only the beta band has better performance which states that 
“Bad” subjects felt difficulty while doing the task (mental arithmetic task). EEG band 
ratio variations show the subjects’ performance. Results can be compared with the 
previous research [33], but our paper considered 2 groups performing 2 individual 
tasks: one resting state and another arithmetic task. Variations among the pre- and post 
meditation were seen previously; here, we saw variations among subjects’ perfor-
mance among “Good” and “Bad” with different frequency band ratios. Figure 5 
shows the variations in cognitive workload that occurred in the two groups while 
doing and before the task. Different activity indices are analyzed with band ratios 
when subjects performed two tasks, i.e., while doing and before. “Bad” group subjects 
performed before and while doing the task and variations in the activity indices can 
be seen; performance enhancement has increased when subjects were resting and 
decreased while doing the task; arousal index showed a decrease in resting state 
whereas increased while doing the task, neural activity shows the decrease while 
resting and increase while doing the task, engagement of the subjects has decreased 
in resting state whereas it increased while doing task, load index decreased when 
resting task and increased while doing the task, alertness has seen an increase in 
resting task whereas a decrease while doing the task, and cognitive workload index 
decreased in resting task and increased while doing the task. “Bad” subjects have 
low engagement, load index, and cognitive workload index when resting task was 
performed and increased while doing the task. In “Good” group subjects, perfor-
mance enhancement, arousal, and neural activity band ratios show increase in resting 
task when compared to while doing the task, in engagement and cognitive workload
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index (CWI) band ratios shows increase in resting task and decrease in while doing 
task can be seen, whereas in load index and alertness has shown decreased in resting 
state and increased in while doing the task. In Fig. 6, prefrontal electrodes of the brain 
are considered, i.e., Fp1 and Fp2; these two electrodes are used to assess cognitive 
skills. Here, machine learning classifiers are used for binary classification. 

The limitation includes variation in delta and theta frequency bands did not show 
better performance, when individual band performance was considered in “Good” 
subjects, whereas in “Bad” subjects alpha and theta frequency bands did not show 
better performance. 

5 Conclusion 

This paper used the decomposition technique to observe the variations in frequency 
band when subjects performed resting tasks and while doing tasks. From the results, 
we observed that cognitive load on subjects increased while doing the task, and 
increase in beta band and decrease in alpha band can be observed. EEG band 
power ratios used to know the variations in frequency bands and their effects on the 
subjects’ performance, prefrontal electrodes, and binary classification showed differ-
ences among the “Good” and “Bad” subjects performing the task. The future scope 
includes the advanced techniques for assessing the cognitive load when subjects 
perform yoga and meditation. 
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Fetal ECG Signal Processing Using 
One-Dimensional Convolutional Neural 
Network (1D CNN) for Fetal 
Arrhythmias Detection 

Nurul Aulia Fitri, Yunendah Nur Fu’adah, and Rita Magdalena 

Abstract Arrhythmia is a condition in which the heart beats faster or beats slower. 
In the fetus, arrhythmia is a fairly rare condition. However severe arrhythmias can 
lead to death and birth defects if not detected and treated properly. The early stages 
of detecting arrhythmias in the fetus can be done using an electrocardiogram (ECG). 
A normal ECG signal consisting of PQRST waves and an estimated heart rate can 
be used to diagnose arrhythmias. Manual examination of fetal arrhythmias is often 
impractical. Therefore, this study proposes a more effective and simple automatic 
detection system to detect fetal arrhythmias using segmentation of the ECG signal 
waveform in the form of PQRST waves with the One-Dimensional Convolutional 
Neural Network (1D CNN) method. This study uses 3 hidden layers with output 
channels of 16, ReLU activation, fully connected layer, flatten layer, dropout 0.5, 
and sigmoid activation. The dataset used is non-invasive fetal ECG arrhythmia from 
Physionet with two categories: Normal and arrhythmias. The best results obtained 
from this study are with the following parameters: AdaMax optimizer with fixed 
parameters learning rate of 0.001, epoch of 100, and batch size of 64 provide better 
performance with an accuracy of 96%. Based on the result, the proposed system has 
the potential to be used as a non-invasive tool for the early detection of arrhythmia in 
the fetus so that it can assist medical personnel in providing appropriate treatment. 

Keywords Convolutional Neural Network (CNN) · Electrocardiogram (ECG) ·
Fetal arrhythmias 

1 Introduction 

Arrhythmia is a condition in which there is abnormal electrical activity in the heart 
[1]. Arrhythmias do not only occur in adults but can also occur in fetuses. Fetal 
arrhythmia is a disorder of the fetal heart such as tachyarrhythmias and bradyarrhyth-
mias. The normal fetal heart rate ranges from 110–180 beats per minute, in the case
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of tachyarrhythmias, the fetal heart rate is more than 180 beats per minute, while 
in bradyarrhythmias, the fetal heart rate is less than 110 beats per minute [2]. Fetal 
arrhythmias can be found in approximately 1% of fetuses and up to 49% of all fetal 
referrals for echocardiography [3][4]. Approximately, 10% of pregnancies compli-
cated by fetal arrhythmias can lead to death [5]. At 21 weeks of age with a high risk of 
pregnancy, fetal arrhythmias occurred in 16.6% [6][7]. Benign fetal arrhythmias are 
common but severe arrhythmias such as Ventricular Tachycardia, Supra-ventricular 
Tachycardia (SVT), Bradiarrhythmia, Junctional and Atrial Flutter (AF) are rela-
tively rare but can lead to death [7]. Fetal ECG can be used for the early detection 
of fetal arrhythmias. 

Electrocardiogram (ECG) is a tool to record the cardiac cycle through electrical 
signals from the heart. ECG is an important tool and is often used to diagnose 
cardiovascular disease [8]. The ECG will produce a signal consisting of PQRST 
waves [9]. To diagnose a disease in the heart, an ECG signal is needed to represent 
each condition of the ECG signal, extracting the ECG features is the most challenging 
aspect [10]. Figure 1, shows the normal PQRST waveform. 

ECG of fetuses with arrhythmia conditions can be seen through changes in the 
QRS complex wave or QT interval. The QRS complex is an important part of the 
ECG signal because it describes the electrical activity of the heart during ventricular 
contraction. The waveform and timing of the QRS complex can provide information 
about the condition of the heart [11]. 

Several studies related to the detection of fetal arrhythmias with non-invasive fetal 
ECG arrhythmia datasets for normal and arrhythmia categories have been developed

Fig. 1 PQRST waveform 
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using various methods. In 2017, Apsana. S et al. propose a study about “A Novel 
Algorithm For Early Detection of Fetal Arrhythmia Using ICA”. This study used the 
Blind Signal Separation (BSS) and Independent Component Analysis (ICA) methods 
to extract fetal ECG signals. Then, using a novel algorithm to detect arrhythmias, 
Peak Detection Algorithm (PDA) to extract features and Bayesian classifier to clas-
sify normal and arrhythmia categories. This study obtained an accuracy of 93.71% 
[12]. In 2019, Md. S. R. Pavel et al. proposed a study about “Fetal Arrhythmia Detec-
tion Using Fetal ECG Signal”. This study uses the Support Vector Machine (SVM) 
classifier, Gaussian Kernel to detect affected fetuses’ arrhythmias, and the Leave One 
Out (LOO) method for model testing. This study obtained an accuracy of 83.33% 
[13]. In 2020, Biswarup Gangguly et al. proposed a study about “A Non-invasive 
Approach for Fetal Arrhythmia Detection and Classification”. This study used 1D 
convolution with Kernel Wavelet as a classifier to extract time domain features from 
subjects with arrhythmias and normal categories. The acquired time domain features 
are sent to the Artificial Neural Network (ANN) to be identified and classified. This 
study obtained an accuracy of 96% [14]. 

In this study, a non-invasive fetal ECG arrhythmia dataset will be used for the 
arrhythmia and normal categories. Optimization methods such as Adam, AdaMax, 
Nadam, and RMSprop will be used to find out which optimizer provides the best 
results. Based on the previous study, the weakness is that the method is done manually 
and separately. For example, feature extraction and classification in ANN are done 
separately. Therefore, this study uses the One-dimensional CNN (1D CNN) method 
because the feature extraction and classification process is simpler and not done 
separately. Manual examination takes more time to be interpreted by doctors and 
there are still errors and differences of opinion between doctors in interpreting ECG 
signals [15]. Therefore, an automatic detection system is needed to assist medical 
personnel in providing appropriate treatment for the early detection of arrhythmia in 
the fetus. 

2 Material and Method 

2.1 Dataset 

The dataset used in this study is a non-invasive fetal ECG arrhythmia obtained from 
Physionet [1]. There are 500 ECG and NIFECG recordings from mothers and preg-
nant women collected during routine check-up. There were 12 fetal arrhythmia ECG 
data recordings, 14 normal rhythm ECG data recordings, and 6 channel recordings, 
namely 1 maternal chest channel and 5 abdominal channels from 26 female subjects. 
Each recording has a duration that varies from 7–32 min with a sampling frequency 
of 500 Hz or 1 kHz. Data with normal conditions were obtained when the fetal 
age ranged from 20–36 weeks with an average age of 21 weeks, while data with 
arrhythmia conditions was obtained when the fetal age ranged from 22–41 weeks
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Fig. 2 Form of fetal arrhythmias ECG signal 

Fig. 3 Normal rhythm of fetal ECG signal 

with an average age of 36 weeks [2]. This study uses 11 arrhythmia ECG data and 14 
normal ECG data, the dataset is segmented so that 17,384 data are obtained which 
will be used for the training process and data validation. As much as 80% of the data 
for the training process and 20% of the data for the validation process. Figure 2 is a 
form of fetal arrhythmia ECG signal, while Fig. 3 is a form of normal rhythm ECG 
signal. 

2.2 Convolutional Neural Network (CNN) 

Convolutional Neural Network is another form of Artificial Neural Network (ANN) 
model that has better generalization capabilities compared to other networks that
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use a fully connected layer with a feed-forward architecture [3]. CNN can extract 
unique features in digital data such as images or signals from low-level patterns to 
high-level patterns [4]. 

Based on Fig. 4, it can be seen that 1D CNN consists of input and output signals 
and two main stages, namely: Feature extraction and classification. Feature extraction 
consists of convolution layer, pooling layer, and ReLU activation [5]. Classification 
consist of a fully connected layer. This research will use the convolutional layer, 
maxpooling layer, ReLU activation, flatten layer, fully connected layer, and sigmoid 
activation. 

Feature Extraction. Feature extraction is the process of taking unique character-
istics and providing a pattern from an object to be processed [6]. Feature extraction 
consists of two stages: The convolutional layer, and the pooling layer. 

Convolutional Layer. The convolutional layer is the first layer where every convo-
lution in the input data subregion with the kernel is calculated, coupled with the bias, 
then inputted through the activation function to generate a feature map in the next 
layer [7]. CNN method can be divided into 1D CNN and 2D CNN. 1D CNN can be 
used to process time series data, while 2D CNN can be used to process image data 
[8]. The convolutional Layer is defined in the following Eq. (1) [9, 10]: 

hl,k = f
(
bl,k i + 

N∑
n=1 

wl,k 
n,i×xi+1,k 

i+n−1

)
. (1) 

Based on Eq.  1, hl,k is the output of i t,h neurons in layer l, f () is the activation 
function, bl,k i bias term for feature map i t,h in layer l, xi+1,k 

i+n−1 is the neuron output in 
layer l - 1, and wl,k 

n,i is kernel convolution k
t,h in the lt,h layer.

Fig. 4 The architecture of CNN 
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ReLU Activation. Relu is an activation layer that can convert all input values 
to positive numbers by minimizing errors. The activation RELU is defined in the 
following Eq. (2) [3]: 

f (x)ReLU = max(0, x) (2) 

In Eq. 2, ReLU can convert x = 0 and x < 0 to  x = 0 while still maintaining the 
original value for x > 0.  

Pooling Layer. In this layer, the feature map dimensions are reduced from large 
dimensions to smaller dimensions by maintaining the most dominant information to 
obtain a feature map subsample [3]. The pooling Layer is defined in the following 
Eq. (3) [9]: 

σ l,k i = f
(
σ l,k i pool

(
xl−1,k 
i

)
+ bl,k i

)
. (3) 

From Eq. (3), σ l,k i is the output of i t,h in layer l, f () is the activation function, bl,k i 

the term bias for feature map i t,h in layer l, σ l,k i is the equation of sampling weight,(
xl−1,k 
i

)
is the neuron output in layer l - 1, and the pool is a function of pooling. 

Classification. Classification is used to identify data that has been processed from 
feature extraction. This stage consists of a fully connected layer. 

Fully Connected Layer. In this layer, the feature map from the convolutional layer 
or pooling layer is used as input by going through the flattening process to become 
a 1D vector so that it can be input into the fully connected layer [3][11]. The fully 
connected layer is defined in the following Eq. (4) [9]: 

σ l,k i = f
((

wl,k 
i x l−1,k 

i

)
+ bl,k i

)
. (4) 

From Eq. (4), σ l,k i is the output of i t,h at layer l, f () is the activation function, bl,k i 

is bias term for feature map i t,h at layer l, σ l,k i is the sampling weight equation, xl−1,k 
i 

is the neuron output at layer l—1, wl,k 
i is the network weight. 

Sigmoid Activation. An activation function that describes a characteristic s-shaped 
curve by taking a real number as input and binding the output in the range [0,1] [3]. 
Sigmoid activation is defined in the following Eq. (5) [12]: 

f (x)sigm = 1 

1 + e−x 
. (5) 

Equation (5) shows the function that transforms the value of x into the range of 
0–1.



Fetal ECG Signal Processing Using One-Dimensional Convolutional … 81

2.3 Proposed CNN 

In this study, the proposed 1D CNN model consisted of fetal ECG signal as input 
and consists of two main stages, namely: Feature extraction and classification. At 
the feature extraction stage, there are 3 convolution layers with 16 output followed 
by kernel size and ReLU in each layer, then 3 layers of maxpool with a length of 2 
in each layer. The classification layer consists of flattened layer, dropout 0.5 [13], 3 
dense layers [14], and sigmoid activation. Each dense layer consists of a different 
number of neurons, the first layer has 256 neurons, the second layer has 100, and the 
third layer has 3 neurons. 

Figure 5 contains the details of the proposed 1D CNN model. In addition, this 
study uses normalization to minimize signal differences due to the recording process 
[15] and the fivefold cross validation method to assess the generalizability of a system 
[16] by re-sampling the data 5 times with the same size.

2.4 System Performance 

This study uses precision, recall, and f1-score to assess the performance of the system 
as measured in Eq. (6), (7), (8), and (9) [12]. 

Accuracy = TP + TN 
TP + TN + FP + FN . (6) 

Precision = TP 

TP + FP (7) 

Recall = TP 

TP + FN (8) 

F1 − score = 2 × recall × precision 
recall + precision (9) 

True Positive (TP) is the data that deserves to be arrhythmia and it is predicted to 
be arrhythmia, True Negative (TN) is the data that deserves to be normal and it is 
predicted to be normal, False positive (FP) is the data that deserves to be normal and 
it is predicted to be arrhythmia, False Negative (FN) is the data that has an arrhythmia 
value but it is predicted to be normal.
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Fig. 5 Proposed 1D CNN 
for fetal arrhythmia detection
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Table 1 Comparison of performance system in various optimizer 

Optimizer Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Adam 0.9431 0.94 0.94 0.94 

AdaMax 0.9600 0.96 0.96 0.96 

Nadam 0.7100 0.70 0.71 0.70 

RMSprop 0.9816 0.98 0.98 0.98 

3 Result and Discussion 

3.1 Result 

In this study, the segmentation process is carried out to obtain 17.384 segmented data, 
wherein 80% of the data was used for training data and 20% was used for validation. 
This study uses 1D CNN with fixed parameters namely: Learning rate of 0.001, 
epoch of 100, and batch size of 64. Then, the variable parameters include Adam, 
Nadam, AdaMax, and Rmsprop optimizer. And the other following parameters are 
precision, recall, and f1-score. 

Table 1 shows the results of the various optimizer. The highest result is on the 
RMSprop optimizer with an accuracy of 98%. But based on the shape of the graph 
obtained in Fig. 6, the RMSprop optimizer has more spikes compared to other 
optimizers tested.

Table 2 shows the result of the system performance of each class from the best 
optimizer. Precision, Recall, and F1-score for each class is more than 90%. This 
shows that the model proposed in this study can classify normal conditions and fetal 
arrhythmias conditions quite well.

Based on Fig.  6, it can be found that the best result of the graph is obtained 
with AdaMax optimizer because there is only a slight spike in the AdaMax curve 
compared to the graph curves of other optimizers. The best Result can be seen in 
Fig. 6c, d. Then in Fig. 7, it can be seen that the results obtained by each class are 
quite good.

3.2 Discussion 

In this study, we developed a fetal arrhythmia detection system with a different 
method than the conventional method used in previous studies. The method we 
use is simpler because it can minimize the processing steps, such as the feature 
extraction and classification process. The two processes are still in the same method. 
While in previous studies, different methods were needed for the feature extraction 
and classification process. The best results obtained in this study are based on the 
accuracy value and the shape of the graph obtained from the optimizer variation
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Adam (Learning Rate 0,001) 

(a) (b) 

AdaMax (Learning Rate 0,001) 

)d()c( 

Nadam (Learning Rate 0,001) 

)f()e( 

RMSprop (Learning Rate 0,001) 

(g) (h) 

Fig. 6 Train accuracy and Train loss graph of the proposed model based on (a) and  (b) Adam  
Optimizer; (c) and  (d) AdaMax Optimizer; (e) and  (f) Nadam Optimizer; (g) and  (h). RMSprop 
Optimizer



Fetal ECG Signal Processing Using One-Dimensional Convolutional … 85

Table 2 System performance 
of each class from the best 
optimizer results 

Class Precision (%) Recall (%) F1-score (%) 

Arrhythmia 0.96 0.98 0.97 

Normal 0.95 0.93 0.94

Fig. 7 Confusion matrix of validation data

is the AdaMax optimizer. The results of the performance accuracy of the test data 
obtained are 96% with a loss of 0.1602, the performance results obtained are quite 
good compared to several previous studies [17, 18]. The results of the accuracy of the 
training data are 91.42% with a loss of 0.2293 and the result of validation accuracy 
is 95.10%. The results of the accuracy are found in fold 3 of 5. 

As  shown in Fig.  6c, d, it can be seen that the research method with Adamax 
optimizer has a little bit of overfitting because it has a slight spike in the train accuracy 
and loss graphs and there is a distance between the curves of the train accuracy and 
validation accuracy. The distance between the train graph accuracy and validation 
is 3.68%. Overfitting that occurs in this model can be caused by noise contained in 
the dataset or the method used is still not appropriate. So, future experiment can use 
different datasets and use different methods. Figure 7 shows that this training model 
is quite promising to be used as a non-invasive tool for early detection of arrhythmia 
in the fetus so that it can be easier for medical personnel to provide appropriate 
treatment.
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4 Conclusion 

This study developed an automatic detection system to make it easier for a physician 
to detect arrhythmias in the fetus with two categories: Normal conditions and fetal 
arrhythmia conditions. This system is based on sound signal processing using a 
1D CNN method. This method consists of 3 convolutional layers with 16 channel 
output, maxpooling with a length of 2, ReLU activation, flatten layer, dropout 0.5, 
and sigmoid activation. The fixed parameters used in this study are learning rate of 
0.001, batch size of 64, and epoch of 100. The optimizers used in this study are Adam, 
AdaMax, Nadam, and RMSprop. Based on the experiments conducted, it was found 
that the CNN model with the AdaMax optimizer method produced better performance 
in detecting fetal arrhythmias with an accuracy of 96% and loss of 0.1602. The value 
of precision, recall, and F1-score is more than 90%. Based on the performance 
results, it is known that this system is promising to help physicians in diagnosing 
fetal arrhythmias and providing appropriate treatment. For future research, a system 
can be developed to classify the various types of fetal arrhythmias. 
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Diabetic Retinopathy Classification 
Based on Fundus Image Using 
Convolutional Neural Network (CNN) 
with MobilenetV2 

Abel Bima Wiratama, Yunendah Fu’adah, Sofia Saidah, Rita Magdalena, 
Ibnu Da’wan Salim Ubaidah, and Richard Bina Jadi Simanjuntak 

Abstract The amount of Diabetic Retinopathy (DR) patients is always increasing. 
There is a need to find a solution to prevent it, like regularly checking the eyes of 
patients to detect DR class. But the detection process also takes a long time and 
requires a large amount of money. So, this study proposed a deep learning method 
using CNN by implementing the MobilenetV2 architecture, which is a lightweight 
model and mobile-friendly architecture. In this study, we used the primary dataset 
from the APTOS 2019 dataset, which contains 3662 retinal fundus images. Diabetic 
retinopathy is divided into 5 classes, starting from No DR, Mild, Moderate, Severe, 
and Proliferative DR. To produce an optimal class classification in this study, first 
balance the dataset scheme to 800 in each class by using image augmentation and 
implementing circle cropping. So, the highest results are obtained with this method 
with the following parameters: batch size of 32, learning rate of 0.001, RMSProp 
optimizer, and epoch 100. Testing accuracy is 92.6% as a result of this parameter. 
The macro precision, recall, and f1-score are 92.8%, 92.6%, and 92.4%, respectively. 
Our results show that augmentation techniques and circle crop methods can make 
the MobileNetV2 architecture bring good performance results, and several param-
eters can bring significant system performance results. This research will provide 
information that MobileNetV2 has a good result on the parameters and this will be 
a lightweight model to classify DR into 5 classes. 

Keywords Diabetic retinopathy · MobilenetV2 · Augmentation · Fundus image 

1 Introduction 

Diabetic Retinopathy (DR) is a chronic disease caused by complications of Diabetes 
Mellitus (DM) [1]. Based on data from the American Academy of Ophthalmology, 
DR is the leading cause of blindness in working-age adults worldwide. Published
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global data on DR includes: 387 million people with diabetes mellitus (DM) in the 
world in 2016 and is expected to increase to 592 million people by 2035, around 
93 million people have DR in that year [2]. DR is estimated to threaten the eyesight 
of about 28 million people; the prevalence of DR worldwide in type 1 DM patients 
is 77.3%, and with type 2, it is 25.1%. According to data from the International 
Diabetes Management Practices Study, 8.8 million people in Indonesia are affected 
by DR, which is predicted to increase to 21.3 million in 2030 [3]. According to 
analysis of Indonesia’s Basic Health in 2013 found that around 6.9% of the Indonesian 
population are affected by DR over 15 years old. 

As this disease increases, it is necessary to properly prevent it by using existing 
technology such as conducting an early-scale examination. The manual technique 
used to diagnose DR today is that of ophthalmologists [4]. But unfortunately, the 
technology used today is not able to provide fast and precise results because the DR 
classification process takes a long time so automatic DR detection is needed [5]. 

In 2020, Shidqie Taufiqurrahman proposed research about Diabetic Retinopathy 
Classification Using A Hybrid and Efficient MobileNetV2-SVM Model [6]. An 
unbalanced dataset is the main problem that must be solved by converting the APTOS 
2019 dataset into 700 fundus images for each image, with this research process, the 
model accuracy can be 85% and the model obtains a quadratic weighted kappa [7] 
value of 92.5%. A more compact model that makes the model lighter. 

Also, in the same year, Sarah Sheikh proposed research Using MobileNetV2 to 
Classify the Severity of Diabetic Retinopathy [8]. In this research, he applied the 
MobileNetV2 model by preprocessing the EyePacs and APTOS 2019 datasets so as 
to obtain an accuracy of around 91.8%. Because the process of adding layers to the 
MobileNetV2 architecture is still not ideal, the research undertaken is still unable to 
offer improved accuracy. 

In 2021, Wejdan L. Ayoubi proposed Diabetic Retinopathy Fundus Image Clas-
sification and Lesions Localization System Using Deep Learning to utilize some 
models like CNN299 and CNN512 for implementation in several datasets: DDR 
and APTOS 2019. As a result, the CNN512 model may achieve an accuracy rate of 
88.6%. While CNN299 failed to detect the training process[4] but CNN512 use lot 
of time to train model. 

In 2022, Yufiz Azhar et al. [9] conducted more investigation into the classification 
DR. The dataset used in this study is APTOS 2019 from the Kaggle website. In 
this study, the best accuracy is 89%. They also state that augmentation can reduce 
overfitting results and also test several pre-processing for the model. This study have 
limitations to increase the accuracy because the model needs improvement to do 
image enhancement. 

The model provided has a large size, and the system to categorize diabetic 
retinopathy needs development, according to prior studies, which have various weak-
nesses. After learning that MobileNetV2 is one of the lightweight architectures and 
implements numerous approaches on datasets that we think can be deployed to mobile 
application, we proposed DR classification in this study that will be done using the 
Convolutional Neural Network (CNN) method. According to study, MobileNet and 
MobileNetV2 are two lightweight models that may be implemented on platforms
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like mobile, websites, and other prototypes [10, 11, 12, 13]. The contribution of this 
research is to check what parameters can bring good performance to MobileNetV2 
and how to improve the accuracy of the model when classifying DR. 

2 Material and System Design 

2.1 Dataset 

In this study, the dataset used came from the Kaggle website which was obtained from 
Aravind Eye Hospital, India, and was used for the competition at the Asia Pacific 
Tele-Opthalmology Society (APTOS) in 2019 [14]. The dataset was obtained using a 
fundus camera. The tool is used to retrieve retinal fundus images with a total of 3662 
images consisting of 1805 No DR class images, 370 Mild class images, 990 Moderate 
class images, 193 Severe class images, and 295 Proliferate DR class images [15]. To 
make a balanced dataset, the augmentation process is implemented. In this study, the 
dataset will be augmented to become 800 images per class with a total of 4000 fundus 
images. According to research by Shidie that implemented 700 picture augmentation 
and resampling, the dataset’s augmentation procedure will be resampled from No DR 
from 1805 class images to 800 [6]. Before the augmentation process, the image will 
be cropped with the circle cropping function and some method rescaling parameter of 
1./255 [16]. The technique for augmentation is scikit random rotation and horizontal 
flip. 

The diabetic retinopathy classes that we used in this study are shown in Fig. 1. No  
DR is a condition if the retina has no visible disease, Mild is localized swelling of 
the small blood vessels on the retina (microaneurysmis) [17], Moderate is mild class 
with minor bleeding (bleeding and spotting), leakage (hard discharge) or closure 
(cotton spots) of small blood vessels [18], Severe is moderate class plus further 
damage to blood vessels (interentinal hemorrhages, venous beading, intraretinal 
microvascular abnormalities) [1] and Proliferative DR is new vessels formation or 
vitreous/preretinal hemorrhages or tractional retinal detechment [19]. The results of 
certain resampling and augmentation processes are shown in Fig. 2. 

No DR Mild Moderate Severe Proliferative DR 

Fig. 1 Class of diabetic retinopathy
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Original Cropped Random State Horizontal Flip 

Fig. 2 Augmentation process 

2.2 Convolutional Neural Network 

Convolutional Neural Network (CNN) is a type of Neural Network that is used in 
digital image processing and RGB images [20], and a component of deep learning 
is capable of identifying and detecting some pictures [21]. CNN is the develop-
ment of Multi-Layer Perception (MLP) [22] with the aim of processing data in 
two-dimensional form, while MLP still processes all data in one-dimensional fields. 

In Fig. 3, there is an architecture of CNN, the CNN model includes a number of 
layers, including convolutional [23], pooling, fully connected, ReLU, and softmax 
activation. The main objective of this study is to analyze what scenarios bring good 
accuracy when classifying DR into 5 classes. This research paper proposes the imple-
mentation of the MobileNetV2 architecture which can provide a higher level of accu-
racy with several scenarios used. Before making the implementation, the paper will 
show the data augmentation and preprocessing steps that are used to improve the 
accuracy of the model. 

Convolutional layer. The Convolutional Layer is one of the most basic layers 
in CNN [24], the function of this layer is to apply functions to the output of other 
functions repeatedly and to extract features from the input image. This process will 
produce a linear transformation of the data according to the spatial information of 
the data. This layer is composed of several neurons forming a filter that has length, 
height, and thickness. The calculation process of the convolutional layer can be seen 
in Fig. 4.

Fig. 3 CNN architecture 
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Fig. 4 Convolutional Layer 

Pooling Layer. The pooling layer is very effective in reducing the dimensions of 
an image. This process aims to prevent overfitting of the model to be made. The most 
widely used pooling layer today is divided into 2, namely, max pooling and average 
pooling. Max pooling uses subregion mapping based on the maximum image value, 
while average pooling performs subregion mapping based on the average value of 
the image [25]. Implementation of the pooling layer can be seen in Fig. 5 provides 
a visualization of the average and maximum pooling layer usage calculation. 

Rectified Linear Units (ReLU). The ReLU becomes a layer that will not change 
the size of the input image. ReLU has a function to increase the nonlinear trans-
formation of the image and map the CNN input to the output which has a high 
nonlinear transformation [26]. ReLU also changes the value of feature maps, which 
was originally negative to 0, this is done to help the outline process of feature maps 
consisting of images. ReLU is also often referred to as the Activation function. The 
ReLU function is used to create the CNN model, the following functions Eq. (1): 

f (x) =
{
x, x > 0 
0, x ≤ 0 

, x = input  value to neuron (1)

Fig. 5 Pooling Layer 
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Fig. 6 Proposed CNN 

In Eq. (1), when the value of f(x) is lower than 0 or negative, the result is 0. It is 
different if the input f(x) given is a value of 0 or above 0, then the result of the above 
equation is the number 0 and the value is positive. 

2.3 Proposed CNN 

In this study, the proposed CNN model is used to analyze how the results of the 
performance of the system designed with the CNN model. The architecture of the 
proposed CNN model consists of an input layer and 3 convolutional layers [24] that 
use the kernel, starting from 32, 64, and 128, respectively, which use ReLU in each 
layer [26]. Each convolutional layer is also accompanied by placing a pooling layer, 
the pooling layer used is Max Pooling 2D [25]. After the feature extraction has been 
completed, the next step will be to combine the layers using flatten [27]. In the FC 
layer there is a hidden layer with each layer size 128 plus dropout and hidden layer 64 
and add dropout. In the last layer of architecture, it will be combined and classified 
into 5 classes using softmax activation [28] with regularization L1L2. 

Figure 6 is a component of the proposed CNN that can be used to compare with 
MobileNetV2 architecture with several hyperparameters. This model has a total of 
13,112,389 parameters that need to be trained when training the model. 

2.4 MobileNetV2 

In this study, we proposed a light model with MobileNetV2 architecture that each 
block has a 1 × 1 expansion layer in addition to the deep and dotted convolution 
layers [29]. MobileNetV2 has a residual connection that is useful for assisting the 
flow of gradients through the network and a total layer of MobilenetV2 17 bottleneck 
residual blocks in rows followed by 1× 1 regular convolution, global average pooling 
layer, and classification layer. 

Figure 7 show the proposed model of MobileNetV2 which is used in this study. 
The total parameter of this MobileNetV2 model is 2,340,293 which has many layers
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Fig. 7 Proposed MobileNetV2 

build from MobileNet implementation of this Depthwise Separable [30] and point-
wise convolutional [31] that improvement with bottleneck and residual block for 
MobileNetV2. 

3 Results 

In testing the scheme, it will use a dataset of 4000 retinal fundus images containing 5 
classes with 800 fundus images in each class. Furthermore, it will be divided into 2, 
namely, 80% for training and 20% for testing. In this test, we will use cross validation 
with a fold size of 5 folds. For the first test, it focuses on the effect that the batch 
size parameter value can significantly increase or improve the accuracy value of the 
proposed MobileNetV2 and CNN models. The batch size values tested start from 
16, 32, and 64. 

Based on Table  1, the batch size value that can make a high accuracy value is the 
batch size 32 value with an accuracy value of 91.125%. The batch size 32 value will 
be tested in the second scenario. 

In the second test, an analysis will be carried out on the effect of the learning rate 
parameter value in improving the performance of the system used. The proposed 
learning rates in this test are 0.1, 0.01, 0.001, 0.0001, and 0.00001.

Table 1 Comparison of performance in several batch size values 

Model Batch size Acc (%) Loss (%) Precision (%) Recall (%) F1-Score (%) 

MobileNetV2 16 88.500 0.495 88.60 89.00 88.40 

32 91.125 0.445 91.20 91.00 91.00 

64 88.125 0.558 88.40 88.1 88.00 

Proposed CNN 16 50.125 1.191 49.60 50.00 48.20 

32 20.000 1.609 4.00 20.00 6.60 

64 78.500 0.949 78.80 78.60 79.00 
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Based on Table 2, the learning rate value of 0.001 can make the mobilenetV2 
model produce good system performance with an accuracy value of 90%. While the 
learning rate of 0.0001 with an accuracy value of 80% is the highest proposed CNN 
value. The learning rate value of 0.001 in the second test becomes the reference 
parameter to be used in the third parameter test. 

In the third test, an analysis of system performance will be carried out on the 
influence of the optimizer parameter which is able to increase system accuracy based 
on the reference of the previous parameter test results. The optimizers used include 
Adam, Nadam, Adamax, RMSprop, and SGD. 

Based on Table 3, the optimizer parameter that is able to improve the accuracy 
and performance of the 2 models tested is the RMSprop optimizer, which gives an 
accuracy result of 91%. While the proposed CNN model has the most optimal results 
on the optimizer Adamax and SGD with an accuracy value of 77.625%. From the 
results of the third test, the most optimal optimizer used is RMSprop. 

Table 2 Comparison of performance in several learning rate values 

Model Learning rate Acc (%) Loss (%) Precision (%) Recall (%) F1-Score (%) 

MobileNetV2 0.0001 82.375 0.799 82.40 82.40 82.40 

0.001 90.000 0.506 90.40 90.00 90.00 

0.01 78.625 0.717 78.80 78.60 78.60 

0.1 20.000 1.629 4.00 20.00 6.60 

Proposed 
CNN 

0.0001 80.000 0.876 79.80 79.80 79.80 

0.001 77.000 1.001 77.20 77.00 76.80 

0.01 20.000 2.983 4.00 20.00 6.60 

0.1 79.250 0.882 79.80 79.20 79.20 

Table 3 Comparison of performance in several optimizers 

Model Optimizer Acc (%) Loss (%) Precision (%) Recall (%) F1-Score (%) 

MobileNetV2 Adam 90.000 0.506 90,40 90.00 90.00 

Nadam 89.375 0.560 89.60 89.20 89.20 

Adamax 88.500 0.581 88.60 88.40 88.40 

RMSprop 91.000 0.421 91.60 91.00 91.00 

SGD 62.000 1.312 51.60 61.80 61.40 

Proposed CNN Adam 77.000 1.001 77.20 77.00 76.80 

Nadam 76.750 0.757 77.00 76.80 76.80 

Adamax 77.625 0.978 78.00 77.40 77.80 

RMSprop 79.000 1.050 79.60 79.00 79.20 

SGD 77.625 0.978 78.00 77.40 77.80
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Table 4 Comparison of performance in several epoch values 

Model Epoch Acc (%) Loss (%) Precision (%) Recall (%) F1-Score (%) 

MobileNetV2 10 77.625 0.770 79.80 77.60 77.60 

25 88.375 0.538 89.20 88.40 88.40 

50 90.500 0.468 90.80 90.80 90.60 

100 92.625 0.382 92.80 92.60 92.40 

Proposed CNN 10 41.875 1.361 32.00 41.80 35.40 

25 70.350 0.908 71.00 70.40 70.20 

50 78.625 0.784 78.80 78.60 78.40 

100 20.000 1.609 4.00 20.00 6.60 

In the last test, the system performance analysis will be carried out on the epoch 
parameters, which will use the previous parameters to find the most optimal results 
from the proposed system. The Epoch values used in this test are 10, 25, 50, and 100. 

Based on table  4, the results of the analysis in the form of epoch values that 
can affect better system performance are obtained by epoch 100, which obtains an 
accuracy value of 92.625%. 

4 Discussion 

In this study, we developed a system that can assist in the process of classifying 
diabetic retinopathy. Several scenarios have been carried out, including testing the 
effect of batch size on the system, which obtained the best results using batch size 
32. The second one tested the effect of the learning rate on the system and obtained 
the most optimal results for it, namely when the learning rate was 0.001. The third 
is to test the effect of which optimizer can give optimal results on the system, and 
it was found that the RMSprop optimizer can give the best results. The last one 
tests the effect of the epoch value that can give optimal results to the system. The 
best parameter results from several scenarios can be seen in Fig. 6., which presents 
the results of the confusion matrix and ROC curve, which are quite good compared 
to previous studies [8, 14] that have an accuracy lower than 92.625%. This model 
of MobileNetV2 has good accuracy but requires a technique to avoid overfitting, 
although in this study it was implemented cross-validation. 

After implementation cross validation, the model has several best folds. Cross 
validation brings good information to know and easy detection which the fold that 
has minimum overfitting and has best accuracy. On this research the best performance 
system with several best parameter that give result that fold 3 is one best model that 
has train accuracy 99.4% with validation accuracy of 92.5%. From Fig. 8, the model 
has a small overfitting because the model has some noise on the dataset and maybe the
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model needs a dataset from another dataset like EyePACS, Messidor, DIABETIC0 
and DIABETIC1. 

The confusion matrix’s output can be very good for system performance. The 
performance of the system utilizes an index prediction label and an actual label. The 
best model can predict every actual data point with a True Positive condition from 
Fig. 9. The system has a good result with a green image that is darker and the True 
Negative, False Positive, and False Negative darker. The system can predict every 
label from No DR/normal, mild, moderate, severe, and proliferative DR. To make 
sure that the model has good performance, we can see the result on the ROC curve. 

Fig. 8 Loss and Accuracy of the MobileNetV2 model 

Fig. 9 Confusion Matrix Best Performance
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Fig. 10 ROC Curve of MobileNetV2 model 

The ROC curve of the optimum MobileNetV2 is shown in Fig. 10. The result 
of every class from no DR/normal, mild, moderate, severe, and proliferative DR 
achieved the AUROC score of 0.993, 0.994, 0.964, 0.995, and 0.978, respectively. 

The clinical approach to the diagnosis of DR disease is quite accurate, but they still 
have some limitations, such as the use of time on the detection and classification is still 
time- consuming and requires a high level of accuracy. As a result, computer-aided 
classifications in machine learning and deep learning are now being considered for 
the treatment of DR. In this study, we proposed a MobileNetV2 architectural model 
that has several adjustments to be able to classify diabetic retinopathy into several 
classes including No DR, Mild, Moderate, Severe, and Proliferative DR. However, 
in the research conducted, there are still some limitations such as limitations in using 
some existing datasets such as Messidor, EyePacs, and other datasets. As well as 
in the research we conduct, we always use the secondary dataset obtained from the 
Kaggle website. 

In another study that was the same as ours, we sawthat our model gave promising 
results. In a related study by Sarah Sheikh [8], using datasets from APTOS 2019, 
EyePacs and Messidor. Techniques used in preprocessing is to change the luminous 
intensity of the image. previously obtained 91.68% accuracy results on a custom 
dataset and obtained a testing value of 50% with a dataset from Messidor dataset that 
was not used in the training process. Meanwhile, in the research that we conducted, 
we obtained a higher accuracy value than previous research with an accuracy value of 
92.626% with some adjustments to the designed architecture such as implementing 
L2 regularization and changing the dataset only with auto cropping techniques on 
the APTOS 2019 dataset. 

Another article provides [32] that research conducted mainly on image classifi-
cation is divided into 2 classifications including DR and RDR (referable DR). In 
RDR, they use images with grade 0 and grade 1 for non-referable images, while
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grade 2 and grade 3 for RDR images. The model results obtained include the accu-
racy value at DR of 90.8%, while RDR of 92.3%. So this study provides a new 
technique for determining the threshold in the merger between the MobileNetV2 
architecture with the MobileNet-Dense Bottleneck block and research conducted by 
Shidqie Taufiqurrahman [6]. The dataset used is APTOS 2019 by modifying the reso-
lution range to 4288 × 2848 pixels. In their research, they use the QWK parameter to 
see the accuracy of the model and apply MobileNetV2-SVM to compare the results 
of the MobileNet2 values. The model used is able to get a QWK value of 92.5% 
and an accuracy value of 85%. And it is found that a small input image is able to 
promise a greater accuracy value. Based on this, the research we did got better results 
by implementing auto cropping, L2 regularization, and optimizing MobileNetV2 so 
that with our research, we got an accuracy result of 92.625% when compared to the 
proposed CNN which also uses the same settings as MobileNetV2 but does not get 
a higher accuracy value, that is, 78.625%. 

As a result, we believe that a deep learning system can be used for computer-aided 
diagnosis to classify DR into the following categories: No DR, Mild, Moderate, 
Severe, and Proliferative DR. This addition in the approach can be potentially used 
as an assistant tool to help medical professionals make a more accurate diagnosis 
of DR. However, to confirm the clinical feasibility of our proposed approach, we 
should carry out further investigations using more datasets. 

5 Conclusion 

We have developed a system that can assist doctors in diagnosing and monitoring 
diabetic retinopathy patients automatically using the MobileNetV2 model, which 
can quickly classify DR levels. Based on the results of the experiment, the best 
parameters are batch size 32, learning rate 0.001, optimizer RMSprop, and epoch 
100. This method can provide optimal results with an accuracy of 92.625%, and it can 
be considered a reference for future implementation. As a result of the research, it is 
necessary to increase the size of the dataset being used as well as to employ various 
techniques to reduce overfitting in the model. The implication of the proposed method 
is the existence of a system that is able to detect diabetic retinopathy with higher 
accuracy than previous studies with a simpler algorithm and faster computational 
time. In our research work, there are limitations in using secondary datasets in training 
the proposed model, so it is necessary to use primary dataset to get ready-to-go models 
direct.
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Image Improvement and Dose Reduction 
on Computed Tomography Mastoid 
Using Interactive Reconstruction 

Dwi Rochmayanti , Bagus Abimanyu, Ary Kurniawati, L. P. E. Santi, 
Betty Trimorti, Yeti Kartikasari, and Rini Indrati 

Abstract Mastoid CT examination requires high detail and sharpness so that its 
iterative techniques can obtain optimal image quality along with the use of low 
exposure factors. The purpose of this study is to provide a profile of image quality 
and dose on various variations of ASIR by using varying tube voltages and currents as 
well. This research is a quantitative research study with a preexperimental approach. 
The phantom head was scanned with CT Mastoid protocol using varying tube currents 
of 100, 200, and 300 mA, and tube voltage of 80, 100, 120, and 140. Images are 
post-processed using iterative techniques on the CT Scan GE (ASIR) with variations 
of 30, 40, 50, 60, 70, and 80. The image was analyzed for anatomical clarity and 
the presence of artifacts/noise by a radiology specialist, especially in the area of 
Mastoid air cells. ROI is also carried out to get the pixel value of the image. Dosage 
information using CTDIvol and DAP. Results showed that the images of mastoid air 
cells in all mA and kVp areas had almost the same detail and sharpness. However, the 
highest assessment was the use of ASIR 50. At the use of 100 and 200 mA, noise and 
artifacts were still found, although not noticeable. The CTDI and DAP assessments 
showed linearity in the use of tube voltage and current, where the lowest doses were 
at 100 mA and 80 KVp with CTDI vol 9.53 mGy and DAP 225.54 mGy-cm, as well 
as the highest pixel values at 100 mA and 80 kVp at 463. For detailed and good 
images at lower doses, a combination exposure with tube voltage 100kVp and tube 
current 80 mA and setting ASIR 50 can be recommended. One can imply that the 
optimization of ASIR can be used to get a good image with the use of low exposure 
techniques.
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1 Introduction 

Over the last few decades, technological advances have markedly increased and 
expanded the computational reach in the clinical applications of tomography (CT). 
Computed Tomography has been chosen by many physicians as a modality in patient 
care innovation. The use of CT scanning has been widely documented, but along with 
this, increasing the radiation dose to the patient is also a concern. In response to this, 
the radiology community while carrying out the CT Scan examination procedure has 
used the ALARA (as low as reasonably achievable) principle [1]. This principle takes 
into account the principles of justification, optimization, and dose limitation. One of 
the optimization principles includes the selection of tools, techniques, tool operations, 
processing, and reading of radiographic images [2]. Taking clinical aspects into 
account, dose management is further developed by the latest CT Scan technology. 
Every imaging series, from tubes to detectors, has been developed with innovative 
imaging technology integrated with dose management and dose reporting systems. 
The algorithm makes it possible to manage doses while improving and maintaining 
image quality [1]. Basically, all MSCT has used a standard reconstruction, namely 
Filtered Back Projection (FBP). Although the overall performance is acceptable, 
the image reconstructed with FBP still produces high image noise, streak artifacts, 
and low contrast detectability in certain clinics [3]. As is the case in the acquisition 
examination of obese patients, situations that may occur with the use of low doses 
or limited tube strength will cause noise to appear in the image. Over time, the 
improvement of FBP continues to be improved to overcome these limitations, with 
advances in computing that makes it possible to explore with iterative reconstruction 
(IR) [1]. 

Iterative Reconstruction (IR) is present as a solution to overcome these biased arti-
facts and images. Actually, this IR has been developed for a long time but because of 
several shortcomings such as the difficulty of obtaining the accuracy of the number of 
rays due to quantum noise, patient movement, and long computation time. However, 
the present iterative reconstruction has been reused by using an adaptive linear filter 
to overcome the quantum mottle noise in the raw data. However, there are still draw-
backs to this method, namely the decrease in spatial resolution and cannot reduce 
image noise [4]. 

Reconstruction algorithms in this case are mathematical equations that are convo-
luted to the measurement data in the form of software for each vendor. Reconstruction 
of this algorithm is very diverse and is always modified for better results. This is what 
makes the image results vary in several vendors [5]. Conventional FBP is based on 
the simple mathematical assumptions of the tomographic imaging system. The IR 
generates a series of projections that are synthesized by accurately modeling the data
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collection process in CT by incorporating statistical system information. The mathe-
matically synthesized images are compared and corrected with actual measurements 
to adjust the object image estimation. This technique is then repeated until it is close 
to the actual size. This data processing can improve image quality, especially in noise 
and resolution, but the reconstruction process takes longer than FBP [6]. The exis-
tence of more computing capabilities on the workstation provides opportunities for 
the development of IR [7]. With better results, ASIR only requires a 30–50% process 
improvement from FBP [8]. 

All major CT Scan vendors now market some form of repetitive reconstruction. 
However, it has varying specifications. Among them is General Electrics (GE) which 
has introduced Adaptive Statistical Iterative Reconstruction (ASIR), which uses a 
mixture of FBP images filtered with repeated reconstructed images to reduce noise 
[9]. ASIR was developed as a corrective image processing application to improve 
image quality caused by noise. Noise will increase if the radiation dose is lowered. 
Low-dose CT scans combined with ASIR can reduce noise when compared to routine 
imaging (with FBP) [10]. Several studies related to the use of ASIR have been carried 
out for several examination objects such as applications to CT scans of the abdomen 
[11, 12], spine [13], head CT [14] and also implemented for pediatric examinations 
[15] the main focus is related to image quality and radiation dose [16, 17]. However, 
the existing research has not combined variations in the use of tubes and tube currents 
with variations in ASIR. There is also no research related to the use of ASIR in studies 
with mastoid examination. 

Fulfilling the diagnostic value in imaging is very important. How an organ or 
object that has a small structure that requires good image detail must be able to be 
shown optimally. If the image is in a noisy condition, then the detail of the image 
that should be able to be shown will be reduced in quality. Included among the need 
for high-detail images is the examination of cases of mastoiditis. 

Mastoiditis is the most common intratemporal complication of otitis media. This 
is confirmed in Lin YS’s study, the most common complication of chronic suppu-
rative otitis media is mastoiditis (14–74%). The diagnosis of otitis media is based 
on the results of clinical examinations (history and otologic examination) as well as 
to determine the presence or absence of complications through radiological exam-
inations (plain photos, CT Scan, and MRI of the mastoid). The best imaging to 
assess the chronic disease of the middle ear and temporal bone (mastoid) including 
cholesteatoma is a CT scan because it can show bone destruction [18]. 

Because there are no similar studies related to the use of ASIR combined with 
variations in tube voltage and tube current in examinations that require high image 
detail such as mastoid CT examination, the researchers get this topic as a study. This 
study can provide a profile of image quality and dose with various variations of ASIR, 
tube voltage, and tube flow, and also a CT Scan examination protocol with mastoid 
with which this protocol is expected to reduce the dose received by the patient and 
also the resulting image still has good quality.
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2 Data and Method 

This research is a quantitative research study with a preexperimental approach. The 
phantom head was scanned with the CT Mastoid protocol using variations in tube 
currents of 100, 200, and 300 mA, at different tube voltages for each mA value. 
Variations in tube voltages are 80, 100, 120, and 140 kVp. Then the results of each 
image are post processed using iterative techniques on the CT Scan GE (ASIR) 
machine with variations of 30, 40, 50, 60, 70, and 80. The number of images assessed 
by respondents as many as 72 images. The results of the next image will be analyzed 
for anatomical clarity and the presence of artifacts/noise by a radiology specialist, 
especially in the area of Mastoid air cells. The concept framework of this research is 
shown in Fig. 1. On the resulting image, ROI is also carried out to get the pixel value 
of the image. Dosage information can be obtained by using CTDIvol and DAP (Dose 
Area Product). The data is then processed and analyzed descriptively to provide a 
profile of image quality and dose with various variations of ASIR, tube voltage, and 
tube current that produced good image quality and dose reduction. The parameters 
used for the head CT protocol are shown in Table 1. 

Fig. 1 Research concept framework
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Table 1 Scan parameters for 
CT Mastoid examination 
(with the use of head CT 
protocol) 

Parameters Description 

Tube voltage 80, 100, 120, and 140 

Tube current 100, 200, and 300 

Exposure time 12.51 s 

Slice thickness 5 mm  

Field of view (FOV) 25 cm 

Image size 512 × 512 
Window width 100 

Window level 400 

Scan technique Helical 

ASIR 30, 40, 50, 60, 70, and 80 

3 Results 

To assess image quality, two treatments were carried out. For the assessment of 
anatomical information, an assessment was carried out by 3 respondents (radiology 
specialists) which included the clarity of the Mastoid ais cells area and the external 
auditory canal as well as an assessment of the emergence of noise. Meanwhile, for 
measurements, use ROI in the mastoid air cell area with an ROI diameter of 0.5 cm, 
to get the pixel value which is a representation of the CT number. Windowing is 
adjusted to obtain information regarding the mastoid area with a window width of 
2000 HU and a window level of 400 HU. Image results with variations in tube voltage 
and tube current, one of which is by using ASIR variations on tube voltage and tube 
current 300 mA, can be seen in Fig. 2.

From Fig. 2, subjectively, they look almost the same and don’t look different, so it’s 
bit difficult to distinguish clearly, therefore, apart from the respondents’ assessments, 
pixel value measurements are also carried out with the image processing tool, to get 
a more objective image quality. 

3.1 Image Information Quality Profile (Anatomy Assessment, 
Noise, and Pixel Value) 

Profile of anatomical information of mastoid air cells with variations of tube current, 
tube voltage, and ASIR are shown in Fig. 3.

In Fig. 3a, the profile of the anatomical clarity assessment, especially on mastoid 
air cells where in the tube voltage range 80, 100 and 120 using ASIR variations of 
30, 40, 60, 70 and 80 have the same clarity of mastoid air cells. At a tube voltage of 
140 kVp, all variations of ASIR showed a maximum assessment where the mastoid 
air cell was the clearest and clearly demarcated. The interesting thing is that in 
ASIR 50, all variations of tube voltage show the maximum assessment, it can be
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80kVp,300mA, ASIR 30 80kVp, 300 mA, ASIR 40 80kVp, 300mA, ASIR 50 

80kVp, 300mA, ASIR 60 80kVp, 300mA, ASIR 70 80kVp, 300mA, ASIR 80 

Fig. 2 Image with variations in tube voltage (80, 100, 120, and 140 kVp) and ASIR (30, 40, 50, 
60, 70, and 80) with a fixed tube current (300 mA)
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Fig. 3 Anatomical information of mastoid air cells with variations of tube current, tube voltage, 
and ASIR a 100 mA, b 300 mA, and c 300 mA
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Fig. 4 Respondents’ assessment presence of noise at various tube current with variations in tube 
voltage and ASIR. a 100 mA, b 200 mA, and c 300 mA 

assumed that at ASIR 50 all voltages have the same anatomical quality. In Fig. 4b, 
the assessment looks more uniform in almost all tube current conditions of 200 mA 
with a tube voltage factor in almost all ASIR variations. A higher rating is shown 
at 80 kVp voltage on ASIR 40, and the highest rating is also ASIR 50 in all tube 
voltage variations. In Fig. 4c, it can be seen that at ASIR 60,70, and 80 in all tube 
voltages, there is a uniform assessment, meaning that there is no difference in that 
range. The various assessments for tube voltages of 100 on the use of ASIR 30 and 
40 have the same assessment score, whereas the ASIR 30 and 40 have the same and 
no different ratings. The highest assessment score is also shown at ASIR 50, which 
has the highest assessment score, which means at a tube current of 300, at all tube 
voltages used, using ASIR 50, it will produce the clearest and most clearly defined 
mastoid air cell image. 

In Fig. 4, it can be seen that based on the respondent’s assessment, the use of 
tube voltages of 100, 120, and 140 kVp has the highest score for image quality, 
which means that noise is not found that interferes with the image in almost all ASIR 
variations. At a tube voltage of 80, in all ASIR noise is still visible even though it is 
not clearly visible and does not really interfere with the existing image. Meanwhile, 
the use of a 200 mA tube current has the same profile as the use of a 100 mA tube 
current. Different results are shown in the use of a tube current of 300 mA, a uniform 
assessment is found that there is no visible noise in all variations of the voltage and 
ASIR used. 

In the image, ROI is given to the mastoid area with a diameter of ±0.5 cm to get 
the pixel value. This pixel value is a representation of the CT number. CT number 
is the value of the X-ray attenuation coefficient which is determined by the average 
energy of the X-rays and the atomic number of the absorber, this is expressed by the 
attenuation coefficient. In Fig. 5, it can be seen that at a tube current of 100 mA, the
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Fig. 5 Pixel value at various tube currents with variations in tube voltage and ASIR; a 100 mA, b 
200 mA, and c 300 mA 

higher the voltage factor used, the lower the pixel value. Almost all ASIR variations 
show a similar pattern at 120 kVp tube voltage there is the lowest pixel value at 
any ASIR value, while the highest pixel value at all ASIR values is at 80 kVp tube 
voltage. The assessment of the pixel value at a tube current of 300 mA has a smaller 
average value when compared to 100 and 200 mA. 

3.2 Dosage Profile on CT Mastoid 

In this study, measurements of radiation dose and image noise were carried out. For 
the measurement of radiation dose obtained from the value of CTDIvol and Dose 
length product (DLP) listed on the CT Scan computer monitor. 

Figures 6 and 7 show that an increase in tube voltage and tube current will 
contribute to an increase in the value of CTDIvol and DAP so that it can be ascer-
tained that the larger the tube current and the tube voltage used will give a large dose. 
From the data Fig. 6, it can be calculated the increase in CTDIvol value for every 20 
increase in tube voltage at values of 100, 200 and 300 mA. The biggest percentage 
is when the tube voltage is changed from 80 to 100 k Vp, where there is an increase 
in CTDI vol and DAP values by 84% at 300 mA while at 100 and 200 mA values, 
there is an increase of 83%.
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Fig. 6 Increasing trend 
CTDI vol (mGy) at different 
tube current and tube voltage 

9.53 
17.44 

26.96 
38.11 

19.05 
34.87 

53.92 

76.69 

28.58 

52.63 

81.39 

115.03 

0 

20 

40 

60 

80 

100 

120 

80 100 120 140 

C
TD

I (
m

G
y)

 

Tube voltage (kVp) 

CTDI at 100 mA (mGy) 
CTDI at 200 mA (mGy) 
CTDI at 300 mA (mGy) 

Fig. 7 Trend of increasing 
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tube current and tube voltage 
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4 Discussion 

In the CT examination of the mastoid, efforts are needed to obtain good bone details, 
this must also be balanced with the acceptance of doses in patients that can be 
minimized, this is in accordance with Darmini et al. [19], which states that the 
application of CT scans for medical purposes must have good quality and relatively 
low dose, whereas CT scanning of the mastoid is usually preferred with high spatial 
resolution. CT Scan is an unquestionable modality to be able to provide high detail 
images of the temporal bone [20], including the mastoid. 

The results showed that the assessment of the clarity of the mastoid air cell imple-
mented using ASIR, at all tube voltage settings, gave almost the same assessment.
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This is also seen in ASIR 50, all images on all variations of tube voltage have the 
highest scores. This means that even if the scanning technique is carried out at a 
low voltage (80kVp), it can still provide good anatomical clarity. So using ASIR has 
been able to improve the quality aspect even though using a low tube voltage. 

Technically, the use of low technical factors (tube voltage and tube current), 
which in this case will cause low doses will also have an impact on noise generation 
[21], which of course will interfere with mastoid image needs that require high 
detail/resolution images. Although, technically, the use of a low tube voltage will 
increase the contrast of the image, the presence of noise with the use of a low tube 
voltage is also unavoidable. This is in accordance with the results of the study, which 
is based on the respondent’s assessment of the presence of noise at a tube voltage of 80 
kVp, where the overall quality of the noise can still be seen a little. In the use of tube 
voltages above 100 kVp, the presence of noise is almost invisible. The use of ASIR 
is able to reduce the presence of noise in the use of the low dose technique [22]. 
Regarding noise reduction, there is also a significant decrease, one study showed 
a noise reduction of up to 60% with the use of ASIR compared to FBP [23]. So 
this iterative technique is very useful for reducing noise due to the use of low dose 
techniques. 

In measuring the pixel value, it was found that the largest pixel value was at 80 
kVp tube voltage. This occurred in all variations of tube current. The use of 100 kVp 
tube voltage has a lower pixel value than 80 kVp, this is also supported by research 
[24]. The tube current value of 100 mA has a higher pixel value when compared to 
others. Each pixel of the CT image, represents a linear attenuation value of the x-rays 
interacting with each different tissue density, this attenuation value is called the CT 
number, or Hounsfield unit (HU) [25]. 

MSCT equipped with CT Dose Index (CTDI) measurement software, the CTDIw 
value and the Dose Length Product (DLP) value which can be observed on the 
operator console display which is obtained by mathematical calculations, which are 
automatically in the section computer data acquisition [26]. CTDI is a method of 
calculating the patient’s average dose in one scan. The use of technical factors such 
as tube current and tube voltage has a significant role in contributing to the dose given 
to the patient. the largest dose at 300 mA and 140 kV was 115.03 mGy for CTDI vol, 
and DAP was 2845.33 mGy-cm. The lowest dose is shown at 80 kVp tube voltage and 
100 mA tube arug usage. The results of the assessment show that in all variations of 
tube current, with increasing tube voltage, the dose increases. This shows the largest 
increase is from 80 to 100 kVp where there is an increase of 83–84%. In one study, 
it was stated that although the tube voltage did not linearly affect the dose, at 100 
kVp, the X-ray output was 1.5 times greater than 80 kVp. In other words, reducing 
the tube voltage from 100 to 80 kVp will cause a dose reduction of 1.5 times. An 
increase in tube current will also lead to a linear increase in dose [22]. One study 
also mentioned a dose reduction in the range of 23–76% compared to FBP [27]. 

Decreasing dose does not necessary have to sacrifice image quality. Parameter 
optimization needs to be done to get optimal image quality with the lowest possible 
dose. In principle, the radiation dose depends on the tube current, slice scan time, 
and tube voltage. And during a CT scan, the patient gets radiation from all directions,
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causing the dose to be received largely [28]. Several studies have stated that reducing 
the tube voltage can significantly reduce the dose, but consequently lower the image 
quality factor. Because of this, several manufacturers, especially CT Scan modalities, 
have implemented automation of tube voltage selection in their equipment [29], 
clinical needs, and patient characteristics [22]. In recent decades, dose reduction can 
also be achieved with the use of mA modulation. Using the right mA modulation 
and ASIR is effective in reducing the dose and maintaining image quality [30]. using 
ASIR which is an iterative hybrid reconstruction technique can be used as a technique 
to reduce the dose compared to FBP [15]. 

Based on this discussion, the use of a tube current of 100 mA and a tube voltage of 
80 kVp has an image quality in this case is the same good image resolution, with the 
highest pixel value. Although the use of low doses will produce noise, but the noise 
in the exposure factor is not too disturbing the image and can be minimized by using 
ASIR. ASIR with the highest quality is obtained at 50. The higher ASIR used, the 
resulting image looks less clear and sharp, of course, this will result in a reduction 
in the existing diagnostic value. This is also supported by setting the exposure factor 
(at 100 mA and 80 kVp), the lowest dose received (9.53 mGy) and decreasing the 
exposure to 80 kVp will reduce the dose received by the patient by almost 85%. This 
is supported by Prakash’s study which stated that using ASIR there was a 25.1% 
reduction in CTDi compared to using the FBP technique on the use of ASIR 40% 
[12], The use of ASIR 40 is also recommended in abdominal examination with the 
most optimal image results [11]. 

Our research has weaknesses, where the assessment is still limited to the anatomy 
of the phantom study, in the future, it needs to be applied to pathology to see the 
suitability of the need for diagnostic identification according to medical needs. The 
object that is assessed also only focuses on mastoid air cells, further studies are 
needed regarding other anatomical assessments on CT mastoid. The iterative tech-
nique used is also still using statistical iterative techniques, there are still develop-
ments in other interactive techniques such as models based-IR [31]. The results of 
this study will provide experience in parameter optimization, especially in the CT 
scan of the mastoid to obtain optimum image details by using the right exposure 
technique so that the dose given to the patient can also be suppressed. 

5 Conclusion 

From the results of research on the topic of Image Improvement and Dose Reduc-
tion with Adaptive Statistical Interactive Reconstruction on the Mastoid, it can be 
concluded that on the CT Scan of the Mastoid using the CT head protocol using 
phantom, ASIR can be used to produce images with good quality, especially those 
that can display images with good detail across all mA variations. As for the mA 
values of 100 and 200, it is still found a little noise in the image at the use of 80 
kVp tube voltage. The use of 80, 100, 120, and 140 tube voltages can also produce 
mastoid images with the same quality, but noise is still found at 80 kVp tube voltages
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with 100 and 200 mA, while the use of 300 tube currents shows the same results 
for all voltage variations and ASIR. The highest pixel value was obtained using a 
tube voltage of 80 kVp for all ASIR variations, where the highest was at 100 mA 
with an average pixel of 463. The best ASIR option for mastoid images to obtain 
detailed imagery was 50. The lowest dose value received by the object was on the 
use of 100 mA tube current and 80 kVp tube voltage CTDIvol 9.53 mGy and DAP 
225.54 mGy-cm. To obtain an optimal mastoid image with a minimum dose, it is 
recommended to use a tube current of 100 mA and a tube voltage of 80 kVp with 
an ASIR 50. The future for the implementation of ASIR variations for clinical needs 
can use pathology in patients with post-traumatic conditions and reconstruction with 
more varied ASIR. 
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Classification of Pneumonia Based 
on X-Ray Images with ResNet-50 
Architecture 

Shafa Alifia Rachman, Dhimas Chandra Bagaskara, Rita Magdalena, 
and Sofia Sa’idah 

Abstract Pneumonia is a disease that infects the lungs, it can be caused by a bacte-
rial, viral, or fungal infection. A person can be known to have pneumonia or not by 
having a chest x-ray examination, meanwhile, it is difficult to identify the cause of 
pneumonia by just looking at the x-ray image results. This research was conducted 
to obtain a system that can classify the causes of pneumonia. This research can be 
used as a reference for development in further research. The classification system 
designed in this research was by using Convolutional Neural Network (CNN) method 
with ResNet-50 architecture. By using the proposed method, an analysis was carried 
out to obtain the best parameters for the system. CNN can imitate the image recogni-
tion system in the human visual cortex. By implementing a skip connection system, 
ResNet-50 is used to overcome the problem of declining system performance due 
to a high-depth architecture. The dataset used are secondary dataset x-ray images 
of the lungs, consisting of three classes, namely: bacterial pneumonia, viral pneu-
monia, and normal. This research produces the best accuracy of 88.88% and a loss of 
0.4597. The precision, recall, and F1-Score parameters get a value of 83.34, 83.33, 
and 83.16%. The result shows that the pneumonia classification system designed 
using the CNN architecture ResNet-50 method is able to classify x-ray images of the 
lungs according to their respective classes. The classification system of pneumonia 
can be used to automate the identification of the cause of a pneumonia. 

Keywords Pneumonia · Convolutional Neural Network · ResNet-50 

1 Introduction 

The lungs are important organs in human respiration. One of the diseases that attack 
the lungs is pneumonia. In the lungs of people with pneumonia, small pockets in the 
lungs, usually called alveoli, fill with pus and fluid. This will cause the patient’s lungs 
to be limited in oxygen intake and have breathing difficulty [1]. The most common
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causes of pneumonia are viral and bacterial infections. Pneumonia caused by a virus, 
called viral pneumonia, has more symptoms than bacterial pneumonia. However, 
when viewed clinically, the difference between viral pneumonia and bacterial pneu-
monia is difficult to find. Identification of x-ray images of the lungs just by looking 
at the x-ray images may cause misidentification because the eyes have a high level 
of subjectivity. With increasingly rapid technological advances, the identification of 
pneumonia can be done through x-ray image analysis. The use of Convolutional 
Neural Network (CNN) and Compressed Sensing (CS) on x-ray pictures of normal 
lungs and lung images of pneumonia patients showed a 97.34% accuracy rate [2]. 
The use of x-ray images with the Support Vector Machine (SVM) for image classi-
fication and the Linear Discriminate Analysis (LDA) method for feature extraction 
results in an accuracy of 92.775% [3]. Using a Computer Aided Diagnosis (CAD) 
system that is then segmented and extracted using Fully Convolutional Networks 
(FCN) and then the Deep Convolutional Neural Network (DCNN) model to clas-
sify viral or bacterial pneumonia based on x-ray images, researchers were able to 
achieve an accuracy of (0.80480.0202) [4]. Another study regarding the detection of 
pneumonia by utilizing the DCNN method and the use of augmentation strategies 
to improve model performance got an accuracy value of 83.38% [5]. Judging from 
these studies, the use of machine learning methods can be used to help classify pneu-
monia. However, the system that can classify the causes of pneumonia disease due 
to bacterial and viral is still lacking because there are similarities in the x-ray images 
of the two causes of pneumonia. In this proposed method, researchers used the CNN 
method and the ResNet-50 architecture to classify pneumonia. The CNN method was 
chosen because this method is known to have the most significant results in image 
recognition and can imitate the image recognition system in the human visual cortex 
so that it can process image information properly [6]. In addition, the CNN method 
was chosen because this method can train a large number of data so it corresponds to 
the data used in this research. The ResNet-50 architecture was chosen because the x-
ray images of the lungs used in this research has a high level of similarity, so residual 
network was chosen because it can overcome complex image recognition problems 
by increasing the number of layers in deep learning without causing a decrease in 
system performance. 

2 Basic Theory 

2.1 The Lungs 

In the human respiratory system, the lungs are vital organs. The right lung has three 
lobes, while the left lung has two lobes. The left lung has superior and inferior lobes. 
The right lung has three lobes: superior, medial, and inferior [7]. The exchange of 
oxygen and carbon dioxide in the blood is an important function of the lungs. The 
alveoli are where oxygen and carbon dioxide are exchanged. The carbon dioxide
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created by the body’s cells will be carried through the bloodstream. When air is 
delivered, oxygen and carbon dioxide are exchanged in the alveoli [8]. 

2.2 Pneumonia 

Pneumonia is a disease of the lungs in the form of parenchymal inflammation. Infec-
tion is caused by microorganisms such as bacteria, fungi, protozoa, and viruses, which 
produce inflammation [9]. Alveoli in normal lungs will be filled with air. However, 
in the lungs of people with pneumonia, the alveoli are filled with pus and fluid. 
Symptoms that commonly appear in patients with pneumonia are cough, sputum 
which has the medical term purulent sputum, fever, pleuritic pain, and shortness of 
breath [10]. There are two classifications of pneumonia based on the cause, namely 
bacterial pneumonia and viral pneumonia [11]. Bacterial pneumonia is caused by 
bacteria such as Staphylococcus, while viral pneumonia is caused by viruses such as 
RSV [12]. 

2.3 Digital Image Processing 

Image can be interpreted as a two-dimensional function f(x, y) where x and y are 
coordinate pairs of a plane [13]. While the amplitude f is the gray intensity of an image 
at coordinates (x, y). Digital image processing is now widely used in imaging systems 
such as gamma rays, x-ray, ultraviolet, and so on. An x-ray is an electromagnetic 
wave with a wavelength ranging from 0.01 to 10 nm [14]. By focusing high-energy 
electrons onto tungsten, an x-ray can be produced. If the electrons have enough 
energy, the electrons in the tungsten atom’s inner shell can be disabled. As a result, 
higher-energy electrons will replace the previously disabled electrons, allowing X-
rays to be emitted [15]. 

2.4 Convolutional Neural Network 

Convolutional Neural Network (CNN) is a deep learning method with linear oper-
ations in the form of convolution [16]. In general, the application of CNN has four 
stages of work. The first is to perform a convolution operation between the input 
image and the kernel. In the second process, the input of the convolution operation is 
changed using an activation function. Next, the third process is to do input pooling to 
minimize the feature map’s dimension. In the fourth process, a classification opera-
tion is performed on the fully connected layer [17]. CNN architecture is divided into 
two parts: feature extraction layers and classification layers [18]. Figure 1 shows an 
overview of the CNN architecture.
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Fig. 1 Convolutional Neural Network (CNN) architecture [30] 

Based on Fig.  1, the system is given input with x-ray images of the lungs. The input 
will be resized to 224 × 224 pixels and conducted with a convolution operation using 
kernel 7 × 7 and stride 2. The feature map from the convolution operation will pass 
the ReLU activation function. Furthermore, the pooling operation will be carried out 
on the feature map using kernel 3 × 3 and stride 2. The convolution operation will 
continue according to the number of layers used. When the feature extraction was 
completed, the system can recognize the characteristics of each image. Based on the 
output from feature extraction, image classification can be done on the classification 
layer. 

Convolutional Layer. The main CNN processes take place in the convolutional 
layer [19]. In this layer, a convolution operation is performed to extract the input 
image features by using a kernel. The convolution operation is performed by multi-
plying the matrix between the input and kernel which produces an output in the form 
of a feature map, as shown in Fig. 2 [20]. There are several parameters in the convo-
lutional layer, namely the kernel, stride, and padding. The kernel can be interpreted 
as a parameter in the form of a grid with weights that will be used to detect the input 
image pattern. Stride is a parameter used to determine the number of kernel shifts in 
the input image. Padding is a parameter used to minimize the amount of information 
lost from the input image by adding the number of zero pixels at each edge of the 
input image [21].

Pooling Layer. The pooling layer is the process of reducing the dimensions of the 
feature map by doing downsampling to overcome overfitting [22]. Average pooling 
and maximum pooling are the two types of pooling. The average value of the selected 
pixel region in the image is used in average pooling, while the maximum value of the 
selected pixel area in the image is used in max pooling [23]. Figure 3 is an illustration 
of max pooling and average pooling on feature map 4 × 4, kernel 2 × 2, and stride 
2.
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Fig. 2 Convolution process on the convolution layer [20]

Fig. 3 Pooling operation a 
Max pooling b Average 
pooling [20]
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Fig. 4 ResNet-50 architecture [31] 

Fully Connected Layer. A fully connected layer is a layer that functions to 
process images so that they can be classified [24]. In this layer, the flattening process 
on the feature map becomes a vector so that the output generated from the previous 
layer, which is still a multidimensional array, can be used as input to the fully 
connected layer [25]. 

2.5 Residual Network (ResNet) 

ResNet was created to overcome the problem of decreasing system performance so 
that the error rate generated during the training and testing of data is high when the 
architecture has an increasing depth [20]. ResNet’s way of dealing with this is by 
implementing a system skip connection, which works by way of input x will skip one 
or more layers without having to pass layer weights. ResNet is based on CNN, so 
its layers include a convolutional layer, a pooling layer, a fully connected layer, and 
a system skip connection on several convolutional layers [26]. Equation (1) depicts 
the residual block on ResNet [27]. 

y = F(x, {Wi }) + x (1) 

With x as the input vector, y as the output layer, and F as the residual mapping 
function to learn. In this research, ResNet-50 was used with an architecture as shown 
in Fig. 4. 

2.6 Confusion Matrix 

A confusion matrix is a matrix that is used to compare the predicted value to the 
actual value. The confusion matrix can be seen in Table 1 [28]. True Positive (TP), 
True Negative (TN), False Positive (FP), and False Negative (FN) are the four terms 
used in the confusion matrix. TP can be interpreted as a condition where the predicted 
value is the same as the actual value. An example of TP is Cell1 in Table 1. TN is the



Classification of Pneumonia Based on X-Ray Images with ResNet-50 … 123

Table 1 Confusion matrix [28] 
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Normal 
Pneumonia 

Viral 
Pneumonia  

Bacterial 

Normal Cell1 Cell2 Cell3 

Pneumonia 

Viral Cell4 Cell5 Cell6 

Pneumonia 

Bacterial Cell7 Cell8 Cell9 

sum of all values other than the column and row values of the calculated class. For 
example, the sum of Cell5 + Cell6 + Cell8 + Cell9 is the TN value in the normal 
class. Furthermore, FP is the sum of the values of the column by class, without the 
TP value. For example, the sum of Cell4 + Cell7 is the FP value in the normal class. 
While FN can be interpreted as the number of values from the row based on its class, 
without the TP value. For example, the sum of Cell2 + Cell3 which is the FN value 
in the normal class [29]. 

3 System Design 

There were several processes for the system to be able to classify x-ray images of 
the lungs into three classes. The processes of research are generally shown in Fig. 5. 

X-Ray Images 

Pre-processing 

Model Training 

Classification 

Viral Pneumonia Normal 
Bacterial 

Pneumonia 

Fig. 5 The processes of research
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The first stage was collecting data which was used as the system input. In this 
research, the data used is secondary data x-ray images of the lungs obtained from 
a dataset entitled “Chest X-Ray Images” on www.kaggle.com. At first, the data in 
the dataset were 5856 images with 1583 images in normal class, 2780 images in 
bacterial pneumonia, and 1493 images in viral pneumonia. There is an imbalance 
in the number of data, which can affect the performance of the designed system. 
To overcome that, the author generalizes the number of data in each class, so the 
distribution of data becomes balanced. The number of data used in this research was 
4479 images consisting of 1493 images in each class. From 4479 images, 80% of the 
images were used as training data, 10% as validation data, and 10% as testing data. 
The second stage was pre-processing by resizing images to 224 × 224 for equalizing 
the size images. By using pre-processing images, a convolution operation was carried 
out which produces a feature map. As an activation function, if the feature map has 
a negative value index, ReLU will map the value into zero. In the pooling process, 
the dimensions of input are reduced with the max pooling method. The classification 
process is carried out on a fully connected layer using the softmax activation function. 
After the training stage was completed, a test was carried out aiming to determine 
the performance of the system in classifying x-ray images of the lungs. To check 
whether a system designed successfully classifies x-ray images, several performance 
parameters such as the value of accuracy, recall, precision, F1-Score, and loss were 
calculated. 

4 Result and Discussion 

The data ratio used in this research was split into three: 80% as training data, 10% as 
validation data, and 10% as test data. The testing phase consists of five test scenarios 
which included testing of the image size, the data ratio, the type of optimizer, the 
value of the learning rate, and the value of epoch. In the first test scenario, the 
image sizes used were 64 × 64, 128 × 128, and 224 × 224. In the second test 
scenario, the ratios used were 70:20:10, 75:15:10, and 80:20:20. In the third test 
scenario, the types of optimizers used were Adam, Nadam, SGD, and RMSprop. In 
the fourth scenario, learning rate values were 0.1, 0.01, 0.001, and 0.0001. In the last 
test scenario, the epoch values were 50, 60, 70, 80, 90, and 100. After the five test 
scenarios were completed, some of the best parameters were obtained to produce an 
optimal performance for the classification system. They are presented in Table 2.

The first test scenario aims to find out how is the effect of pre-processing in 
the form of resizing on system performance. After testing was carried out on three 
image sizes, it was found that the image size of 224 × 224 pixels obtained the best 
testing result and graph because each pixel contains information on an image. So, 
the larger the size of an image, the more detailed the information on the image. 
The second test scenario aims to find out how the ratio of training data, validation 
data, and testing data affects the system’s performance. After testing was carried out 
on three data ratios, it was found that the data ratio of 80:10:10 obtained the best

http://www.kaggle.com
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Table 2 Best parameters Parameter Best result 

Size 224 × 224 
Ratio Train 80 

Test 10 

Validation 10 

Optimizer SGD 

Learning rate 0.0001 

Epoch 100 

Batch size 64

testing result and graph. It can produce the best test result because the number of 
images that can be learned by the system in the training process is increasing. This 
makes the characteristics of an image can continue to be studied and recognized by 
the system to improve the system’s ability to classify x-ray images. The third test 
scenario aims to find out how the type of optimizer affects the system performance. 
The SGD optimizer was chosen to be the best optimizer because it can reduce the 
occurrence of overfitting on the testing graph and generate a smaller loss value than 
the other optimizers. This can happen because the optimizer SGD maximizes the 
optimum level of the designed system by updating the weights for each training 
data. The fourth test scenario aims to find out how the learning rate value affects the 
system performance. The learning rate value of 0.0001 was chosen to be the best 
learning rate value because it was able to reduce the occurrence of overfitting on 
the testing graph and produce a smaller loss value. This can happen because a small 
learning rate value affects the level of accuracy of the system in classifying so with 
learning rate value of 0.0001 the system can reach its optimum point. The last test 
scenario aims to find out how the epoch value affects the system performance. After 
testing was carried out on several epoch values, it was found that the greater the 
epoch value used, the more the resulting performance value increased. This happens 
because the system keeps repeating the training process as much as the epoch value 
used. So, the system becomes better at recognizing the characteristics of an image. 
The epoch value of 100 is chosen to be the best epoch because it obtains the highest 
testing result and graph. Testing results for accuracy value and loss value using the 
proposed method are shown in Fig. 6. Figure 6a, b show the result of the accuracy 
value and loss value for 100 epochs (iterations) of the training and the validation 
process. Based on Fig. 6a, b, it can be concluded that the designed system was not 
overfitting because there is no significant variation between the result of accuracy 
and the result of loss in the training and validation process. In this research, the best 
performance has reached the result of an accuracy value of 88.88%, precision of 
83.34%, recall of 83.33%, F1-Score of 83.16%, and loss of 0.4597.

By using the confusion matrix, the test results of the system can be seen in Fig. 7. 
With a 10% data ratio of testing data, there are 450 images that were used as testing 
data consisting of 150 images in each class. From 150 images in normal class, 144
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images can be classified appropriately, while 3 images are classified as bacterial 
pneumonia and 3 images are classified as viral pneumonia. Then from 150 images 
in the bacterial pneumonia class, 125 images can be classified appropriately, while 
3 images are classified as normal, and 22 images are classified as viral pneumonia. 
Meanwhile, from viral pneumonia, 106 images are classified appropriately, while 8 
images are classified as normal, and 36 images are classified as bacterial pneumonia.

From the confusion matrix, prediction errors most commonly occur in bacterial 
pneumonia and viral pneumonia. This is because the level of similarity between 
the image in bacterial pneumonia and viral pneumonia is high. The high degree of 
similarity makes the characteristics of images from bacterial pneumonia and viral 
pneumonia difficult to distinguish. 

Based on Fig. 7, the system has successfully classified 375 images. This indicates 
the system designed using the CNN method with ResNet-50 architecture can be 
classified images appropriately. Although there are still images remaining, they are 
not classified appropriately because the degree of image similarity is complex. The 
result of the proposed method compared with previous results is shown in Table 3.

Systems using CNN with Compressed Sensing in research [2] and DCNN with 
augmentation in research [5] only detect whether a person has pneumonia or not, 
through x-ray images. While it is important to know the cause of pneumonia suffered
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Table 3 Comparison of 
accuracy results with different 
methods 

Method Accuracy (%) 

CNN with compressed sensing [2] 97.34 

LDA-SVM [3] 92.775 

DCNN with transfer learning [4] 80.48 

DCNN with augmentation [5] 83.38 

CNN with ResNet-50 (proposed method) 88.88

by a person because each cause of pneumonia has a different way of treatment. 
In research [3], the system was designed to detect and classify pneumonia using 
one of the machine learning methods, namely LDA-SVM. Several weaknesses of 
this combination methods are the need for many iterations of training and too long 
computation time. When compared with research [2, 3], this research has a lower 
accuracy value which is because of the differences in the class of images used. 
In this research, the images of bacterial pneumonia and viral pneumonia classes 
have similarities, so this affects the accuracy value produced. Then when compared 
with research [4, 5], this research has a higher accuracy value in classifying x-ray 
images into three classes. This is because the method in this research is suitable for 
the characteristics of the x-ray image data used. With the classification system of 
pneumonia in this research, early detection can be carried out which is useful for 
recognizing symptoms and carrying out treatment in time to prevent conditions get 
worse.



128 S. A. Rachman et al.

5 Conclusion 

Identifying the causes of pneumonia just by looking at the x-ray images of the 
lungs is difficult to do, not only because each x-ray images have a high degree 
of similarity, but also because eyes have a high level of subjectivity. As an early 
detection, a classification system for pneumonia is needed. The research aims to 
design a classification system of pneumonia based on x-ray images of the lungs using 
CNN ResNet-50 architecture which is carried out by analyzing the best parameters 
of the system. This research was also conducted because there is still a lack of a 
system that can classify the causes of pneumonia disease due to bacterial, viral and if 
looking from previous research, the accuracy value in classification system still can be 
improved. From the five test scenarios that have been carried out, the best parameters 
for the classification system are obtained. The best parameters for each scenario are 
an image size of 224 × 224 pixels, a data ratio of 80:10:10, an SGD optimizer, a 
learning rate of 0.0001, and an epoch of 100. The best performance values from the 
proposed method have reached an accuracy value of 88.88%, precision of 83.34%, 
recall of 83.33%, F1-Score of 83.16%, and loss of 0.4597. Based on the performance 
values obtained, it can be concluded that the classification system of pneumonia in 
this research can classify pneumonia based on x-ray images of the lungs into three 
classes, they are normal, bacterial pneumonia, and viral pneumonia. Images can be 
classified well because the proposed method is suitable for the characteristics of the 
x-ray images of the lungs used. There are several suggestions that can be given for 
further research to get a better performance value, which using primary data x-ray 
images of the lungs, using other pre-processing, and designing a classification system 
using a different architecture for comparison. 
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Abstract By the end of 2021 in Indonesia, there was an increase in the price of 
basic foodstuffs, including chili. This price increase was due to farmers’ chili supply 
shortage because of disease that attacked chili plants in various areas. Early detec-
tion of chili plant diseases is essential to maintain the quality and productivity of 
crop yields. Research related to the detection of chili plant diseases has been devel-
oped by many researchers, for example, using machine learning techniques. Previous 
research used machine learning to classify three classes of chili diseases. The results 
of this research are not optimal because the amount of data used is small, so it 
only reaches 86% accuracy. Therefore, we propose using the Convolutional Neural 
Network (CNN) method, which is part of deep learning. This research contributes to 
building a CNN architectural model for processing small datasets. We developed the 
CNN architecture to process small amounts of data. The dataset consists of 5 classes: 
healthy, leaf curl, leaf spot, whitefly, and yellowish. The raw data obtained is pre-
processed before going to the feature extraction stage. The reason for pre-processing 
is to homogenize the size and augment the data. The results of the pre-processing data 
will be used for feature extraction and classification using CNN. We also compare 
the results of using CNN with the DenseNet201 transfer learning model. The test 
results using the confusion matrix obtained an accuracy of 92% on the use of the 
DenseNet201 model, while on CNN, it produced an accuracy of 94%. Through these 
results, agricultural technology developers can use this method, especially for chili 
plants. 
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1 Introduction 

Chili plants are one of the vegetables that Indonesian people often consume as a 
spicy flavor in food. Many Indonesian people use chili as a cooking spice, so it is not 
surprising that it is easy to find chili in the market in various regions of Indonesia 
[1]. At the end of 2021, the price of chili tends to increase because the tourism sector 
has begun to open in this era of the COVID-19 pandemic. One of the causes of the 
increase in chili prices is farmers’ shortage of chili supplies. The decline in chili 
production was due to erratic rainfall, and some areas were attacked by pests and 
diseases of chili plants [2]. The presence of these diseases and pests makes the chili 
yields not optimal. Several diseases and pests on chili plants include leaf curl, leaf 
spot, yellow virus, and white fly [3]. These diseases and pests need to be detected 
soon so that treatment can be carried out immediately. Disease detection in chili can 
be done through cross-sectional images of the leaves. This image can be processed 
using computer science, namely Artificial Intelligence for chili disease detection. 

Recently, systems for the classification of various case studies have been devel-
oped. Researchers usually use machine learning or deep learning techniques to carry 
out the classification process. Several studies on plant disease classification, including 
the classification of corn plant diseases using machine learning techniques, namely 
Support Vector Machine (SVM), yielded an accuracy of 85% [4]. The data used 
are 50 in each class. Then in another research, the detection and classification of 
rice plant diseases using the K-Nearest Neighbor method resulted in an accuracy 
of 76.59% [5]. This research uses the amount of data 330 images. Rice disease 
classification was also carried out using the XGBoost method, which resulted in an 
accuracy of 86.58% [6]. The data used in this chili research is 100 data on each 
disease class, with the number of classes being three classes. Research with the 
same case research using a machine learning Decision tree also produces an accu-
racy of 86% [7]. The accuracy, which is still below 90%, is not yet optimal, so other 
methods are needed to process a small number of datasets. Based on several previous 
research descriptions, machine learning techniques’ accuracy results are not optimal 
when later implemented for classifying chili plant diseases, mainly for using small 
datasets. Therefore, we propose the use of deep learning techniques. One of the deep 
learning methods to process image data is Convolutional Neural Network (CNN) [8, 
9]. This research aims to create a CNN model to process a small number of datasets. 
In addition to traditional CNNs, transfer learning methods have been developed that 
are often used to process small datasets, for example, the transfer learning model 
DenseNet201 [10, 11]. 

Several studies that use DenseNet201 as a classification include the classification 
of diseases on corn leaves [12]. This research resulted in 93% accuracy in classifying 
four classes. Then, the pre-trained DenseNet201 model was also used to identify 
whether the patient is COVID-19 positive or not, which resulted in an accuracy of 
97% [13]. The DenseNet201 model will be used to compare the CNN model created. 
We will evaluate the combination of epoch number and batch size parameters for 
optimal accuracy. The model’s results with the best accuracy will be used for the
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testing process using a confusion matrix. The main contribution of this research is 
to create a CNN architecture for processing small datasets. 

2 Materials and Method 

The chili plant disease classification begins with inputting chili disease image data 
along with the identity of the disease, which is used as a label. The input data is 
divided into two parts: training data and validation data. All data is pre-processed in 
the form of resizing before being processed to the feature extraction stage using CNN 
or DenseNet201 models. The result of the feature extraction process using CNN or 
DenseNet201 is a model file with the extension.h5. The built model is evaluated 
using the best loss and accuracy values. The best modeling results will be used for 
evaluation using a confusion matrix. Figure 1 shows a flow diagram forming a chili 
plant disease classification. 

2.1 Data Acquisition 

This research used a dataset sourced from Kaggle [14]. This research uses a dataset 
in the form of chili diseases in Indonesia. The chili disease classification that we use 
consists of 5 classes: healthy, leaf curl, leaf spot, whitefly, and yellowish. Each class 
consists of 116 images. We divide the data into 70% training and 30% training data. 
Figure 2 shows an example of the data used in this research.

Fig. 1 Proposed system 
architecture 

Start 

Chili dataset 

Resize image 

Training data using 
CNN or DenseNet201 

Data evaluation using 
confusion matrix 

End 
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leaf curl     leaf spot   yellow virus    white fly     healthy 

Fig. 2 Examples of data used in this research 

2.2 Pre-Processing Data 

The dataset being processed to the feature extraction stage using the CNN or transfer 
learning model is resized to a size of 150 × 150. The 150 × 150 size is used because, 
in previous research, it produced optimal accuracy with the CNN method [15]. This 
resizes operation uses the pre-processing library in the TensorFlow library [16]. This 
resizing is carried out in the preparation of both models so that the treatment is the 
same. The number of batch sizes used is 32 and uses categorical label mode because 
the number of data classes is more than two. The use of batch size is 32 because it 
produces optimal accuracy based on previous research [17, 18]. 

2.3 Convolutional Neural Network 

Convolutional neural networks (ConvNets) are a type of Deep Learning algorithm 
[19] that can take in an input image, assign importance (learnable weights and biases), 
and distinguish between distinct aspects and objects in the image. When compared 
to other classification methods, ConvNet requires significantly less pre-processing 
work. While filters must be designed by hand for rudimentary approaches, ConvNets 
can be trained to develop such capabilities. The convolutional layer, the subsample 
or pooling layer, and the fully connected layer are the three layers that make up 
CNN in general [20, 21]. While the pooling layer performs a subsampling function 
to produce output from the convolutional layer and lower data rates from the layers 
below it, the convolutional layer shares a significant amount of weight. Several fully 
connected layers use the output from the pooling layer as their input. Convolutional 
filters or kernels are applied to the dataset to produce convolutional features, also 
known as feature maps [22, 23]. The following Eq. (1) can be used to represent the 
convolution process: 

S(i, j ) = (I ∗ K )(i, j ) =
∑

m

∑
n 
I (m, n)K (i − m, j − n) (1) 

where I is the input image, K is the convolution kernel or filter, m is a collection of 
images, and n is the image column. Reducing feature maps is done through subsample 
or pooling. The convolution filter applied to the input data is essentially the same
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idea behind the pooling process as it is behind the convolution process. However, in 
contrast to the convolution process, the pooling process in the shifting filter does not 
overlap in each filter [24]. 

The CNN architecture in this research is shown in Fig. 3. The CNN architecture 
used in this research consists of several layers, including an input layer with an input 
image size of 150 × 150 pixels and then passing through 5 convolutional layers, 5 
batch normalization, five pooling layers (max pooling 2 × 2), five dropouts with a 
value of (0, 5), fully connected layer, and output layer. Furthermore, the architecture 
in DenseNet201 in this study consists of an input layer, convolution layer, poll layer, 
dense block 1, transition layer 1, dense block 2, transition layer 2, dense block 3, 
transition layer 3, dense block 4: global average polling layer, fully connected layer, 
activation layer, and classification layer. In the classification layer, the global average 
pooling operation of the DenseNet201 model is to determine the classification class. 

Fig. 3 CNN architecture in this research
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Fig. 4 DenseNet201 layer structure 

2.4 DenseNet201 

On multiple datasets, including ImageNet and CIFAR-100, the DenseNet201 has 
been shown to perform exceptionally well [25, 26]. The model’s ability to reuse 
features across layers increases variety in subsequent layer input and boosts perfor-
mance [27], so training the network is quick and easy. Direct connections between 
all preceding and subsequent layers are strengthened in the DenseNet201 model for 
increased connectivity. The DenseNet201 model’s layers are displayed in Fig. 4. 

xl = Hl
([
x0, x1, x2, . . . ,  xl−1

])
(2) 

where l is the layer index and H is the nonlinear operation. Then, xl is the char-
acteristic of the l th layer. DenseNet made more changes to the model by concate-
nating all the output feature maps sequentially rather than summing them as it had 
in Eq. (2), which was the previous version’s form. The concept of down-sampling 
on dense blocks was put forth [28]. To demonstrate a Dense Block case where the 
layer number is five and the growth rate is set to k, we provide Fig. 4. All previous 
layers’ feature maps are sent to each layer. Figure 4 shows that Hl , k feature maps 
are produced for each operation. We can obtain k0 + 4k feature maps since Fig. 4 
contains five layers. The number k0 refers to the feature maps from the previous 
layer. 

2.5 System Evaluation 

In this research, the evaluation stage starts by evaluating the results of training valida-
tion loss between the two CNN and DenseNet201 models. The lowest validation loss 
value will be used for testing using the confusion matrix. In addition, we also provide 
graphs on the training process to determine whether the model made is overfitting 
or underfitting.
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Table 1 Number of image data training and testing 

Data Healthy Leaf curl Leaf spot White fly Yellowish Total 

Training 80 80 80 80 80 400 

Testing 36 36 36 36 36 180 

3 Result and Discussion 

In this section, we will discuss the results of the study. The discussion starts with 
the configuration of the dataset, the training results, the confusion matrix test results, 
and an example of the output of the detection results. 

3.1 Dataset Configuration 

The dataset used in this study uses data from Chile Plant Disease. The total image 
data collected is 580 image data. The data is divided into training and testing data 
consisting of 400 images as training data (70%) and 180 images as data testing (30%). 
Each training and testing data has five classes: healthy, leaf curl, leaf spot, whitefly, 
and yellowish. Table 1 shows an example of data sharing used in this research. 

3.2 Training Result 

The training results were obtained from experiments that have been carried out using 
100 epochs, 32 batch sizes, loss functions using categorical cross entropy, and Adam’s 
optimizer. Based on the Fig. 5, which shows the training results of the two graphs from 
the training process using CNN and DenseNet201, then for model.fit configuration, 
namely training data using train-ing_set and validation data using test_set there is no 
overfitting. The training process uses google collaborative using Google’s GPU run 
time so that the CNN and DenseNet201 model training process can be done faster. 
Figure 5 shows the results of the training using the two models.

A comparison of the two models can be made by looking at the validation values 
of each of these models. The CNN model trained for 100 epochs results from the 
smallest validation loss value at the 90th epoch with a validation loss value of 0.2311. 
Then for the DenseNet201 model, which has the smallest process of 100 epochs, 
the results of the validation loss value are obtained at the 20 epochs with a loss 
validation value of 0.2507. The value of validation loss at the training stage is shown in 
Table 2.
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Fig. 5 Graphic of training results: a CNN training accuracy, b CNN training loss, c, DenseNet201 
model accuracy, d DenseNet201 model loss

Table 2 Value validation 
loss from training results 

Epoch Validation loss 

CNN DenseNet201 

10 1.2603 0.3247 

20 0.7717 0.2507 

30 0.3753 0.4712 

40 0.2390 0.3998 

50 0.4074 0.3934 

60 0.3147 0.3948 

70 0.2614 0.4244 

80 0.3011 0.4141 

90 0.2311 0.4568 

100 0.2983 0.4874
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3.3 Confusion Matrix Result 

The evaluation of CNN and DenseNet201 models is using confusion matrix method, 
where testing it uses testing data consisting of 5 healthy classes, leaf curl, leaf spot, 
whitefly, and yellowish, where each class has 36 images. The confusion matrix results 
from the CNN and DenseNet201 models can be seen in the Table 3. In the  CNN  
model, the results of image predictions were classified correctly; 33 out of 36 images 
were classified as “healthy”, 36 out of 36 images were successfully classified as “leaf 
curl”, 33 out of 36 images were successfully classified as “leaf spot”, 35 out of 36 
images were successfully classified “whitefly”, and 32 out of the 36 images were 
successfully classified as “yellowish”. Then for the DenseNet201 model, the results 
of the image prediction were classified correctly; 34 out of 36 images were classified 
as “healthy”, 32 out of 36 images were successfully classified as “leaf curl”, 32 
out of 36 images were successfully classified as “leaf spot”, 35 out of 36 images 
were successfully classified “whitefly”, and 32 of the 36 images were successfully 
classified as “yellowish”. Tables 3 and 4 show the confusion matrix results on the 
CNN and DenseNet201 models. 

The confusion matrix can be used to calculate the precision, recall, f1-score, and 
accuracy value. Based on the confusion matrix table for the CNN and DenseNet201 
models above, the calculation results for the precision, recall, f1-score, and accuracy 
values of the CNN and DenseNet201 models using the classification report function 
in the scikit learn library can be seen in Table 5. Based on these results, the CNN

Table 3 The result of confusion matrix from CNN model 

Prediction 

Healthy Leaf curl Leaf spot Whitefly Yellowish 

Actual Healthy 33 2 0 1 0 

Leaf curl 0 36 0 0 0 

Leaf spot 1 1 33 1 0 

Whitefly 0 1 0 35 0 

Yellowish 0 4 0 0 32 

Table 4 The result of confusion matrix from DenseNet201 model 

Prediction 

Healthy Leaf curl Leaf cpot Whitefly Yellowish 

Actual Healthy 34 2 0 0 0 

Leaf curl 2 32 0 1 1 

Leaf cpot 0 1 32 2 1 

Whitefly 0 0 1 35 0 

Yellowish 0 2 2 0 32 
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Table 5 The result of precision, recall, F1-Score, and Accuracy 

Model Class Precision (%) Recall (%) F1-score (%) Accuracy (%) 

Model CNN 0 (Healthy) 97 92 94 94 

1 (Leaf curl) 82 100 90 

2 (Leaf spot) 100 92 96 

3 (Whitefly) 95 97 96 

4 (Yellowish)  100 89 94 

Model DenseNet201 0 (Healthy) 94 94 94 92 

1 (Leaf curl) 86 89 88 

2 (Leaf spot) 91 89 90 

3 (Whitefly) 92 97 95 

4 (Yellowish)  94 89 91 

model has a better accuracy rate of 94%. Then the DenseNet201 model produces an 
accuracy rate of 92%. 

3.4 Testing Result 

The experiment uses random image data from the testing directory. The experimental 
and classification results using CNN can be seen in Fig. 6. The experimental results 
display 15 randomly selected test images and have two outputs: the actual image class 
and class classification carried out by the previously trained CNN and DenseNet201 
models.

Experiments conducted using the DenseNet201 model resulted in 13 out of 15 
images of chili plants being classified correctly according to their class, then 2 out 
of 15 images were still wrong in categorizing according to the actual class. Then 
for the experiment using the CNN model, 15 out of the 15 chili plant images were 
successfully classified according to their class. It can be concluded that the CNN 
model has 100% accuracy in classifying the 15 test images given. 

3.5 Analysis and Discussion 

In this research, deep learning algorithms are used to conduct training on images of 
chili plant diseases and classified using the CNN model. The results of this study 
show that the CNN model extracts important features in each image and has low 
efficiency in terms of memory and complexity. The accuracy results obtained in this 
research were excellent, reaching 94% using the CNN model. Table 6 compares the 
methods used in previous studies using standard feature-based and deep learning. The
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Fig. 6 Testing result using CNN model

results of the proposed research are still the greatest of previous studies. The accu-
racy results were not optimal in previous studies using deep learning and machine 
learning approaches. However, the proposed method also has a weakness in using 
deep learning, namely the long training time. The training process is also very depen-
dent on the computer device used. So that future research can use other models whose 
training process is not too long. Then, this research is expected to help farmers detect 
diseases in chili plants so they can carry out countermeasures quickly and precisely 
according to the detected disease. 

Table 6 Comparison of the 
proposed method with 
previous studies 

Classification model Accuracy (%) 

Color, size, and texture features [29] 80 

Faster R-CNN + DNN [30] 65 

GLCM + KNN [31] 93 

InceptionV3, DenseNet201 + SVM [32] 90.76 

Proposed Method (CNN) 94
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4 Conclusion 

Chili farmers can carry out proper handling according to diseases and pests that attack 
chili plants. This research provides solutions to chili farmers in identifying diseases 
and problems in chili plants. This study uses a deep learning approach by comparing 
two models, namely CNN and DenseNet201, which can be used to classify the types 
of diseases in chili plants correctly. The experimental results of the CNN model 
obtained testing results with a success rate of 100%, where the CNN model managed 
to predict 15 out of the 15 images. Then the DenseNet201 model obtained testing 
results with a success rate of 87%, where the DenseNet201 model predicted 13 out of 
the 15 images correctly, and two images were mispredicted. Based on these results, 
the CNN model has a better level of accuracy than DenseNet201 in conducting the 
disease classification process in chili plants. It is hoped that further research will 
apply other models or combine them with the CNN model and can be implemented 
in the form of an application or mobile so that chili can be used to detect pests on 
chili plants. 
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Early Risk Pregnancy Prediction Based 
on Machine Learning Built on Intelligent 
Application Using Primary Health Care 
Cohort Data 

Eka Miranda, Meyske Kumbangsila, Mediana Aryuni, Richard, 
Alfi Yusrotis Zakiyyah, and Albert Verasius Dian Sano 

Abstract Early detection has already reduced pregnancy risk, complications, emer-
gency situations, and also maternal mortality cases. Our study’s goal was to build 
on the intelligent application for early risk pregnancy prediction based on machine 
learning. We examined 997 patient data and 114 attributes from the electronic medical 
records on primary health care cohort data from the ENA System of the Sawah Besar 
Primary Health Care. Subsequently, eight attributes were chosen based on the Indone-
sian Ministry of Health, Maternal and Child Health Handbook, and medical doctor-
supervised as classifier attributes. Machine learning and Knowledge Discovery from 
Data (KDD) technique was also applied to build an intelligent prediction in this work. 
In addition, we investigated the decision tree C4.5, random forest, and naive bayes 
algorithms for seeing which one was the right match for our application. The accu-
racy values for decision tree C4.5, random forest, and naive bayes were 98.01, 98.51, 
and 68.81%, respectively. On most accuracy measures, the random forest algorithm 
exceeded the decision tree C4.5 and the naive bayes algorithm. As a consequence, we 
employed random forest to build the web-based application. Additionally, all three 
algorithms obtained AUCs ranging from 0.95 to 0.99, indicating perfect prediction 
accuracy. Our study’s contribution was to pave the way for machine learning poten-
tial in intelligent applications for early risk pregnancy prediction. In conclusion, we 
successfully developed an intelligent application for risk pregnancy prediction based
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on machine learning and revealed potential implications in providing self-checking 
and early detection of pregnancy risk based on machine learning. 

Keywords Decision tree C4.5 · Random forest · Naïve Bayes · Knowledge 
discovery from data · Risk of pregnancy 

1 Introduction 

In 2017, the WHO reported an unacceptably high maternal mortality rate, with 
approximately 295,000 women dying after or during pregnancy, including during 
childbirth. Every day in 2017, approximately 810 women died due to preventable 
causes related to pregnancy and childbirth [1]. Maternal death is defined as a woman 
dying during pregnancy or death within 42 days of giving childbirth as just a conse-
quence of the pregnancy or treatment, not as a result of an accident or injury [2]. 
The maternal mortality rate in Indonesia reached 359 per 100,000 live births in 2012, 
according to the Indonesian Demographic and Health Survey (IDHS) [3]. 

Based on the 2018 Sampling Registration System (SRS) data, the Ministry of 
Health of the Republic of Indonesia reported nearly 76% of maternal mortality 
occurred during and after pregnancy and childbirth, 24% occurred during pregnancy, 
36% occurred during childbirth, and 40% occurred after childbirth [4]. Maternal 
mortality was caused by some combination of factors during the pre-pregnancy 
phase, namely anemic condition, obesity, syphilis, hepatitis B, and HIV. During 
pregnancy, the mother may experience various complications, such as hypertension, 
hemorrhage, anemia, diabetes, infections, heart disease, and other causes. Addition-
ally, during the Covid-19 pandemic, the maternal mortality rate increased [4]. Early 
detection has already reduced pregnancy risk, complications, emergency situations, 
and also maternal mortality cases. Antenatal Care (ANC) examinations and medical 
testing for blood sugar, hemoglobin, weight, height, and urine protein can be used 
to monitor pregnancy health [5]. Self-checking tool is possible action by using intel-
ligent tools as a couple of medical checking by a doctor. An intelligent prediction 
model has already been constructed based on a machine learning approach. This 
model was trained and tested using electronic medical records in this way. For many 
cases, an intelligent prediction model such as random forest, decision tree C4.5, naïve 
bayes, AdaBoost, and KNN in the medical field has already been developed [6–10]. 
Research by Kim [6] has already developed a machine learning approach for active 
vaccine safety monitoring, but only the model and not the application. Uddin [7] has 
already performed a comparative performance analysis of the KNN algorithm and 
its various variations for disease prediction. They revealed the potential use of KNN 
and its variants for disease prediction but did not develop a model or application for 
a specific purpose. Machine learning has already been employed to predict the risk 
of stillbirth and preterm pregnancy by Koivu [8]. The model was constructed using 
algorithms such as logistic regression, an artificial neural network, and a gradient 
boosting decision tree. However, they merely created the model and did not develop
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the application. Another research has already been reported by Amit [9]. Using 
machine learning, they estimated the risk of postpartum depression from electronic 
health records. They constructed the machine learning model but not the appli-
cation. Barbounaki [10] has already revealed intelligent systems in obstetrics and 
midwifery based on machine learning. However, they did not conclude the research 
with application development. 

Further research must be conducted to fully leverage machine learning’s viable 
solution. There was a research gap found in the previous research. Previous research 
mostly focused on machine learning experiments but only a few explained machine 
learning as an intelligent application. Therefore, our study filled the gap. Our study 
goal was to build on an intelligent application based on machine learning for early 
risk pregnancy prediction. The intelligent application paved the way for potential 
implications in providing self-checking and early detection of pregnancy risk based 
on machine learning. Pregnant women can use our application to check their own 
pregnancy and avoid serious risks. In this study, three machine learning algorithms 
have been observed: decision tree C4.5, random forest classification, and naive bayes. 
Afterward, the prominent algorithm in the form of accuracy measures was used in the 
application, and it was embedded into the website of Sawah Besar’s primary health 
care. To complete this study, we proposed the research questions: 

R1: For prediction, we employed eight classifier attributes. Which attributes were 
the most important for prediction? 

R2: Which algorithm was the most prominent in terms of accuracy measures for 
predicting the risk of pregnancy? 

R3: How was a prediction model employed in the development of an intelligent 
application for predicting pregnancy risk? 

2 Methodology 

2.1 Data 

During 2020 and 2021, dataset was collected from the cohort of pregnant women 
in the electronic medical record on primary health care cohort data from the ENA 
System (Primary Health Care Hospital Information System) of the Sawah Besar 
Primary Health Care. The dataset consists of 997 patient data and 114 attributes. 
Subsequently, the primary attributes were evaluated based on medical doctor-
supervised and standards for predicting pregnancy risk. The attributes were (eight 
attributes): Parity (number of previous pregnancy), LILA (upper arm circle) (cm), 
Hb (gr/dl), Urine Protein (+/−), Blood Sugar, Syphilis (+/−), Hepatitis B (+/−), and 
VCT for HIV status (+/−). Afterward, the intelligent application in this study inves-
tigated and predicted the patient risk prediction classes, namely: Pregnancy with risk 
or Pregnancy without risk class.
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2.2 Study Design 

Machine learning and Knowledge Discovery from Data (KDD) steps were also used 
to develop the intelligent prediction. Data cleaning and integration, data selection 
and transformation, data mining, evaluation, and presentation all were steps inside 
the KDD process [11]. 

This research method involved six steps: (1) Problem definition. This study devel-
oped an intelligent prediction model for predicting pregnancy risk using a machine 
learning approach. This model and application could also be used to perform self-
detection as the first step toward further medical intervention, (2) Literature study. 
This step involved examining medical documents and also machine learning algo-
rithms, (3) Data collection. Data was gathered from the pregnant women cohort data 
in the ENA System of the Sawah Besar Primary Health Care, (4) Data pre-processing. 
Data cleaning and pre-processing were part of this step. The data was cleaned by 
examining duplicate and incomplete data, (5) Development of prediction model. The 
prediction model was built using machine learning algorithms such as decision tree 
C4.5, random forest classification, and naive bayes, (6) Implementation of the predic-
tion model in the application. The accuracy value for each algorithm was examined 
using the confusion matrix, and the application was constructed using the algorithm 
with the highest accuracy value. Figure 1 illustrates the research method.

2.3 Feature Variables 

Feature variables were selected based on medical doctor-supervised and The Ministry 
of Health the Republic of Indonesia, Maternal and Child Health Handbook [12]. Table 
1 displays an explanation of the variables and the threshold value.

2.4 Machine Learning Algorithm 

We investigated machine learning algorithms such as decision tree C4.5, random 
forest classification, and naive bayes in order to construct an intelligent prediction 
model. 

C4.5 Decision Tree. C4.5 is a decision tree generating algorithm. C4.5’s decision 
trees can be used for classification. The C4.5 decision tree step covered several tasks 
[11]: (1) Generate a decision tree by using the data partition’s training tuples, (2) 
Partition. Data partition D is a set of training tuples and the class labels that go along 
with them, (3) describe the attribute. The set of candidate attributes is denoted by 
the attribute list, and (4) the attribute selection technique is a method for finding the 
splitting criterion that best splits data tuples into individual classes. The prediction 
model was evaluated by counting the number of correct predictions and the number
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Fig. 1 Research method

of incorrect predictions for each class [13]. The splitting rules were established by 
attribute selection measures. Let node N represents or hold the partition D tuple. As 
the splitting attribute for node N, the attribute with the highest information gain is 
chosen. Entropy is the expected info needed to classify a tuple in D [11] based on 
Eq. (1). 

Gain(D, A) =
∑n 

i=1 
(−pi) ∗ log2pi −

∑n 

i=1 

(Di) 

|D| ∗ Entropy(Di) (1)
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Table 1 Data explanatory [12] 

Attribute Explanation 

Parity (number of previous pregnancy) Pregnant women who give birth frequently, more than 
4 times, get a higher chance of experiencing a high-risk 
pregnancy. During pregnancy, childbirth, and 
postpartum, the risk was found 

LILA (upper arm circle) (cm) LILA has a standard value = 23.5 cm. A pregnant 
woman with LILA less than 23.5 appears to indicate 
malnutrition, which also has a negative impact on 
either the mother or the fetus 

Hb (gr/dl) Anemia is diagnosed in pregnant women when the 
hemoglobin level is less than 11 gr/dl 

Urine protein (+/−) Pregnant women that have urine protein levels of far 
more than 300 mg every 24 h have an abnormal 
condition. A high level of protein in urine could lead to 
complications in a pregnant woman, such as 
preeclampsia 

Blood sugar (mg/dl) Diabetes-affected pregnant women experienced 
chronically high blood sugar levels during pregnancy 
(Gestational Diabetes Mellitus (GDM)). Diabetes is 
characterized as blood glucose levels greater than 
200 mg/dl (along with classic hyperglycemia 
symptoms) or fasting blood glucose levels greater than 
126 mg/dl or glucose levels greater than 200 mg/dl 2 h 
after OGTT or HbA1C values greater than 6.5% 

Syphilis (+/−) In pregnant women, syphilis can cause miscarriage, 
stillbirth, or the baby’s death shortly after birth 

Hepatitis B (+/−) The detection of HBsAg (+) indicated the possibility of 
Hepatitis B transmission 

VCT for HIV status (+/−) HIV (human immunodeficiency virus) is a virus that 
attacks the body’s immune system

where Pi represents the probability that an arbitrary tuple in D belongs to class 
Ci. The entropy of D, or info (D), is the average amount of information needed to 
identify the class label of a tuple in D. Based on the class label attribute, expected 
information subsequently classifies a tuple from D [14] Gain (A) (Eq.  1) in denotes 
that we want to split the attribute A that would produce the best classification [11]. 
Several previous studies have revealed the decision tree’s accomplishment in the 
medical field [15, 16]. 

Random Forest. The random forest is composed of several individual decision 
trees and operates like an ensemble. Moreover, this algorithm outperforms the deci-
sion tree algorithm [17]. Previous researchers in the medical field have already 
investigated random forest machine learning [18, 19]. 

Naive Bayes. The naive bayes classifier works on Bayes Theorem Eq. (2).



Early Risk Pregnancy Prediction Based on Machine Learning Built … 151

Pr(G = Gi|X ) = 
Pr(X |G = Gi ).Pr(G = Gi) 

Pr(X ) 
(2) 

where G = Gi denotes the classes that could be attributed to a data point X. Or put 
this another way, we compute the posterior probability Pr(G = Gi |X) using prior 
knowledge with observed data.20. The researchers have been attracted to a machine 
learning classifier naive bayes for the construction of a health prediction model 
[20, 21]. Table 2 displays a list of machine learning in pregnancy and childbirth 
application.

3 Results 

3.1 Data Pre-processing 

Data pre-processing involved both data cleaning and data pre-processing. Data 
cleaning was initiated by checking empty data and redundant data. The rows which 
contained empty data for one or more attributes would be deleted. As a result, we 
removed only one row and found no redundant data. Data pre-processing was initi-
ated by identifying the data; only numerical data can be processed by a machine 
learning algorithm. Consequently, we converted categorical data to numerical data. 
We converted Urine Protein (+/−), Syphilis (+/−), Hepatitis B (+/−), and VCT for 
HIV status (+/−) into positive integer value (1) or negative integer value (−1). Finally, 
we converted class prediction to predict patient data into integer values, namely: 
Pregnancy with risk converted into (−1) and Pregnancy without risk converted into 
(1). 

3.2 Model Prediction 

Decision Tree C4.5 Classifier. The entropy for the prospective split was utilized 
to evaluate attribute selection for the decision tree. The R1 focused on the most 
important attributes for prediction. The best split was a significant attribute with the 
highest entropy, namely Hb (gr/dl), LILA, and urine protein. Figure 2 displays the 
important attributes based on entropy.

A summary of the prediction results was shown in the form of a confusion matrix. 
The number of correct and incorrect predictions was summarized with count values 
and grouped by class. Furthermore, classification performance measures were calcu-
lated based on a confusion matrix. Accuracy, Precision, F-score, and Recall were the 
measures. In Eqs. (3), (4), (5), and (6), the formula for each accuracy value was 
presented [7]. Accuracy is defined as the ratio of True (positive and negative) predic-
tions to overall data. Precision is defined as the percentage of truly positive predictions
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Table 2 Compilation of machine learning techniques in pregnancy and childbirth application 

Health application Machine learning technique Result and limitation 

Preterm pregnancies Ensemble learning [8] Robustness in the repeatable 
performance of the models 
The information spanned 
multiple years, locations, and 
hospitals. In addition, the 
amount of inaccurate data 
entries should be decreased to 
negligible proportions 

Early pregnancy loss Logistic regression (LR), support 
vector machine (SVM), decision 
tree (DT), back propagation 
neural network (BNN), XGBoost 
and random forest (RF) [22] 

Random forest attained a higher 
prediction accuracy rate 
Only one medical center 
provided data. To boost 
performance and dependability, 
multicenter datasets and external 
verification are being 
investigated 

Covid-19 infected 
pregnant 

Random forest, C5.0, and deep 
neural networks [23] 

The classification accuracy 
range from 64.86 to 97.3% 

Macrosomia Random forest, logistic 
regression [24] 

The sensitivity, specificity, and 
area under the curve for the 
random forest model were 91.7, 
91.7, and 95.3%, accordingly, 
and 56.2, 82.6, and 72.0% for 
the logistic regression model 
The ultrasound has a sensitivity 
and specificity of 29.6 and 
97.5%, correspondingly 

Cardiovascular in women 
with preeclampsia 

Logistic regression, SVM, Naïve 
Bayes, XGBoost, random forest 
[25] 

The random forest algorithm 
showed the best performance. 
Systolic blood pressure, urea 
nitrogen, neutrophil count, 
glucose, and D-Dimer were the 
most important variables in the 
random forest algorithm. The 
study was performed in a single 
place, and the missing data were 
estimated in this study. The 
study did a good job of 
excluding negative patients but 
accomplished a slightly poor job 
of distinguishing positive 
patients

(continued)
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Table 2 (continued)

Health application Machine learning technique Result and limitation

Postpartum depression Support vector machine (SVM) 
and random forest [26] 

The model based on SVM and 
RF performed the best in terms 
of prediction (sensitivity = 0.69, 
area under the curve = 0.78) 
The model’s applicability may 
have been impacted by the 50% 
loss of data and the small sample 
size. A larger number of 
possible classifiers would have 
been helpful 

Fetal birth weight Convolutional neuron networks 
(CNN), random forest (RF), 
linear-regression, support vector 
regression (SVR), back 
propagation neural 
Network (BPNN), and the 
hybrid-LSTM [27] 

Most of the machine learning 
models beat the empirical 
formula 

Pregnant women with 
congenital heart disease 

Support vector machine, random 
forest, AdaBoost, decision tree, 
k-nearest neighbor, Naïve Bayes, 
and multilayer perceptron [28] 

The maternal model had an 
accuracy of 0.76–0.86 in the 
development cohort and 
0.72–0.86 in the validation 
cohort, according to the 
algorithms 
Two reliable predictive accuracy 
prenatal assessment models for 
mothers and offspring were 
successfully established 
A potential bias in the 
development cohort due to the 
small sample size 

Biopsychosocial factors 
and type of childbirth 

C4.5 decision tree [29] High accuracy 
8% sample loss was found. To 
solve this problem, we had to 
call the mothers on the phone to 
gather information about the 
childbirth process, which 
impacted the accuracy of the 
information 

Uterine activity outside 
pregnancy 

Support vector machine (SVM), 
K-nearest neighbors (KNN), 
Gaussian mixture model 
(GMM), and Naive Bayes [30] 

The SVM classifier performed 
best on accuracy 
The small dataset includes only 
7 patients and 24 viable data



154 E. Miranda et al.

0 

0.2 

0.4 

0.6 

0.8 

1 

Hb LILA Urine 
Protein 

Parity HIV Blood 
Sugar 

Syphilis 

En
tr
op

y 

Attribute 

Fig. 2 Important attributes based on entropy. The y-axis shows entropy value for each attribute

to overall positive expected results. Recall is defined as the percentage of totally posi-
tive predictions to totally positive overall data. The F1-Score is a weighted average 
of precision and recall [7]. True Positive (TP) is the number of positive data correctly 
classified by the model. True Negative (TN) is the number of negative data classified 
correctly by the model. False Negative (FN) is the negative outcome of data that the 
model incorrectly classified. False Positive (FP) is the number of positive data that 
the model incorrectly classified [7]. Based on Eqs. (3), (4), (5), and (6) accuracy, 
precision, and recall are calculated. 

Accuracy = (TP + TN ) 
(TP + TN + FP + FN ) 

(3) 

Precision = (TP) 

(FP + TP) 
(4) 

Recall = (TP) 

(FN + TP) 
(5) 

F1 − Score = 2 × 
(precision × recall) 
(precision + recall) 

(6) 

Table 3 represents the confusion matrix for both the training and testing data for 
decision tree C4.5, random forest, and naïve bayes. The confusion matrix displays 
and compares the actual or predicted model value to generate evaluation metrics such 
as Accuracy (accuracy), Precision, Recall, and F1-Score or F-Measure. Since preg-
nancy without risk indicated a positive condition and pregnancy with risk indicated a 
negative condition, we classified the pregnancy without risk class label as true posi-
tive and the pregnancy with risk class label as true negative for the confusion matrix. 
The testing data matrix revealed 84 data that actually belonged to the Pregnancy with 
risk class, and the C4.5 classifier model in our study predicted the data as Pregnancy
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with risk class as well. The matrix revealed 114 testing data that actually belong to 
the Pregnancy without risk class, and the C4.5 classifier model in our study predicted 
the data as Pregnancy with risk class for testing data as well. Table 4 presents the 
classification performance measures for the decision tree C4.5, random forest, and 
naïve bayes. The precision achieved the highest result among other measures for 
testing data in the performance measure for C4.5. Precision helped to visualize the 
machine learning model’s reliability in classifying the model. 

Decision Tree C4.5 Classifier. Random forests generate decision trees from 
randomly selected data samples, generated predictions from each tree, and then 
vote on the best solution. Among other measures for testing data, the performance 
measure for random forest demonstrated precision and achieved the highest result. 

Naïve Bayes Classifier. The naive bayes classifier calculates the probability of an 
event in the following steps: Calculate the prior probability for the given class labels 
and Compute the likelihood probability for each attribute for each class. Put these 
numbers into the bayes formula and compute the posterior probability. Consider 
whether the input belongs to the higher probability class, and determine which 
class has a higher probability. Among other measures for testing data, the perfor-
mance measure for naive bayes revealed recall achieved the highest result. The recall 
measure assesses the model’s ability to identify positive samples. Considering the

Table 3 Confusion metric for training dataset and testing dataset: decision tree C4.5, random forest, 
Naïve Bayes. The numbers in the confusion matrix show the amount of data used 

Predicted pregnancy with risk Predicted pregnancy without 
risk 

Predicted 
pregnancy 
with risk 

Predicted 
pregnancy 
without risk 

Predicted 
pregnancy 
with risk 

Predicted 
pregnancy 
without risk 

Decision 
tree 

Actual 
pregnancy with 
risk 

346 
(TN) 

0 
(FP) 

84 
(TN) 

1 
(FP) 

Actual 
pregnancy 
without risk 

0 
(FN) 

458 
(TP) 

3 
(FN) 

114 
(TP) 

Random 
forest 

Actual 
pregnancy with 
risk 

84 
(TN) 

1 
(FP) 

84 
(TN) 

1 
(FP) 

Actual 
pregnancy 
without risk 

2 
(FN) 

115 
(TP) 

2 
(FN) 

115 
(TP) 

Naive 
Bayes 

Actual 
pregnancy with 
risk 

80 
(TN) 

266 
(FP) 

23 
(TN) 

62 
(FP) 

Actual 
pregnancy 
without risk 

0 
(FN) 

458 
(TP) 

1 
(FN) 

116 
(TP)
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Table 4 Accuracy, precision, 
f-score, and recall for 
decision tree C4.5, random 
forest, and Naïve Bayes 

Training 
dataset 

Testing 
dataset 

Decision tree Accuracy (%) 100.00 98.01 

Precision (%) 100.00 99.13 

F-score (%) 100.00 98.27 

Recall (%) 100.00 97.43 

Random forest Accuracy (%) 100.00 98.51 

Precision (%) 100.00 99.13 

F-score (%) 100.00 98.71 

Recall (%) 100.00 98.29 

Naïve Bayes Accuracy (%) 66.92 68.81 

Precision (%) 63.26 65.16 

F-score (%) 77.50 78.64 

Recall (%) 100.00 99.14

high recall value, achieving more positive samples was detected. The higher the 
recall, the more positive samples were identified. 

4 Discussion 

We developed a model by working with three machine learning algorithms: decision 
tree C4.5, random forest, and naive bayes. The R2 was obtained using the empirical 
results of the three algorithms: decision tree C4.5, random forest classification, and 
naive bayes. Our experiment revealed that random forest gained the highest accu-
racy value for the testing dataset (see Table 3). Therefore, we employed random 
forest to build the web-based application. In some cases, accuracy was insufficient 
to determine a model’s performance (the case of imbalanced data for example). On 
our classification result for decision tree C4.5, random forest, and naive bayes, we 
found imbalanced data (the number of TN and TP were not balanced). Therefore, we 
calculated another performance measure, namely AUC. When working with unbal-
anced data, the property was highly appealing. AUC is a useful method to summarize 
the test’s overall diagnostic accuracy. It accepts values ranging between 0 to 1, with 
0 representing a perfectly inaccurate test and 1 representing a perfectly accurate test 
[31]. The AUC for the three algorithms ranged from 0.95 to 0.99, indicating accurate 
prediction. 

Following that, we developed an intelligent application on a random forest and 
integrated it into Sawah Besar’s primary healthcare website. The R3 focused on how 
to implement an algorithm into an intelligent prediction model for predicting the 
risk of pregnancy built on an intelligent application. Python programming language 
was used for back end construction, and it was supported by flask, which took action
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to manage data flow. Furthermore, as part of the website’s UI/UX, the front end 
was constructed with HTML, CSS, and the Bootstrap framework. The application 
also displayed the prediction result as well as the classifier attributes. An intelligent 
model was developed to predict the risk of pregnancy into two classes: pregnancy with 
risk and pregnancy without risk. Classifier attributes were chosen based on medical 
doctor-supervised and the Maternal and Child Health Handbook published by the 
Ministry of Health of the Republic of Indonesia [12]. Parity (number of previous 
pregnancies), LILA (upper arm circle) (cm), Hb (gr/dl), Urine Protein (+/−), Blood 
Sugar, Syphilis (+/−), Hepatitis B (+/−), and VCT for HIV status (+/−) were chosen 
as compulsory predictor attributes, while body weight and body height were optional 
attributes. If all compulsory attributes met the threshold value, then the prediction 
result returned to Pregnancy without Risk; on the other hand, if one of the compulsory 
attributes did not meet the threshold value, then the prediction result returned to 
Pregnancy with Risk. The red color on the classifier attributes indicated a value that 
exceeded the threshold. Figure 3 demonstrates the application’s visualization.

In comparison to Koivu’s [8] previous study, we successfully developed not only 
the machine learning model prediction, but also the intelligent application for risk 
pregnancy prediction based on the model. The proposed study was novel in that it 
used machine learning to construct an intelligent model as a non-invasive approach 
by analyzing electronic medical record data to design an intelligent model and subse-
quently used the model in a web-based application to predict the risk of pregnancy. 
Our study revealed the novelty, namely the theoretical and clinical significance 
accrued across these aims, which included (1) The data based on electronic medical 
records on the ENA System of the Sawah Besar Primary Health Care, (2) The devel-
opment and testing of an intelligent prediction model based on machine learning, 
KDD, medical doctor-supervised and Maternal and Child Health Handbook Ministry 
of Health The Republic of Indonesia, (3) Evaluation of each algorithm for prediction 
model calculated based on confusion matrix to determine prominent algorithm, and 
(4) Prediction application for predicting risk of pregnancy built on the basis of the 
prominent algorithm. Although this study did not investigate all prediction attributes 
based on WHO criteria, the model and application would be important because they 
have been constructed using actual data and supervised by a medical doctor. As a 
result, the practical contribution of this research on how to develop an intelligent 
model and integrate it into an intelligent application based on actual data has been 
presented. We enhanced scientific knowledge in the field of pregnancy risk prediction 
through the use of machine learning for pregnancy risk prediction. Furthermore, the 
social implication of the study was promising since it offered self-checking and early 
detection for pregnant women as couples for medical tests. Since primary health care 
has played an important role in providing the best maternal and child health care, it 
must be supported by e-health technology to ensure data accuracy [32]. In contrast to 
the previous study by [26, 30], which used a small number of predictive factors and 
a small sample size, our study used a large number of predictive factors (114 candi-
dates’ predictive attributes and 8 predictive attributes selected) and a large sample 
size (997 patient data). Beyond the positive impact, we found limitations in our 
research for attribute classifiers used. We only examined 8 mandatory attributes (see
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Fig. 3 Visualization of the application intelligent prediction model for predicting risk level of 
pregnancy a No-risk pregnancy prediction, b Risk pregnancy prediction
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Table 1) and did not look at all of the WHO criteria for antenatal care for a positive 
pregnancy experience; also, data were collected from only one primary health care. 

5 Conclusion 

The study goal was to build on an intelligent application based on machine learning 
for early risk pregnancy prediction. Our study, being of a revealing nature, raises 
a number of opportunities for future research both in terms of machine learning 
techniques and healthcare application development for pregnancy risk prediction. 
Hb (gr/dl), LILA, and urine protein were the most important attributes for predic-
tion based on entropy value. The accuracy was 98.01, 98.51, and 68.81%, respec-
tively, for decision tree, random forest, and naïve bayes. Our experiment revealed 
that random forest gained the highest accuracy value for the testing dataset. More 
research will be necessary to refine our findings. Collecting data from multi-center 
datasets, completing prediction attributes based on WHO criteria for prediction [33], 
and investigating other machine learning techniques to increase performance and 
reliability are some of the challenges for future work. 
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Uretery Stone Detection with CT Scan 
Image Contrast Analysis 

Nanang Sulaksono, Kusworo Adi, Rizal Isnanto, and Budi Warsito 

Abstract Kidney disease is one of the vital organs that prevent the buildup of waste 
and control the fluid balance in the body in order to maintain the composition of the 
blood. In terms of public health, chronic kidney disease (CKD) is a big problem. 
One method for determining kidney function is the CT scan, the need for proper 
stone assessment to assist doctors in diagnosing. This study’s goal was to evaluate 
the effectiveness of stone contrast in aiding the accurate diagnosis of urinary tract 
stones. This research method uses experiments using CT scan images of the urinary 
tract with various thicknesses of 1–3 slices, and the images used are primary data 
taken directly at the hospital as many as 21 images. The study was conducted by 
assessing the area of stones and ureters using the MATLAB program to perform a 
contrast analysis to determine the optimal image and detect the presence of stones in 
the ureter. There was a noticeable difference in the histogram results after utilizing 
the MATLAB application to perform gram historical analysis on CT scan pictures 
of stones and ureters, which was dominated by the gray level of the ureteral organ, 
which was 29.298 and dominated by perfect white color in the ureter organ stone, 
which is 65,535. The outcomes of the substantial difference in the contrast value 
show this, which is 36,237. The use of analysis of the contrast value of ureteral stone 
images using MATLAB can help in diagnosing the urinary tract. 
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1 Introduction 

The kidneys are crucial organs that prevent waste from building up and regulate the 
body’s fluid balance in order to maintain blood composition [5, 11, 13]. The artificial 
intelligence (AI)-based systems are now starting to be used in medical imaging to 
assist wizard assessments for diagnostic information [8, 9], such as assessing urinary 
tract lesions [26, 28], developing medical image segmentation [8], detecting COVID-
19 with Non-CT Scan Contrast [17], abdominal abnormalities [21], liver tumors [10], 
malignancy of musculoskeletal disease [12], and coronary artery abnormalities in 
detecting calcium score [25], and CCTA interpretation can assess the presence of 
stenosis [6]. 

One of the medical imaging currently using AI is in establishing abnormali-
ties in the urinary tract. Kidney disease occurs in anyone, regardless of age and 
gender, the significance of renal illness early diagnosis. A person’s death may result 
from untreated chronic renal disease. Artificial intelligence models can be applied 
in various fields using medical images [24] and can be applied to evaluate abnor-
malities in CT Scan modalities and greatly assist radiology doctors in confirming 
the diagnosis of abnormalities, the use of artificial intelligence in detecting kidney 
stones and normal conditions [2, 7, 27], and assess the composition of the type of 
kidney stone [3, 29], described in Table 1. 

Selection of the right examination modality can detect the presence of stones in 
the urinary tract (Urolithiasis) [4]. Non-Contrast Computed Tomography (NCCT) 
is used to detect diseases of the urinary tract. The NCCT has emerged as the go-to 
imaging technique for identifying sudden onset low back pain. Sensitivity and speci-
ficity of low-dose NCCT were 93.1 and 96.6%, respectively, for detection. NCCT 
is the gold standard for detecting and characterizing urolithiasis with sensitivity and 
specification close to 100% because urolithiasis has sufficient density to describe 
[22].

Table 1 Research in detecting stones in the urinary tract 

Researcher name and year Method Detection 

Yildrim et al., 2021 [27] XResNet-50 Stone, normal 

Baygin M et al., 2022 [2] ExDark19 Stone, normal 

Fitri LA et al., 2020 [7] Convolutional neural network 
(CNN) 

Stone type 

Black KM et al., 2020 [3] Convolutional neural network 
(CNN), ResNet-101 (ResNet, 
Microsoft) 

Stone composition 

Shkolyar et al., 2019 [23] CystoNet Bladder cancer 

Ke Yan et al., 2018 [26] CADe/CADx Assessing lesions of the urinary 
tract 

Alnazer Israa et al., 2021[1] Deep learning Detect chronic kidney 

Rice Patrick et al., 2021 [20] Neural networks (ANN) Shockwave lithotripsy (SWL) 
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Currently, in the field of radiology, there are still problems faced in establishing 
a diagnosis, including the following. It takes time to perform image processing in 
reconstructing the CT Scan modality and a long time to determine stones in the 
ureter, so a MATLAB device is needed to analyze images to help accurately assess 
abnormalities in the diagnosis [22]. This study aims to prove that the use of urinary 
tract image contrast analysis can produce optimal images and detect stones in the 
ureters. 

2 Materials and Methods 

It is possible to obtain answers to research questions and tools for researchers to 
control or control numerous influential variables in a study via the use of research 
design. The type of research used is an experimental research design with Pretest– 
Posttest Control Design. The treatment group consisted of three treatment groups 
with the use of tracking reconstruction with variations in slice thickness 1, 2, 3, and 
Window abdomen. 

This study uses experiments using CT scan images of the urinary tract with various 
thicknesses of 1, 2, 3, and Window abdomen, the images used are primary data taken 
directly at the hospital as many as 21 images. The study was conducted with image 
contrast values using the MATLAB program to perform Contrast analysis in the 
ureter and stone area to determine the best image and determine whether there are 
stones in the ureter. 

Data analysis was done to look for variations between each group’s MSCT pictures 
of the urinary tract. Prior to testing, the Shapiro–Wilk test (n = 50) was used to check 
the normality of the data. The One-Way Anova test is run followed by the Post Hoc 
Tukey test if the data is normally distributed (p > 0.05), and the Kruskal–Wallis 
test is run afterward followed by the Mann–Whitney test if the data is not normally 
distributed (p < 0.05). To determine the optimal image, after obtaining the best image 
in multivariate analysis, a contrast analysis was performed on the ureter and stone 
area using MATLAB programming. 

3 Results and Discussion 

The urinary tract tracking CT scan images used were from patients who underwent 
the most abdominal MSCT examinations; for most CT scan images were obtained 
from patients with an average age of 40 years and over [16]. Here are some images of 
the urinary tract’s MSCT examination results with various slice thicknesses, shown 
in Figs. 1, 2 and 3.

The Shapiro–Wilk test was run on the results of pictures with different slice 
thicknesses, including 1 mm for the abdomen, 2 mm for the abdomen, and 3 mm for 
the abdomen, to assess the data’s normalcy, showed in Table 2.
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1 2 3  

Fig. 1 (1), (2), and (3) urinary tract images with a slice thickness of 1 mm abdomen 

4 5 6  

Fig. 2 (4), (5), and (6) urinary tract images with a slice thickness of 2 mm abdomen 

7 8 9  

Fig. 3 (7), (8), and (9) urinary tract images with a slice thickness of 3 mm abdomen

Table 2 Results of the 
Shapiro–Wilk test to check 
the data’s normality 

Variable P Information 

Pre 0,000 Not normally 

Post 0,000 Not normally
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Table 3 Results of the CT 
scan slice thickness test 

Variable Mean rank Mean ± SD P 

Slice thickness 1, abdomen 9.33 16.22 ± 1.093 
Slice thickness 2, abdomen 8.33 15.67 ± 0.866 0.006 
Slice thickness 3, abdomen 5.33 16.00 ± 0.707 

Table 4 Shows the analysis 
of the Mann–Whitney test 
results 

Variable X2 X3 

X1 0.297 0.730 

X2 0.387 

Following the Shapiro–Wilk normality test, which revealed that the data acquired 
before and after treatment were not normally distributed (p < 0.05), the Kruskal– 
Wallis test was conducted, and Mann–Whitney analysis was then carried out. Table 
3 displays the outcomes of the Kruskal–Wallis test before employing tracking. 

To determine whether groups had significant differences, Table 3 shows that the 
findings of the MSCT image analysis of the urinary tract showed a significant differ-
ence with a p-value of 0.006 (p < 0.05) based on the Mann–Whitney test. Table 4 
displays the Mann–Whitney test findings. 

Table 4 shows the outcomes of the MSCT image analysis of the urinary tract 
following the use of tracking, showing that there is no significant difference between 
X1/slice thickness of 1 mm abdomen, with X2/slice thickness of 2 mm abdomen 
(p-value 0.297), X3/slice thickness 3 mm abdomen (p-value 0.730), and X2/slice 
thickness 2 mm abdomen with X3/slice thickness 3 mm abdomen (p-value 0.387). 

Following modifications in slice thickness, the findings of the CT Scan image 
analysis of ureteral stones were obtained, the highest value was 16.22 which occurred 
in the 1 mm abdominal slice thickness. CT Scan image analysis of ureteral stones 
was performed using MATLAB to perform contrast on the stone and ureter area. 
Analyze the contrast value between the stone and the ureter to get the optimal image. 
In this study, the assessment of image analysis was carried out by cropping the area of 
the stone and ureter to obtain different contrast values. The following is an overview 
of the best images analyzed using the MATLAB program with a slice thickness of 
1 mm abdomen. This is shown in Fig. 4.

The first cropped CT scan image is displayed in Fig. 4, and Figs. 5, 6, and 7 display 
the outcomes of the CT scan contrast analysis of ureteral stones using MATLAB.

A substantial difference in the histogram results, which were dominated by the 
gray level of the ureter organs, was found after histogram analysis of CT scan pictures 
of stones and ureters using the MATLAB program, which was 29.298 and dominated 
by perfect white color in the ureter organs stone which is 65,535. This can be seen 
in the results of the significant difference in contrast values, which is 36,237. 

The optimal contrast value in the urinary tract between the stone and the ureter 
can show a significant difference in the picture [23]. This can be seen from the 
results of the density between the stone and the ureter so that the quality of the
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Fig. 4 The best urinary tract image with a slice thickness of 1 mm and abdomen

Fig. 5 The cropped MATLAB image. a Image cropping the ureter and stone, b image cropped in 
the ureter area, and c image cropped in the stone area MATLAB on the ureter 

Fig. 6 Histogram of urinary tract image contrast analysis using MATLAB on the ureter
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Fig. 7 The histogram of the contrast analysis result of urinary tract image using MATLAB on stone

channel can detect the presence of stones in the ureter. In addition, it can support a 
diagnosis by improving the quality of CT Scan images for urinary tract examination. 
So that it can detect kidney disease and prevent kidney failure, reduce severe pain, 
and decrease human quality of life [15, 18, 19]. Developments in analyzing and 
detecting abnormalities in establishing medical imaging diagnoses need to be further 
developed with artificial intelligence (AI)-based systems so that they can provide 
accurate diagnostic information [6, 14, 21, 25, 26]. 

4 Conclusion 

Utilizing a 1 mm slice thickness reconstruction with an abdominal window improves 
the quality of a CT scan of the urinary system performed without the use of a contrast 
agent. Identification of CT scan of the urinary tract in the area of stones and ureters 
using MATLAB can analyze images in assessing stones well, with a contrast value 
of 36,237. In this study, there are still shortcomings because it cannot automatically 
detect stones in the urinary tract, and the need for further development in detecting 
stones or diseases in the urinary tract area, especially the kidney and ureter. To swiftly 
and accurately detect, developers can utilize artificial intelligence, machine learning, 
and deep learning, so that it can assist radiology doctors in assessing abnormalities 
in the kidneys or ureters.
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Abstract The use of convolutional neural networks in Covid classification has a 
positive impact on the speed of justification and can provide high accuracy. But 
on the one hand, the many parameters on CNN will also have an impact on the 
resulting accuracy. CNN requires time and a heavy level of computation. Setting the 
right parameters will provide high accuracy. This study examines the performance 
of CNN with variations in image size and minibatch. Parameter settings used are 
max epoch values of 100, minibatch variations of 32, 64, and 128, and learning rate 
of 0.1 with image size inputs of 50,100, and 150 variations on the level of accuracy. 
The dataset consists of training data and test data, 200 images, which are divided 
into two categories of normal and abnormal images (Covid). The results showed an 
accuracy with the use of minibatch 128 with the highest level of accuracy at image 
size 150 × 150 on test data of 99,08%. The size of the input matrix does not always 
have an impact on increasing the level of accuracy, especially on the minibatch 32.
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The parameter setting on CNN was dependent on the CNN architecture, the dataset 
used, and the size of the dataset. One can imply that optimization parameter in CNN 
can approve good accuration. 

Keywords CNN · Acurration · Covid · Image size ·Minibatch 

1 Introduction 

Since it was announced by the World Health Organization (WHO), which declared 
COVID-19 as a global disease in March 2020, after two years there has been a 
downward trend. On the official Covid site (https://covid19.go.id/),  there is a map of  
the distribution and trends in Indonesia as of May 28, 2022, which were confirmed 
positive in Indonesia for as many as 279 people. Where the highest peak in the range 
of the first trimester of 2022 occurred in February which experienced a peak, 63,596 
people were confirmed positive [1], and worldwide resulting in more than 6,529,331 
deaths [2]. 

To detect Covid, Reverse Transcription Polymerase Chain Reaction (RT-PCR) 
and CT Scan have good sensitivity [3], but this method is expensive and time-
consuming [4]. In addition to this, imaging modalities such as chest radiography 
have an important role in providing information related to Covid [5, 6]. Radiographic 
diagnostic accuracy generally refers to how well the examination can predict the 
presence of a disease or condition. Technology plays an important role in increasing 
diagnostic accuracy by providing diagnostic images [7]. The increasing number of 
medical images and the rapidly increasing development of modalities must take 
into account the possible risks of error and delayed diagnosis. The current answer 
to these problems was in computer-aided detection (CADe) and diagnosis (CADx) 
systems [8]. Machine learning has the potential to improve and support clinical deci-
sions regarding the interpretation of results [9]. Many of research has been done 
regarding the detection and classification of Covid, using a deep learning approach 
with a convolutional neural network (CNN) [10–16]. Confirmation of the presence 
of Covid with several graded tests will take longer, and delaying the results will also 
have fatal consequences. Therefore, trusted with CNN can be used for classification 
and faster decisions [17]. CNN has the advantage of being able to learn directly from 
data classification features [18]. 

Medical images have a unique character compared to ordinary images [8]. The 
need for diagnostic value from medical images has its own advantages, so standard-
ized image quality is needed. High resolution is an important requirement to ensure 
the image does not lose detail so that the level of diagnostic accuracy can be achieved. 
The standard format for medical images is Digital Imaging and Communications in 
Medicine (DICOM). A DICOM image file consists of a header containing metadata 
and raw data. DICOM image matrix size is 512 × 512 for CT Scan and 2048 × 2048 
for Computed Radiography and Digital Radiography [19]. Digital medical images 
have a very large number of features. One digital chest X-ray image in DICOM format

https://covid19.go.id/
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generated by computer radiography has dimensions of 1024 × 1024 = 1,048,576 
features [20]. The addition of X-ray images as training data and the number of iter-
ations will increase the accuracy of the Deep Convolution Neural Network model 
[21]. 

In one study it was stated that the image dimensions of 256 and 512 pixels provide 
optimal accuracy, after which the accuracy decreases [22]. Therefore, research related 
to image size is carried out below this range, with image size inputs of 50,100, and 
150. In this study, the image will be downscaled. This is because the image in DICOM 
format has a large enough memory, so the number of features that must be recognized 
by the CNN algorithm in the image processing process is very large, which can cause 
computer equipment to be heavier in the processing process. The amount of training 
data is large so that it is more burdensome and the image processing process will 
take longer, while the purpose of artificial intelligence applied in this research is to 
recognize images quickly and accurately. Minibatch variations are also carried out 
to find the highest accuracy. The purpose of this study was to compare the matrix 
and minibatch size parameters on CNN to see the accuracy. 

2 Data and Method 

This research is a quantitative descriptive study by varying the size of the input image 
on the performance and accuracy of the CNN concept framework as shown in (see 
Fig. 1). From the two variations that are carried out and cross each other, the best 
parameters will be determined in the training data class and test data.

2.1 Identification of Covid with Chest X-ray Image 

Chest imaging is less sensitive in justifying Covid and often shows a normal picture 
early in the course of the disease. Bilateral/multilobular distribution is common 
in COVID-19 patients [23]. Interpreting normal and abnormal chest radiographs 
requires instructions and an understanding of the anatomy and physiology of the 
chest X-ray organs and their limitations. To make it easier, use the help method 
ABCDEFGHI [24], (A) Assessment of quality, ensuring that the identity listed on 
the chest X-ray image matches the patient being examined and ensures the appro-
priateness of the image quality. Next (B) Bones and soft tissue, (C) Cardiac, (D) 
Diaphragm, (E) Effusion, (F) Field, fissures, and foreign bodies, (G) Great vessel 
and gastric bubble, (H) Hilla and mediastinum, and (I) Impressions. The image is 
indicated for Covid, there are typical Covid lesions, ground-glass opacity, and a 
picture of spots [25].
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Fig. 1 Research concept framework of CNN

2.2 Collecting Data 

Data were extracted from modality computed radiography in dicom format. The 
sample image is the result of an adult chest radiograph that has obtained the readings 
of a radiologist with more than 5 years of experience. Image collection consists of two 
categories, both normal and confirmed images of Covid. Images that are categorized 
as Covid are identified by cross-checking the results of the RT-PCR test. Data retrieval
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Fig. 2 Dataset for normal (a) and abnormal (b) training categories 

using purposive sampling method is by considering the established criteria, namely 
the established category, namely the thoracic image of adults normal and covid image 
categories were confirmed by RT-PCR results. The image is also conditioned with 
the entire lung field in collimation/irradiation, where the apex area and costophrenic 
sinus are not cut, and in a symmetrical condition, the heart and diaphragm are clear. 
Furthermore, the image data is stored in a DVD-RW and organized into two categories 
as training data and test data, where each category consists of two folders which are 
classified as normal image data and abnormal images (confirmed by Covid). The 
group of images (Fig. 2). The number of images for training data is 200 images 
with 100 images per category each. As for the test data used as many as 23 abnormal 
images and 196 normal images. The file name is adjusted to the normal or COVID-19 
category. To facilitate the image processing, the data is converted into JPG format. The 
image has been freed from the patient’s data and identity. Training data is prepared 
and used as input in training programming during the CNN algorithm development 
process. The image obtained from the dataset with a size of 1024 × 1024 pixels 
is then downscaled with variations of 50 × 50, 100 × 100, and 150 × 150 with 
minibatch variations of 32, 64, and 128 to find the highest training data accuracy. 

2.3 CNN Architecture 

The CNN algorithm is built based on several convolution layers including Image 
Input Layer, Convolution 2D layer, ReLU layer, Fully Connected Layer three times, 
Softmax Layer, and Classification Output Layer. Next, parameter settings are set, 
max epoch at 100 and learning rate at 0.1 with minibatch variations of 32, 64, and
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Fig. 3 Illustration Concept Classification of normal and abnormal images with CNN 

100. Previously, the image was resized with variations of 50 × 50, 100 × 100, and 
150× 150 using Adam optimizer. Furthermore, readings are made on the output class 
by looking at the results of the input training data whether it has met the expected 
criteria and calculating the accuracy of the training data. The tool used is MATLAB 
R2022a, (see Fig. 3). 

3 Results and Discussion 

The CNN model uses the Convnet architecture. The output image results are in the 
form of a classification between COVID-19 which is called abnormal and normal. 
In training, the image size is varied from 50 × 50, 100 × 100, and 150 × 150. The 
parameter settings used are max epoch values of 100, minibatch variations of 32, 64, 
and 128, and learning rate of 0.1. The parameters used are used to control the running 
of the CNN that is made so that it can produce classification predictions correctly. 

In the architectural preparation process, each convolution layer is carried out as 
much as 1 × 1 per layer until the last hidden layer (see Fig. 2). The convolution layer 
plays a role in detecting edges, lines, and visual elements as well as typical local 
areas in the chest X-ray image. One of the architectures used is to use a 150 × 150 
input image, (see Fig. 4) and detail architecture in Table 1.

The CNN training data was carried out with three variations of image resize at 50 
× 50, 100 × 100, and 150 × 150 with minibatch variations of 32, 64, and 128. The 
training algorithm performance data can be shown in Table 2.

Furthermore, Classification is carried out with test data. The test data are 196 
normal images and 23 abnormal images. From the classification results, the accuracy 
level is obtained as shown in Table 3.

From Table 2, with the input image of 50 × 50, the use of minibatch 32 and 
64 has the same accuracy, while at 100 × 100 it produces erratic accuracy, while 
for the input image of 150 × 150, the accuracy decreases with increasing use of 
minibatch. Meanwhile, the accuracy of the test data has different characteristics from 
the accuracy results of the training data. In the 50 × 50 input image, the accuracy 
increases with the addition of minibatches with the same number on the 64 and 
128 minibatches. In the 100 × 100 image, very different results are produced with
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Fig. 4 CNN architecture 

Table 1 Detailed 
architecture of CNN of image 
input 150 × 150 

Type Activations Learnable properties 

Image input 150(s) × 150(s) × 
1(C) × 1(B) 

– 

Convolution 150(s) × 150(s) × 
16(C) × 1(B) 

Weight 3 × 3x1 × 
16 
Bias 1 × 1x16 

ReLu 150(s) × 150(s) × 
16(C) × 1(B) 

Fully connected 
(fc_1) 

1(s) × 1(s) × 
384(C) × 1(B) 

Weight 384 × 
360x1 
Bias 384 × 1x16 

Fully connected 
(fc_2) 

1(s) × 1(s) × 
384(C) × 1(B) 

Weight 384 × 
384x1 
Bias 384 × 1 

Fully connected 
(fc_3) 

1(s) × 1(s) × 2(C) 
× 1(B) 

Weight 2 × 384 
Bias 2 × 1 

Softmax 1(s) × 1(s) × 2(C) 
× 1(B)

-

Classoutput (“0” 
and “1”) 

1(s) × 1(s) × 2(C) 
× 1(B)

-

Table 2 Accuracy of training 
data on variations in the size 
of the image matrix and 
minibatch (in percentage) 

50 × 50 100 × 100 150 × 150 
32 100 50 100 

64 100 100 99.5 

128 98.5 97 98
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Table 3 Accuracy of test 
data on variations in the size 
of the image matrix and 
minibatch (in percentage) 

50 × 50 100 × 100 150 × 150 
32 97,26 10,50 73,97 

64 98,63 97,26 98,17 

128 98,63 98,80 99,08

the 32 minibatch where the accuracy has a significantly different number, which is 
only 10.50%. While at 150 × 150 for test data, accuracy increases with increasing 
use of minibatches. From Tables 2 and 3, it can be seen that there is consistency in 
the accuracy of the training and test data on minibatches 64 and 128 from various 
variations of input images (50, 100, and 150). The size of the input matrix does not 
always have an impact on increasing the level of accuracy, this can be seen in the use 
of minibatch 32, and there are irregular fluctuations in the level of accuracy resulting 
from various variations of the input image. More stable results were obtained with 
the minibatch parameter of 128. Even though the 32 and 64 batch size settings did 
not provide linear information. From these results, it can be seen that parameter 
determination is important to maximize performance in reading existing data. 

Characteristics of the data are important, so as not to bias the performance of 
the algorithm used. This is supported by the research of Uyar (2021) which stated 
that the parameter setting on CNN is very dependent on the CNN architecture, the 
dataset used, and the size of the dataset [26]. The size of the input image needs 
to be considered so as not to lose the input data resolution; image quality is also 
important to get better accuracy. Classification depends on visual information and 
image resolution, if the resolution is reduced, the missing image information will 
increase so that it will reduce the ability to detect edges and textures in the image 
and increase blurring [22, 27]. High accuracy can be obtained by using a large image 
size [28]. 

The use of minibatch is also an important parameter for optimization so that the 
correct value will be obtained to be applied to all types of data. In general, if you 
use a large minibatch, the resulting accuracy will be smaller and it will require faster 
computations. A small minibatch will consume computational time but the results 
are more optimal when compared to a large minibatch [29]. So, it is also necessary 
to experiment with the use of a small minibatch [26]. 

From the results of this study, it is important to note that all aspects must be 
considered in building an architecture in CNN. In addition to the architecture in which 
there are parameters that can be set for optimization, input data and the amount are 
also things that need to be considered. Another thing that also needs to be fulfilled is 
that more training data and the quality of the training data will increase the accuracy 
performance [8]. The classification of image networks is strongly influenced by the 
network architecture and dataset, and it is even mentioned that the dataset has a 
significant impact on the accuracy of the test [30]. 

The limitation of this research is the result of only an accuration between a training 
and data test, not including F1 score and confusion matrix and that the dataset used 
does not take into account the proportional training and test data. Because we use
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training data and custom test with a proportional 1:1. The number of training datasets 
also only amounts to 200 with 100 images each in the image group. 

4 Conclusion 

From the results of the study, it was found that the image input matrix did not have 
a specific impact on the accuracy of the training data and test data, as well as the 
variation of the minibatch used. The accuracy results appear stable when using mini-
batch 128 in all variations of the image matrix (50,100, and 150). Efforts need to be 
made to improve the training data for research and the quality of the resulting data. 
In future work, more analysis includes the f1 score and confusion matrix and more 
dataset. 
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Automatic Water Monitoring 
and Draining System Manufacturing 
for Aquascape Based on Water Quality 
Using Fuzzy Logic Method 

Namira Ainannisa, Desri Kristina Silalahi, and Porman Pangaribuan 

Abstract In order to maintain the survival of those aquatic vegetation, aquariums 
need to be treated with several treatments, such as feeding routines for fish and 
environmental maintenance (temperature, water turbidity, humidity, and pH). Those 
mentioned treatments will be more efficient and optimal if it is carried out with 
technology, such as aquascape with automatic draining and monitoring system in 
real time and remotely. The system that will be built in this research is a system 
that can monitor water humidity, turbidity, temperature, and pH in real time and 
remotely for aquascapes as well as design an algorithm for the automatic draining 
system based on pH and water turbidity using Fuzzy Logic method. The system uses 
DFRobot pH sensor with a pH range of 6.5–8.5 and a turbidity sensor SHT11 with 
a turbidity range of 5–25 NTU, which is then processed using NodeMCU8266 and 
continued with fuzzy logic programming. The monitoring process of water condition 
is carried out using the Blynk application that is installed on android smartphones. 
The result of the monitoring system design is functioning well, as indicated by the 
reading of the aquascape water environmental condition values with a distance of 
5–20 m between the Wi-Fi router and the system successfully displaying data with 
100% accuracy through the Blynk application. Also, the result of the algorithm design 
in the automatic draining system is functioning well, indicated by the result of the 
entire system test where the automatic draining output given goes according to the 
conditions of the aquascape. 
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1 Introduction 

Aquascape is an art that uses techniques by combining plants, fish, wood, stones, and 
other components to make it pleasing to the eye [1]. Basically, aquascape is a water 
garden, because one of the components in an aquascape are fish and aquatic plants. 
Currently, the aquascape manufacturing industry is very busy among the people, both 
small, medium, and large-scale industries. So, the aquascape industry is an industry 
engaged in ornamental fish and ornamental plants [2]. 

Aquascape is the art of arranging an aquarium, in which there are usually living 
creatures, both fish and aquatic plants [3]. The growth of fish and plants in the 
aquarium is affected by the quality of the water. Water quality parameters are seen 
based on temperature, power of Hydrogen or abbreviated as pH, and water turbidity. 
Good water conditions for fish and plants, in aquascapes have a temperature of 20– 
28 °C [4] with a pH of 6.0–8.0 [5]. If the temperature is below the standard interval, 
the fish’s body temperature will decrease, suppressing the fish’s immune response, 
reducing appetite, and activity, and resulting in decreased growth [6]. Likewise in 
plants will result in a slowdown in plant growth. Conversely, if the temperature 
exceeds the upper limit of the standard interval, what happens is that the fish’s body 
temperature rises and the metabolism in the fish’s body will increase so that it requires 
more oxygen levels which makes the fish easy to stress. Likewise with plants, high 
water temperatures can cause plants to wither quickly because they require high 
levels of carbon dioxide. 

Humidity conditions also affect the room and plant growth in the aquascape [7]. 
High humidity can cause mold growth in the aquascape [8]. The low pH value of the 
water will cause imperfect growth in fish, as well as in aquatic plants [9]. If the pH 
is too high it can cause incompatibility with the characteristics of the fish [10]. This 
is because in general aquascapes use freshwater fish. 

The turbidity of the water in the aquascape also needs to be controlled, because 
this parameter is used to be able to take action to drain the water in the aquascape by 
replacing the new water [11]. Thus, in order for each parameter to meet good aquas-
cape conditions, a device is needed that can monitor humidity, temperature, water 
pH, and turbidity in real time and the results of temperature and pH measurements 
can be seen directly on the installed device or remotely. 

Research on aquascape design already exists. One of them is an IoT-based aquas-
cape that has a remote monitoring and control system for ornamental fish-rearing 
aquariums using Arduino mega 2560 as a microcontroller [12]. The research focused 
on monitoring temperature, pH, and turbidity using ThingSpeak as a cloud for IoT. 
However, this research can be developed by adding a test parameter, namely the 
humidity value. The research is monitoring environmental parameters using Blynk 
in the monitoring and control system of mushroom plants. The environmental param-
eters that were controlled in this research were temperature and humidity, as well as 
giving orders to control the watering of the mushroom plants using the fuzzy logic 
method [13].
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Thus, in this research, the development of previous research was carried out. 
This study designed a system that can monitor the conditions of humidity, turbidity, 
temperature, and pH of the water using sensors which then the measurement results 
are processed using the Fuzzy logic method to determine the process of draining 
water automatically. Aquascape water draining is automatically carried out if the 
water quality, which includes pH and turbidity, does not meet the requirements set 
by the user. The pH range used in this study was 6.5–8.5 [5], while the turbidity 
range used in this research was 5–25 NTU (Nephelometric Turbidity Unit) [14]. The 
monitoring process is carried out through the display of data on the LCD and the 
Blynk application on the android smartphone. 

2 Literature Review 

2.1 Aquascape Industry 

In general, aquariums are divided into two types, those are seawater and fresh-
water aquarium. Seawater aquarium is also called oceanarium or the popular term is 
reefarium. Aquariums require maintenance to maintain the survival of fish and aquatic 
vegetation contained in them. Aquascape is the art of arranging aquatic plants and 
rocks, coral, coral, or driftwood, naturally and beautifully in an aquarium so that it 
gives an effect like gardening under water [15]. Treatments such as feeding routines 
for fish, and maintenance of environmental parameters (temperature, water turbidity, 
humidity, and pH) are things that must be maintained regularly in an aquarium, 
especially aquascape-type aquariums [12]. 

2.2 Temperature 

Temperature plays an important role in Aquascape, especially the influence on plants. 
A temperature of 26–28 °C is the ideal temperature, which can be said to be true, 
because apart from plants being able to grow optimally, the whole ecosystem is not 
disturbed [16]. Temperature affects the biota in the Aquascape which can affect the 
fish’s immune response, appetite, activity, and growth of fish. Temperature is also 
one of the factors that affect the rate of plant growth. In this study, the DS18B20 
temperature sensor is used to detect the air temperature in a room digitally and uses 
a single wire.
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2.3 Humidity 

Humidity is the amount of water contained in the air, usually expressed as a 
percentage. This humidity is related or influenced by air temperature and jointly 
between temperature. The relatively low humidity of less than 20% can cause dryness 
of the mucous membranes, while high humidity will increase the growth of micro-
organisms such as mold growth in the environment. In this study, the SHT11 sensor 
is used which can detect air humidity. This sensor has an output in the form of a 
calibrated digital signal. 

2.4 Turbidity 

A water environment can be said to be cloudy if there are particles that are not 
dissolved by water in it, for example, such as sand, soil, mud, and organic and 
inorganic chemicals. Particles that are not dissolved by the water form a suspension 
in the water, causing the water to become turbid [11]. Turbidity is closely related 
to dissolved oxygen levels in the water. The value of turbidity is written in units of 
measurement NTU or Nephelometric Turbidity Units. The standard of clean water is 
indicated by a turbidity value of <25 NTU [17]. The relationship between turbidity 
and dissolved oxygen levels is inversely proportional [18], namely the higher the 
turbidity value, the smaller the dissolved oxygen content in the water. On the other 
hand, if the turbidity value is low, the dissolved oxygen content in the water will 
increase [19]. In this study, the SKU SEN0819 turbidity sensor was used to measure 
the level of turbidity in the water. 

2.5 Power of Hydrogen 

Power of hydrogen (pH) is the degree or measure of the strength of an acid solution 
[20]. pH has a scale of acidity (acid) and alkalinity (base) which is worth 0–14. A 
solution or water environment can be said to be acidic if the pH value is 0–7, then it 
can be said to be alkaline if the pH value is 7–14 [18]. The optimum pH value varies 
in the species of fish found in the aquarium, for most species of seawater fish can 
live and thrive at a pH of ±8.2 [21]. Based on the test of measuring the pH quality of 
betta fish [22], the optimal pH obtained was in the range of 6.7–7.4. These results are 
evidenced by the growth of betta fish which is quite good in water conditions with 
a pH value that is neither acidic nor alkaline (neutral). This study uses a pH sensor 
DFRobot.
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2.6 Blynk 

Blynk is a platform in the form of a server service that is commonly used to assist 
the work process of the Internet of Things system [23]. This platform supports the 
iOS operating system version 9+ and Android OS version 4.2+ and can even be 
downloaded using an Android emulator on a laptop or computer device. There are 
more than 400 hardware that can be used with Blynk, including ESP8266, ESP32, 
NodeMCU, Arduino, and Raspberry Pi. The provision of the Blynk platform aims 
to monitor and control hardware remotely using the Internet or intranet network in 
the form of visual data display using numbers, graphics, or colors. 

2.7 Fuzzy Logic 

Developments in the field of informatics make it easier for researchers to make 
decisions using the desired method or algorithm. One of them is the use of fuzzy 
methods in making decisions in a system [24]. The word fuzzy comes from an English 
word which means unclear (indistinct) or the same (vague). This fuzzy theory was first 
introduced in 1965 by an engineer in the field of machinery as well as an informatics 
scientist named Lotfi Asker Zadeh [25]. 

The fuzzy logic method in this study is the method used to determine water 
drainage by processing the humidity, temperature, and pH values of the water in the 
aquascape. Draining is carried out if the parameters including humidity, temperature, 
and pH of the water do not match the settings specified by the User. Fuzzy logic 
systems are used because they are able to adapt to problems or data that are uncertain 
or vague. Fuzzy logic has a logical value of 0 to 1, while strict logic or conventional 
logic has absolute values of 0 and 1 so that it can be concluded with the terms little, 
fair, and very [26]. The stages of fuzzy logic used in this study are as follows: 

(1) Fuzzification 

Fuzzification is the first step to determine the sensor membership set [27]. Each water 
environment parameter has a different membership value. In the turbidity parameter 
section, the membership values include limpid, normal, and turbid. Meanwhile, in 
the pH parameter section, the membership values include acid, neutral, and base. 
Drain speed in minutes with membership values including fast, medium, and slow. 
The values are depicted (see Fig. 1).

(2) Inference 

The inference stage is the stage of determining the fuzzy rules [28]. The determination 
of these rules is based on the set value of the water environment parameters that have 
been determined in the fuzzification process. In Table 1, the following are fuzzy logic 
rules for each parameter of temperature, humidity, turbidity, and pH level.
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Fig. 1 Membership function: a turbidity; b pH; and c drain speed

(3) Defuzzification 

The defuzzification stage is the last stage that functions as a mapping of a fuzzy 
space value into a crisp value [29]. The resulting crisp values will then be used in 
the implementation and final analysis. In this study, the defuzzification process of 
Mamdani’s rules was used with the discrete COA (Center of Area) method which 
can be formulated as follows [30]: 

z =
∑n 

j=1 Z j µ(z j )
∑n 

j=1 µ(z j ) 
(1)

Table 1 Fuzzy logic rules 

No Rules 

1 IF turbidity (limpid) AND pH (acid) THEN Water Pump (active, fast) 

2 IF turbidity (limpid) AND pH (neutral) THEN Water Pump (active, slow) 

3 IF turbidity (limpid) AND pH (base) THEN Water Pump (active, fast) 

4 IF turbidity (normal) AND pH (acid) THEN Water Pump (active, medium) 

5 IF turbidity (normal) AND pH (neutral) THEN Water Pump (non-active) 

6 IF turbidity (normal) AND pH (base) THEN Water Pump (active, medium) 

7 IF turbidity (turbid) AND pH (acid) THEN Water Pump (active, slow) 

8 IF turbidity (turbid) AND pH (neutral) THEN Water Pump (non-active) 

9 IF turbidity (turbid) AND pH (base) THEN Water Pump (active, slow) 
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Fig. 2 Monitoring and controlling block diagram system 

where z is defined as the crisp value and µ(z j ) is the membership value of the crisp. 

3 System Designing 

3.1 System Design 

According to (see Fig. 2), the monitoring system begins with a set point in the form of 
water parameter values, namely temperature (24–28 °C) and humidity (40–60%) in 
the aquascape. After that, the water environmental parameter values will be processed 
by the NodeMCU8266 microcontroller. If the temperature value does not match the 
set point, then the temperature adjustment is carried out by the heater and fan as 
actuators in the aquascape. The environmental parameter values were read by the 
DS18B20 temperature sensor and the SHT11 humidity sensor. Then, the processed 
data will be displayed on the LCD (Liquid Crystal Display) and the Blynk application 
via the WI-FI network. 

According to (see Fig. 3), the automatic draining system begins with a set point in 
the form of water parameter values, namely pH (6.5–8.5) and turbidity (5 NTU–25 
NTU) in the aquascape. After that, the water environmental parameter values will be 
processed by the NodeMCU 8266 microcontroller. If the pH and turbidity values do 
not match the set point, then the automatic draining is carried out by the in and out 
pumps as actuators in the aquascape. The environmental parameter values were read 
by the DFRobot pH sensor and SKU SEN0819 turbidity sensor. Then, the processed 
data will be displayed in the Blynk application installed on the smartphone via the 
WI-FI network.

3.2 Hardware Design 

The aquascape used is 60 cm × 30 cm × 30 cm which contains betta fish and 
ornamental plants that do not use O¬2 elements. The aquascape can accommodate a 
water capacity of approximately 52 L (52 cm3). In this aquascape design, researchers
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Fig. 4 Wiring diagram 

use three types of sensors to determine the water quality in the aquascape, namely 
temperature sensors, humidity sensors, and pH sensors. Each water environment 
parameter uses a different sensor, the DS18B20 sensor to measure temperature, the 
SKU SEN0819 sensor to measure the turbidity of the water, the SHT11 sensor to 
measure humidity, and the DFRobot sensor to measure the degree of acidity in the 
aquascape. 

This Research also used ultrasonic sensors to measure the water level. This aquas-
cape design also has an LCD (Liquid Crystal Display) installed as a medium for 
displaying water quality data. As for the use of a water pump for drainage and 
filling of water, and an electromechanical relay that functions to provide mechanical 
movement of the water pump when it receives a signal from the microcontroller. 
The system hardware design is as shown (see Fig. 4). This system integrates pH, 
turbidity, temperature, and humidity sensors which are controlled by the controller 
and then displays the output using the Blynk application. 

3.3 System Work Flowchart 

Based on the system flowchart depicted (see Fig. 5), the stages of the system begin 
with filling water along with freshwater biota which includes fish and plants. The 
water in the aquascape is a compound whose quality will be measured by the sensor 
according to the specified parameters, namely the degree of acidity (pH), temperature, 
level of turbidity, and humidity.

Next, the sensors installed in the aquascape begin to detect the water parameter 
values. The sensor then transmits the water parameter value in the form of an analog
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Fig. 5 System work flowchart

signal to the microcontroller to be processed into a digital signal. This digital signal 
will be displayed on the LCD and the Blynk application that is already installed on 
the Smartphone via the WI-FI network. The information displayed is a number that 
shows the water parameter values in the aquascape. If the water parameter values 
(turbidity and pH) are not in accordance with the provisions set by the user, then 
the draining process is carried out using the fuzzy logic method. Meanwhile, if the 
water in the aquascape is in accordance with the provisions, the draining process is 
not carried out. Then, if the temperature value on the Aquascape does not match the 
provisions set by the user, then the temperature setting is carried out by the heater or 
cooling fan. The workings of draining water are described in the following flowchart: 

In (see Fig. 6), this automatic draining stage begins with reading the parameter 
values of the water environment which are read by the sensor, then forwarded to the 
microcontroller for fuzzy logic testing. The suitability of the values that have been 
determined in the fuzzy logic program will determine the presence or absence of the 
drain command. If the turbidity and pH values do not match the set that has been 
set by the user, then water pump 1 will be active for draining water, otherwise if 
the water environmental parameter values are appropriate, then water pump 1 will 
stop. The method of draining water is based on the water level in the aquascape. 
Water pump 1 will continue to drain water until 1/3 of the aquascape’s capacity has 
been drained. If the water level detected by the ultrasonic beam reaches 1/3 of the 
aquascape capacity, then water pump 1 will stop, and water pump 2 will be active
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Fig. 6 Automatic water drain flowchart in aquascape 

for water filling. The water filling process stops when the water pump 2 has filled 
the water according to the capacity of the aquascape. 

4 Results 

4.1 Sensor Accuracy Test 

Smart aquascape system designed using supporting sensors. To get a value that is 
close to the measuring instrument, it is necessary to test the accuracy of the sensor. 

Testing the accuracy of the DS18B20 sensor is done by comparing the results 
of digital thermometer measurements. Water samples used various types to obtain 
varying temperature values. This test was carried out 20 times. The test results are 
depicted (see Fig. 8). Based on (see Fig. 7), an error of 3.09% is obtained, which 
means that the accuracy of the DS18B20 sensor test is 97.91%, stating that the sensor 
used is feasible.

Testing the accuracy of the SHT11 sensor is done by comparing the results of the 
comparison sensor measurements. The tests were carried out in different types of 
rooms to obtain varying humidity values. The test was carried out 10 times. The test 
results are depicted (see Fig. 8). Based on (see Fig. 8), an error of 7.47% is obtained,
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Fig. 7 Accuracy testing of the DS18B20 sensor 
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Fig. 8 Accuracy testing of the SHT11 sensor

which means that the accuracy of the SHT11 sensor test is 92.53%, stating that the 
sensor used is feasible. Testing the accuracy of the SKU SEN0189 sensor is done 
by comparing the measurement results of the comparison sensor. Tests were carried 
out on different types of solutions to obtain varying turbidity values. The test was 
carried out 5 times. The test results are depicted (see Fig. 9). Based on (see Fig. 10), 
an error of 5.19% is obtained, which means that the accuracy of the SKU SEN0189 
sensor test is 94.81%, stating that the sensor used is feasible.

Testing the accuracy of the pH sensor is done by comparing the measurement 
results of the ATC pH meter sensor. To get a varying pH value, pH up and pH 
down were used to give different pH conditions. In addition, this test was carried 
out 30 times, with 15 experiments using acidic liquids and 15 more experiments 
using alkaline liquids. Based on the results of the sensor accuracy test, an error of 
5.09% is obtained, which means that the accuracy of testing the DFRobot pH sensor 
is 94.91%, stating that the sensor used is feasible (see Figs. 10 and 11).
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Fig. 9 Accuracy testing of the SKU SEN0189 sensor 
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Fig. 10 Testing the accuracy of the DFRobot pH sensor in acid liquids
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Fig. 11 Testing the accuracy of the DFRobot pH sensor in base liquids
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4.2 System Drainage Test 

Testing the aquascape drain system consists of several tests, namely testing the heater 
and fan, testing the pump, and testing the drain. The heater and fan tests are carried 
out to determine the fan speed in lowering the water temperature and determine the 
heater speed in increasing the water temperature in the aquascape. Heater testing is 
done by turning on the heater for 20 min. Aquascape temperature recording is done 
every 2 min with an initial temperature of 21 °C. Fan testing is done by turning on 
the fan for 20 min. Then the aquascape temperature was recorded every 2 min with 
an initial temperature of 29 °C. The following are the results of the heater and fan 
testing data (see Fig. 12). 

Furthermore, pump testing is carried out to determine the timing of the pump in 
and pump out speeds used for draining. The testing step begins with fully filling the 
aquascape with water. Then, drain the aquascape by pumping out in one condition, 
then the aquascape begins to refill with the pump under one condition. Draining 
with a pump out was carried out with the initial distance condition of 27 cm then 
every 1 cm decrease was recorded until the final distance of 12 cm was recorded. 
Meanwhile, the pump is carried out with the opposite condition, namely the initial 
distance of 12 cm, then every 1 cm increase is recorded until the final distance is 
27 cm. The following are the results of the pump test by recording the time, which 
is illustrated (see Fig. 13).

Drain testing is carried out to find out whether the system work is in accordance 
with the fuzzy logic system that has been designed. In addition, it can determine 
the effect of the pH sensor and turbidity (turbidity) on the flame of the pump in and 
pump out in aquascape drainage. The test is carried out by making the conditions of 
the aquascape into five types, namely alkaline-normal; normal-cloudy; acid-normal; 
sour-turbid; and muddy. The following results of the draining test are described in 
Table 2.
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Table 2 Drain test results 

No Type pH sensor Turbidity sensor (NTU) COA value (minutes) Drain speed 

1 Base-normal 8.71 10.16 6.85 Medium 

2 Normal-turbid 7.79 27.02 8.08 Slow 

3 Acid-normal 5.57 10.72 6.97 Medium 

4 Acid-turbid 4.48 27.72 3.78 Fast 

5 Base-turbid 9.92 27.72 4.43 Fast 

Based on Table 1, it can be stated that the drain system automatically runs 
according to the provisions of Fuzzy Logic. Under normal conditions—cloudy and 
acid—clean, the draining speed runs slowly according to the conditions set by the 
user. Under conditions of clear-base, the rate of draining is moderate, while under 
conditions of acid-turbid and alkaline-cloudy, the rate of draining is fast. Then a drain 
test is carried out at the specified distance. The test results are depicted (see Fig. 12). 

In (see Fig. 14), the average draining time required in acid-turbid conditions from 
a distance of 26–12 cm is 227 s, then the average draining time required for alkaline-
turbid conditions from a distance of 26–12 cm is equal to 265 s, then the average 
draining time required under base-normal conditions from a distance of 26–12 cm 
is 411 s, while the average draining time required under normal-turbid conditions 
from a distance of 26–12 cm is equal to 480 s, and the average draining time required 
under acid-normal conditions from 26 to 12 cm is 418 s.

4.3 Notification Testing System 

Notification testing aims to find out that there are no obstacles that occur to the 
system in hardware. The system constraints in question are in the design of hardware
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and component wiring. The test was carried out by making the conditions of the 
aquascape into five types, namely base-limpid; neutral-turbid; acid-limpid; acid-
turbid; and base-turbid. When the drain occurs, the Blynk will display the state that 
the aquascape is being drained. 

According to Table 3, it can be stated that there are no problems in the system 
which include hardware design and component wiring. The system is able to display 
drain notifications on the Blynk app. 

Based on Table 4, it can be stated that from a distance of 2 m to 25 m, the 
notification test with a distance of 2–20 m shows a percentage of 100%, while the 
notification test with a distance of 22 m begins to decrease, which is 60%. The signal 
can no longer be received by the Smartphone when testing a distance of 25 m.

Table 3 Drainage system notification test result without IoT 

No Type pH sensor Turbidity sensor 
(NTU) 

Pump out Pump in LCD display 

1 Base-limpid >8.5 5–25 On On Active drain 

2 Normal-turbid 6–8.5 >25 On On Active drain 

3 Acid-limpid <6 5–25 On On Active drain 

4 Acid-turbid <6 >25 On On Active drain 

5 Base-turbid >8.5 >25 On On Active drain 
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Table 4 Drainage system notification test result with IoT 

No Testing distance 
(meters) 

Successful 
notification 
frequency (time) 

Notification 
frequency failed 
(time) 

Success percentage 
(%) 

1 2 10 time – 100 

2 5 10 time – 100 

3 10 10 time – 100 

4 15 10 time – 100 

5 20 10 time – 100 

6 22 6 time 4 time 60 

7 25 – 10 time 0 

5 Conclusion 

Based on the research results, then the conclusion obtained is the test of reading the 
value of the water environment with the distance of the WI-FI router and the system 
as far as 5–20 m successfully displays data with 100% accuracy through the Blynk 
application. The monitoring system displayed by the monitor also works well. If 
the Wi-Fi router is between 5 and 20 m and the Internet network is available, then 
the control of water quality in the form of pH and turbidity can work 100%. The 
design of the algorithm in the automatic control system begins with determining the 
turbidity value of 5–25 NTU and pH of 6.5–8.5 for the aquascape which is then 
processed using fuzzy logic. Fuzzy Logic is applied in an automatic drain system 
by comparing the measurement of the turbidity and pH values by the sensor with 
the crisp values obtained from the fuzzy logic processing results. The design of the 
algorithm in the automatic draining system is functioning well, as shown by testing 
the whole system, where the output of the automatic draining is given according to 
the conditions of the aquascape. 

References 

1. Azri Bin Mohammad M, Norisikin Abas S, Ihwan Zakariah M, Sheriff SM (2021) Aquascape 
ornamental industry in Malaysia: a perspective review. In: IOP conference series: earth and 
environmental science. https://doi.org/10.1088/1755-1315/860/1/012044 

2. Anjur N, Sabran SF, Daud HM, Othman NZ (2021) An update on the ornamental fish industry 
in Malaysia: aeromonas hydrophila-associated disease and its treatment control. Vet World 14. 
https://doi.org/10.14202/vetworld.2021.1143-1152 

3. Meena Kumari K, Varun Kumar N, Kumari Scholar C, Kumari C (2021) Art and science of 
aquascaping. ~ 240 ~Pharma Innov J 

4. Encinas C, Ruiz E, Cortez J, Espinoza A (2017) Design and implementation of a distributed 
IoT system for the monitoring of water quality in aquaculture. In: Wireless telecommunications 
symposium. https://doi.org/10.1109/WTS.2017.7943540

https://doi.org/10.1088/1755-1315/860/1/012044
https://doi.org/10.14202/vetworld.2021.1143-1152
https://doi.org/10.1109/WTS.2017.7943540


200 N. Ainannisa et al.

5. Emerenciano MGC, Martínez-Córdova LR, Martínez-Porchas M, Miranda-Baeza A (2017) 
Biofloc Technology (BFT): a tool for water quality management in aquaculture. In: Water 
Qual. https://doi.org/10.5772/66416 

6. Volkoff H, Rønnestad I (2020). Effects of temperature on feeding and digestive processes in 
fish. https://doi.org/10.1080/23328940.2020.1765950 

7. Lee JM, Ban H, Lee Y, Cho K-C, Koh H-B, Lee K (2017) Impact of aquariums on indoor 
environmental quality. Korean J Environ Heal Sci 43. https://doi.org/10.5668/jehs.2017.43. 
1.87 

8. Hardyanto RH, Ciptadi PW, Asmara A (2019) Smart aquarium based on internet of things. J 
Bus Inf Syst (e-ISSN 2685–2543) 1. https://doi.org/10.36067/jbis.v1i1.12 

9. Devi PA, Padmavathy P, Aanand S, Aruljothi K (2017) Review on water quality parameters in 
freshwater cage fish culture. Int J Appl Res 3 

10. Boyd CE (2017) General relationship between water quality and aquaculture performance in 
ponds. In: Fish diseases: prevention and control strategies. https://doi.org/10.1016/B978-0-12-
804564-0.00006-5 

11. Quality W (2008) Turbidity: description, impact on water quality, sources, measures. Water 
Qual 3 

12. Ertyan PV, Pangaribuan P, Wibowo AS (2019) System monitoring and controlling the aquarium 
in the maintenance fish from a distance. e-Proceeding Eng 6:3102–3108 

13. Handi FH, Setyawan GE (2019) Sistem Pemantauan Menggunakan Blynk dan Pengendalian 
Penyiraman Tanaman Jamur Dengan Metode Logika Fuzzy. J Pengemb Teknol Inf dan Ilmu 
Komput 3 

14. Adityas Y, Ahmad M, Khamim M, Sofi K, Riady SR (2021) Water quality monitoring 
system with parameter of pH, temperature, turbidity, and salinity based on internet of things. 
JISA(Jurnal Inform. dan Sains) 4 https://doi.org/10.31326/jisa.v4i2.965 

15. Akshitha S (2020) Girwani: aquascaping: an incredible art under water. Vigyan Varta 1:59–62 
16. Mishra BK, Khalid MA, Narayan SL (2019) Assessment of the effect of water temperature on 

length gain, feed conversion ratio (FCR) and protein profile in brain of Labeo rohita (Hamilton 
1822) fed Nigella sativa incorporated diets. Int J Fish Aquat Stud 7:6–13 

17. Adiyaksa IP (2022) Water quality assessment at Tanggulangin cultural park. J Sumberd Alam 
dan Lingkung 8:33–37 

18. Yehia HMA-S, Said SM (2021) Drinking water treatment: pH adjustment using natural physical 
field. J Biosci Med 09. https://doi.org/10.4236/jbm.2021.96005 

19. Cantera-Cantera LA, Calvillo-Téllez A, Lozano-Hernández Y (2020) Turbidity, dissolved 
oxygen and pH measurement system for grey water treatment process by electrocoagulation. 
Rev del Desarro Tecnol. https://doi.org/10.35429/jtd.2020.14.4.20.27 

20. Kahlert H, Leito I (2019) Generalization of acid-base diagrams based on the unified pH-Scale. 
Chem Phys Chem 20. https://doi.org/10.1002/cphc.201900388 

21. Kleinhappel TK, Burman OHP, John EA, Wilkinson A, Pike TW (2019) The impact of water 
pH on association preferences in fish. Ethology 125. https://doi.org/10.1111/eth.12843 

22. Spence R, Gerlach G, Lawrence C, Smith C (2008) The behaviour and ecology of the zebrafish. 
Danio Rerio. https://doi.org/10.1111/j.1469-185X.2007.00030.x 

23. Rif’an M (2019) Internet of Things (IoT): BLYNK framework for smart home KnE Soc Sci 3. 
https://doi.org/10.18502/kss.v3i12.4128 

24. Kahraman C, Onar SC, Oztaysi B (2015) Fuzzy multicriteria decis making. Lit Rev. https:// 
doi.org/10.1080/18756891.2015.1046325 

25. Hardyanto RH, Wahyu P (2019) Konsep “AQU PINTAR” aquarium pintar 4.0 berbasis IoT. 
In: Seri prosiding seminar nasional dinamika informatika, pp 81–83 

26. Tadeus DY, Azazi K, Ariwibowo D (2019) Model sistem monitoring pH dan kekeruhan pada 
akuarium air tawar berbasis internet of things. METANA 15. https://doi.org/10.14710/metana. 
v15i2.26046 

27. Siahaan APU (2017) Fuzzification of college adviser proficiency based on specific knowledge. 
Adv Res Comput Sci Softw Eng 6

https://doi.org/10.5772/66416
https://doi.org/10.1080/23328940.2020.1765950
https://doi.org/10.5668/jehs.2017.43.1.87
https://doi.org/10.5668/jehs.2017.43.1.87
https://doi.org/10.36067/jbis.v1i1.12
https://doi.org/10.1016/B978-0-12-804564-0.00006-5
https://doi.org/10.1016/B978-0-12-804564-0.00006-5
https://doi.org/10.31326/jisa.v4i2.965
https://doi.org/10.4236/jbm.2021.96005
https://doi.org/10.35429/jtd.2020.14.4.20.27
https://doi.org/10.1002/cphc.201900388
https://doi.org/10.1111/eth.12843
https://doi.org/10.1111/j.1469-185X.2007.00030.x
https://doi.org/10.18502/kss.v3i12.4128
https://doi.org/10.1080/18756891.2015.1046325
https://doi.org/10.1080/18756891.2015.1046325
https://doi.org/10.14710/metana.v15i2.26046
https://doi.org/10.14710/metana.v15i2.26046


Automatic Water Monitoring and Draining System Manufacturing … 201

28. Agusta A, Arini FY, Arifudin R (2020) Implementation of fuzzy logic method and certainty 
factor for diagnosis expert system of chronic kidney disease. J Adv Inf Syst Technol 2 

29. Thaker S, Nagori V (2018) Analysis of fuzzification process in fuzzy expert system. in: procedia 
computer science. https://doi.org/10.1016/j.procs.2018.05.047 

30. Rajagiri AK, Mn SR, Nawaz SS, Suresh Kumar T (2019) Speed control of DC motor using 
fuzzy logic controller by PCI 6221 with MATLAB. In: E3S web of conferences. https://doi. 
org/10.1051/e3sconf/20198701004

https://doi.org/10.1016/j.procs.2018.05.047
https://doi.org/10.1051/e3sconf/20198701004
https://doi.org/10.1051/e3sconf/20198701004


Comparison of Principal Component 
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Abstract Customers choose services from telecommunication companies which 
are usually based on service quality, price, to security issues. If the customer is 
not satisfied with the services provided, the customer tends to churn or switch 
to another company. Churn prediction using data mining techniques is necessary 
because getting new customers is taking a higher cost than retaining customers that 
already subscribed. Many previous studies have discussed customer churn and used 
various classification algorithms. However, the research that focuses on comparing 
algorithms for feature selection to predict customer churn is still few. This study 
aims to find the impact of Principal Component Analysis (PCA) and Recursive 
Feature Elimination with Cross-Validation (RFECV) feature selection algorithms 
on the eXtreme Gradient Boost (XGBoost) classifier. This study aims to obtain 
more optimal classification results with fewer predictor attributes. This study was 
conducted to perform feature selection using PCA and RFECV on the available 
datasets, then build customer churn prediction models using the XGBoost algorithm, 
and the quality of each model is measured using accuracy, precision, sensitivity, f1-
score, and Area Under the Curved (AUC) score. The results showed that the use of 
RFECV-XGBoost resulted in higher accuracy and f1-score and the XGBoost model 
without feature selection resulted in a higher AUC than the classification model 
using feature selection. The results of the modeling after RFECV feature selection, 
the accuracy reaches 0.96, the precision reaches 0.859, the sensitivity reaches 0.83, 
the f1-score reaches 0.844, and the AUC reaches 0.904. The use of RFECV feature 
selection can exceed XGBoost classification results without feature selection. 
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1 Introduction 

Customers are an important element in business that makes a company survive in 
market competition. In a competitive market, customers make their own choices to 
choose the services offered [1]. These decisions are usually based on price, quality of 
customer service, to the reliability of features [2]. If the service provided is unsatis-
factory, the customer inevitably decides to churn or move from one service to another 
company [3]. 

The big challenge of a service company or service is when customers decide to 
unsubscribe or churn. Because this can have an impact on decreasing the company’s 
income. The average percentage of churn rates in the telecommunications industry 
sector is around 1.9–2.1% per month, and per year it can reach 10–67% [4]. In 
addition to decreasing company revenues, churn by customers can incur additional 
costs to acquire new customers [5]. This is because old customers already recognize 
the previous service. Meanwhile, to find new customers, companies must introduce 
their products again because new potential customers do not necessarily recognize 
what is offered and what are the advantages of the services provided by the company. 
Therefore, many companies are switching strategies from finding new customers to 
focusing on retaining existing ones, especially for companies that prioritize a high 
return on investment (ROI) [6]. As for how companies can improve service quality, 
seek to find out customer complaints, seek predictions of customers who tend to 
churn using machine learning techniques [7]. 

Churn prediction uses a supervised learning classification technique which means 
that modeling requires training data and test data that uses predictor attributes or 
features and target attributes that determine data into a class [8]. Generally, in the 
case of churn prediction, the target attribute output consists of two classes: churn and 
non-churn [9]. Therefore, churn prediction is also referred to as binary classification 
[10]. 

Previously, many studies discussed churn prediction, especially in the telecommu-
nications industry. Research [1] proposes an experiment using the most effective clas-
sification algorithm in recent years, namely eXtreme Gradient Boosting (XGBoost). 
The performance of XGBoost is tested after being combined with the oversampling 
method to overcome class imbalances in the dataset. The model is compared with 
other classification algorithms and the results show that the performance of XGBoost 
and the random forest is better than other classification algorithms and the resampling 
method does not improve the f1 measurement results and accuracy. 

Research [3] analyzed the best classification algorithm. Classifier performance 
is measured by accuracy and f-measure. The correlation of the predictor with the 
target is used to select features. The dataset is modeled using KNN, random forest, 
and XGBoost. The results show that the XGBoost algorithm produces the best 
performance. 

Research [5] proposes a model that applies feature selection to select relevant 
features and improves the churn prediction model. The selected feature selection 
method is the Sequential Forward Selection (SFS) wrapper technique, Sequential
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Backward Selection (SBS), Sequential Forward Floating Selection (SFFS), and 
Sequential Backward Floating Selection (SBFS). Modeling using the Naive Bayes 
algorithm. The dataset was tested by applying tenfold cross-validation. The results 
show that the selection of the four algorithms produces the same accuracy value but 
is better than not using feature selection. 

Research [11] compares the heuristic feature selection methods Ant Search 
Method (ASM), Cuckoo Search Method (CSM), Particle Swarm Optimization 
(PSO), Linear Forward Selection (LFS), and Principal Component Analysis (PCA). 
After feature selection, the dataset is modeled using a decision tree and evalu-
ated using the specified metrics. As a result, the ASM algorithm showed better 
performance with an accuracy of 94.2% and a ROC of 0.78. 

Research [10] proposed the use of PCA for feature reduction. The dataset used is a 
dataset of telecommunications companies in the United States consisting of 100,000 
data, 171 predictor attributes, and one target attribute. The dataset was successfully 
reduced to 55 features from 90% variation. The proposed model yields an accuracy 
of 92% and an AUC of 0.67 which is better than other classification algorithms. 

Research [12] proposed the use of Recursive Feature Elimination with Cross-
Validation (RFECV) to reduce features in the employee reduction dataset. The results 
showed that the use of RFECV with the Random Forest and AdaBoost classification 
algorithms resulted in a good performance with an accuracy of 98.63 and 95.83% 
with f1-scores of 0.96 and 0.91, respectively. 

But as far as the literature that has been found, there are still few who propose 
the effect of feature selection on the customer churn dataset of telecommunications 
companies and use RFECV as feature selection and XGBoost as a modeling algorithm 
for customer churn prediction [5, 11]. 

This study proposes a comparison of PCA and RFECV algorithms as feature 
selection and uses XGBoost for modeling customer churn classification on public 
datasets of the telecommunications industry. The effect of the feature selection algo-
rithm is then compared to the results of the accuracy, precision, sensitivity, f1-score, 
and AUC metrics from the modeling. 

2 Methods 

2.1 Research Framework 

The framework for this research is summarized in Fig. 1. This study uses three 
datasets described in Table 1. Based on the research framework in Fig. 1, the experi-
ment begins by importing each dataset into a program using the Python programming 
language using the Jupyter Notebook platform. After the dataset is imported, the next 
step is the data preprocessing stage. Data preprocessing is the process of cleaning 
data so that it can be classified. Data cleaning can be in the form of overcoming 
empty data, normalizing data into a numeric form, to feature selection. In this study,
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the feature selection process is separated into two different methods which will be 
evaluated at the end of the experiment. 

The process of cleaning data of categorical type is converted into a numeric value, 
and this technique can also use normalization for each category in the attribute into 
binary data. If the categorical data type has only two labels, then the sample data 
is replaced with binary data. Examples of target attribute data “Churn” in the form 
of “TRUE” and “FALSE” changed to 1 and 0. The empty data cleaning process is

Fig. 1 Research framework Start 

Import 
Dataset 

Data Preprocessing 

Feature selection: 
PCA 

Splitting training and 
testing subset 

Feature selection: 
RFECV XGBoost 

Modelling XGBoost 

Test the models 
using testing subset 

Evaluate the models 
with selected metrics 

End 

Table 1 Description of the 
dataset used in this study 

Description Dataset 1 Dataset 2 Dataset 3 

Number of 
records 

72,274 3333 3333 

Number of 
attributes 

11 21 11 

Number of 
classes 

2 2 2 

Positive class 
percentage (%) 

55.4 14.5 14.5 

Negative class 
percentage (%) 

44.6 85.5 85.5 

Dataset sources Kaggle [13] Kaggle [14] Kaggle [15] 
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done by filling the data with the average of the existing data. If the empty data on 
the attribute is below 1% of the total sample data, then the sample data is deleted 
because it does not have a major effect on the classification process [16]. The data 
preprocessing process also includes deleting attributes or features that are not related 
to the classification process, for example, telephone numbers and state codes, because 
if normalized it will make the dimensions of the dataset very large. 

After going through the data preprocessing stage, the next step is to separate the 
dataset into training data, namely data that will be used as modeling with a ratio of 
80% and test data for testing models that have been trained with a ratio of 20%. 

The next stage is feature selection which is further described in Sects. 2.2 and 2.3. 
The purpose of feature selection is to be able to select attributes that a contribution 
to classification. Feature selection is also used to eliminate features that can interfere 
with the performance of the classification or also known as noise [17]. With this 
application, it is expected that the performance of the classification model with 
feature selection can approach or exceed the performance of the model that does not 
use feature selection. 

After the feature selection process, the data is modeled using the XGBoost algo-
rithm which is described further in Sect. 2.4 and measured by the metrics of accuracy, 
precision, sensitivity, f1-score, and Area Under the Curve (AUC). The sensitivity or 
recall metric was chosen because in predicting customer churn, the prediction is 
prioritized to find customers who are likely to churn to prioritize customers who 
want to switch in retention efforts. The f1-score metric was chosen to determine the 
feasibility of the modeling which cannot rely solely on accuracy metrics. Since the 
dataset in churn prediction is highly unbalanced, performance cannot be measured 
solely with accuracy. The accuracy value is usually large because the correct non-
churn prediction or false negative (FN) is greater than the true positive (TP) which 
indicates the churn class is very small. 

2.2 Principal Component Analysis (PCA) 

PCA is a linear combination of initial variables which geometrically obtains the 
coordinates of this new linear combination obtained from the original rotation. PCA 
is used for data that has a large number of variables and has a correlation between 
variables. The purpose of PCA is to select variables without losing important infor-
mation contained in the initial dataset [8, 18–20]. The stages in finding the PCA 
value are as follows: 

Calculating the covariance matrix from the dataset. The covariance matrix is 
a matrix of covariance values in each cell obtained from sample data. The formula 
for finding the covariance matrix is as follows [8]. 

Cov(x, y) = 1 

n − 1 

n∑

i=1 

(xi − μx )
(
yi − μy

)
(1)
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where x and y are the selected features to calculate the covariance. μx and μy are 
the averages of the sample features x and y. xi and yi are i-th sample data with x 
and y features. The n is the number of sample data. The results of the covariance 
calculation are arranged in the form of a matrix that has a size of m × m, where m 
is the number of features. 

Finding the eigenvalues and eigenvectors of the covariance matrix. Eigen-
values (λ) are scalar numbers and A is a matrix with a size of m × m. The equation 
to obtain the m eigenvalues (λ1, λ2, . . . , λm) is as follows.  

|A − λI | = 0 (2)  

A is the covariance matrix m × m, λ is the eigenvalue, and I is the identity matrix. 
The equation to get the eigenvector is 

Ax = λx 
Ax − λx = 0 
(A − λ)x = 0 
(A − λI )x = 0, x �= 0 (3)  

where A is an m × m matrix that has the m number of the eigenvalue (λm). x is a 
non-zero matrix and I is an identity matrix. 

Selecting several Principal Components (PCs). The main component or prin-
cipal component chosen is the component that has a maximum contribution of 99% 
of the variance threshold. This value was chosen because it is considered to meet the 
total covariance variance of the original attribute [8]. The value of the proportion of 
variance is calculated by the following equation: 

PC(%) = eigen value 

covariance variance 
× 100% (4) 

which is the covariance variance obtained from the sum of the diagonal values of the 
covariance matrix. 

1. Calculating attribute weights with eigenvector values 

The PC that has been selected is calculated in its cumulative value until it meets 
the predetermined threshold. The weight of the attributes is determined by the 
eigenvector matrix and the highest absolute value is selected in the matrix in each 
PC. 

2. Selecting the original attribute using the eigenvector weight 

Selected features that have met the threshold are used to create a prediction model.
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2.3 Recursive Feature Elimination with Cross-Validation 
(RFECV) 

RFECV is an improvement of Recursive Feature Elimination (RFE), and the differ-
ence is that RFE must determine how many features will be used and RFECV does 
not need to specify the number of attributes desired [21]. RFECV removes attributes 
that are repetitive and have a weak effect on the classifier. This algorithm uses an 
iterative procedure to compare attributes. This algorithm first builds a model of all 
the attributes in the dataset. Then the attributes are ranked for their effect on the 
classifier. RFECV removes the attribute that has the lowest correlation and repeats it 
to recalculate the rank of the attribute. The main purpose of RFECV is to select the 
best number of attributes through automatic cross-validation [22–24]. 

RFE is a feature selection wrapper that uses a machine learning model, calculates 
the importance of features, then eliminates features with the lowest ranking until 
they meet the specified number of features [25]. 

The purpose of using cross-validation is to overcome the previous weakness of 
the RFE algorithm which is less stable in determining the training data. By using 
cross-validation, RFE is more stable and more reliable in ranking attributes. This 
study uses a fivefold cross-validation. 

2.4 eXtreme Gradient Boosting (XGBoost) 

XGBoost is an implementation of a gradient-boosted decision tree designed for speed 
and performance. This algorithm is a supervised learning and ensemble learning 
algorithm that combines trees to further generalize machine learning models that 
are built from a large number of trees and average the prediction results for better 
predictions. Decision trees are built from one to another where the faults of the 
previous tree can be corrected and focus on increasing accuracy in the next tree. Due 
to good optimization, XGBoost produces good results but takes longer to iterate [3]. 

2.5 Evaluation Metrics 

The classification results are placed in the confusion matrix. The confusion matrix 
places the correct prediction data with positive data or churn is declared true positive 
(TP), correct prediction data with negative or non-churn data is declared true negative 
(TN), and non-churn prediction data while the reality of churn is declared false 
negative (FN), and churn prediction data but non-churn reality data were declared 
false positive (FP) [26].
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The placement of predictions in the confusion matrix is then calculated as metrics 
of accuracy, precision, sensitivity, f1-score, and Area Under the Curve (AUC). Accu-
racy is the proportion of correct predictions, which is calculated by Eq. (5) where the 
number of correct predictions is divided by the number of test samples. Precision is 
the proportion of prediction with churn class and true churn. Equation (6) is a preci-
sion calculation where the correct churn prediction (TP) is divided by the number of 
predicted churn classes [27–29]. 

Accuracy = TP + TN 
TP + TN + FP + FN 

(5) 

Precision = TP 

TP + FP 
(6) 

Sensitivity or recall or TP-rate is the proportion of churn class that is classified 
correctly. Equation (7) describes a sensitivity calculation in which the number of 
correct churn predictions is divided by all samples of the churn class [26]. 

Sensitivity = TP 

TP + FN 
(7) 

F1-score is the average of precision and sensitivity which is used as a performance 
measurement of the classification results [3]. The f1-score calculation is described 
in Eq. (8). 

F1 score = 
2 × precison × sensitivity 
precision + sensitivity 

(8) 

AUC is the area under the Receiver Operating Characteristic (ROC) curve on a 
two-dimensional graph where the Y-axis is the TP level, and the X-axis is the FP 
level. ROC shows the exchange between TP and FP. The closer the curve to the 
point (0, 1), the better the model. Diagnostic testing of a classification algorithm is 
measured using the AUC value. The calculation of the AUC value is shown in Eq. (9). 

AUC = 
1 + TPrate + FPrate 

2 
, where FPrate = FP 

TN + FP 
(9)
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3 Results and Discussion 

3.1 Results 

The research started by importing the dataset. Datasets that have been imported 
are preprocessed for data. Irrelevant variables are eliminated so that the remaining 
attributes can be classified. One of the attributes in dataset 1 [13] with the name 
“remaining_contract” has a very large number of empty values, namely 29.8%. 
However, according to the source of the dataset, an empty value in the attribute 
concerned has meaning, if the attribute is empty, it means the customer has not 
entered into a term contract, while if it is filled then the data is the remaining time 
of the contract [13]. Therefore, feature engineering is carried out by changing the 
perception of these features. If the attribute value is empty then it is replaced with 
0 while the non-empty value is filled with 1. The result of the feature engineering 
is then saved to the new attribute “is_time_range_contract” and the old attribute 
“remaining_contract” is deleted. Dataset 2 [14] and dataset 3 [15] have no empty  
values in all of their attributes so they can proceed to the next stage, namely splitting 
or separating the dataset into training and testing subsets with a ratio of 80:20. 

The selection of PCA features is carried out by calculating the covariance matrix to 
find correlations between attributes [8, 30, 31]. Then calculate the covariance variance 
by adding up the diagonal cells of the covariance matrix. Search for eigenvalues and 
eigenvectors for calculating the proportion of principal components (PC). The PC 
proportion is calculated using Eq. (4) whose results are shown in Tables 2, 3, and 4. 

Based on Table  2, the cumulative threshold of 99% variance proportion is met in 
PC 3 in dataset 1 which means there will be three selected attributes. In Table 3, the  
cumulative threshold of dataset 2 is met in PC 9 which means there are 9 selected 
attributes. In Table 4, the cumulative threshold of dataset 3 is met in PC 4 which 
means there are four selected attributes. 

After the number of PCs on each dataset is determined, the predetermined attribute 
is selected through the highest absolute value in the eigenvector matrix. After the 
attributes are selected, modeling is done using XGBoost.

Table 2 The proportion of 
PCs in dataset 1 

Principal 
component 

Eigenvalues Variance 
proportion 

Cumulative 

PC 1 3733.915 94.7416% 94.7416% 

PC 2 140.258 3.5588% 98.3% 

PC 3 60.681 1.5397% 99.84% 

PC 4 4.146 0.1052% 99.95% 

· · ·  
. 
. 
. 

. 

. 

. 
. 
. 
. 

PC 9 0.1053 0.0027% 100.0%
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Table 3 The proportion of 
PCs in dataset 2 

Principal 
component 

Eigenvalues Variance 
proportion 

Cumulative 

PC 1 3029.344 23.279% 23.28% 

PC 2 2652.471 20.383% 43.66% 

PC 3 2541.777 19.5323% 63.19% 

PC 4 1808.55 13.8978% 77.09% 

PC 5 1585.09 12.1807% 89.27% 

PC 6 407.471 3.1312% 92.4% 

PC 7 404.812 3.1108% 95.51% 

PC 8 383.482 2.9469% 98.46% 

PC 9 183.924 1.4134% 99.88% 

PC 10 8.504 0.0653% 99.94% 

· · ·  
. 
. 
. 

. 

. 

. 
. 
. 
. 

PC 18 7.621 0.0% 100.0% 

Table 4 The proportion of 
PCs in dataset 3 

Principal 
component 

Eigenvalues Variance 
proportion 

Cumulative 

PC 1 3030.984 58.0283% 58.03% 

PC 2 1592.588 30.4902% 88.52% 

PC 3 403.896 7.7326% 96.25% 

PC 4 180.34 3.4526% 99.7% 

PC 5 7.857 0.1504% 99.85% 

· · ·  
. 
. 
. 

. 

. 

. 
. 
. 
. 

PC 9 0.0007 0.0% 100.0%

In the selection of RFECV features, each dataset is selected with a fivefold cross-
validation using the f1-score metric. The classification algorithm used in the feature 
selection is the same as the main classification algorithm in this study, namely 
XGBoost. The results of the RFECV feature selection are shown in Table 5. The  
results of feature selection in each dataset are shown in Table 6. After the features 
are selected, modeling is carried out with training data using the XGBoost algorithm. 
The results of the modeling were tested using test data. The results of the modeling 
test are summarized in Table 7.

Based on the results of the study which are summarized in Table 7, the use 
of RFECV feature selection with the XGBoost classification algorithm (RFECV-
XGBoost) produces very good performance when compared to PCA with XGBoost 
(PCA-XGBoost). RFECV-XGBoost’s accuracy performance in dataset 1 can match 
the accuracy of the XGBoost model without feature selection, and in datasets 2 and 
3, RFECV-XGBoost’s accuracy outperforms PCA-XGBoost and XGBoost without
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Table 5 RFECV feature 
selection result 

Datasets Number of selected attributes 

Dataset 1 8 

Dataset 2 8 

Dataset 3 9

feature selection. Likewise, with precision, RFECV-XGBoost is only 0.001 below 
XGBoost’s performance in dataset 1 and can outperform the other two methods in 
datasets 2 and 3. 

In the sensitivity measurement, the performance of RFECV-XGBoost outper-
formed XGBoost in dataset 1, the same score in dataset 2, and only a 0.011 difference 
under dataset 3. For the f1-score measurement, the performance of RFECV-XGBoost 
could match XGBoost in dataset 1 and outperformed both other methods in datasets 
2 and 3. In AUC measurements, XGBoost’s performance outperformed both feature 
selections in datasets 1 and 3 and was comparable to RFECV-XGBoost in dataset 2. 

The visualization of the metric comparison results from the applied method is 
shown in Figs. 2, 3 and 4.

All of the metrics shown in Figs. 2 through 4 show that PCA-XGBoost’s perfor-
mance cannot match the performance of RFECV-XGBoost and XGBoost without 
feature selection. This can happen because the number of selected features is different 
from the results obtained by the RFECV selection and the features selected by PCA 
are different from RFECV. The number of attributes in the datasets used in this study 
is still relatively small compared to previous studies. Also, this study does not use 
time metrics on modeling and feature selection to be considered with the proposed 
methods. 

3.2 Discussion 

From the results above, it can be shown that the performance of PCA feature selec-
tion cannot match the results of RFECV feature selection performance or XGBoost 
modeling without feature selection in the three datasets. Although the use of PCA 
succeeded in reducing the number of features significantly, the metric results did 
not show the maximum performance of the model. RFECV does not reduce features 
significantly but shows a model performance that can balance modeling without 
feature selection except in dataset 2. 

This result is not in line with the results of research [10] which did succeed in 
significantly reducing features, but the performance produced in this study is not so 
good. In addition, it is also constrained by the number of features, which is that study 
uses 171 features meanwhile this study has less than 30 features. 

The use of RFECV proved to exceed the performance of the sequential feature 
selection wrapper technique used in the study [5]. This result is also influenced by 
the modeling algorithm used to eliminate features, namely XGBoost, while in this
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Table 6 The results after the feature selection process 

Datasets Methods Number of features Selected features 

Dataset 1 PCA–XGBoost 3 ‘bill_avg’, ‘download_avg’, ‘upload_avg’ 

RFECV–XGBoost 8 ‘is_tv_subscriber’, 
‘is_movie_package_subscriber’, 
‘subscription_age’, ‘bill_avg’, 
‘download_avg’, ‘upload_avg’, 
‘download_over_limit’, 
‘is_time_range_contract’ 

XGBoost 9 ‘is_tv_subscriber’, 
‘is_movie_package_subscriber’, 
‘subscription_age’, ‘bill_avg’, 
‘service_failure_count’, ‘download_avg’, 
‘upload_avg’, ‘download_over_limit’, 
‘is_time_range_contract’ 

Dataset 2 PCA–XGBoost 9 ‘account length’, ‘area code’, ‘number 
vmail messages’, ‘total day minutes’, ‘total 
day calls’, ‘total eve minutes’, ‘total eve 
calls’, ‘total night minutes’, ‘total night 
calls’ 

RFECV–XGBoost 8 ‘international plan’, ‘voice mail plan’, 
‘total day minutes’, ‘total eve minutes’, 
‘total night minutes’, ‘total intl minutes’, 
‘total intl calls’, ‘customer service calls’ 

XGBoost 18 ‘account length’, ‘area code’, ‘international 
plan’, ‘voice mail plan’, ‘number vmail 
messages’, ‘total day minutes’, ‘total day 
calls’, ‘total day charge’, ‘total eve 
minutes’, ‘total eve calls’, ‘total eve 
charge’, ‘total night minutes’, ‘total night 
calls’, ‘total night charge’, ‘total intl 
minutes’, ‘total intl calls’, ‘total intl 
charge’, ‘customer service calls’ 

Dataset 3 PCA–XGBoost 4 ‘AccountWeeks’, ‘DayMins’, ‘DayCalls’, 
‘MonthlyCharge’ 

RFECV–XGBoost 9 ‘ContractRenewal’, ‘DataPlan’, 
‘DataUsage’, ‘CustServCalls’, ‘DayMins’, 
‘DayCalls’, ‘MonthlyCharge’, 
‘OverageFee’, ‘RoamMins’ 

XGBoost 10 ‘AccountWeeks’, ‘ContractRenewal’, 
‘DataPlan’, ‘DataUsage’, ‘CustServCalls’, 
‘DayMins’, ‘DayCalls’, ‘MonthlyCharge’, 
‘OverageFee’, ‘RoamMins’
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Table 7 The results of the evaluation of feature selection with the XGBoost algorithm 

Datasets Methods Accuracy Precision Sensitivity F1-score AUC score 

Dataset 1 PCA–XGBoost 0.751 0.805 0.725 0.763 0.754 

RFECV–XGBoost 0.858 0.905 0.831 0.866 0.861 

XGBoost 0.858 0.906 0.83 0.866 0.862 

Dataset 2 PCA–XGBoost 0.897 0.744 0.33 0.467 0.656 

RFECV–XGBoost 0.96 0.859 0.83 0.844 0.904 

XGBoost 0.958 0.849 0.83 0.839 0.904 

Dataset 3 PCA–XGBoost 0.874 0.534 0.352 0.425 0.653 

RFECV–XGBoost 0.939 0.805 0.705 0.752 0.839 

XGBoost 0.936 0.778 0.716 0.746 0.842
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Fig. 2 The metrics result and methods comparison of dataset 1 
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Fig. 3 The metrics result and methods comparison of dataset 2
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Fig. 4 The metrics result and methods comparison dataset 3

study using Naïve Bayes. However, what needs to be considered in RFECV is a very 
long time that is not included in the measurement metric. 

In future research, the use of RFECV can be tested further by using a dataset with 
a larger number of features and considering the time variable. The use of RFECV 
has proven to be able to maintain optimal results with fewer features in predicting 
customer churn. 

4 Conclusion 

The use of RFECV feature selection with the XGBoost classification algorithm is 
proven to be effective with performance results that can approach and even exceed the 
use of the XGBoost algorithm without feature selection. The results of the modeling 
after RFECV feature selection, the accuracy reaches 0.96, the precision reaches 
0.859, the sensitivity reaches 0.83, the f1-score reaches 0.844, and the AUC reaches 
0.904. Meanwhile, the use of PCA has not been able to compensate for the use of 
RFECV and XGBoost feature selection without feature selection. With a smaller 
number of features, it can be seen which features affect the classification and which 
features do not have a major influence on the modeling process. 

For future research, the use of PCA and RFECV as feature selection can be 
considered by using datasets that have more features and research can consider time 
metrics to measure the performance of the feature selection algorithm.
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of Prototype Photoplethysmography 
for Healthy Person-Based Internet 
of Things 
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and Dwi Prasetyo 

Abstract A decrease in the oxygen rate of blood flow will lead a human to death 
because it affects the oxygen supplied to the heart and its pumping. A normal heart rate 
ranges from 60 to 100 BPM and a normal oxygen saturation ranges from 95 to 100%. 
This study aimed to develop a heart rate and oxygen saturation monitoring device 
with non-invasive method and linear regression modeling. Photoplethysmography 
is developed using the MAX30100 sensor. The NodeMCU ESP8266 V3 acts as a 
microcontroller with a Wi-Fi module to transmit data. Firebase is used as a web server, 
and MIT App Inventor is used to create a monitoring application. Some features are 
embedded in the monitoring application and sent heart rate and oxygen saturation 
data to Firebase. After several tests, it was found that linear regression improves 
heart rate reading from 95.06 to 96.30% and oxygen saturation reading from 95.74 
to 96.81%. Data are sent to the database through the Internet connection. After 
retrieval of 20 data, the connection (network) test obtained an average throughput 
of 108.157, an average delay of 96.168 ms, and an average packet loss of 0.44%. 
Finally, it is concluded that the proposed device can be used to monitor heart rate 
and oxygen saturation for a healthy person. 

Keywords Heart rate · Oxygen saturation · Photoplethysmography · Sensors 

1 Introduction 

Heart rate is one of the vital signs of humans [1]. Measurement of heart rate can 
be done by using non-invasive method [2]. This measurement method utilizes the 
effect of light reflection. Light wavelength and light receiver are keys for measuring 
heart rate. This method has been proven and used to make Heart Rate Monitoring
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Pulse Oximetry. This Pulse Oximetry has been used by nurses to monitor patients’ 
heart rates [3]. This Pulse Oximetry can be used not only for sick people, but also for 
normal people (healthy people) [4–6]. Normal people usually use Pulse Oximetry 
after doing some sport, like jogging, cardio exercise, and athletic activities [7]. Heart 
rate monitoring device is also commonly used by athletes to measure heart conditions 
[8]. 

The Internet of Things (IoT) is a technology for developing measuring devices 
anytime and anywhere [9]. IoT has been used in many cases such as smart class-
rooms [10–12], smart warehouses [13–15], and smart agricultures [16–18]. IoT has 
also been used for developing medical devices, such as electrocardiographs [19], 
electromyographs [20], and electroencephalographs [21]. IoT technology also drives 
the improvement of Pulse Oximetry. Many studies have been done to develop heart 
rate monitoring device in several decades. 

Studies on Oximetry using the photoplethysmography (PPG) method have been 
developed in many aspects. A study on sensor using LED and photodiode to capture 
PPG signal has been done [22]. The study has proven that the configuration can be 
used to capture PPG signal. Although, LED and photodiode is not a robust system. 
Therefore, improvements are still needed to make a robust system for PPG signal 
reading. Another study has used a built-in sensor in a module [23]. A built-in sensor 
in a module is more robust than the previous configuration but it is more complex 
too. It uses two minimum systems, the first one is Arduino Uno and the second one 
is Raspberry Pi. The system may be robust but it still can be improved. Another 
study to improve the development of Oximetry using the PPG method in a simpler 
system has been done [24]. The system also uses a built-in sensor with one minimum 
system and sends the data to a smartphone. Data are sent to a smartphone using 
Bluetooth. This system is good but it still can be improved. Another study on the 
improvement to developing Oximetry has been done by adding human temperature 
measurements. The system uses a built-in sensor to measure SPO2 and a temperature 
sensor to measure temperature in one device. The system is good but lacks accuracy 
in SPO2 reading. 

This study aimed to develop a simpler device to measure both heart rate and SPO2 
with high accuracy. Output data from the device are sent to an Internet server and 
can be seen in a smartphone application. 

2 Method  

The system configuration of the proposed device is shown in Fig. 1. The Device 
development consists of hardware and software. Hardware is devices used, consisting 
of a MAX30100 sensor, NODEMCU ESP8266 microcontroller, and LED indicator. 
Software is a smartphone application for the output data reading. The MAX30100 is 
a built-in sensor for heart rate reading using the photoplethysmography concept. The 
concept is heart rate reading by maintaining the stroke volume of blood by reading
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Fig. 1 System configuration of the proposed device 

the amount of blood pumped by the ventricle [25]. The mathematical modeling of 
the photoplethysmography concept obtained from [26] is shown  in  Eq. (1). 

v0(t) = k ∗
(
sinωt 

c1 
+ 

sin2ωt 

c2

)
(1) 

where v0(t) is the voltage output in volts, k is the constant, c1 is the capacitance 
offered by the epidermis layer, and c2 is the capacitance offered by the dermis layer 
of both pF. As for ω = 

√
(LC) since the photoplethysmography signal is periodic. 

The MAX30100 sensor will read the heart rate and SPO2 from the finger and send it 
to the NODEMCU ESP8266. The NODEMCU ESP8266 is a microcontroller with 
embedded Wi-Fi. It will process the data and send it to Google Firebase through the 
Wi-Fi connection. A smartphone application will grab the data from Google Firebase 
and display it. 

The hardware configuration pin from the component to the microcontroller is 
shown in Table 1. The MAX30100 sensor is communicated through the inter-
integrated circuit (I2C) protocol. It needs serial data (SDA) and serial clock (SCL) 
pins in the microcontroller. The SDA pin is D2 and the SCL pin is D1 in the micro-
controller. The LED indicator can use any microcontroller pin with D6 and D7 pins. 
The power supply output is 3.3 V because both the sensor and NODEMCU ESP8266 
need a supply output of 3.3 V. The smartphone application design is shown in Fig. 2. 
The application is built using the MIT APP Inventor. The application will get the 
data from Google Firebase and show it to the application. First, users need to pick 
the data measurement. It can be heart rate or SPO2 data. Second, users need to pick 
a condition. It can be a relaxed condition or after doing exercises. After that, the 
application will get the data from Google Firebase and show it. The final device 
development is shown in Fig. 3. Figure 3 shows how the prototype works. The hard-
ware system will measure heart rate or SPO2. After that, it will send the data to the 
database through Wi-Fi (Internet connection). Data from the cloud will be captured 
and shown in the application. Users can see the result of measurement through the 
application. Measurement data will be saved in the database. Data saving is needed for 
assessing and measuring system performance. The system performance in this study 
consists of calculating accuracy and error. The system data will be compared with
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Table 1 Hardware 
configuration pin 

Component part NODEMCU ESP8266 pin 

MAX30100 D1, D2, 3.3 V, GND 

LED indicator D6, D7, GND 

Power supply Vin, GND 

Fig. 2 Design of the 
smartphone application 

the standard oxygen saturation and heart rate. The system also uses linear regression 
to model sensor output [27–29]. Linear regression is proven to give more accurate 
data through many applications [30–32]. This study also improves data reading from 
the sensor using linear regression. Linear regression is chosen because from the 
datasheet information, the sensor characteristic is linear Eq. (2). 

y = ax + c (2) 

a = 
n
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) − (Σ

x
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x
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The linear regression model is shown in Eq. (2) where y in formula 1 is the output 
linear regression model, x is the data reading from the sensor, a is the slope from
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Fig. 3 Hardware and 
software development

the line, and c is the intercept. To calculate a and b uses formulas (2) and (3), where 
n in formula (2) and (3) is the total data retrieval and z is the data from the standard 
device. This modeling will be used in both oxygen saturation and heart rate. 

error =
|||| sensor value − oximetry value 

oximetry value

|||| × 100 (5) 

accuracy = 100 − error (6) 

The error value is calculated using Eq. (5) and accuracy is calculated using Eq. (6). 
Both error and accuracy need to be calculated for the device’s validation. Sensor value 
is obtained from the MAX30100 sensor and oximetry value is obtained from common 
oximetry. Another test parameter is the calculation of the T-Test between the sensor 
and oximetry (Eq. 7). 

t = x1 − x2 /
s2 1 
n1 

+ s
2 
2 
n2 

− 2r
(

s1 √
n1

)(
s2 √
n2

) (7)
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3 Results 

Several tests have been done after designing a prototype photoplethysmography using 
the MAX30100 Sensor. Data testing was done by comparing the prototype with a 
common pulse oximetry. Data testing was done with 4 respondents, 2 conditions, 
and 2 parameters. Every respondent did 4× tests, so the total number of tests in every 
condition was 16 for each parameter. Therefore, the total number of tests was 32. 
The parameters used were without and with modeling. 

The first test was done 4× by the four respondents, so the total number of tests was 
16 in the condition after jogging. The expected output is an accelerated heartbeat. 
The output data are shown in Table 2, and the comparison of data taken using the 
prototype and oximetry device is shown in Fig. 4. The  T value from this data is − 
0.69. 

The second test was done 4× by the four respondents, so the total number of tests 
was 16 in the condition after jogging. The expected output is an accelerated SPO2. 
The output data are shown in Table 3, and the comparison of data taken using the 
prototype and oximetry device is shown in Fig. 5. The  T value from this data is − 
3.89.

The condition in this study refers to the respondents’ conditions after jogging 
and while relaxing. The parameters in this study refer to the heart rate and SPO2 
parameters. The comparison of data for the heart rate parameter of respondents in

Table 2 Comparison of heart rate data after jogging condition without modeling 

Number of 
respondents 

Prototype output 
(bpm) 

Oximetry output 
(bpm) 

Error (%) Accuracy (%) Diff (bpm) 

1 90 91 1.10 98.90 1 

83 83 0.00 100.00 0 

93 96 3.13 96.88 3 

95 98 3.06 96.94 3 

2 109 109 0.00 100.00 0 

109 111 1.80 98.20 2 

94 96 2.08 97.92 2 

99 101 1.98 98.02 2 

3 94 95 1.05 98.95 1 

95 96 1.04 98.96 1 

87 88 1.14 98.86 1 

93 95 2.11 97.89 2 

4 93 95 2.11 97.89 2 

95 96 1.04 98.96 1 

93 95 2.11 97.89 2 

93 96 3.13 96.88 3
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Fig. 4 Graph of comparison of heart rate data after jogging condition without modeling

Table 3 Comparison of SPO2 data after jogging condition without modeling 

Number of 
respondents 

Prototype output 
(%) 

Oximetry output 
(%) 

Error (%) Accuracy (%) Diff (%) 

1 94 94 0.00 100.00 0 

90 91 1.10 98.90 1 

93 95 2.11 97.89 2 

90 94 4.26 95.74 4 

2 95 97 2.06 97.94 2 

95 98 3.06 96.94 3 

95 98 3.06 96.94 3 

95 98 3.06 96.94 3 

3 96 98 2.04 97.96 2 

95 98 3.06 96.94 3 

94 98 4.08 95.92 4 

93 95 2.11 97.89 2 

4 94 97 3.09 96.91 3 

94 97 3.09 96.91 3 

94 97 3.09 96.91 3 

94 97 3.09 96.91 3

the condition after jogging is shown in Table 2, and the SPO2 parameter of the 
respondents in the condition after jogging is shown in Table 3. Data from Tables 2 
and 3 were obtained from the respondents after jogging, with an average of 10 data 
with 5 min of reading, respectively. The age of respondents 1, 2, 3, and 4 is 16, 18, 
21, and 24 years old with a normal heart condition. From the comparison of heart 
rate data in Table 2, it can be seen that the prototype has different values of heart 
rate measurement. The minimum difference is 0 at respondent 1 in the second data. 
The maximum difference is 3 at respondent 1 in the third and fourth data, and at 
respondent 4 in the fourth data. According to data retrieval, the maximum accuracy
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Fig. 5 Graph of comparison of SPO2 data after jogging condition without modeling

is 100% and the minimum accuracy is 96.88%. From the SPO2 measurement in Table 
3, it can be seen that the prototype also has different values of measurement. The 
minimum difference is 0 at respondent 1 in the first data. The maximum difference is 
4 at respondent 1 in the fourth data, and at respondent 3 in the third data. According to 
data retrieval, the maximum accuracy is 100% and the minimum accuracy is 95.74%. 
Different measurement reading values in heart rate and SPO2 occurred because of 
the different timings in the measurement. 

The first measurement was done using Oximetry, after that the second measure-
ment was done using the prototype. The different timings were approximately 5 min, 
and it is suspected as the cause of the error in data reading from the proposed proto-
type and Oximetry. Nevertheless, the difference value is quite small. Accuracy of 
above 95% with 3 error values in heart rate and 4 error values in SPO2 is acceptable 
if it is used by healthy people. However, this error is not acceptable if it is used by 
people with pneumonia disease. After this experiment, it can be specified that the 
proposed prototype is valid for measuring heart rate and SPO2 for healthy people. 
The advantage of the proposed prototype with Oximetry is the implementation of 
IoT. The third test was done 4× by the four respondents, so the total number of tests 
was 16 in the condition after jogging with modeling. The expected output is a similar 
value of the prototype and oximetry pulse. The output data are shown in Table 4, 
and the comparison of data taken using the prototype and oximetry device shown is 
shown in Fig. 6. The  T value from this data is 0.16. The fourth test was done 4× 
by the four respondents, so the total number of tests was 16 in the condition after 
jogging with modeling.

The expected output is an accelerated SPO2 which is similar to the prototype and 
oximetry. The output data are shown in Table 5, and the comparison of data taken 
using the prototype and oximetry device is shown in Fig. 7. The  T value from this 
data is 0.44.
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Table 4 Comparison of heart rate data after jogging condition with modeling y = 1.006x + 1.2 

Number of 
respondents 

Prototype output 
(bpm) 

Oximetry output 
(bpm) 

Error (%) Accuracy (%) Diff (bpm) 

1 92 91 1.10 98.90 1 

85 83 2.41 97.59 2 

95 96 1.04 98.96 1 

97 98 1.02 98.98 1 

2 111 109 1.83 98.17 2 

111 111 0.00 100.00 0 

96 96 0.00 100.00 0 

101 101 0.00 100.00 0 

3 96 95 1.05 98.95 1 

97 96 1.04 98.96 1 

89 88 1.14 98.86 1 

95 95 0.00 100.00 0 

4 95 95 0.00 100.00 0 

97 96 1.04 98.96 1 

95 95 0.00 100.00 0 

95 96 1.04 98.96 1 
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Fig. 6 Graph of comparison of heart rate data after jogging condition with modeling y = 1.006x + 
1.2

Heart rate and SPO2 data after modeling are shown in Tables 4 and 5. It can 
be seen that modeling with linear regression improves the data measurement using 
sensors. The minimum accuracy in heart rate data without modeling is 96.88% and 
with modeling is 97.59%. The minimum accuracy in SPO2 data without modeling 
is 95.74% and with modeling is 96.81%. Linear regression improves the accuracy of 
both heart rate and SPO2 in jogging conditions.
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Table 5 Comparison of SPO2 data after jogging condition with modeling y = 1.04x − 1.17 

Number of 
respondents 

Prototype output 
(%) 

Oximetry output 
(%) 

Error (%) Accuracy (%) Diff (%) 

1 97 94 3.19 96.81 3 

92 91 1.10 98.90 1 

96 95 1.05 98.95 1 

92 94 2.13 97.87 2 

2 98 97 1.03 98.97 1 

98 98 0.00 100.00 0 

98 98 0.00 100.00 0 

98 98 0.00 100.00 0 

3 99 98 1.02 98.98 1 

98 98 0.00 100.00 0 

97 98 1.02 98.98 1 

96 95 1.05 98.95 1 

4 97 97 0.00 100.00 0 

97 97 0.00 100.00 0 

97 97 0.00 100.00 0 

97 97 0.00 100.00 0 
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Fig. 7 Graph of comparison of SPO2 data after jogging condition with modeling y = 1.04x −1.17

The fifth test was done 4× by the four respondents, so the total number of tests 
was 16 in relaxing condition without modeling. The expected output is a similar heart 
rate value of the prototype and oximetry. The output data are shown in Table 6, and 
the comparison of data taken using the prototype and oximetry device is shown in 
Fig. 8. The  T value from this data is −0.39.

The sixth test was done 4× by the four respondents, so the total number of tests 
was 16 relaxing conditions without modeling. The expected output is a similar SPO2
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Table 6 Comparison of heart rate data in relaxing conditions without modeling 

Number of 
respondents 

Prototype output 
(bpm) 

Oximetry output 
(bpm) 

Error (%) Accuracy (%) Diff (bpm) 

1 87 88 1.14 98.86 1 

81 83 2.41 97.59 2 

77 77 0.00 100.00 0 

77 81 4.94 95.06 4 

2 83 83 0.00 100.00 0 

82 83 1.20 98.80 1 

82 85 3.53 96.47 3 

72 73 1.37 98.63 1 

3 95 96 1.04 98.96 1 

78 79 1.27 98.73 1 

69 69 0.00 100.00 0 

68 68 0.00 100.00 0 

4 82 83 1.20 98.80 1 

82 83 1.20 98.80 1 

71 71 0.00 100.00 0 

69 70 1.43 98.57 1 
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Fig. 8 Graph of comparison of heart rate data in relaxing condition without modeling

value of the prototype and oximetry. The output data are shown in Table 7, and the 
comparison of data taken using the prototype and oximetry device is shown in Fig. 9. 
The T value from this data is −0.62.

From the comparison of heart rate data in Table 6, it can be seen that the prototype 
has different values of heart rate measurement. The minimum difference is 0 at 
respondent 1 in the third data, while the maximum difference is 4 at respondent 1 
in the fourth data. The maximum accuracy is 100% and the minimum accuracy is 
95.06% in heart rate data. Meanwhile, from the comparison of SPO2 in Table 7, it can 
be seen that the prototype also has different values of measurement. The minimum
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Table 7 Comparison of SPO2 data in relaxing condition without modeling 

Number of 
respondents 

Prototype output 
(%) 

Oximetry output 
(%) 

Error (%) Accuracy (%) Diff (%) 

1 95 98 3.06 96.94 3 

93 96 3.13 96.88 3 

90 91 1.10 98.90 1 

83 83 0.00 100.00 0 

2 94 95 1.05 98.95 1 

91 94 3.19 96.81 3 

88 88 0.00 100.00 0 

80 81 1.23 98.77 1 

3 95 96 1.04 98.96 1 

94 95 1.05 98.95 1 

93 92 1.09 98.91 1 

87 88 1.14 98.86 1 

4 93 96 3.13 96.88 3 

93 96 3.13 96.88 3 

93 95 2.11 97.89 2 
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Fig. 9 Graph of SPO2 data comparison in relaxing condition without modeling

difference is 0 and the maximum difference is 3. The maximum accuracy is 100% 
and the minimum accuracy is 96.81%. 

The seventh test was done 4× by the four respondents, so the total number of tests 
was 16 in relaxing condition with modeling. The expected output is a similar heart 
rate value of the prototype and oximetry. The output data are shown in Table 8 and 
the comparison of data taken using the prototype and oximetry device is shown in 
Fig. 10. The  T value from this data is −0.02. The eighth test was done 4× by the four 
respondents, so the total number of test was 16 in relaxing condition with modeling. 
The expected output is a similar value of the prototype and oximetry. The output
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Table 8 Heart rate data comparison in relaxing condition with modeling y = x + 1 

Number of 
respondents 

Prototype output 
(bpm) 

Oximetry output 
(bpm) 

Error (%) Accuracy (%) Diff (bpm) 

1 88 88 0.00 100.00 0 

82 83 1.20 98.80 1 

78 77 1.30 98.70 1 

78 81 3.70 96.30 3 

2 84 83 1.20 98.80 1 

83 83 0.00 100.00 0 

83 85 2.35 97.65 2 

73 73 0.00 100.00 0 

3 96 96 0.00 100.00 0 

79 79 0.00 100.00 0 

70 69 1.45 98.55 1 

69 68 1.47 98.53 1 

4 83 83 0.00 100.00 0 

83 83 0.00 100.00 0 

72 71 1.41 98.59 1 

70 70 0.00 100.00 0 
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Fig. 10 Graph of comparison of heart rate data in relaxing condition with modeling y = x + 1

data are shown in Table 9, and the comparison of data taken using the prototype and 
oximetry device is shown in Fig. 11. The T value from this data is −0.25. 

Heart rate and SPO2 data after modeling are shown in Tables 8 and 9. Modeling 
with linear regression improves the accuracy of measurement using sensors. The 
minimum accuracy in heart rate data without modeling is 95.06% and with modeling 
is 96.30%. The minimum accuracy in SPO2 data without modeling is 96.81% and
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Table 9 Comparison of SPO2 data in relaxing condition with modeling y = 1.02 − 1.17 

Number of 
respondents 

Prototype output 
(%) 

Oximetry output 
(%) 

Error (%) Accuracy (%) Diff (%) 

1 96 98 2.04 97.96 2 

94 96 2.08 97.92 2 

91 91 0.00 100.00 0 

83 83 0.00 100.00 0 

2 95 95 0.00 100.00 0 

92 94 2.13 97.87 2 

89 88 1.14 98.86 1 

80 81 1.23 98.77 1 

3 96 96 0.00 100.00 0 

95 95 0.00 100.00 0 

94 92 2.17 97.83 2 

88 88 0.00 100.00 0 

4 94 96 2.08 97.92 2 

94 96 2.08 97.92 2 

94 95 1.05 98.95 1 
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Fig. 11 Graph of comparison of SPO2 data in relaxing condition with modeling y = 1.02 − 1.17

with modeling is 97.83%. Linear regression improves the accuracy of both heart rate 
and SPO2 in relaxing conditions. 

Network testing also has been done in this study. Network testing parameters 
retrieved in this study are throughput, packet loss, and delay. According to the test, 
the prototype has an average throughput of 108.157, 480 from 20 data. This parameter 
is bad according to the TIPHON standard. The prototype has an average delay of 
96.168 ms from 20 data. This parameter is excellent according to the TIPHON
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Table 10 Comparison of feature 

System feature Proposed system Previous system 1 [23] Previous system 2 [24] 

Heart rate accuracy Max accuracy 100% 
Min accuracy 96.30% 

Doesn’t have Average 
Accuracy 
93.8% 

SPO2 accuracy Max accuracy 100% 
Min accuracy 96.81% 

Max accuracy 98.86% 
Min accuracy 95.2% 

Average 
Accuracy 
95.2% 

Can be seen anywhere 
and anytime 

Yes No No 

Complexity system Simple Complex Simple 

standard. The prototype also has an average packet loss of 0.44% from 20 data. 
This parameter is good according to the TIPHON standard. According to parameters 
testing, the prototype can send data with good delay and packet loss but with bad 
throughput. This condition means that the prototype can send data in good condition. 

4 Discussion 

After doing several tests and obtaining data research, the device’s performance was 
compared to another device. Comparison consists of device feature, system accuracy, 
and the complexity. 

The comparison between the proposed system with another system is presented 
in Table 10. Heart rate accuracy from the proposed system is better compared to the 
previous system. SPO2 accuracy from the proposed system is also better compared 
to the previous system. This comparison proves that linear regression gives improve-
ments in heart rate and SPO2 measurement. The system also uses the IoT concept 
that makes users can see heart rate and SPO2 measurements anytime and anywhere 
through a smartphone application. The limitation of this prototype is that it can only 
be used by healthy people, while the implication is that it can be used anywhere and 
anytime. 

5 Conclusion 

Based on the results and discussion of this study, it can be concluded that the proposed 
system can be used to measure the heart rate and SPO2 of healthy people. The compar-
ison run has proven that the system is better than another system. The development 
of the system was done using an IoT system which is simpler and uses a connection 
feature. The IoT system makes output data that can be seen anytime and anywhere. 
The system is also simpler and can be used by people without specific requirements
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like nurses or doctors. Heart rate measurement maximum accuracy is 100% and 
minimum accuracy is 95.06%. SPO2 measurement maximum accuracy is 100% and 
minimum accuracy is 95.74%. Each of these measurements was done before the use 
of the linear regression model. Linear regression improves the minimum accuracy 
from 95.06 to 96.30% for heart rate measurement and from 95.74 to 96.81% for SPO2 
measurement. The IoT connection (network) testing also gave good results. After 
retrieval of 20 data, the connection test obtained an average throughput of 108.157, 
an average delay of 96.168 ms, and an average packet loss of 0.44%. Although the 
results are good, this device still needs improvement in many aspects such as data 
security, data management, and digital filtering. 
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Enhancing Temperature Control 
in a Miniature Green House for Corn 
Plantation System Using Model 
Predictive Controller 

Yulian Zetta Maulana, Aji Pangestu, and Sigit Pramono 

Abstract In order to grow normally, Corn plantation required a temperature between 
28 °C and 32 °C, and it can give problems if we want to grow it in a cold area. It is 
possible to put that plant inside a miniature Green House with sufficient temperature. 
Temperature controller in the Corn Plantation Green House for this research used 
a NI DAQ device as an interface between Personal Computer, where the controller 
is created using LabVIEW software, and a heater. The control process is carried 
out using Model Predictive Controller (MPC). The purpose is to obtain a sufficient 
temperature value in the Corn Green House system. The output is in a duty cycle 
percentage that is connected to driver L298N which is also connected to the heater. 
This research uses DAQ LabVIEW. The temperature is measured by LM35 Sensor. 
Various Prediction Horizon (Np), Control horizon (Nc), and static Gain are used to 
find the most suitable parameter to control the temperature using Model predictive 
controller. Using a sufficient tuning, the right value for temperature to grow Corn 
plantation can be obtained. Results show that the best parameter can be reached by 
using MPC at Np = 30, Nc = 2, Static Gain = 3, and Delay = 5. This setting can 
achieve a stable temperature of 30,8 °C faster than other settings. But for different 
parameters, it can reach a stable temperature albeit at different set points. It can be 
concluded that Different parameters in Prediction Horizon and Control horizon give 
significant effect to the performance. This research can obtain the right adjustment 
to get sufficient temperature using Model Predictive Control for Miniature Green 
House. This can be used for Corn farmers who want to control the temperature 
inside the Green House. 
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1 Introduction 

1.1 Background 

Corn Green House is a place for plant cultivation with some variable arrangements 
within to meet the needs of the growth and development of corns that are being 
cultivated inside it. The problems occurred when we want to grow corn in a cold 
area, especially indoor. These variables that need to be regulated in the Green House 
system are temperature, air humidity, and light intensity [1, 2]. With the development 
of technology in the field of electronics, it is possible to control these variables 
automatically and continuously [3]. The results of the trial showed that the tool is 
able to control the desired parameters in accordance with the program on a controller 
device and is able to reduce the effects of weather conditions outside the Green House 
[4]. This study used the method of designing a model of the Green House temperature 
regulation system using predictive control model which then tested each subsystem 
of the model. At the end after subsystem testing, an overall system model test is 
performed to see the success rate of the Green House temperature setting system 
model using the designed Predictive Control Model. 

Sufficient temperature is needed in order to grow corn Plantation in a Green House. 
Usually, the temperature is around 30 °C [5]. It can be conducted by applying intel-
ligent control for dynamical physiological system [6]. Research was conducted in 
a system that has unsteady temperature in [7], and Model Predictive Controller can 
overcome that problem. In [8], it was also shown that MPC can control Batch Temper-
ature with large time delays. Based on research in [9], it is strongly recommended 
to use an optimal control to increase profit in cultivating plant inside Green House. 
In [10] MPC is compared with other types of controllers, such as PI controller and 
Stochastic Model Predictive Controller (SMPC), and the result shows that MPC and 
SMPC controllers have similar results. There are many devices that can be used to 
apply Model predictive Controller, and RS-485 bus can be used. However, in [11], 
the results of using that device even though can be considered reliable, but needed 
further researches. Other types of controller used MATLAB software in temperature 
control in [12]. It meets satisfying result, but it is only a simulation. 

Further research about non-linearity in system is conducted in [13],  but it is applied  
in HVAC system. In order to have a great MPC controller, a great and sufficient 
model is required, but in [14], the research that is conducted shows that model-free 
control approach can also be applied. In saturated control input, a robust model is 
required. The research in [15] creates a robust MPC system to improve controller 
performance. MPC can also be applied to reduce energy needed, but at the same 
time still meet the temperature required in [16]. The research in Green House using 
other types of controller was used in [17] that using feedback-forward optimization 
in Proportional Integral Controller. In [18] and [19], the performance of conven-
tional controller and MPC Controller was being compared, and the result shows that 
MPC controller outperformed conventional Controller, albeit not significant. Two
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advanced controllers also being compared in [20], which are Generalized predic-
tive auto-tuning controller and Generalized Minimum Variance. It shows that GPC 
adaptive controller has better stability and robustness compared to the GMV adaptive. 

Multivariable control using MPC is conducted in [21], and the result shows that 
two points control structure which is multivariable MPC attained better performance 
for the system, compared to the single-point control structure. In [22], there is compar-
ison between normal MPC and feedforward MPC, there are no big differences in 
term of performance between two types of controllers. Other advanced controllers 
are applied in [23], which is GA-based adaptive Neuro-fuzzy Controller. It can be 
concluded this controller gives significant improvement in the system response, but 
it is still in simulation. Based on the research that is conducted in [24], environ-
ment controller is something that can be considered very important in the future, and 
the problems within this scope are enormous. It can be very complex, and in [25], 
the complex situation is solved using Complex Event Processing, so basically the 
research here aims to use the data gathered from many parameters. But, the down-
side of this research is that it seems too complicated. The complex situation has 
also become the theme of the research in [26]. The research here uses Fuzzy logic 
controller, that has advantages of creating something complicated to be simplifier. 
But the disadvantage of using this method is that it can oversimplify many parameters. 

In order to control humidity in green house, then a model predictive controller is 
applied in [27], but this time, using a constrained version. It can be concluded based 
on this research that the constrained model predictive control that can achieve high 
performance is Single Input Single Output Situation. System using Multiple Input 
and Output parameters is conducted in [28]. It integrates parameters such as PH and 
Turbidity. It uses fuzzy logic controller. Other software and devices are used to control 
temperature of heat exchanger using model predictive control in [29]. It also used 
constrained model, and the result was compared with PID Control. The result shows 
that a state observer can improve control performance when there was inaccuracy in 
the model created before. Further research using LabVIEW is needed. Comparison 
using distributed and Centralized Model Predictive control is shown in [30]. This 
research aims to investigate the energy required to achieve the temperature set point 
in energy building. The research shows that using a distributed MPC is effective to 
reduce energy that is required to control the temperature inside the building. 

The previous research that is conducted covers many areas of research using 
Model Predictive Controller to control the temperature. The research can be used 
using different types of Hardware and algorithm. This research gap here is that there 
is no particular research related to Model Predictive Control that aims to know the 
different effects of difference Prediction Horizon, Control Horizon, with various 
Gain and Time delay.
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LabVIEW 

NI DAQ USB 
6008 Driver L298N 

LM35 Sensor 

Computer 

DC Heater 

Fig. 1 Hardware system diagram block 

2 Materials and Methods 

2.1 Hardware Configuration 

NI DAQ is one of LabVIEW components with low-cost portable devices and one of 
the digital to analog and analog to digital data processing devices. NI DAQ USB 6008 
is used in this research as interface to PC. The MPC program is created in LabVIEW 
software that is installed on the PC. This temperature control and monitoring system is 
a prototype that controls the temperature of Green House using LM 35 as temperature 
sensor. The block diagram can be seen in Fig. 1. 

From the picture of the block diagram above, it can be explained about each block. 
It starts with the MPC that has been programmed in LabVIEW, and has set point 
for the Green House system. NI DAQ USB 6008 is an interface between the heater 
and the MPC program on LabVIEW. The LM35 Sensor detects the environment 
temperature and retrieves data, after which the LabVIEW software display the set 
point value that has been set. The heater gets the voltage from the NI DAQ output 
and is connected to the L298N driver. The voltage obtained will vary depending on 
the output of MPC and NI DAQ adjusted the condition of the Green House system. 
The Component that is used is temperature sensor in the form of LM35 that has 
resolution of 0,1 °C, DC Power Supply with 12 V output voltage [31]. Heater is with 
5–12 input voltage and 120 W output [32]. Driver L298N to adjust the current, and 
NI DAQ USB 6008 as an interface between hardware and LabVIEW Software. 

2.2 Model Predictive Controller 

MPC is s a discrete-time control methodology, that only produces control actions at 
a certain discrete time range. Additionally, it requires a particular system model that 
has the ability to predict behavior of the system within a number of time steps from 
this time periods into the future. This time period is named the prediction horizon. An 
MPC controller aims to find the optimum control input sequence inside the prediction 
horizon that can reduce cost function. The prediction is based on the system model.
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In Model Predictive Control, the equation for variable horizon can be obtained in 
Eq. (1) and Eq. (2).[33] 

J ∗(x(k) = min 
u(k)N (k) 

N (k)−1∑

j=0 

l(x(k + j |k), u((k + j |k) (1) 

That can be applied within time constraints: 

u((k + j ≥ |k ) ∈ U ) (2) 

x((k + j ≥ |k ) ∈ X ) (3) 

x((k + N (k)|k ) ∈ T ) (4) 

The horizon length N(k) in Eq. (3) and Eq. (4) is a variable in the constrained 
optimization problem that is solved at each k. Naturally, N(k) means the first time 
step when the set T is entered. The corresponding optimal horizon length is defined 
by N ∗ (k). Additionally, with varied prediction Horizon, the input sequence can be 
defined using this equation [34]. 

û(k + 1) ∈ {
u∗((k + 1|k), u∗((k + 2|k), . . . ,  u∗(k + N ∗(k) − 1|k }

(5) 

Equation (5) gives a sufficient solution to solve the problem at time k + 1, the 
horizon length that used is N ∗ (k) − 1. The state of the system is carried into the 
final set T in N(k) steps. The control action is switched once the output set is stable. 
Completion is obtained within time limit. So, it ensures that for all j < N ∗ (k), the 
constant can be defined as c ∈ R + , such that 

l(x(k + j |k), u(k + j |k)) ≥ c (6) 

By looking at Eq. (6), it can be seen that because the state prediction x(k + j|k) is 
not inside the terminal set. It must be shifted using correct input at time k + 1 inside  
horizon length N ∗ (k) − 1, which is shown in Eq. (7). 

J ∗(x(k + 1)) − J ∗(x(k)) ≤ J
∧

(x(k + 1) − J ∗(x(k)) = −l(x(k), u∗(k|k)) = −c 
(7) 

Because the horizon length is, a simple minimum-time value function with the 
form as shown in Eq. (8). 

J ∗(x(k) = min 
N (k) 

N (k) (8)
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It can be defined, which will adjust the time needed. The value function then takes 
the form 

J ∗(x(k) = min 
u(k)N (k) 

N (k)−1∑

j=0 

1 + γ ||u(k + j (k)||p (9) 

for some p-norm of the inputs weighted by γ > 0. It can be seen based on Eq. (9), 
that the proposed predictive control has a cost function: Where e(k) is the kth error 
signal which is the difference between the temperature measured at k in the system 
and the kth target [35]: 

(k) = (k) − y(k) (10) 

From Eq. (10), it can be seen that u(k) is the kth control signal and (k) is the  rate  
of change of the kth control signal. The value of u(k) is limited to the range 0–5. The 
variable is the prediction horizon which is used to determine the extent to which the 
system prediction must be made if given input from the optimization results. The 
result of the equation is a control signal that minimizes the cost function with the 
following arrangement in Eq. (11): 

u(k + 1) ,  u(k + 2), . . . , u(k + Nc). (11) 

2.3 Software System Design 

This system uses LabVIEW to adjust the model predictive Controller. There are 
Predictive Control Model diagram blocks, PWM program block diagrams, and other 
hardware components. The process model runs from the beginning until the specified 
time stops. From the Flowchart diagram in Fig. 2, it can be explained that the use of 
the MPC process model can predict the upcoming output within a certain time span 
and minimize a criterion function in the controller circuit [36]. Additionally, MPC 
systems have the ability of feedforwarding controllers to compensate interference 
and can take into account limitations or constraints in designing controllers. The 
control signal is sent to the process, while the next predictable control signal is 
discarded. Then the first step is repeated with the output value of the new process. 
In order to get the best parameter for model predictive control, predictable output 
values must be calculated using the best estimation of the current state variable [37]. 
The parameters are prediction horizon, control horizon, gain, and delay time. Gain 
and delay time are related to the model transfer function proposed.
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Fig. 2 System flowchart 

3 Result 

3.1 Hardware Device Implementation 

The implementation of Corn Green House control is carried out using NI DAQ USB 
6008 with component such as LM35 Sensors, L298N Drivers, and Heaters.
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Fig. 3 Hardware implementation 

Figure 3 shows an implementation of hardware design that has been assembled 
and arranged according to the hardware system diagram block. Once the hardware 
has been arranged, then it is connected to NI DAQ USB 6008 which is located on 
top of a miniature Green House. 

3.2 Software Implementation 

Final program is used to activate the hardware systems, so it can be used to regulate 
the temperature of corn Green House systems. The diagram can be seen in Fig. 4. This  
test program with MPC controllers can be explained when the program is running, 
and the sensor will detect the temperature of the Green House. The LM35 temperature 
sensor gets voltage from NI DAQ USB 6008 so that it can detect heat in the form of 
voltage at the Green House.

After being converted and created a subsystem program, the voltage is obtained 
by the sensor and passed to the MPC Controller input subsystem. It will be processed 
to be displayed on the front panel shown in Fig. 5. Additionally, the MPC Controller 
Input subsystem program will also provide data in the form of voltage to the PWM 
program which is used to turn on the heater. Then, the temperature in the Green 
House will rise. DAQ Assistant is used to acquire sensor signal data and L298N
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Fig. 4 Testing program with MPC controller

Fig. 5 Test panel front with MPC controller 

drivers, which are usually analog signals, convert them into digital signals and then 
forward the data to the MPC Controller. 

4 Analysis and Discussion 

At this stage of testing the overall system, several test experiments were conducted 
from the Green House system temperature setting by using the Predictive Controller 
Model to get a stable temperature according to the desired set point and for the data 
retrieval is taken once every 5 min until it gets a stable value. The following is a 
table of the results of the data collection. The data is based on the parameter such as 
prediction Horizon, Control Horizon, Gain, and Time Delay. The parameter setting 
can be seen in Table 1, and the results can be seen in Fig. 6.
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Table 1 Parameter setting 

Setting Prediction horizon Control horizon Gain Time delay 

1 9 3 4 1.5 

2 15 3 1 1 

3 12 6 0.5 2.5 

4 20 10 0.4 1.5 

5 30 10 3 5 

6 12 6 1 1.5 

7 15 3 0.9 1 

8 8 4 0.5 2.5 

9 10 5 0.5 1.5 

10 30 10 0.2 5 
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Fig. 6 Temperature response for different settings 

In the overall system testing that is conducted, each of them is carried out as many 
as 10 tests for various prediction Horizon (Np) and Control Horizon (Nc) parameter 
value with different Gain and Time Delay. The overall result can be seen in Fig. 6. 
The results are obtained by counting the time that is needed for the temperature to 
reach the set point. It can be seen that different settings have different outcomes. 
The first setting obtained a stable value in the 30th minute which is 35.1 °C, which 
is not suitable for Corn Green House. For the second setting, a stable value was 
obtained in the 35th minute of 39.2 °C and the value did not change until the 45th 
minute. The same thing also occurred in other various settings, when the output 
temperature did not meet the set point. From the data obtained, it can be concluded 
that prediction horizon and control horizon value gave significant effect on output. 
It can be interpreted that using different sets of parameters, the output is very varied.
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The set point can only be achieved for a specific parameter that is used. The study 
before shows that Prediction Horizon and Control Horizon did not affect the output 
that much, but this study shows that using different gain, it can affect the outcome 
greatly. Further research can be conducted by using different Prediction and Control 
Horizon in more details. 

Overall, the best result is obtained when Prediction Horizon (Np) is 30 and Control 
Horizon (Nc) = 10 with Static Gain = 3 and Delay = 5. This setting can achieve a 
stable temperature of 30.2 °C which meeting the set point. It can be concluded that 
this setting has the best results because in this setting, the setpoint can be obtained 
quickly, compare with different settings. This setting has also minimum error steady 
state and minimum maximum overshoot. With a set point value of 30.0 °C in the 
Corn Green House temperature regulation system, it can be used to grow Corns. In 
the previous study, the effect of different Control and prediction horizon effects to 
analyze the performance if the controller is used in Green House system was not 
thoroughly analyzed. 

5 Conclusion 

The Objective of this research is to find the best parameter in using Model Predictive 
Control in terms of Prediction Horizon and Control Horizon related to Gain. The 
finding here is that different gain will greatly affect the outcome. Based on the results 
of testing data and discussion of temperature regulation in Green House systems using 
predictive control models, the following conclusions were obtained. 

The temperature setting system on the Green House system using the Predictive 
Controller Model was successfully built using NI DAQ USB 6008 which connected 
to LabVIEW. Prediction Horizon and Control Horizon values give significant result 
to the output of Corn Green House system. The best parameter values obtained from 
many experiments on temperature settings in home systems using the Predictive 
Controller Model are found at Np = 30 and Nc = 10 and Static Gain = 3 and Delay 
= 5, with a stable temperature of 30.2 °C. Future works can be conducted by making 
a more detailed difference in parameters. 

References 

1. Hariadi TK (2007) Cahaya dalam rumah kaca. J Ilm Semesta Tek 10(1):82–93 
2. Asnani B (2017) Foliages versus succulents: impact of houseplants indoor air foliages versus 

succulents . Int J Sci, Environ, Technol 6(1) 
3. Moghaddam JJ, Zarei G, Momeni D, Faridi H (2022) Non-linear control model for use in 

greenhouse climate control systems. Res Agric Eng 68(1):9–17. https://doi.org/10.17221/37/ 
2021-RAE

https://doi.org/10.17221/37/2021-RAE
https://doi.org/10.17221/37/2021-RAE


248 Y. Z. Maulana et al.

4. Chen WH, You F (2020) Efficient greenhouse temperature control with data-driven robust 
model predictive. In: Preceding American Control Conference, vol. 2020-July, pp 1986–1991, 
https://doi.org/10.23919/ACC45564.2020.9147701 

5. Greaves JA (1996) Improving suboptimal temperature tolerance in maize—The search for 
variation. J Exp Bot 47(296):307–323. https://doi.org/10.1093/jxb/47.3.307 

6. Coiera E (1993) Intelligent monitoring and control of dynamic physiological systems. Artif 
Intell Med 5(1):1–8. https://doi.org/10.1016/0933-3657(93)90002-K 

7. Http D, Usm A, Theses EDU, Gaudet C (2003) Model Predictive Control for temperature 
dependent system. pp 1–2 

8. Gough B, Kovac S, Devito L, Quick D (2004) Model predictive control of batch temperature. 
Forum Am Bar Assoc, pp 1–11 

9. Van Straten G, Van Henten EJ (2010) Optimal greenhouse cultivation control: Survey and 
perspectives. IFAC Proc. 3(PART 1), doi: https://doi.org/10.3182/20101206-3-jp-3009.00004 

10. Mady AED, Provan GM, Ryan C, Brown KN (2011) Stochastic model predictive controller 
for the integration of building use and temperature regulation. In: Proceedings of the National 
Conference on Artificial Intelligence 2:1371–1376 

11. Jiaqiang Y, Yulong J, Jian G (2013) An Intelligent Greenhouse Control System. TELKOM-
NIKA Indones J Electr Eng 11(8):4627–4632. https://doi.org/10.11591/telkomnika.v11i8. 
3088 

12. Mastalli C (2013) Model predictive control for robots. In: Proceedings Of The American 
Control Conference, 19(11), pp 0–1 

13. Rehrl J, Schwingshackl D, Horn M (2014) Model predictive control of temperature and 
humidity in heating, ventilating and air conditioning systems. IFIP Adv Inf Commun Technol 
443:285–295. https://doi.org/10.1007/978-3-662-45504-3_28 

14. Lafont F, Balmat JF, Pessel N, Fliess M (2015) A model-free control strategy for an experimental 
greenhouse with an application to fault accommodation. Comput Electron Agric 110:139–149. 
https://doi.org/10.1016/j.compag.2014.11.008 

15. Oravec J, Bakošová M, Meszáros A (2016) Robust model predictive control of heat exchangers 
in series. Chem Eng Trans, 52(Figure 1), pp 253–258. https://doi.org/10.3303/CET1652043 
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Abstract In 2022, the COVID-19 pandemic is still occurring. One of the optimal 
prevention efforts is to wear a mask properly. Several previous studies have classified 
the use of masks incorrectly. However, the accuracy resulting from the classification 
process is not optimal. This research aims to use the transfer learning method to 
achieve optimal accuracy. In this research, we used three classes, namely without a 
mask, incorrect mask, and with a mask. The use of these three classes is expected to be 
more detailed in detecting violations of the use of masks on the face. The classification 
method used in this research uses transfer learning as feature extraction and Global 
Average Pooling and Dense layers as classification layers. The transfer learning 
models used in this research are MobileNetV2, InceptionV3, and DenseNet201. We 
evaluate the three models’ accuracy and processing time when using video data. The 
experimental results show that the DenseNet201 model achieves an accuracy of 93%, 
but the processing time per video frame is 0.291 s. In contrast to the MobileNetV2 
model, which produces an accuracy of 89% and the processing speed of each video 
frame is 0.106 s. This result is inversely proportional to accuracy and speed. The 
DenseNet201 model produces high accuracy but slow processing time, while the 
MobileNetV2 model is less accurate but has faster processing. This research can be 
applied in the crowd center to monitor health protocols in the use of masks in the 
hope of inhibiting the transmission of the COVID-19 virus. 
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1 Introduction 

In November 2019, the first case of COVID-19 was found in China, where this virus 
has symptoms similar to pneumonia infection in human lungs [1, 2]. The spread 
of this virus is very fast. It can even spread through aerosols, namely particles of 
human respiratory droplets infected with COVID-19. These aerosols can stay in 
the air for hours and over long distances. Crowded, closed, and poorly ventilated 
public spaces are very vulnerable to the transmission of this virus [3]. For someone 
infected with this virus in the beginning, there are no symptoms that appear because 
this virus has an incubation period with an average of five days from the beginning 
of infection until the first symptoms appear [4]. Even humans are infected, but no 
symptoms are felt, so they are still free to travel in public spaces. This fact makes 
the COVID-19 virus spread to become a pandemic. The World Health Organization 
(WHO) concentrates on dealing with this outbreak. At the beginning of 2022, WHO 
recorded that 318,648,834 people were infected, and 5,518,343 people died due to 
the spite of this virus [5]. 

Countries continue to develop COVID-19 vaccines to increase immunity when 
infected and inhibit the mutation process of this virus [6, 7]. Indonesia is one of 
the countries that is actively vaccinating its citizens. Through the acceleration of 
the vaccination program, it is hoped that the community will return to normal life. 
However, a new variant immune to the COVID-19 vaccine has recently emerged, 
namely the Omicron variant [8]. Of course, this new variant made the world commu-
nity panic. Several countries began to close the arrival of foreign tourists to their 
country. There is a face-to-face learning policy for students in Indonesia starting in 
early 2022 [9]. This face-to-face learning is carried out with strict health protocols, 
especially using masks. The correct use of masks is a solid effort to prevent trans-
mission of this virus because even someone who has been vaccinated can still be 
infected with this new variant. In public places, especially in offices, schools, and 
shopping centers, masks use must be strictly controlled. Many people wear masks 
simply on their mouths or chins, leaving the nose uncovered. The security forces 
must continue to regulate and remind it. If there are a huge number of participants, 
security forces will have trouble controlling the use of these masks. As a result, we 
require a system that can detect inappropriate mask usage. 

The detection system for incorrect use of mask can be made by utilizing the field 
of Artificial Intelligence (AI) [10]. AI techniques to process complex image data 
usually use deep learning as Convolutional Neural Network (CNN) [11]. As tech-
nology develops, transfer learning techniques are deep learning developments that 
use fewer data [12]. Several studies that use transfer learning models to detect the use 
of face mask include the MobileNetV2 [13], InceptionV3 [14], and DenseNet201 
[15] models. Previous research classifying mask errors has not been optimally clas-
sified [16]. In this research, the accuracy results obtained were still below 85%. 
Previous research has not used a suitable feature extraction method, so the accuracy 
is not optimal. Good accuracy is needed to minimize error detection results. There-
fore, the proposed research is expected to increase the accuracy of the results. We
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propose the use of a more accurate method. This research aimed to detect incorrect 
wearing mask, not wearing mask, and wearing mask correctly on face. In this case 
study, we will evaluate the three transfer learning models, namely MobileNetV2 [17], 
InceptionV3 [18], and DenseNet201 [19]. Hopefully, this research can provide new 
insights regarding the correct method of detecting the use of masks on face. 

2 Materials and Methods 

The detection system for incorrect wearing of mask consists of a training and testing 
stage. The training stage begins with input data without mask, incorrect mask, and 
mask on the face. The inputted dataset will be subjected to a training process for 
model formation. This research will use a dataset with RGB or grayscale color 
format. Before the training process is carried out, the data is resized to uniform 
the dataset size. Then, a data augmentation process is carried out to increase the 
diversity of data. Furthermore, the data is divided into training and validation data 
for feature extraction using the transfer learning model. In this research, the transfer 
learning models used are MobileNetV2, InceptionV3, and DenseNet201. Figure 1 
shows the proposed system architecture. The result of the formation of the model 
is a model that will be used for matching using data testing or video data. We will 
evaluate the resulting model to get the best model out of the three transfer learning 
models. At the testing stage, data testing uses new image or video data. Testing 
data is used to measure accuracy, while video data is used to measure processing 
speed. Humans recorded on video will be detected by their facial area using the Haar 
Cascade Classifier. The detected face is resized. Next, the faces are matched with 
each model’s best transfer learning models. The matching result is a bounding box 
with three classifications: without mask, incorrect mask, or with mask on the face.

2.1 Data Acquisition 

This research used a dataset sourced from Kaggle [20]. The dataset consists of three 
classes: without mask, incorrect mask, and with mask. In this research, we compared 
the use of datasets with RGB and grayscale colors. The process of changing the color 
from RGB to grayscale using the Python library, namely OpenCV. Figure 2 shows 
an example of the dataset used in this research.

All the data we got had the extension.jpg with a total size of 1.89 GB. Table 1 
shows the distribution of the dataset according to the three classes. The dataset in 
this research uses RGB or grayscale colors. The total data used in each color of this 
research was 11,171 images with class details without mask 4402, incorrect mask 
2009, and with mask 4760. Then, training data distribution was 9308, and validation 
data were in 1863.
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Fig. 1 Proposed system 
architecture
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2.2 Preprocessing Data 

The raw dataset is pre-processed using the transfer learning model before the training 
process. The pre-processing stage in this research is resizing and augmenting data. 
Resize is done to make it uniform with the transfer learning model used in this 
research. We resize 224 × 224 for the MobileNetV2 and DenseNet201 models, while 
299 × 299 for the InceptionV3 models. Then for the data augmentation process, we 
use the ImageDataGenerator library in the Python programming language [21]. The 
configuration of augmentation data in this research is shown in Table 2. This study’s 
generator or augmentation employs the rotation range option to randomly rotate 
images at 45 degrees, width shift range, and height shift range for a horizontal image 
shift of 0.3 and a vertical image shift of 0.3. Then, augmentation utilizes the horizontal 
flip parameter to flip the image along the vertical axis and the fill mode parameter 
with the “nearest” value to fill the vacant area with the nearest pixel values.
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a b  c  

d 
Without Mask 

e 
Incorrect Mask 

d 
With Mask 

Fig. 2 Examples of data used in this research: a, b, c RGB dataset, d, e, f Grayscale dataset [20]

Table 1 Number of images in each class 

Image class Training Validation Testing Total 

Without mask 3668 734 489 4402 

Incorrect mask 1674 335 223 2009 

With mask 3966 794 528 4760

Table 2 Augmentation data 
configurations 

Configuration Value 

Rescale 1./255 

Rotation range 45 

Width shift range 0.3 

Height shift range 0.3 

Horizontal flip True 

Fill mode Nearest 

2.3 Transfer Learning 

In computer vision, object recognition aims to make decisions about real physical 
things using images from sensors such as cameras. Object recognition is frequently
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accomplished using machine learning technologies [22]. Machine learning is the 
process of an algorithm, or machine, comprehending and processing data from a 
given dataset. Such a machine can rapidly generate novel conclusions from data that 
humans could very well omit. The term “learning” refers to the machine’s ability 
to improve its effectiveness through the training experience [23]. Machine learning 
transforms into deep learning as technology advances. Deep learning is a set of 
successive layer architectures. Each layer performs a nonlinear transformation on 
the input and give represents outputs. Deep learning is frequently used to process 
image data and is commonly referred to as Convolutional Neural Network [24]. The 
following Eq. (1) can be used to represent the convolution process. 

S(i, j ) = (I ∗ K )(i, j ) =
∑

m

∑
n 
I (m, n)K (i − m, j − n) (1) 

where I is the image input, K is the convolution kernel or filter, m is an array of 
images, and n is the image column. Subsamples or pooling are utilized to reduce 
feature maps. The input data convolution filter is conceptually equivalent to the 
pooling filter. In contrast to the convolution process, the pooling process in the shifting 
filter does not overlap between filters [25]. While deep learning is typically used for 
enormous amounts of data, there are times when the data is limited, like incorrect 
mask recognition. Transfer learning is one method for processing small amounts of 
data in which a model trained on one problem can be used in other situations due 
to the problem’s interrelationships [26]. Transfer learning can reduce training time 
for neural network models and can result in lower generalization errors. Examples 
of transfer learning models are MobileNetV2, InceptionV3, and DenseNet201. 

MobileNetV2. The model uses the ImageNet dataset, which results in better 
accuracy than MobileNetV1 with fewer parameters [27]. Figure 3 shows the archi-
tecture of MobileNetV2. Additional features in MobileNetV2 are linear bottlenecks 
and connections between bottlenecks. Between the models in the bottleneck, the 
component is an input and output section, while the inner layer contains the model’s 
functions for converting the input from the lower layer (pixels) to the higher-level 
descriptors (image classification). Thus, like the residual connection in a classic CNN 
architecture, connecting the bottlenecks speeds up the training process and improves 
accuracy [28].

InceptionV3. The model is the first architecture with fewer parameters and is 
computationally efficient [29]. In InceptionV3, there is factorization to reduce param-
eters. Unlike the traditional convolutional layer, the InceptionV3 model architecture 
uses multiple filters on the convolutional layer. The results of several filters will be 
combined again using Channel Concat before entering the iteration in the next stage 
[30]. The inception model’s objective is to execute a multi-level feature extractor 
using filter convolutions calculated within the same model. After stacking these 
filters into the channel dimensions, they are inserted into the next layer. Figure 4 
shows the InceptionV3 architecture.

DenseNet201. The model takes advantage of the condensed network, making 
it simple to train and very parametrically efficient due to the potential of reusing
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Fig. 3 MobileNetV2 architecture that skips connection

Fig. 4 InceptionV3 architecture

features across layers, which increases variety in subsequent layer input and enhances 
performance [31]. The DenseNet201 has demonstrated exceptional performance on 
various datasets, including ImageNet and CIFAR-100. For enhanced connectivity in 
the DenseNet201 model, the direct connections between all preceding and subsequent 
layers are improved. Figure 5 shows the layers in the DenseNet201 model.

xl = Hl
([
x0, x1, x2, . . . ,  xl−1

])
(2) 

where l is the layer index, and H is the nonlinear operation. Then, xl is the charac-
teristic of the l th layer. DenseNet made additional modifications to the model by 
concatenating all the output feature maps sequentially instead of summing them as 
it did in the prior version’s Eq. (2). 

The idea of downsampling dense blocks was proposed [32]. Figure 5 illustrates 
a Dense Block instance in which the number of layers is five, and the growth rate is
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Fig. 5 DenseNet201 layer structure

k. Each layer receives the feature maps of all previous layers. Figure 4 demonstrates 
that Hl , k feature maps are generated for every operation. Figuring out k0+4k feature 
maps is possible given that Fig. 5 comprises five layers. The number k0 relates to the 
previous layer’s feature maps. 

2.4 System Evaluation 

The research on the detection system for incorrect wearing masks is evaluated using 
the following criteria: loss, accuracy, validation loss, and validation accuracy values. 
All training and validation results will be tracked throughout a specified period. 
Next, we will assess accuracy value from data testing and processing speed from 
video data. 

3 Result and Discussion 

This section will explain the method configuration used in this research. Furthermore, 
the training results will be provided along with the analysis. Finally, we will be testing 
using data testing and video data. 

3.1 Hardware and Method Configuration 

This research uses computer hardware with the specifications of the Intel® Core™ 
i3-9100F Processor, 8192 MB RAM, and 128 GB SSD. The programming language 
that we use is Python with CPU mode configuration. Then, this research uses transfer 
learning (MobileNetV2, InceptionV3, and DenseNet201) as feature extraction and
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Global Average Pooling as classification. We start with transfer learning and freeze 
it to be the first layer to run the training process. We applied Global Average Pooling 
and the Dense layer four times, following the base layer. 

3.2 Training Result 

This research uses the Adam optimizer, and categorical crossentropy is used as the 
loss function for the training stage. We use categorical crossentropy because we have 
three classes of datasets. In this research, the experimental process is carried out by 
evaluating the number of epochs in each model. The number of epochs observed in 
this research is 12, 15, and 18. In this experiment, we used a batch size value of 64. 

The graph of the training process is shown in Fig. 6. During the training process, 
none of the three models experienced overfitting. Even though the data used is imbal-
anced because the number of incorrect mask data is half the number of other classes. 
The loss value indicates no overfitting with validation loss, and the accuracy value 
with validation accuracy is not much different. Figure 6 shows a graph of the training 
results that do not occur overfitting as shown by the graph of training and valida-
tion accuracy. Using the Global Average Pooling layer also prevents the overfitting 
process, in line with the experimental results in previous studies with different cases 
[33].

The training results show that the DenseNet201 model achieves the best accu-
racy and validation accuracy than the MobileNetV2 and InceptionV3 models. Table 
3 shows the experimental results of the effect of the number of epochs. The 
DenseNet201 model achieves optimal accuracy in the 15th epoch, as does the 
MobileNetV2 model. It differs from the InceptionV3 model, which has not achieved 
more than 98% accuracy in epoch 18. Then the results of using RGB and grayscale 
colors RGB color results are better in all models. The use of masks will be more 
visible when using RGB colors, especially those that distinguish between masks and 
skin colors. RGB colors also provide good contrast between mask colors and skin 
tones. Therefore, we use the RGB color training model to test using image data and 
video data. Each model with the best results will be used to test the image and video 
data.

3.3 Testing Result 

In the testing stage, we use testing data, as shown in Table 2. Accuracy results are 
obtained by matching the image with the best model from each model of RGB color. 
Table 4 shows the average accuracy results (without mask, incorrect mask, and with 
mask) for each model and the processing time per frame. Then to get the value of 
processing time, we tested using video data with a resolution of 640 × 360.
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RGB dataset Grayscale dataset 

MobileNetV2 

InceptionV3 

DenseNet201 

Fig. 6 Graphics of training process

Table 3 The experiment results influence the number of epochs 

Epoch Result MobileNetV2 InceptionV3 DenseNet201 

RGB Grayscale RGB Grayscale RGB Grayscale 

12 Loss 0.0790 0.1200 0.1019 0.1425 0.0777 0.1058 

Accuracy 0.9714 0.9563 0.9648 0.9486 0.9751 0.9628 

Val. loss 0.0740 0.1182 0.0707 0.1111 0.0766 0.0760 

Val. Accuracy 0.9779 0.9661 0.9779 0.9612 0.9720 0.9768 

15 Loss 0.0763 0.1019 0.1010 0.1384 0.0614 0.0870 

Accuracy 0.9726 0.9644 0.9647 0.9517 0.9783 0.9701 

Val. loss 0.0687 0.1081 0.0696 0.1041 0.0481 0.0811 

Val. Accuracy 0.9801 0.9682 0.9779 0.9688 0.9844 0.9795 

18 Loss 0.0746 0.1089 0.0981 0.1241 0.0551 0.0849 

Accuracy 0.9731 0.9598 0.9685 0.9550 0.9824 0.9685 

Val. loss 0.0864 0.1011 0.0596 0.1008 0.0609 0.0780 

Val. Accuracy 0.9784 0.9650 0.9790 0.9661 0.9822 0.9747
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Table 4 Testing results using 
data testing and video data 

Model Accuracy Processing time per frame (s) 

MobileNetV2 0.89 0.106 

InceptionV3 0.91 0.212 

DenseNet201 0.93 0.291 

Without mask Incorrect mask With mask 

Fig. 7 Example of matching model with video data 

The use of the DenseNet201 model produces the best accuracy compared to 
the InceptionV3 and MobileNetV2 models. However, in running video data, the 
DenseNet201 model is the slowest. The MobileNetV2 model is the fastest because 
it has the fewest MobileNetV2 parameters, 3.5 million. Unlike the case with Incep-
tionV3 and DenseNet201, the number of parameters reaches more than 20 million. 
The number of these parameters affects the result of accuracy and processing speed. 
These results show that the three models can be applied in real time. An example 
of matching results is shown in Fig. 7. There are three examples of the results of 
classifying the use of masks. Not wearing a mask on the face will be detected without 
mask, wearing a mask but not covering the nose area will be caught with an incorrect 
mask, and wearing a mask correctly will be detected with mask. In previous research 
[16], the accuracy of the results was less than 85%, so the results in the proposed 
research were better than in previous research. This research still has a weakness. 
The accuracy is inversely proportional to processing speed. Future research can use a 
combination of transfer learning and CNN layers to improve accuracy and processing 
speed. 

4 Conclusion 

The COVID-19 pandemic is not over yet. Even recently, a new variant that is immune 
to vaccines has emerged. The correct use of masks is an effective way to stop the 
transmission of this virus. Researchers have developed many applications to detect 
the wearing of masks, but most still detect wearing a mask or not wearing a mask. 
In this research, we added one class that used masks that did not fit or did not cover
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the nose area. The results showed that using transfer learning techniques resulted in 
the best accuracy of 93% using DenseNet201. Then the fastest processing time is 
0.106 s using the MobileNetV2 model. In previous studies, the resulting accuracy 
value was only 85%. The proposed research can increase the resulting accuracy by 
8%. This research still produces accuracy and speed that is inversely proportional. 
This opposite accuracy and computational speed make the real-time process not 
optimal. The proposed system has increased accuracy but cannot run in real-time for 
speed. Future research can modify the stages of feature extraction and classification 
using other combinations of transfer learning and CNN layers to achieve real-time 
processing. 
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Comparison of Nutritional Status 
Prediction Models of Children Under 5 
Years of Age Using Supervised Machine 
Learning 

Mediana Aryuni, Eka Miranda, Meyske Kumbangsila, Richard, 
Alfi Yusrotis Zakiyyah, Albert Verasius Dian Sano, and Faqir M. Bhatti 

Abstract The Indonesian government continues to deal with nutritional issues on 
Indonesian children, such as stunting and wasting. Stunting is a common symptom 
of children at risk of wasting, and they are more likely to develop long-term devel-
opmental issues. Malnutrition in children must be identified as soon as possible in 
order to prevent many instances and provide prompt, effective treatment to keep the 
condition from getting worse. The goal of this study is to create a model for predicting 
children’s nutritional status using supervised machine learning algorithms. In order 
to create a nutritional status prediction model for kids under 5 based on physical 
examination, this study compares three supervised machine learning algorithms. 
C4.5 Decision Tree, K-Nearest Neighbors (KNN), and Naive Bayes are the machine 
learning models. Healthcare Sawah Besar Community Health Service provided its 
360 patients with 4 attributes’ worth of record information. A model’s performance 
was evaluated using F1-Score and accuracy. The nutritional condition of children 
under the age of five can be predicted using the C4.5 Decision Tree, K-Nearest Neigh-
bors, and Naive Bayes algorithms. The Sawah Besar Community Health Service can 
utilize the model to track the nutritional health of children under five years of age, and
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it can also assist mothers in understanding the nutritional condition of their children. 
The outcome reveals that the C4.5 Decision Tree performs best, with an accuracy 
rate of 89.87% and an F1-Score of 91.67%. The C4.5 Decision Tree approach is 
the best way for forecasting the nutritional status of children under the age of five, 
according to the experiment data. 

Keywords Nutritional status · Children under 5 years of age · Machine learning 

1 Introduction 

Infants and children’s cognitive development rely on getting enough nutrients. Lack 
of nutrition in children increases their chance of developing growth problems [1, 2] 
and death [3, 4]. For young children to grow as optimally as possible, adequate nutri-
tion is crucial [5, 6]. Nutritional issues like stunting and wasting affect almost two 
million Indonesian children under the age of five [7]. In Indonesia, the prevalence of 
stunting in children has increased over the past ten years and is at 37% nationwide 
[8]. The number of children under the age of five who suffer from stunting is highest 
in Indonesia, where it ranks fifth globally [9]. Early life stunting has significant finan-
cial and human costs [10]. Moreover, the COVID-19 pandemic can provide various 
negative impacts on children in short, medium, or long term. UNICEF estimates show 
that the number of children who experiencing wasting or malnutrition increased by 
about 15% during the pandemic COVID-19. Children at risk of wasting will tend to 
experience stunting and vulnerable to long-term developmental disorders [11]. 

The key to effective prevention and treatment of child malnutrition is early detec-
tion [11–13]. Numerous cases of malnutrition can be averted and promptly and 
effectively treated if this exercise is carried out to its full potential [14]. Malnutrition 
in children under the age of five has been the subject of numerous earlier research 
[2, 4, 15–25]. The goals of this research are to identify the risk factors for stunting 
[18, 21, 26] and undernutrition [15–17] in children under the age of five. 

A component of artificial intelligence called machine learning (ML) has the poten-
tial to improve the development of nonlinear relationships in nutritional data [27]. In 
a few research [19–22, 28–33], machine learning algorithms were applied to fore-
cast malnutrition in young infants. Bitew et al. [19] describes a study that used five 
machine learning (ML) techniques to create undernutrition prediction models for 
Ethiopia. These methods included Extreme gradient boosting, k-nearest neighbors 
(k-NN), random forest, neural network, and generalized linear models. Talukder and 
Ahammed [20] used Five well-known ML techniques, including logistic regression 
(LR), support vector machines (SVM), random forest (RF), and k-nearest neigh-
bors (k-NN), have been thought to successfully predict malnutrition status among 
Bangladeshi toddlers. Chilyabanyama et al. [21] used the Naive Bayes (NB), XG 
Boost (XgB), SV classification (SVC), Logistic regression (LR), Random Forest 
(RF), and SV classification (RF) algorithms to predict the likelihood of stunting 
among children under the age of five in Zambia.
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Using the C4.5 decision tree, the study [30] constructed a nutritional status predic-
tion model. While [24] used the J48 decision tree, Naive Bayes, and PART rule 
induction classifiers to predict nutritional status. The use of Random Forest, Support 
Vector Machine, K-Nearest Neighbors, and Logistic Regression to predict malnutri-
tion was proposed in [34]. k-Nearest Neighbors (KNN) [19, 20, 29], C4.5 Decision 
Tree [30, 31], and Naive Bayes [21, 32, 33] are three commonly used algorithms. 

KNN has independency regarding the underlying data with acceptable perfor-
mance. The C4.5 Decision Tree algorithm is simply interpreted, able to deal with 
discrete and numeric attributes, and has good accuracy. In Naïve Bayes algorithm, 
each attribute is independent and has the same impact on the result and has good 
performance although the algorithm is simple. Therefore, the goal of this study is to 
create a prediction model for children’s nutritional status using supervised machine 
learning techniques such as C4.5 Decision Tree, K-Nearest Neighbors (KNN), and 
Naive Bayes, and to evaluate how well these techniques perform. 

2 Methodology 

The study’s methodology, which was adapted from Knowledge Discovery from 
Database (KDD) techniques [35], is shown in Fig. 1. Data from the Sawah Besar 
Community Health Service were initially collected, and the dataset was then prepro-
cessed. Data cleansing, data transformation, and data selection made up data 
processing. Data splitting was used to partition the dataset into 30% for testing and 
70% for training [19]. The C4.5 decision tree [30], K-nearest neighbors [19], and 
Naive Bayes [21] supervised machine learning techniques were utilized to create the 
nutritional status prediction modeling using training data. While testing, accuracy, 
precision, recall, and F1-score were utilized to assess and compare each model’s 
performance.

2.1 Data Collection 

The dataset of this study was collected from Healthcare Record data Sawah Besar 
Community Health Service using 360 Children patients’ data. There were 7 attributes 
(as shown in Table 1) including age, gender, height, weight, address, religion, and 
doctor’s name. The class labels of nutritional status prediction were good nutritional 
and nutritional problem.
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Data Collection 
o 360 children patients' data 

with 7 attributes 

Data Preprocessing 
o Data cleaning 
o Data Transformation 
o Data Selection 
o Result: 261 patients’ data with 

4 attributes 

Data Splitting 
o 70% training data to develop 

the prediction model 
o 30% testing data to evaluate 

the prediction model 

Nutritional Status 
Prediction Modeling using 

Supervised Machine Learning 
o C4.5 Decision Tree 
o K-Nearest Neighbor 
o Naïve Bayes 

Evaluation 
o Accuracy; Precision; Recall; F1-score 

Fig. 1 Research methodology

Table 1 Attributes of 
nutritional status prediction 

Attribute Data type Description 

Age Numeric Children age in years and 
months 

Gender Text Children gender (boy or girl) 

Height Numeric Children height in centimeters 

Weight Numeric Children weight in kilograms 

Address Text Children address 

Religion Text Children religion 

Doctor’s name Text The name of doctor who do 
examination 

2.2 Data Preprocessing 

Data transformation, data selection, and data cleaning were the processes in the 
preprocessing of data. Data cleansing was the first stage in the preprocessing of data. 
Table 2 displays the data cleaning procedure.

The age variable underwent data transformation by transforming the age’s years 
and months into months. For instance, 15 months was substituted for 1 year, 3 months 
of age. Data transformation with the gender variable was also used to change the data
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Table 2 Data cleansing 
process 

Problem Solution 

There were outlier data (age > 
5 years old) 

Remove outlier data 

There were missing values in 
some attributes 

Remove data with missing 
values

Table 3 Attributes of 
nutritional status prediction 
model after data 
preprocessing 

Attribute Data type Description 

Age Numeric Children age in months 

Gender Numeric Children gender (0 = boy and 1 = girl) 
Height Numeric Children height in centimeters 

Weight Numeric Children weight in kilograms 

type from text (boy or girl) to numeric (value 0 represents boy and value 1 represents 
girl). 

Attribute subset selection was the method used to choose the data. With the aim 
of doing research, attribute subset selection is a technique to exclude the qualities 
that are unnecessary or lack important information. In this study, the useless data 
elements, including the doctor’s name, address, and religion, were eliminated. After 
data preprocessing, Table 3 displays the characteristics of the nutritional status predic-
tion model. Based on Indonesian anthropometry standards [14, 36], 261 patients’ data 
were utilized to estimate the nutritional health of children under the age of five. These 
qualities included age, gender, height, and weight. 

2.3 Nutritional Status Prediction Modeling 

C4.5 Decision Tree. Some research used the C4.5 Decision Tree for security intru-
sion detection systems [37] and the Management Information System of College 
Education & Teaching [38]. By calculating the values of Entropy, Information Gain, 
Split Information, and Gain Ratio, the C4.5 decision tree method organizes the data 
into categories [30]. Equation (1) contains the equation for entropy: 

Entropy (S) = 
nΣ

i=1 

−pi ∗ log 2 pi (1) 

where S is the total datasets, n denotes the total partitions, and pi denotes the ratio 
of Si to S. Equation (2) contains the Information Gain equation: 

Gain (S, A) = Entropy(S) − 
nΣ

i=1 

|Si| 
|S| (2)
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where |Si| is the number of samples on the partition, |S| is the number of samples in 
S, S is the number of datasets, |A| is the attribute, and n is the number of partitions 
of the attribute set A. Equation (3) contains the Split Info equation: 

SplitInfo(S, A) = −  
vΣ

i=1 

|Si| 
|S| × log 2

( |Si| 
|S|

)
(3) 

where v is the subset obtained after employing attribute A, which has as many values 
as v, to solve the problem. Equation (4) contains the equation for the gain ratio: 

GainRatio(S, A) = Gain(S, A) 

SplitInfo(S, A) 
(4) 

Finding the root node with the highest Gain Ratio value is the first step in tree 
creation. From there, leaf nodes are developed iteratively until a decision tree is 
produced [30]. 

K-Nearest Neighbors. In several instances, the K-Nearest Neighbors (KNN) 
method was used to construct security intrusion detection systems [37] and clas-
sify legal text data [39]. KNN is a non-parametric algorithm that doesn’t rely on 
any underlying data assumptions [19]. The categorization is based on Euclidean 
distance between training and testing data. Equation (5) contains the Euclidean 
distance equation: 

di = 

√ √ √ √ 
pΣ

i=1 

(x2i − x1i)2 (5) 

where ×2 is training data, ×1 is testing data, and p is the number of attributes. 
Naïve Bayes. For the classification of legal text data [39] and spam and ham 

[40], some studies created Naive Bayes. Based on the Bayes theorem, the Naive 
Bayes (NB) algorithm was created [21]. This method makes the following two key 
assumptions: Each attribute has the same effect on the outcome and is independent 
of the others. Equation (6) [21] contains the NB formula: 

P(y|X) = 
P(X|y) P(y) 

P(X) 
(6) 

where X is the independent predictors and P(X) is the predictors’ prior probability. 
P(y|X) is the probability of label y given predictors X (posterior probability), and 
P(y) is prior probability of label y. P(X|y) is the likelihood.
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Table 4 The confusion 
matrix 

Actual/True class 

Confusion 
matrix 

Positive Negative 

Predicted 
class 

Positive True positive 
(TP) 

False positive 
(FP) 

Negative False negative 
(FN) 

True negative 
(TN) 

2.4 Evaluation 

Accuracy, precision, recall, and F1-score were the four metrics used to assess each 
model’s performance. According to Table 4, the measurements were computed using 
the confusion matrix. The number of positive class data that are predicted to be in 
the positive class is known as True Positive (TP), while the number of positive class 
data that are predicted to be in the negative class is known as False Negative (FN), 
and the number of negative class data that are predicted to be in the positive class is 
known as True Negative (TN). 

The equation of accuracy, precision, recall, and F1-score [41] are in Eqs. 7, 8, 9, 
and 10: 

Accuracy = (TP + TN ) / (TP + FP + FN + TN ) (7) 

Precision = (TP) / (TP + FP) (8) 

Recall = TP / (TP + FN ) (9) 

F1 − Score = (2 ∗ Recall ∗ Precision) / (Recall + Precision) (10) 

Both positive and negative class datasets were successfully predicted, as evidenced 
by accuracy [42]. A percentage of all truly positive expected observations is what 
is meant by the term “precision”. Recall is the occurrence of an observation that is 
expected to belong to a positive class and does so. The F1-score is another name for 
the harmonic mean of evaluation metrics for precision and recall. 

3 Results and Discussions 

C4.5 Decision Tree Model. The C4.5 Decision Tree in this study was created by 
identifying the category that has the most influence on judgments regarding nutri-
tional status. The decision tree model variable was necessary to specify a Decision 
Tree model in order to create a C4.5 Decision Tree model. Entropy is utilized as
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a node-division criterion in the Decision Tree model. There was also a random 
state parameter that produced the same outcomes. According to the test findings, 
the random_state parameter’s value was the one that produced the best accuracy 
results. The max_depth parameter, another parameter in the Decision Tree model, 
was utilized to establish a maximum limit and ascertain the depth to which nodes 
might be divided. The decision_tree_predict variable, which was used to choose the 
Decision Tree model’s prediction outcomes, was another factor in the development 
of the C4.5 Decision Tree model. 

K-Nearest Neighbors Model. In this study, age, gender, height, and weight were 
the independent variables, and the dependent variable was an attribute of nutritional 
status. The K-Nearest Neighbors (KNN) model was developed using the knn_model 
variable, which was used to specify the KNN model. Additionally, the Euclidean 
Metric was used by the K-Nearest Neighbors (KNN) model in this study to deter-
mine the closest distance. The model’s prediction outcomes were obtained using the 
knn_predict variable. 

Naïve Bayes. The Gaussian Naive Bayes model was employed in this study to 
create the model. A straightforward Naive Bayes classification method, Gaussian 
Naive Bayes is predicated on the idea that each attribute is taken through a straight-
forward Gaussian distribution. A Naive Bayes model is declared by the variable 
naive_bayes_model. The outcome of the Naive Bayes model’s prediction was stored 
in the variable naive_bayes_predict. 

Table 5 displays the accuracy, precision, recall, and F1-score for each nutritional 
status prediction model. 

Table 6 displays the confusion matrix for testing data for each C4.5 Decision Tree, 
K-Nearest Neighbors (KNN), and Naive Bayes nutritional status prediction model.

Based on Tables 5 and 6, the C4.5 Decision Tree approach accurately predicted 71 
out of a total of 79 data, with a precision value of 89.80%, an F1-score of 91.67%, an 
accuracy value of 89.87%, a recall or sensitivity value of 93.62% on testing data, and 
a recall or sensitivity value of 89.80%. The experimental data mining classification 
methodology employing the C4.5 Decision Tree method gives good results and is 
thus included in the Good Classification category (accuracy with a range of value 
80%–90%), according to the evaluation values obtained. 

Entropy is used as a node-division criterion in the C4.5 Decision Tree Model. The 
weight attribute produced the best results, with age, gender, and height following. 
Using the data from Tables 5 and 6, the K-Nearest Neighbors approach was able 
to accurately predict 65 out of a total of 79 data, with an F1-score of 84.44%, an 
accuracy value of 82.28%, a precision value of 88.37%, a recall value or sensitivity of

Table 5 The performance comparation 

Algorithm Accuracy (%) Precision (%) Recall (%) F1-score (%) 

C4.5 decision tree 89.87 89.80 93.62 91.67 

KNN 82.28 88.37 80.85 84.44 

Naïve Bayes 73.42 96.43 57.45 72.00 
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Table 6 The confusion matrix for testing data 

Actual/True class 

Confusion matrix C4.5 Decision Tree Nutritional problem Good nutritional 

Predicted class Nutritional problem 44 3 

Good nutritional 5 27 

Actual/True class 

Confusion matrix 
KNN 

Nutritional problem Good nutritional 

Predicted class Nutritional problem 38 9 

Good nutritional 5 27 

Actual/True class 

Confusion matrix Naïve Bayes Nutritional problem Good nutritional 

Predicted class Nutritional problem 27 20 

Good nutritional 1 31

80.85% on test data, and. The experimental data mining classification methodology 
employing the K-Nearest Neighbors (KNN) method generates good results and is 
included in the Good Classification category (Accuracy with a value range of 80– 
90%), according to the evaluation values obtained. 

According to Tables 5 and 6, the prediction model utilizing the Naive Bayes 
approach was able to accurately predict 58 out of a total of 79 data, with a precision 
value of 96.43%, a recall value of 57.45% on test data, and an F1-score of 72.0%. 
The results of the accuracy value in the classification technique of the Naïve Bayes 
method tend to be low because the Naïve Bayes model is a simple method and has 
limited functions in the Python programming language. In this regard, the experi-
mental test for predicting children’s health using the Naïve Bayes model includes 
Fair Classification (Accuracy with a value range of 70–80%). We can conclude based 
on accuracy and F1-score, the result shows that C4.5 Decision Tree has the highest 
performance with 89.87% of accuracy and 91.67% of F1-Score. Since different 
dataset sets yield different results, we cannot declare that our study result was more 
accurate than previous studies. Moreover, our study’s dataset had the key benefit for 
medical professionals’ decisions as ground truth. 

The data from the Sawah Besar Community Health Service’s Healthcare Record 
were used in this study to expose the novelty covering theoretical and clinical 
significance. Additionally, a prediction model based on three supervised machine 
learning algorithms—the C4.5 Decision Tree, K-Nearest Neighbors (KNN), and 
Naive Bayes—was developed and tested. With 89.87% accuracy and 91.67% F1-
Score, the C4.5 Decision Tree approach is the most accurate method for predicting 
the nutritional status of children under five years old. The accuracy of K-Nearest 
Neighbors (KNN) and Naive Bayes, in contrast, was 82.28% and 73.42%, respec-
tively. K-Nearest Neighbors (KNN) and Naive Bayes have F1-scores of 84.44% and 
72.0%, respectively.
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C4.5 Decision Tree models in [30] have accuracy of 90.16%, 76.64%, and 83.83%. 
In our study, the C4.5 Decision Tree’s accuracy was marginally higher than that of 
the two models in [30]. With 73% accuracy, the KNN algorithm in [19] showed the 
worst performance. While in our study, KNN’s accuracy was marginally superior 
to [19]. The Naive Bayes model was eliminated based on [21] because it lacked 
precision even after calibration. Additionally, our analysis revealed that Naive Bayes 
has the lowest accuracy and F1-Score. 

Additionally, the study demonstrated its relevance as a model for predicting chil-
dren’s nutritional status under the age of five and indicated that it could serve as the 
foundation for future prediction applications. 

There were several weaknesses or limitations of this study, including the dataset 
was too small, no historical data in making predictions based on supervised machine 
learning, only used 4 attributes (age, gender, height, weight) based on anthropometry 
standard in Indonesia [36], and only had 2 nutritional status prediction classes (Good 
Nutritional and Nutritional Problem). 

4 Conclusion 

In order to examine the performance of three supervised machine learning algorithms, 
this research created a nutrition status prediction model for children under the age 
of five using C4.5 Decision Tree, K-Nearest Neighbors (KNN), and Naive Bayes. 

The C4.5 Decision Tree approach, which has an accuracy rate of 89.87% and 
an F1-Score of 91.67%, is the best method for predicting the nutritional condition 
of children under the age of five, according to the results of the experiments. The 
accuracy of K-Nearest Neighbors (KNN) and Naive Bayes, in contrast, was 82.28% 
and 73.42%, respectively. K-Nearest Neighbors (KNN) and Naive Bayes have F1-
scores of 84.44% and 72.0%, respectively. 

The Sawah Besar Community Health Service can utilize the model to track 
the nutritional health of children under the age of five and to assist mothers in 
understanding the nutritional condition of their children. 

Some future works are utilizing more datasets for better accuracy, using historical 
medical records for better predictive results, add more attributes such as demographic, 
and providing more specific information on the nutritional status prediction (stunting, 
wasting, or obesity). 
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Mining (CRISP-DM) 

Agung Triayudi, Iskandar Fitri, Sumiati, and Iksal 

Abstract Prediction investment share is one issue important right now, as many 
people now have to switch to digital investment. Many studies have been done to 
help Stock data prediction using machine learning. However, most machine learning 
models used complex and predictive only one variable row time. This research 
focuses on creating machine learning models using the VAR algorithm to predict 
several variables at a time with 1 model and provides recommendations, and uses the 
framework Cross Industry Standard Process for Data Mining (CRISP-DM) work in 
holding his research. The contribution of this research is to analyze whether the open, 
high, low, and close share price variables can be predicted based on each variable’s 
past data. Then build a forecasting model using machine learning technology, the 
Vector Autoregression (VAR) algorithm, and the Cross Industry Standard Process for 
Data Mining (CRISP-DM) method. From the resulting study, the VAR model is able 
to produce a model capable of predicting three variables at a time, that is, price highs, 
lows, and closes with each R2 Score is 0.60, 0.51, 0.54 and uses an optimal lag of 
273 but for the variable price opening make a separate model with the lag difference 
is two lags and the R2 Score is 0.63. Based on the results of testing and evaluation of 
the use of R2, MAE, and RMSE scores on the model that was successfully created, 
it can be concluded that VAR can be used to predict the highest, lowest, and closing 
stock prices at once and has a fairly good accuracy even though the opening price 
variable must make a separation. 
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1 Introduction 

Investment is the commitment individual or group to give some of the money he 
has on something asset with the aim of getting future profits [1]. Return or profit 
investment share generated from sale share that. Sell and buy shares need literacy 
good finance _ because good literacy affects the return value or later profit day 
[2]. There are several how to get profit from investment stock, one of them that is 
forecasting with the help of machine learning [3–5]. 

Already many study forecasting uses machine learning, starting from ARIMA, 
XGBoost, LSTM, SVR, the combination of a number of algorithms, and still many 
again. The problem is that most models used complex and predictive only one variable 
course. Then Researcher wants to build a forecasting model that can predict more 
from one variable at a time with more simple models [6–8]. 

The CNN-BiLSTM-AM approach is suggested in this study as a way to forecast 
the closing price for the following day. Convolutional neural networks (CNN), bidi-
rectional long short-term memory (BiLSTM), and an attention mechanism are used 
in this technique (AM). To extract features from input data, CNN is employed. To 
forecast the closing stock price for the following day, BiLSTM leverages extracted 
feature data. The gap from this study is that predictions are only accurate for the 
short term. For the long term, monthly or yearly, the prediction rate decreases or is 
less accurate [9]. 

In another study, there is a modeling of dynamic market conditions and trends 
using stock representations to produce dynamic correlations between stocks and the 
market, and then we combine these correlations with dynamic stock indicators to 
achieve more accurate stock predictions. The gap from this research, the resulting 
model is not detailed on stock prices in particular, but only up and down price 
movements [10]. 

Investing in stocks is means important for management finance in modern society, 
and how to forecast stock data has been one _ important issue [11]. Own stock is 
part ownership of something company where everyone on the sheet gives the right 
voice to the owner [12]. ICBP.JK is code share PT Indofood CBP Sukses Makmur 
Tbk, which is a company that produces light food, spice food, milk, miscellaneous 
drinks, biscuits, and food specials certain [13, 14]. 

The method used in this research is CRISP-DM [15]. Cross Industry Standard 
Process for Data Mining (CRISP-DM) large received as framework work for the 
data mining industry and data analytics for research or looking for knowledge data-
based [14]. Multivariate Time Series (MTS) is the series score with an indicator of 
the same statistics arranged in order of the chronological incident. Function from past 
data could be used to predict future value variable if we change variable contained 
in the information from past data [16]. The algorithm used is Vector Autoregression 
(VAR). Vector Autoregression (VAR) is a calculation prediction used when two-row 
times or more impact one another [17].
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In research previously in the article entitled Stock-Price Forecasting Based on 
XGBoost and LSTM, the researcher compares algorithm models such as Autore-
gressive Integrated Moving Average (ARIMA) or also called combination among 
algorithm autoregressive with moving averages and combinations XGBoost with 
LSTM to predict price stock. Datasets used were taken from the forex market from 
January 1, 2008 to March 19, 2018 with a total data of 709,314. Then the researcher 
uses price as the target. As a result, the ARIMA model scores a Mean Absolute Error 
(MAE) of 4.149  × 10−4, whereas the combination XGBoost with an LSTM of 3.825 
× 10−4 [18]. 

In another study in an article entitled Price Prediction of Seasonal Items Using 
Machine Learning and Statistical Methods, researchers compare a number of algo-
rithms among them, namely Support Vector Machine (SVR), Linear Regression, 
Random Forest, Ridge Regression, and Autoregressive Integrated Moving Average 
(ARIMA). The method used in the research is to do data collection and preparation 
first. Then make, design, train, test, and deploy models. As a result, the Random 
Forest algorithm has the smallest Score, i.e., 2016, followed by ARIMA, which is 
34, 44 [19]. 

Then, in an article titled “Stock Price Prediction Using Brown’s Weighted Expo-
nential Moving Average technique with Optimization,” there is a study that is compa-
rable to the prediction of stock data. Levenberg–Marquardt. This research uses 
the algorithm Brown’s Weighted Exponential Moving Average (B-WEMA), then 
combines it with algorithm optimization Levenberg–Marquardt and compares them 
without Optimization. Method of the research is started from to do a literature study, 
then collecting data, designing the system, implementing the system, doing analysis 
results, and creating an interesting conclusion. Research results put forward that the 
B-WEMA algorithm with Optimization proved better compared to those without 
Optimization, that is, with error almost reached 0% [20, 21]. 

From several studies, two main problems can be drawn, and the first is how to 
make accurate stock price prediction modeling. Second, many methods have been 
used to predict stock prices but have not worked optimally. 

The state of the art of this research is how the implementation of the Cross Industry 
Standard Process for Data Mining (CRISP-DM) method to the Vector Autoregres-
sion (VAR) algorithm and its application to a case study of predicting stock price 
movement modeling. Algorithm Autoregressive is often found to be an algorithm 
study, especially to do forecasting, however often combined with another algorithm. 
Besides that algorithm, it’s just to predict one variable course. Election combination 
method or framework work CRISP-DM research is due to the flow easily understood 
and implemented, whereas election VAR algorithm because at the end study expected 
with the algorithm that could produce a model capable of predicting a number of 
variable row time at once. 

The purpose of this study is to analyze whether the open, high, low, and close 
share price variables can be predicted at a time based on the past data of each 
variable. Then build a forecasting model using machine learning technology, the 
Vector Autoregression (VAR) algorithm, and the CRISP-DM research method so 
that it can provide price recommendations using the VAR algorithm.
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The contribution of this research is (1) to find out whether the VAR algorithm can 
produce a model with good accuracy, especially using existing variables, so that it 
can be used to forecast stock data; (2) create a forecasting model that can predict 
more than one line time variable at a time using a machine learning model with the 
VAR algorithm; and (3) can provide recommendations to sell or buy ICBP.JK shares 
based on the predicted results. 

The problem limitation of this research is only using open, high, low, and closed 
stock price data. The data used is daily data from the range of July 29, 2019– 
November 26, 2021. The next time limit is the results of the model made in this 
study only to predict future prices as far as 80 working days from November 26, 
2021. 

2 Research Methods 

This study uses secondary data that gathers shares listed on the Indonesia Stock 
Exchange (IDX) of various issuers [22], but only ICBP.JK stock data is used. The 
data used to create this stock dataset was scraped from the official IDX website, 
IDX.co.id, and collected via the kaggle.com website. This study employs the CRISP-
DM methodology. This approach comprises six phases: business comprehension, 
data comprehension, data preparation, modeling, evaluation, and implementation. 
[22]. The overview and description of the cycle phase can be shown in Fig. 1 as 
follows. 

Fig. 1 CRISP-DM Siklus 
cycle [11]
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Table 1 Column name 
description 

Column name Information 

Date Date the way trading 

Open price The day’s initial purchase price 

High The day’s highest price 

Low Best deal of the day 

Close Final value for the day 

2.1 Business Understanding 

In this study, the approach of Machine Learning aims to build a model for forecasting 
stock data to provide recommendation prices for dates certain based on past data. 
So that expected could assist in making decisions in transactions shared, specifically 
ICBP.JK shares [23, 24]. 

2.2 Data Understanding 

Stock data set is obtained from the kaggle.com site, which method the collection is 
with scrapping data from the official IDX website IDX.co.id. The dataset consists of 
565 lines meaning there are 565 lags. Here’s the description of attributes that exist 
in the dataset used (Table 1). 

2.3 Data Preparation 

At this stage, the data will be prepared for processing as training data as well as 
test data. The following are the steps taken at this stage: (a) Creating Training and 
Test Data: The first step in stage data preparation is to create training data and test 
data from datasets with the amount of test data is five lags or time, whereas the 
rest used as training data. (b) Stationarity Test: Basically, VAR uses _ regression in 
its implementation. In regression, if the data is used non-stationary so will produce 
what is called spurious regression [25]. The stationarity test in this study was carried 
out using Augmented-Dickey Fuller (ADF). (c) Differentiated: If there are non-
stationary time series data, then conduct differencing using the first difference in 
training data, then do a stationarity test return until all-time series stationary. (d) 
Granger Test-Casualty Granger test Among two which variable is the variable first 
said granger-causes variable second if Score variable second the could predictable 
with help information contained in past data variable first [14]. Granger-causality 
test was performed on training data [14, 25, 26].
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2.4 Modeling 

This research was conducted to make VAR estimation. VAR is an algorithm for 
calculating prediction used when at least two-row time impact on another. That is, 
the relationship between two directions among rows includes time. VAR algorithm 
basically has the same formula as Autoregressive AR(p) like the following: 

Yt = α + β1Yt−1 + β2Yt−2 +  · · ·  +  βpYt−p + εt (1) 

where α is the intercept or constant and β1, β2 until βp is lag coefficient or hose 
time until order p while Y is the variable predictor and t is time [27]. 

Each variable at a given point in time is predicted by every variable (including 
the variable itself) at point t − 1 in a first-order vector autoregressive (VAR(1)) 
model. The VAR (1) model also includes cross-lag effects, which show how much 
the variable was predicted by all other variables at the prior time point, in addition 
to a set of intercept parameters. Autoregressive effects are shown as how much the 
variable was forecasted by itself at the prior time point. 

Formally, the variable Xt ∈ R p at the time point, t ∈ Z is modeled as a linear 
combination of the same variables at t − 1 [26]. 

Xt = β0 + BXt−1+ ∈=
[
Xt,1 

Xt,p

]
(2) 

where β0,1 is the intercept of variable 1, β1,1 is the autoregressive effect of Xt−1,1 

is Xt,1, and βp,1 is the cross-lag effect of Xt−1,1 is Xt, p, and we assume that ∈={∈1, . . . ,  ∈p
}
independent samples (across time points) are taken from a multivariate 

Gaussian distribution with a variance–covariance matrix R [25]. 

2.5 Evaluation 

At stage evaluation, the model has been evaluated using metrics. The mean absolute 
error (MAE) calculates the average error (difference score actual with results fore-
cast) absolute, Root Mean Square Error (RMSE) calculates the total of difference 
results prediction with actual data squared, then calculates the average and rooted 
and finally, that is R2 to see performance of the built model [28–30]. 

MAE(y − y
∧

) = 
1 

N 

N∑
j=1 

|y − y|
∧

(3) 

RMSE =
/∑N 

j=1 (y − y
∧

)
2 

N 
(4)
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R2 = 1 −
∑N 

j=1 (yj − y)
∧2

∑N 
j=1 (yj − y)2 

(5) 

where average error has been assessed with γ = 1, which occurs only when |e1| = 
|e2| = …|en| or e1 2 = e2 2 = …en 2. 

After doing all stages above, the next stage is to make a model so that it is more 
easily accessed. For that made the web page simple with date parameters, then it 
showed graphs and tables, resulting in predictions containing _ recommendations so 
that it could help make decisions in transactions. 

3 Result and Discussion 

Stationarity Test 

The ratio of 495:80, or 495 lag for training data and 80 lag for test data, determines 
how shared data become training data and test data. The ADF test, more often known 
as the training data analysis, was then used to evaluate whether or not all variables 
were stationary or not at the level of 0.05 or 5% significance. 

In Table 2 and Fig. 2, it can be seen that the whole data variable is not stationary. 
Stationarity test was carried out, that is, using ADF. 

In Fig. 3 and Table 3, based on stationarity test results first found that there 
is number of variable that is not yet stationary. Because of that need conducted 
differencing with the first difference is to test the stationary back. The result is as 
follows:

Granger Test-Casualty 

After all, the data is stationary. The next step is to perform the Granger-causality 
test to see the connection between the data and each variable. The focus of the 
Granger-causality test is to see what is past data and every variable the each other 
give influences to predict the Score of another variable. 

Table 4 shows Granger-causality test results from all possible combinations from 
data series time every variable to other variables with H0, which means the variable 
predictor does not have information that can help predict response. The variable in the 
row is a variable response, while those in the column are the predictor, and the value

Table 2 The results of the 
training data test at the level 

Variable name P-value Information 

Open price 0.36 Non-stationary 

High 0.8 Non-stationary 

Low 0.61 Non-stationary 

Close 0.73 Non-stationary
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Fig. 2 Plot of training data

Fig. 3 Training data on the first difference 

Table 3 Stationarity test 
results of training data on the 
first difference 

Variable name P-value Information 

Open price 0.0 Stationary 

High 0.0 Stationary 

Low 0.0 Stationary 

Close 0.0 Stationary

in the table is P-Values. Almost all combination variables reject H0, which mean that 
the data in the past each have influence between variable to predict Score another 
variable. Except for variable response, open price with predictor low and high, which
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Table 4 Granger-Causality test results 

Open price High Low Close 

Open price 1.00 0.45 0.23 0.00 

High 0.00 1.00 0.00 0.00 

Low 0.00 0.00 1.00 0.00 

Close 0.00 0.02 0.01 1.00 

means not enough proof that second variable the give influence to predict variable 
open price. 

Model Selection 

In choosing a model, the first thing to do is look for optimal lag using a number of 
information criteria, among them Akaike Information Criteria (AIC), Bayesian Infor-
mation Criteria (BIC), Final Prediction Error (FPE), and Hannan-Quinn information 
criterion (HQ). In Table 5, in the process is known that the optimal lag obtained is 
inconsistent if the changed maximum is given lag. Because of that, optimal search 
lag conducted with iterative with the maximum lag between 1 and 400 later gather 
all the existing optimal lag. Then estimate to make four models with Prioritize the 
lowest RMSE for each variable. Model results found with the lowest RMSE for each 
variable as follows: 

In Table 6, based on optimal results, lag each of the above models needs conducting 
check their autocorrelation on the model using Durbin-Watson. To make it easier to 
understand the table, the following models that prioritize the variable Open Price 
will call the OP model, then the HL model for the variable High and Low, and the C 
model for the variable Close. 

Table 5 Comparison of RMSE for all existing models 

Variable name RMSE Optimal lag 

Open price 217.16 2 

High 228.29 273 

Low 247.71 273 

Close 236.78 291 

Table 6 Autocorrelation check using Durbin-Watson 

Variable Open price High Low Close 

OP 2.0 2.04 2.07 1.99 

HL 1.97 2.22 1.95 2.03 

C 1.7 2.05 1.88 1.87
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Fig. 4 The blue line is the prediction of the results, while the orange line is the actual data. Prediction 
results just follow a pattern trend but are not suitable with actual data except for variable Open Price 

Figure 4 shows that all variables in these models are independent or don’t have 
autocorrelation. To choose the right model researcher To do tests the above model to 
past test data and compares his R2 Score on each variable. 

In Table 7, the R2 score for the variable Open Price big enough, which is 63% 
but not on other variables, especially variable Close, where is the R2 Score negative, 
showing that the model cannot yet predict variable Close. 

In Table 8, it can be seen that good RMSE, MAE, and R2 scores are better than 
the OP’s model except for the variable Open Price. 

Table 7 Result score OP 
model testing 

Variable RMSE MAE R2 

Open price 217.16 169.38 0.63 

High 313.95 238.75 0.24 

Low 339.47 265.94 0.07 

Close 396.16 308.44 −0.22 

Table 8 Result score HL 
model testing 

Variable RMSE MAE R2 

Open price 4171.07 3940.63 −134.21 

High 228.29 184.69 0.60 

Low 247.71 212.5 0.51 

Close 242.79 199.06 0.54
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In Fig. 5, result pattern of all C model predictions almost approach or the same 
with actual data. The test results of model C in Table 9 show that the model is better 
than the OP’s model but no better than the HL model except for the variable Close 
with not much significant difference. Based on the results test in Tables 7, 8, and 
9, the Researcher decided to use the HL model to predict variables High, Low, and 
Close and the OP’s model to predict variable Open Price. 

Implementation 

In this section, we will explain how implementation from the existing model was 
made. This implementation is part of the CRISP-DM deployment cycle that will use 
a simple page web to display results prediction. Here’s a flowchart about the plot 
work page on the website: 

In Fig. 6, there are charts showing the results prediction of all variables from 
the date tomorrow day (since the day page opens) until the target date is selected. 
Then underneath, there is a table showing only the number of all variables along 
with column addition recommendations that contain recommendation buy and sell 
± MAE score of each variable.

Fig. 5 Result pattern HL model prediction for variable Open Price does not follow actual data 
while the variable High, Low, and Close seen follow actual data pattern 

Table 9 Result score C. 
model testing 

Variable RMSE MAE R2 

Open price 615.30 338.125 −1.94 

High 235.85 195.63 0.57 

Low 261.93 225.63 0.45 

Close 236.78 193.13 0.56 
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Fig. 6 Flowchart work web 
page. On the input data, the 
maximum limit prediction is 
March 18, 2022, and then 
only one can choose a date 
more from the day moment 
open page 

4 Conclusion 

The purpose of this study is to analyze whether the open, high, low, and close stock 
price variables can be predicted at a time based on the past data of each variable. Then 
build a forecasting model using machine learning technology, Vector Autoregression 
(VAR) algorithm, and the CRISP-DM research method. So that it can provide price 
recommendations using the VAR algorithm and the results of this study, and it can be 
seen that the CRISP-DM framework method has succeeded in conducting studies on 
data mining and is proven and easy to understand the cycle. Based on the results of 
testing and evaluation of the use of R2, MAE, and RMSE scores on the model that was 
successfully created, it can be concluded that VAR can be used to predict the highest, 
lowest, and closing stock prices at once and has fairly good accuracy, although the 
opening price variable must make a separation. But the permanent model has fairly 
good accuracy. The results of the created model can also be implemented in the 
form of a simple web page that displays graphs and tables of prediction results and 
recommendations (with ± MAE for each variable), with the desired input data being 
predictable. Suggestions for future research, there are many forecasting algorithms 
that can be tested in this case and, in other cases, can be developed for global stock 
exchanges.
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Development Human Activity 
Recognition for the Elderly Using 
Inertial Sensor and Statistical Feature 

Ismail, Istiqomah, and Husneni Mukhtar 

Abstract The Elderly is a human being over 60 years old. Humans over the age of 
60 years have the potential to fall due to balance and gait disturbances. The distur-
bance is caused by a decrease in the sensory system that focuses the view. This 
impact will result in the risk of developing fractures and even death if it cannot be 
treated quickly. Previous research has conducted tests on Human Activity Recogni-
tion. In this study, we will test the selection of feature extraction and machine learning 
methods regarding Human Activity Recognition. The extraction features tested in 
this study are the mean, median, maximum, minimum, skewness, kurtosis, and vari-
ance with Fast Fourier Transform from each value obtained by the IMU sensor. 
The machine learning methods studied were Stochastic Gradient Descent, Random 
Forest, K-Nearest Neighbor, Decision Tree, and Gaussian Naive Bayes. The test 
results demonstrate that Y-Axis Gyroscope means, X-Axis Acceleration skewness, 
X-Axis Gyroscope variance, and X-Axis Gyroscope max are the optimum extrac-
tion features for machine learning. The most accurate machine learning algorithm is 
Random Forest, which has a 99.59% accuracy rate. Therefore, the author made this 
Human Activity Recognition system to monitor the activities of the elderly. With 
this research, elderly monitors can keep track of the elderly’s activities and concen-
trate more attention on all of the elderly’s activities, especially fall activities. Thus, 
monitors can provide early assistance to the elderly. 

Keywords The elderly · Fall · Machine learning · Extraction features · Human 
activity recognition 

1 Introduction 

Because more than 37 million falls each year necessitate medical attention, falls are 
a severe public health issue [1]. One of them is the elderly, who can put themselves in 
danger of serious harm which can be hip fractures or even death [2, 3]. In 2030, there
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will be 1.4 billion elderly, and by 2050, there will be 2.1 billion. Ages 65 and older 
have a higher risk of falling (by 28–35%) than seniors 65 and older. For those who 
are older than 70, this risk rises to 32–42% [4, 5]. This research was created to be 
able to do early prevention of the elderly in the case of a fall incident because it is a 
severe concern. There is a system that can detect human behaviors using a variety of 
algorithms has been developed through several experiments. The recognized target 
in this system has a human movement feature. Human Activity Recognition has been 
the subject of several investigations. There are a several research on HAR that using 
radar [6–9], a system of computer vision [10–14], and an inertial sensor [11, 15, 16]. 
Because it is inexpensive and suitable for use by the elderly during activities, the 
author employed an inertial sensor for HAR investigation. 

Several academics have investigated the use of different algorithms to Utilize 
inertial sensors to detect human activity. In a study [17], deep neural network (DNN), 
bidirectional-long short-term memory (BLSTM), CNN, and CNN-LSTM algorithms 
were used to create a wearable device with an IMU sensor. In this study, the maximum 
accuracy obtained was 90%. According to research [18], the Hidden Markov model 
(HMM) method outperformed the k-nearest neighbor (KNN), Naïve Bayes (NB), 
and LSM methods (ANN) with an average accuracy classification rate was 93.2%. 
A dataset from 91 participants that were kept for 27.76 h was used in the research 
[19] used a dataset stored for 27.76 h from 91 people. The CNN approach was 
employed in this investigation. Extraction Features take part in these studies that 
impact the accuracy value. Because feature extraction may characterize data that 
provides information about the most prominent aspects, it has become absolutely 
important in terms of data-related issues [20]. 

The goal of this research is to develop a HAR that can detect the activities of the 
elderly using datasets. The dataset consists of each axis’ acceleration and gyroscope 
data. This dataset was created from a sample of 10 individuals, split into 4 classes. 
Walking, Falling, Sitting to Standing, and Standing to Sitting are the four classes in 
question. From the collected dataset, it is continued with the preprocessing stage with 
an amount of data 28,958. Using the XGBoost method, the data from the prepro-
cessing results will select the top 4 extraction features. The top 4 extraction features 
were chosen to improve system performance during classifying operations. The four 
most successful extraction characteristics will be used as the data for processing 
using stochastic gradient descent, random forest, K-nearest neighbor, decision tree, 
and Gaussian Naive Bayes. We will select one of the best machine learning methods 
from among the five by comparing the average accuracy values acquired. The best 
machine learning method produced will be followed by an evaluation of the training 
data results utilizing the confusion matrix.
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2 Method and Material 

This experiment uses a dataset that looks at the inertial sensor’s acceleration and 
gyroscope values as an input. The position of inertial sensor is placed on the user’s 
chest so that the measuring point of this inertia sensor is on the chest. This dataset will 
be preprocessed first using the fast Fourier transform method. After using the fast 
Fourier transform method is continued by looking at the mean, median, maximum, 
minimum, skewness, kurtosis, and variance values. From all the extraction features 
obtained, the selection of the best four feature extractions is carried out using the 
XGBoost algorithm. Training will be carried out on the four extraction features using 
the Stochastic Gradient Descent, Random Forest, K-Nearest Neighbor, Decision 
Tree, and Gaussian Naive Bayes methods to compare the average accuracy values 
of each machine learning method. The output of this system is the identification of 
human activity after selecting feature extraction and machine learning approaches. 
The drilling process is carried out as shown in Fig. 1. 

2.1 Datasets 

The dataset used is a dataset obtained from 10 samples of subjects for each movement. 
The dataset sample will be 4 classes. These 4 classes are walking, standing to sitting, 
sitting to standing, and falling as seen from the acceleration and gyroscope values 
for every 0.01 s. Each person performs the movement from standing to sitting ten 
times, sitting to standing ten times, walking for 1 min, and falling 15 times. From

Fig. 1 Proposed method 



296 Ismail et al.

Fig. 2 Wearable device placement 

the 15 falling activities, there are three variations of the falling movement, five times 
fall forward, five times fall on the right side, and five times fall on the left side. The 
method used for sampling is by connecting a push button to the wearable device. 
When the participant is doing an activity, the participant will press the push button 
until the activity is over. The wearable device placement system for participants is 
shown in Fig. 2. 

2.2 Preprocessing 

The preprocessing used in this system is Fast Fourier Transform (FFT). A signal 
is shifted from the time domain to the frequency domain using the fast Fourier 
transform. The first step in preprocessing is to analyze the data and utilize the Fast 
Fourier Transform technique to transform the signal from the time domain to the 
frequency domain [21]. The best technique for signal processing is called Fast Fourier 
Trans-form [22]. The general equations for the Fast Fourier Transform are in Eqs. (1) 
and (2) [23]. 

X(k) =
∑N−1 

n=0 
xn

(
W kn n

)
(1) 

W kn n = e− j ω0kn (2) 

where X(k) is the value of FFT, N is the size of its domain, and xn is a periodic signal 
with period n.
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2.3 Extraction Features 

The preprocessing used in this system is a fast Fourier transform. The next process 
is grouping the data after collecting the acceleration and gyroscope data in the 
frequency domain. The data is grouped for every 1 s when frequency domain data is 
being processed. Using feature extraction, the mean, median, maximum, minimum, 
skewness, kurtosis, and variance values are obtained from the data every second. 

Mean is the statistical formula to calculate the average value of the results of data 
collection with a formula shown in Eq. (3). 

x =
∑

x 

N 
(3) 

where
∑

x Sum of data and N Number of data. 
Median is one of the statistical formulas that aim to get the median value of data 

collection that has been ordered. The formula for the median can be seen in Eq. (4). 

Med(X ) =
{
X

[
n 
2

]
, i f  n  even 

(X[ n−1 
2 ]+X[ n+1 

2 ]) 
2 , i f  n  odd  

(4) 

Maximum is a statistical method that has a function in determining the highest 
value in the collected data. 

Minimum is a statistical method with a function that is inversely proportional to 
the maximum, which is getting the lowest value from the data collected. 

Skewness is a statistical method by looking at the level of asymmetry of the data 
obtained. The following is the formula for the Skewness method, which can be seen 
in Eq. (5). 

∼ 
μ3=

∑N 
i (xi − x)3 

(N − 1) ∗ σ 3 
(5) 

where N is Number of data, xi is Random variable, x is Mean of the data, and σ 3 is 
Standard Deviation. 

Kurtosis is a method by looking at the sharpness of the collected data. To get the 
sharpness value, it can be shown in Eq. (6). 

Kurt  = 
μ4 

σ 4 
(6) 

where μ4 is Central moment and σ 4 is Standard Deviation. 
Variance is a method to find out how far the data is spread. The value can be 

found in Eq. (7).
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Fig. 3 Feature extraction diagram 

S2 =
∑

(xi − x)2 

n − 1 
(7) 

where S2 is Variance, xi is Data per index, x is Mean, and n is number of data. 
With a dataset in the form of acceleration and gyroscope, Fig. 3 shows a repre-

sentation of the feature extraction process used in this experiment. The acceleration 
and gyroscope dataset consists of 3 axes, namely the X, Y, and Z axes. Using the Fast 
Fourier Transform technique, each of these axes will be transformed into a frequency 
domain. The data that has been translated into the frequency domain will provide 
the mean, median, maximum, minimum, skewness, kurtosis, and variance. In order 
to achieve this, 42 extraction features were used in this experiment. 

2.4 Feature Selection 

From all the extracted features obtained, the extraction feature will be selected. This 
selection aims to reduce the number of feature extractions used for training data. 
In this selection, the XGBoost algorithm is used. XGBoost is a gradient boosted 
decision tree extension. It has been used to solve numerous classification issues in 
various fields [24]. One of these features is that it can determine the best extraction 
feature. This best feature extraction is obtained by calculating how many features 
are used to divide the data across all trees. So it will bring up the most dominating 
extraction features [25].
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2.5 Classifier 

From survey of classifier that was used for human activity recognition [11], there 
are several classifiers which have good accuracy modal. There are KNN, Decision 
tree, and Random Forest. Therefore in this study, it still used that classifier, but for 
com-parison, Gaussian NB is added. This research can be described whether the 
important feature will produce a good model with all classifiers. 

Stochastic Gradient Descent. It is a simple statistical-based optimization tech-
nique that is efficiently used in finding coefficient values to minimize loss (error) 
functions on a large scale [26]. Generally, stochastic gradient methods are applied 
to solve optimization issues using Eq. (8). 

min 
x∈Rd 

f (x) := E fγ (x) (8) 

where { f r  : r ∈ ⎡} is a family of functions from Rd to R and γ is a ⎡-valued 
random variable, with respect to which the expectation is taken (these notions will 
be made precise in the following sections). In supervised learning applications, is 
typically a uniform random variable taking values in the range of {1, 2, …, n}. f 
is the total empirical loss function in this case, while { f r  : r ∈ ⎡} are  the loss  
functions resulting from the rth training. 

Decision Tree Classifier process consists of converting the data format (table) into 
a tree model, converting the tree model into rules and simplifying the rules. In building 
a decision tree using the CART algorithm, impurity or entropy and information gain 
are used to determine the root node [26]. Entropy and information gain in Decision 
Tree Classifier have a significant impact on the Decision Tree Classifier algorithm. 
According to Shannon, entropy is a measurement of the amount of data created and 
the level of uncertainty in that output. According to Shannon, a discrete system’s 
entropy value is 

H = −�Pi log2 pi (9) 

where pi is the probability of the event occurring. 
Knowing how much meaningful knowledge is gathered about the response vari-

ables from the explanatory variable is important to the building of a classification 
tree. This is known as information gain. Information gain can be used to determine 
how essential or influential an explanatory variable is in relation to the response 
variable. In terms of entropy, we can describe it as [27, 28]: 

IG( Y |X ) = H (Y ) − HX (Y ) (10) 

Random Forest is an ensemble technique consisting of several decision trees as 
classifiers. Classes obtained from this classification process are taken from the most 
Classes generated by the decision tree in Random Forest [26]. Numerous branches 
of tree classification are possible as a result of the equation. The process known as
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“majority voting” is the most popular. This function will select the most frequent 
class that is classified using a tree [27]. 

K-Neighbors Classifier is a simple classification in classifying features based on 
the closest distance to adjacent features [26]. The main idea behind this approach is 
to determine the distance between two classes. The KNN function by default uses 
the Euclidean distance, which may be determined using the following equation. 

D(a, b) =
/

(ai − b1)2 + (a2 − b2)2 +  · · ·  +  (an − bn)2 (11) 

where a is the position for the first class and b is the position for the second class 
[29]. 

Gaussian Naive Bayes is a Naive Bayes classification model that uses continuous 
data types, and each type is characterized by Gaussian multivariate or Normal Proba-
bility Density Function (PDF). Gaussian Naive Bayes has two parameters mean and 
variance [26]. Bayesian classifier can be seen in Eq. 12: 

hnb = argmax P(c)�d 
i=0 P( xi |c)c ∈ Y (12) 

where c is a part of Y, which is the total number of activity categories, Y = {c1, 
c2, …,  cN}. N is the number of activity categories overall. d is the total number of 
characteristics. The ith characteristic is represented by xi [29]. 

3 Results and Analysis 

3.1 Preprocessing 

The goal of preprocessing is to change the incoming data’s format so that it can 
be processed in the right way. The rapid Fourier transform method is used to first 
preprocess each axis’ time domain acceleration and gyroscope data into frequency 
domain data. Following the acquisition of the frequency domain value, the feature 
extraction features of mean, median, maximum, minimum, skewness, kurtosis, and 
variance are recorded. XGBoost is used to choose the features from the extracted 
features. The extraction characteristics of Y-Axis Gyroscope mean, X-Axis Acceler-
ation skewness, X-Axis Gyroscope variance, and X-Axis Gyroscope max are the best 
extraction features based on the results of selecting the most important extraction 
features. The feature extraction outcomes that most important affect HAR and the 
resulting Score are shown in Table 1.
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Table 1 Score of each 
extraction feature 

Extraction features Score 

Y-axis gyroscope mean 0.25406 

X-axis acceleration skewness 0.14947 

X-axis gyroscope variance 0.06053 

X-axis gyroscope max 0.04188 

Y-axis gyroscope variance 0.03490 

Z-axis acceleration skewness 0.03284 

X-axis gyroscope median 0.03148 

X-axis acceleration kurtosis 0.02701 

Z-axis acceleration kurtosis 0.00905 

Y-axis acceleration max 0.00648 

3.2 Machine Learning 

Using the feature extraction from the outcomes of the preprocessing, compare the 
machine learning approach with the cross-validation result 3 and test size value 0.2. 
Table 2 displays a comparison of the average accuracy values for each machine 
learning method. 

The average accuracy value while combining four feature extractions and just one 
feature extraction is displayed in Table 2. Based on the average accuracy results, the 
highest average accuracy value is Random Forest with combined feature and Random 
Forest has the lowest average accuracy value with only using the X-Axis Gyroscope 
maximum. The average accuracy value of the Random Forest with combined feature 
is 99.59%, and Random Forest with only using the X-Axis Gyroscope maximum 
average accuracy value is 61.15%. As a result of Random Forest’s best accuracy 
with features combined, proceed by looking at the confusion matrix produced by

Table 2 Average accuracy results 

Machine 
learning 
methods 

Combined 
(%) 

X-axis 
acceleration 
skewness (%) 

X-axis 
gyroscope 
variance (%) 

X-axis 
gyroscope 
max (%) 

Y-axis 
gyroscope 
mean (%) 

Stochastic 
gradient 
descent 

89.66 81.43 67.04 62.09 78.42 

Random 
forest 

99.59 75.64 70.21 61.15 73.40 

K-nearest 
neighbor 

99.08 77.26 72.49 63.76 75.72 

Decision tree 99.06 75.64 70.20 61.12 73.43 

Gaussian 
Naive Bayes 

86.75 81.22 71.81 69.30 78.38 
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this method. The confusion matrix of Random Forest with combined features can be 
shown in Fig. 4. 

Figure 4 demonstrates several errors in the classification of activities in the confu-
sion matrix data. This Figure shows that the test data utilized is a dataset from a 20% 
split with a total data of 5,791. The amount of each activity’s inaccurate categories 
are 5 for falling, 0 for walking, 9 for standing to sitting, and 14 for sitting to standing. 
Table 3 displays the findings of the entire data evaluation. 

For each class, Table 3 displays the list of precision, recall, F1-Score, and support 
values. The data shows that 0.97 and 0.99 correspondingly represent the lowest recall 
and precision values. The lowest F1 score from this value is 0.98, while the highest F1 
score is 1.00. As a result, it can be said that the training results accurately detect HAR 
due to the value’s high precision, recall, and f1 score. Additionally, it can classify 
data with a low rate of classification errors in every class.

Fig. 4 Confusion matrix 

Table 3 Data evaluation 

Class Precision Recall F1-score Support 

Falling 1.00 1.00 1.00 3657 

Walking 1.00 1.00 1.00 1063 

Standing to sitting 0.99 0.99 0.99 684 

Sitting to standing 0.99 0.97 0.98 388 



Development Human Activity Recognition for the Elderly Using … 303

4 Discussion 

These results show that an extraction feature has an impact on how elderly people will 
classify human activities. We can select the optimal extraction feature for classifica-
tion using the XGBoost algorithm without using all the acceleration and gyro-scope 
information on every axis. Therefore, using this discovery, computations for activity 
classification can be done quickly. Research on HAR using the IMU Sensor has 
been conducted in the past, such as the [2, 15, 16] research with various inertial 
sensor placements. The preprocessing method used in this study separates it from 
that study’s research by time domain to frequency domain conversion and applying 
statistical techniques. As a result, the dataset used in this study’s training is not 
made up entirely of raw data for acceleration and gyroscope values from each axis. 
The mean Y-axis gyroscope, X-axis acceleration skewness, X-axis variance gyro-
scope, and X-max axis gyroscope are found to be the best combinations for feature 
extraction in this study using the Xgboost method. 

The weakness of this research is that the training process takes a long time. The 
preprocessing required to obtain a value for machine learning is the explanation. 
Additionally, the performance of the system decreases with increasing statistical 
formula complexity. Therefore, a simpler statistical method and a limitation on the 
amount of extraction features employed during training are required to speed up 
system performance. Given that falls are frequently experienced by the elderly, the 
ability to recognize human movement in the elderly makes it possible to administer 
early treatment in the event of a fall. The consequences of falls in the elderly, which 
can lead to serious damage or death, necessitate early care. 

5 Conclusion 

According to the result of this research, this HAR can determine the activities of 
walking, falling, standing to sitting, and sitting to standing. Feature extraction and 
machine learning method that is very accurate at detecting HAR has been created. The 
mean Y-axis gyroscope, X-axis acceleration skewness, X-axis variance gyro-scope, 
and X-max axis gyroscope are the strongest extraction characteristics discovered in 
this research. The random forest technique is shown to have the highest average value 
using these 4 extraction features as training data. 99.59% is the average accuracy 
value. The training results exhibit high recall, precision, and F1-Score values in 
addition to high accuracy. The smallest recall value is 0.99, precisely 0.97, and the 
F1-score 0.98. As a result, using the strongest extraction characteristics and Random 
Forest method, it is possible to identify HAR, particularly when employed in the 
elderly with an inertial sensor. This HAR can provide early attention to the elderly 
by knowing the daily activities of the elderly that can keep track of elderly activities 
and concentrate more attention on elderly activities, particularly fall activities. Thus, 
monitors can provide early assistance to the elderly. This research can be expanded by
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selecting the optimal extraction feature to identify more activity categories, resulting 
in a better level of accuracy. As well as the installation of inertial sensors to enhance 
the elderly comfort. 
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Heart Abnormality Classification 
with Power Spectrum Feature 
and Machine Learning 
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Abstract Heart sounds are essential in diagnosing and analyzing heart disease 
and detecting abnormalities in the heart. Abnormalities in the heart can usually be 
detected when there is an additional sound during an incomplete valve opening. Addi-
tional sounds in cardiac abnormalities can be called murmurs. Normal and murmur 
heart sound happen in different frequency. Therefore, frequency-based feature extrac-
tion can be used to classify heart sound. One of frequency domains is power spectrum 
that can be calculated for power by two frequency of signal, and it can clearly show 
the pattern of murmur and normal heart sound. In this research, the proposed feature 
extraction based on the power spectrum feature is used to become another option 
feature extraction for heart sound classification, which is different from previous heart 
sound classification studies. There are five types of feature extraction that developed 
base power spectrum, which are Mean Frequency, Total Power, Maximum Peak 
Frequency, 1st Spectral Moment, and 2nd Spectral moment. Several classifiers also 
are used to get the best classier base that features. The best selection feature of this 
research is Mean Frequency, with best classifier are Stochastic Gradient Descent 
and logistic regression and accuracy 93%. When all features are used for classifier, 
almost all of the models have the highest accuracy especially when classifier with 
mean frequency, 1st Spectral, and 2nd Spectral moment has good accuracy too. Using 
all features, the best classifier for heart sound case is Gaussian Naïve Bayes with 
accuracy reaching 100%. These excellent outcomes can elevate feature extraction to 
the top contender and help machine learning generate effective classifiers. 
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1 Introduction 

Heart sounds are essential in diagnosing and analyzing heart disease and detecting 
abnormalities in the heart. The cardiovascular system process produces the heart 
sound. That process is opening and closing the heart valves for filling blood and 
flowing blood into and out of the heart. Two sounds can be heard through a stetho-
scope, namely lub-dub [1–4]. The lub sound is caused by the closure of the tricuspid 
and mitral valves so that blood can flow from the atria to the heart chambers and 
not back into the atria. That sound is known as the first heart sound (S1) with an 
interval of 20 to 30 ms (ms). The dub sound, also known as the second heart sound 
(S2), is caused by the closing of the semilunar from the aortic and pulmonary valves. 
The frequency that heart sound S2 happen in the range between 20 and 250 Hz with 
shortened interval period. S2 produce a higher-pitch sound than S1 [5]. The third 
heart sound (S3) co-occurs with the cessation of atrioventricular filling, while the 
fourth heart sound (S4) is correlated with atrial contraction and has a low amplitude 
and frequency component [6, 7]. 

Abnormalities in the heart can usually be detected when there is an additional 
sound during an incomplete valve opening. The heart forces blood through narrow 
openings or by regurgitation caused by incomplete closure of valves resulting in a 
backflow of blood. In each case, the sound produced results from high-velocity blood 
flow through the narrow opening. Additional sounds in cardiac abnormalities can be 
called murmurs [8]. Usually murmur sound can be observed in range frequency 20 
and 600 Hz for intra-cardiac [5] Therefore, from the differences in the frequency 
characteristic of normal sound and murmur sound, a good model can be produced to 
classify both sounds if the feature extraction is used with the frequency domain. 

The previous study used several feature extractions to classify heart sounds [9]. 
Discrete wavelet transform and Shannon entropy are applied to segment the heart 
sound and produce an accuracy of 97.7% with the DNN model [10]. Another research 
with a statistical frequency domain feature can create ANN Classified with an accu-
racy of 93% [8]. In another case, wavelet packet transform is used for phonocardio-
gram classification [11]. It produces the best SVM model, with an accuracy of 99.74. 
All previous studies highlight differences in range frequency between normal and 
murmur sound as reason feature extractions work well and be the feature that makes 
it easy to recognize the pattern for machine learning model. 

In this research, it used power spectrum of frequency as basic feature extraction 
for heart sounds data. The power spectrum can be calculated as the square of the 
magnitude of the Fourier transform (or Fourier series) of the heart sound [12]. Several 
classifications use the power spectrum as an extraction feature. In this research [13, 
14], that extraction feature is used for EEG classification and has an accuracy above 
85%. In other applications, ECG classification [15–17] produces better accuracy for 
several methods, the highest is 92%. In heart sound classification [18], the power 
spectrum is used as a base extraction feature with a result of 88%. With that good 
result, it can be a possibility that the power spectrum can be a great choice to classify
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heart sounds, and it also supports differences in frequency of murmur and normal 
heart sound. 

There are five types of feature extraction that be developed based on power spec-
trum, which are Mean Frequency, Total Power, Maximum Peak Frequency, 1st Spec-
tral Moment, and 2nd Spectral moment. There are several methods of the classifier 
that can be compared, which are AdaBoost, Stochastic Gradient Descent (SGD), 
Gradient Boosting, Random Forest, Decision Tree (DT), Gaussian Naïve Bayes, 
KNN, SVM, and Logistic Regression [19]. This study will search best feature extrac-
tion with base power spectrum and look the best machine learning model. There are 
five sections in this paper, which consist of Introduction, method and material, result, 
discussion, and conclusion. 

2 Method and Material 

This section elaborates on all proposed methods and material data used in this 
study. There are sub-sections that explain the dataset’s source, feature extraction, 
and classifier. The system classifies data into two classes: normal and murmur heart 
sounds. 

2.1 Proposed Method 

Figure 1 is the proposed method in this research, in which a dataset with the label is 
trained many times to get a good system to classify heart sounds become normal and 
murmur sounds. There are 132 heart sounds for all classes that are used. The first 
step is that data must convert from the time domain to the frequency domain in FFT 
Process. After that, the dataset is processed into some feature extractions developed 
from the power spectrum.

This study uses five feature extractions: Mean Frequency, Total Power, Maximum 
Peak Frequency, 1st Spectral Moment, and 2nd Spectral moment. After the data are 
processed in the feature extraction, data must be scaled before classifier training to 
make the model easier to learn [5]. There are several machine learning methods of 
the classifier, which are AdaBoost, Stochastic Gradient Descent (SGD), Gradient 
Boosting, Random Forest, Decision Tree (DT), Gaussian Naïve Bayes, KNN, SVM, 
and Logistic Regression [19]. 

2.2 Dataset 

The heart murmur and normal heart sounds from this study’s dataset [19] were chosen 
as the labels. This information was gathered from two different sources: clinical trials
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Fig. 1 Proposed method

Table 1 Dataset heart sounds Heart sound class Number of sample Total duration 

Normal 66 377,95 

Murmur 66 505,57

conducted in hospitals using a DigiScope digital stethoscope and the general public 
using the iStethoscope Pro iPhone app. There are 132 heart sounds in total, divided 
into two categories. The sampling frequency for each data point is 4000 Hz. Table 1 
contains more details on the data and duration. Figure 2 displays an example heart 
sound from the collection. 

2.3 Feature Extraction 

The results of a good classifier model require proper feature extraction. The data from 
the FFT, the data is continued to the feature extraction process. Power spectrum is 
the basis for feature extraction processing to be carried out. The power spectrum can



Heart Abnormality Classification with Power Spectrum Feature … 311

Fig. 2 Heart sound, a normal sound and b murmur sound
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be calculated as the square of the magnitude of the Fourier transform (or Fourier 
series) of the heart sound. Equation (1) is a Power Spectrum calculation [12]. 

Power spectrum ( f ) = |X ( f )|2 (v2 /Hz) (1) 

Mean Frequency, Total Power, Spectral Moments, and Maximum Peak Frequency 
are some characteristics used. The following is an explanation of each feature 
extraction used. 

Mean Frequency is the average frequency resulting from the sum of the power 
spectrum times frequency divided by the total power spectrum, which is shown in 
Eq. (2). 

Mean Frequency = 
M∑

i=1 

fi Pi / 
M∑

i=1 

Pi (Hz), i = 1, 2, 3, . . .  M (2) 

Total Power is the total power spectrum of the input data. Equation (3) is a total 
power calculation. 

Total Power = 
M∑

i=1 

Pi(v
2 /Hz)i = 1, 2, 3, . . . .M (3) 

Spectral Moment is a way to analyze statistics to extract the power spectrum of 
the input signal. 1st Spectral Moment and 2nd Spectral Moment will be used in 
this calculation. 1st Spectral Moment is the sum of the power spectrum timed by 
frequency. The formula for 2nd Spectral Moment is almost the same as 1st Spectral 
Moment, and the difference is frequency power by 2. Equations (4) and (5) are  
calculations for 1st Spectral Moment and 2nd Spectral Moment. 

1st Spectral Moment = 
M∑

i=1 

Pi f i (v
2 )i = 1, 2, 3, . . . .M (4) 

2nd Spectral Moment = 
M∑

i=1 

Pi f 
2 
i (v

2 Hz)i = 1, 2, 3, . . . .M (5) 

Maximum Peak Frequency is the maximum value of the peak frequency contained 
in a set of power spectrum values, shown in Eq. (6). 

Maximum Peak Frequency = max(Pi )(v
2 /Hz), i = 1, 2, 3, . . . .M (6)
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2.4 Classifier 

In the previous study, some classifiers commonly used to create a good model of 
machine learning for heart sound is like SVM, KNN, ANN, and CNN [1, 5, 20–23]. 
Several classifiers have not been used for classifier heart sounds, such as AdaBoost, 
Stochastic Gradient Descent, Gradient Boosting, Random Forest, Decision Tree, 
Gaussian Naive Bayes, and Logistic Regression [19]. Therefore in this study, were 
tried several methods of machine learning such as which are AdaBoost, Stochastic 
Gradient Descent (SGD), Gradient Boosting, Random Forest, Decision Tree (DT), 
Gaussian Naïve Bayes, KNN, SVM, and Logistic Regression. 

AdaBoost is the machine learning method used with the sequential predictor. 
The first fitting classifier is used in the original dataset, and the next classifier’s 
misclassification data from the previous classifier is added. That procedure happens 
in the next classifier, so the sequential classifier is focused more on difficult cases 
and updated weight [24]. All predictor in AdaBoost make prediction and weigh them 
using the predictor weight α j . Majority vote is used to decide predicted class from 
all predictors as shown in Eq. 8. Base predictor used in AdaBoost is decision tree. 

y
∧

(x) = 
argmax 

k 

N∑

j=1 

y
∧

(x)=k 

αjwhere N is the number of predictors (7) 

Stochastic Gradient Descent (SGD) is a type of gradient descent with an opti-
mization algorithm to find an optional solution to minimize cost function with a 
random instance from all datasets [25]. In the learning process to get weight in the 
next iteration (θ (Next) j ), the current weight (θ j ) is decreased by derivatives cost func-
tion from one random instance of dataset multiplied by learning rate (α), shown 
in Eq. 9 [19]. The learning process is stopped when the cost function reaches 0 or 
iteration has stopped. 

θ (Next) j := θ j − 2α
(
hθ

(
x (i )

) − y(i )
)
x (i) 
j , (8) 

where
(
hθ

(
x (i )

) − y(i )
)
x (i) 
j i sderivativescostfunction. 

Gradient Boosting is a sequential prediction technique similar to AdaBoost. 
Gradient Boosting differs in that it does not alter the weight but instead fits a new 
predictor using the residual error of the prior predictor [19, 26]. 

Decision Tree (DT) is a machine learning model that can be applied for classifi-
cation and regression, defining a threshold to build a tree to predict the output. The 
decision tree used Gini impurity or Gini entropy to measure impurity in every tree 
node, which will be used in CART (Classification and Regression Tree) to define 
the threshold in the decision tree. Learning process that be used is look for the right 
threshold (t k) in every single feature (k) with the minimum CART cost function is 
shown in Eq. 10 [19, 27].
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J (k, tk) = 
m left 

m 
Gle f  t  + 

mright 

m 
Gright (9) 

where

{
Gleft/right is measure impuri ty o f the le f t  and the r ight subset 

mleft/right is number o f instances in the le f t and the r ight subset. 
Random Forest is an ensemble learning of a decision tree, where the dataset 

for every predictor or decision tree classifier is defined using the bagging method. 
Random forest generates multiple decision trees, which is how the method makes a 
prediction using a majority vote for every predictor [28]. 

Gaussian Naive Bayes Gaussian Naive Bayes is the name of a machine learning 
technique that uses the Bayes theorem to assess the conditional independence 
between each pair of features under the assumption that the class variable’s value 
is constant. Equation 11 illustrates the prediction result, which is the output class’s 
greatest probability attained by multiplying each feature’s likelihood by output [29]. 

y
∧ = 

argmax 

y 
P(y) 

n∏

i=1 

P(xi |y) (10) 

K-Nearest Neighbors, or KNN, is a type of supervised learning that draws its 
knowledge from nearest-neighbor data. The number K refers to the number of data 
that must describe the criteria used to group data and vote on the class of that 
group. Equation 12 illustrates that Euclidean distance is used to calculate the distance 
between data neighbors [30]. 

Euclideandistance(a, b) =
/

(ai − b1)2 + (a2 − b2)2 + ... + (an − bn)2 (11) 

SVM or Support Vector Machine is supervised learning with a boundary that 
separates data into two classes for classification or keeps data inside the boundary 
for regression. In this study, SVM is used for classification. Equation 13 is the way 
that SVM makes predictions [19]. 

y
∧

{
0 i f  wT .x + b < 0 
1i f  wT .x + b ≥ 0 

(12) 

Logistic Regression is a regression method that is used for binary classification. 
This method uses the probability of instances that measure with the sigmoid function 
to define the class output. Equation 14 is used to predict the output. 

y
∧

{
0 i f  p

∧

< 0.5 
1i f  p

∧ ≥ 0.5 
(13)
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3 Result 

Power spectrum is powered by two of magnitude frequency. Because range frequency 
murmur higher than normal heart sound, it makes the power spectrum murmur sound 
stronger than the normal heart sound. It can be shown in Fig. 3. Power spectral density 
murmur heart sound higher than normal heart sound. That characteristic can be basic 
pattern for classification model. 

Figures 4 and 5 show boxplots of each feature of each heart sound class. Because 
the power spectral density of the murmur heart sounds higher than the normal one, 
so the feature of murmur data has a higher range than the normal one. In Fig. 4, it  
shows that mean frequency has the biggest differences in range data for each class 
compared to other features, as shown in Fig. 5. It can indicate that mean frequency 
can become the best feature that can produce a good classifier. 

Fig. 3 Power spectrum 

Fig. 4 Mean frequency
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Fig. 5 The other feature extraction, a total power, b max. peak frequency, c 1st spectral power, d 
2nd spectral power 

Table 2 is the result of testing of classifier for each feature or all features with 
a different training size. Almost all classifiers have good accuracy with the mean 
frequency feature, with an average accuracy above 83%. The highest accuracy clas-
sifier with mean frequency feature is 93% with classifier Stochastic Gradient Descent 
and logistic regression. The other features that impact to classifier are 1st Spectral 
and 2nd Spectral moment. With that features good model still can be produced, it can 
be shown in some classifiers like KNN, AdaBoost, SVM, and Gaussian NB. When 
all features are trained, almost all the classifiers have the highest accuracy compared 
to each feature, especially when the classifier with features mean frequency, 1st 
Spectral, and 2nd Spectral moment has good accuracy too. Using all features, the 
best classifier for the heart sound case is Gaussian Naïve Bayes with an accuracy of 
100%.

4 Discussion 

Murmur class happens in higher frequency than normal class, so with the power 
spectrum base of feature extraction, machine learning can easily recognize pattern 
between two classes. In the five-base power spectrum used in this study, it can be 
seen in Figs. 4 and 5 that the murmur class has higher range data in every feature.



Heart Abnormality Classification with Power Spectrum Feature … 317

Table 2 Accuracy (%) for each classifier using different feature extraction or All feature with 
different train sizes 

Classifier Train size 
(%) 

Mean 
frequency 
(%) 

Total 
power 
(%) 

Max. peak 
frequency 
(%) 

1st 
spectral 
moment 
(%) 

2nd 
spectral 
moment 
(%) 

All 
feature 
(%) 

KNN 90 85 50 50 71 78 92 

85 80 50 55 80 80 95 

80 81 59 51 77 62 92 

AdaBoost 90 86 79 50 71 79 85 

85 75 45 55 70 80 75 

80 81 44 56 74 78 81 

SVM 90 86 71 64 86 79 93 

85 90 70 65 85 75 95 

80 93 67 63 78 78 93 

Random 
forest 

90 86 57 57 71 79 71 

85 75 45 45 75 75 75 

80 85 41 52 67 56 89 

Logistic 
regression 

90 86 71 64 71 79 93 

85 90 65 55 70 75 95 

80 93 63 56 63 78 89 

Decision 
tree 

90 86 79 57 71 79 79 

85 80 50 55 75 75 70 

80 81 37 56 56 74 85 

SGD 90 93 36 36 36 36 79 

85 90 70 45 75 75 100 

80 33 74 70 70 33 96 

Gradient 
Boosting 

90 86 57 50 79 79 93 

85 80 50 55 80 70 80 

80 81 44 63 70 67 70 

Gaussian 
NB 

90 86 79 79 86 86 100 

85 90 80 60 85 90 100 

80 89 74 63 78 81 89

The feature which has the highest differences in range data for the two classes is seen 
in Mean Frequency. That pattern data can produce better accuracy of the machine 
learning model than the other feature. It is supported with average accuracy for every 
machine learning model with Mean Frequency feature of 83%. Basically, the power 
spectrum feature shows pattern differences between the two classes. It can be shown 
that when all features are combined, and it produces higher accuracy than just using



318 Istiqomah et al.

one feature. The best classifier for the heart sound case using all features is Gaussian 
Naive Bayes, with an accuracy of 100%. 

In the previous study [18], the power spectrum also is used as feature extraction 
of the heart sound classification but has a different form. This research proposed 
method shows higher accuracy, better than the previous one, and even accuracy 
reaches 100%. The limitation of this model is that it could not be implemented in the 
real-time system because it has to buffer data first, so it will take time to collect. This 
study can be referenced heart sound classification, which wants excellent accuracy. 

5 Conclusion 

In this study, we tried to find feature extraction based on power spectrum to classify 
heart sound into normal and murmur heart sound. The proposed research is looking 
for best feature extraction with base power spectrum and look the best machine 
learning model. Feature extractions used in this research are Mean Frequency, Total 
Power, Maximum Peak Frequency, 1st Spectral Moment, and 2nd Spectral moment. 
From the result, Mean Frequency is the best feature that can be used for heart sound 
classification, with best classifier being Stochastic Gradient Descent and logistic 
regression and accuracy of 93%. When all features are used for classifier, almost all 
of the models as highest accuracy especially when classifier with mean frequency, 1st 
Spectral, and 2nd Spectral moment has good accuracy too. Using all features, the best 
classifier for heart sound case is Gaussian Naïve Bayes with accuracy reaching 100%. 
For the future work, this research can be an option for another feature extraction, 
mainly the classification of the signal with different frequencies for each class. 
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Using MSLD Entropy 
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Abstract Epilepsy is the most common neurological disorder characterized by 
recurrent seizures due to the abnormality of brain neuronal discharge. One of the tools 
to help neurologists diagnose epilepsy relies on EEG signals extensively because it 
can represent the brain’s neuron activity. Due to the EEG signal being considered a 
complex biological signal, the signal complexity-based feature extraction method is 
suitable for characterizing epileptic EEG signals. One method for extracting EEG 
signals is entropy which is able to quantify signal complexity. Several previously 
proposed methods were wavelet entropy and IMF entropy. This study proposed multi-
distance signal level difference (MSLD) entropy as a feature extraction method to 
extract the EEG signal complexity. The decomposed signal from MSLD was then 
extracted using entropy measurement. In the classification process, a Support Vector 
Machine (SVM) was applied to classify the normal, pre-ictal, and ictal signals of 
EEG signals. The highest accuracy of 96% was obtained using cubic SVM as the 
classifier. The proposed method provides an alternative method for analyzing EEG 
or other biomedical signals based on signal complexity. 
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1 Introduction 

Epilepsy is one of the most common nervous system disorders characterized by 
seizures due to the over-discharge activity of brain neurons [1–3]. Electroencephalo-
gram (EEG) is one of the medical modalities as one of the gold standards in the diag-
nosis and analysis of epilepsy [4]. The EEG signal represents how neurons activity 
when a person has a seizure, even before the seizure. Until now, EEG processing 
in epilepsy cases is still an interesting issue to be developed in detecting epileptic 
EEG conditions. Numerous methods for automatic detection of seizures have been 
developed [5, 6]. 

Feature extraction methods with single or multi-domain features play an essential 
role in detecting epileptic EEG [7, 8]. The feature vector becomes a predictor in 
the classification stage using machine learning methods. Since the nature of EEG 
signal is the result of complex neuronal activity, the signal complexity-based feature 
extraction method is the best approach to characterize epileptic EEG signals [9]. 

Signal complexity methods have been widely used in detecting abnormalities of 
the EEG signal. They include statistics [10, 11], chaos [12, 13], and entropy [14, 
15]. However, in processing EEG signals, they are often faced with a large amount 
of noise which can reduce the detection accuracy because the main characteristics of 
the signal can be disrupted. Signal decomposition or multiscale analysis is one way 
to get the intrinsic characteristics of a noise-mixed signal [16]. Several methods are 
proposed, such as coarse-grain procedure, wavelet transformation (WT), empirical 
mode decomposition (EMD), and multi-distance signal level difference (MSLD). 
The feature is then calculated for each signal level [17–20]. 

In previous studies, the signal resulting from the MSLD process was calculated 
several metrics which would later be used as features. The characteristics used 
include the Hjorth descriptor [21, 22], sample entropy [14], and fractal dimensions 
[23]. This feature cannot display interactions between signals at various levels of 
decomposition. 

In previous studies, entropy was calculated on the MSLD signal separately. Thus, 
we cannot see the interaction between MSLD signals at any distance. In this study, 
we propose a calculation of entropy based on the relative energy of each signal 
decomposition of MSLD results. This method will measure the entropy by utilizing 
the signal energy distribution due to the MSLD process. This method was tested 
to distinguish normal pre-ictal and ictal signals on EEG signals. Classification is 
done using SVM with multiple kernels [24]. The proposed method is expected to 
be an alternative for processing EEG signals in particular and biomedical signals in 
general. 

The rest of this paper is organized as follows. Section 2 describes the EEG signal 
dataset, the MSLD entropy concept, and the classification method. Section 3 presents 
the result and analysis of the study, while the conclusion is presented in Sect. 4.
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Fig. 1 Sample of EEG signals from Bonn University Dataset 

2 Material and Method 

2.1 EEG Signal Dataset 

Public dataset was used in this study. The dataset was proved by Andrzejak et al. 
from Bonn University, Germany [25]. The dataset was created using scalp EEG 
in accordance with the international electrode placement standard of 10–20. In the 
recording process, an average standard reference and a 128-channel amplifier system 
are used. This dataset is classified into five categories: normal (open and closed eyes), 
interictal (open and closed eyes), ictal (open and closed eyes), and ictal conditions. 
In this dataset, volunteers’ normal conditions are recorded with their eyes open (set 
Z) and closed (set O). Intracranial electrodes from the hippocampal formation (set 
F) and the epileptogenic zone are used to record the interictal state (set N). The ictal 
condition, as recorded in seizure activity, is the final category (S). Figure 1 provides 
an example of the Bonn University dataset for each class. 

2.2 MSLD Entropy 

Multidistance signal level difference (MSLD) is intended to calculate the joint occur-
rence of two signals at a certain distance [21]. This joint event is measured by calcu-
lating the difference between two signal samples over a certain distance. For signal 
x(i) with N samples and distance d = 1,…, K, the MSLD signal is calculated using
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Fig. 2 MSLD process in scale of 3 

Eq. 1. Figure 2 presents the visualization of The MSLD process. 

yd (i) = |x(i) − x(i + d)|, i = 1, 2, . . . ,  N − d and d = 1, 2, . . . ,  K (1) 

This study proposes the MSLD entropy method as a feature for classifying seizures 
on EEG signals. For example, for d = 2, two MSLD signals will be obtained, namely 
y1 and y2 as in Eq. 2. The energy of y1 and y2 are expressed in Eq. 3. While ET is 
the total energy for y1 and y2 as in Eq. 4. Using relative energy of P1 and P2 (Eq. 5), 
we can calculate MSLD entropy as in Eq. 5. 

y1(i) = |x(i) − x(i + 1)| and y2(i ) = |x(i ) − x(i + 2)| (2) 

E1 =
∑

(y1)
2 meanwhile E2 =

∑
(y2)

2 (3) 

ET = E1 + E2 (4) 

P1 = E1 

ET 
and P2 = E2 

ET 
(5) 

where ET is total energy, E1 and E2 are energy of y1 and y2 respectively. P1 and P2 
are relative energy of y1 and y2. 

Then MSL entropy is expressed as Eq. 6. 

MSL  D_ent2 = −  
2∑

j=1 

p j ln p j (6) 

In general, it can be written as Eq. 7 [26]:
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MSL  D_entd = −  
d∑

j=1 

p j ln p j (7) 

With Pj = E j 
ET 

and E j = ∑(
Y j

)2 
, j = 1, 2, . . . ,  d, here d is the distance of 

sample signal. 

2.3 Classification 

The last part of the proposed method is the classification of feature vectors generated 
from MSLD entropy. To evaluate the performance of MSLD entropy, we employ a 
support vector machine (SVM). This study observes the use of several kernels of 
SVM to see which is suitable for the classification process. SVM is chosen for this 
study because it has been shown to perform well in classifying cases, particularly 
biomedical signals [8]. SVM, introduced by Vapnik [27], has been used to find the 
best separation plane between two classes. SVM has an imaginary separation line 
called a hyperplane with supporting vectors [28]. SVM is mostly used to implement in 
linear cases, but due to a large number of non-linear classification cases, a non-linear 
kernel was developed to address the issue. The Support Vector Machine has several 
classifiers, including Linear, Quadratic, Cubic, Fine Gaussian, Medium Gaussian, 
and Coarse Gaussian [29]. Because SVM is a supervised learning method, it requires 
cross-validation to distinguish between training and test data. It is also been used to 
keep classification result from overfitting. The performance was tested using fivefold 
cross-validation in this study. 

3 Results 

Figure 3 shows the results of the MSLD processing the epileptic EEG signal at d = 
1–5. The figure shows that all signal samples’ values are positive because the absolute 
value is taken from the calculation result of the signal difference as in Eq. 1. MSLD  
is a modification of the gray level difference matrix (GLDM) that was initially used 
to measure texture in the image [21].

Since the pixel value in the image cannot have a negative value, the MSLD calcu-
lates the absolute value of the difference between two signal samples at a certain 
distance. The result of MSLD displayed signal fluctuations, where signals that have 
low fluctuations produce a relatively flat MSLD signal. MSLD can be combined 
using signal complexity measurement. Previous studies obtained features by calcu-
lating the fractal dimension [23] or sample entropy [14, 15]. Figure 4 shows the mean 
value of the MSLD entropy calculation in the five data classes. From the graph, it 
can be seen that the greater the distance d, the greater the MSLD entropy value. It 
means the signal complexity increases when using a higher distance. This increasing
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Fig. 3 Result of MSLD Process for Epileptic EEG (set S) using d = 1 – 5

pattern is similar to multilevel wavelet packet entropy (MWPE), which uses the same 
calculation principle [30]. This MWPE method has also been tested on epileptic EEG 
cases with the highest accuracy reaching 94.3% for classifying three data classes. 

Even though the characteristics produced by the MSLD entropy used are similar 
and close together, using the f classifier, it is hoped that a reasonably high accuracy
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will be obtained. In this study, testing is carried out using several MSLDs at different 
distances to get the best accuracy. 

The accuracy test is carried out using three scenarios. The first is a five-class 
classification, where each data set is considered as a separate data class. The second 
scenario is a classification using two normal conditions and two pre-ictal conditions 
combined into one class, while the seizure data set stands alone. The third scenario 
consists of three data classes: normal, pre-ictal, and seizure. 

The result of the first scenario is shown in Table 1. In Table 1, the highest accuracy 
of 79.4% is achieved using cubic SVM with 20 features generated by MSLD entropy 
with d = 1–20. The results show that 20 features may result in higher accuracy than 
fewer features for SVM with multiple kernels. 

Table 2 shows accuracy using the second scenario. There are three data classes: 
normal (Z + O), interictal (N + F), and seizure (S). In this scenario, the highest 
accuracy is 94.4% using 20 features and cubic SVM as a classifier. This result is 
similar to the first scenario. The difference between the new data classes seems to 
increase when more features are used. Table 3, 4, 5 and 6 results from accuracy testing 
using the third scenario. The classification is performed on three data classes: one 
normal dataset, one interictal dataset, and seizures. The highest accuracy achieved is 
96% when tested using the O-N-S dataset, as shown in Table 3. This result is higher 
than the previous two scenarios because the normal and interictal datasets have the 
same characteristics. The highest accuracy is achieved using 20 features and cubic 
SVM. This is consistent with the feature plot in Fig. 4, where the characteristic value 
of each data set differs for the larger d value. 

Table 1 Classification accuracy (%) of five classes’ data (O-Z-F-N-S) 

Classifier D = 1–20 D = 1–15 D = 1–10 D = 1–5 
Linear SVM 75 74.4 71.4 61.8 

Quadratic SVM 77.2 75.2 71.8 67.8 

Cubic SVM 79.4 78.2 76.4 68.6 

Fine Gaussian SVM 72.8 72.2 71.8 65.8 

Medium Gaussian SVM 67.4 66 64 5.8 

Coarse Gaussian SVM 57.8 52.6 51.6 49.8 

Table 2 Classification accuracy (%) of three classes’ data (%) ((O + Z)-( F + N)-S) 
Classifier D = 1–20 D = 1–15 D = 1–10 D = 1–5 
Linear SVM 90 89 86.2 80.6 

Quadratic SVM 92.8 91 89 88.8 

Cubic SVM 94.4 92.6 91.4 90.2 

Fine Gaussian SVM 89.6 89 88.6 84.2 

Medium Gaussian SVM 86.2 86.2 86 81.6 

Coarse Gaussian SVM 83.4 80.8 79.2 76.8
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Table 3 Classification accuracy (%) of three classes’ data (%) (O-N-S) 

Classifier D = 1–20 D = 1–15 D = 1–10 D = 1–5 
Linear SVM 93.3 92.7 90.3 76 

Quadratic SVM 94.3 93.3 90 88.7 

Cubic SVM 96 94 92.7 87.7 

Fine Gaussian SVM 93.3 93 90.7 81 

Medium Gaussian SVM 89.3 87.7 86.7 75.3 

Coarse Gaussian SVM 79.7 77.3 70.3 66.7 

Table 4 Classification accuracy (%) of three classes’ data (%) (O-F-S) 

Classifier D = 1–20 D = 1–15 D = 1–10 D = 1–5 
Linear SVM 92 89.7 87.7 73 

Quadratic SVM 93.3 90.7 86 84.7 

Cubic SVM 95 92.3 92 86 

Fine Gaussian SVM 91 87.3 85.7 75 

Medium Gaussian SVM 88.7 83.3 83 71.7 

Coarse Gaussian SVM 77.7 73 68.3 64.7 

Table 5 Classification accuracy (%) of three classes’ data (%) (Z-N-S) 

Classifier D = 1–20 D = 1–15 D = 1–10 D = 1–5 
Linear SVM 93.7 93 92.7 94 

Quadratic SVM 92.7 92.7 92.7 93.7 

Cubic SVM 94.3 94.3 93.3 93.3 

Fine Gaussian SVM 94.3 94.3 93.3 94.7 

Medium Gaussian SVM 91.7 91.7 91.3 91.7 

Coarse Gaussian SVM 81.7 83 85.7 84.3 

Table 6 Classification accuracy (%) of three classes’ data (%) (Z-F-S) 

Classifier D = 1–20 D = 1–15 D = 1–10 D = 1–5 
Linear SVM 92 92.3 89.3 89.7 

Quadratic SVM 92 91 92 89.7 

Cubic SVM 92.7 93.3 89 92 

Fine Gaussian SVM 88.7 90.7 88.7 90.3 

Medium Gaussian SVM 90.3 88.7 83.3 88.3 

Coarse Gaussian SVM 80 82 90.7 79.3
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4 Discussion 

The proposed method using MSLD entropy generally produces characteristics 
similar for each class compared to the MWPE method in previous study [30]. 
However, MWPE achieved the highest accuracy of 94.3% for the three data classes, 
while MSLD entropy achieved the highest accuracy of 96% for the same condi-
tion. MSLD entropy results in lower accuracy than the EEG epileptic classification 
using a combination of MSLD and fractal dimensions as reported by Silalahi et al., 
reaching 99% for the three data classes [23]. Another study similar to this paper is 
MSLD using sample entropy, where sample entropy is calculated on the new signal 
resulting from the MSLD process. The highest accuracy reached 97.7% for the three 
data classes [14]. 

Table 7 presents a comparison of our proposed method to other previous studies. 
The result shows that MSLD entropy has a competitive result compared to other 
researches. The MSLD entropy method uses the same approach as the calculation of 
wavelet entropy [31] and IMF entropy [32]. Entropy is calculated from the relative 
energy of the subband or IMF. In MSLD entropy, the energy signal is unpredictable 
because it is influenced by signal shift, noise, and magnitude. In contrast to wavelet 
entropy, the energy signal can be predicted by looking at the spectrum of each subband 
signal [33]. This condition is similar to IMF entropy, where the IMF signal is also 
strongly influenced by signal shifts [34]. Determining the distance on the MSLD 
entropy also significantly affects the resulting entropy. This study uses d = 1 -20  
according to previous studies using multiscale entropy and its derivative methods 
[35, 36]. For signals with a high sampling frequency (e.g., 200 samples/second), 
the distance d = 1 sample will equal 1/200 s. This change in a rapidly fluctuating 
signal will not be significant, so the MSLD signal tends to be flat. For this reason, 
an experiment to find the value of the distance d in the signal will be an exciting 
research topic in the next project. The results indicate that the proposed method can 
enrich the selection of EEG processing methods for detecting epilepsy. There are 
opportunities to use this method for other biomedical signal processing.

5 Conclusion 

This study proposes a feature extraction method called MSLD entropy. MSLD is 
calculated based on the relative energy of the signal resulting from the MSLD process. 
The proposed method is tested in the case of classification of EEG epileptic signals. 
The accuracy test resulted in the highest accuracy of 96% for the three data classes 
and cubic SVM as the classifier. These results were obtained using 20 features from 
entropy calculations on the MSLD signal with a distance of d = 1–20. This accuracy 
is competitive with other similar methods in previous studies. The distance selection 
determines MSLD entropy. This study used a distance of 1–20 according to previous 
studies, which can be compared directly. The selection of the proper distance with
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Table 7 Comparison with previous research using other entropy or MSLD + entropy 
Reference Method Number of 

classes 
classifier Number of 

features 
Accuracy 

[30] Multilevel 
Wavelet packet 
entropy 

3 SVM 5 94.3% 

[32] IMF Entropy 3 SVM 5 86.3% 

[14] MSLD + sample 
entropy 

3 SVM 20 97.7% 

[23] MSLD + fractal 
dimension 

3 SVM 10 99% 

Proposed 
method 

MSLD entropy 3 SVM 20 96%

a broader range and the use of a more sophisticated classifier became the focus of 
the following study. In the next research, the performance of MSLD entropy will be 
tested using other biomedical signals. 
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Abstract A brain tumor is a lump of aberrant brain cells whose formation can inter-
fere with the brain’s normal functioning and adversely affect the patient’s health. 
Brain tumor segmentation is a fundamental step for quantitatively analyzing tumor 
masses and extracting infected areas of brain tissue. Accurate and reliable segmenta-
tion is helpful in clinical diagnosis and treatment planning so that the probability 
of survival can be improved. The deep learning technique showed a significant 
performance improvement in brain tumor segmentation. The objectives of this study 
are to comprehensively investigate and compare the effectiveness of multiple deep 
learning based on 2-dimensional Convolutional Neural Networks for clustering brain 
tumors on MRI images. This study implements a simple U-Net model and modifies 
it with different backbones as encoders, including VGG19, ResNet50, Inception-
V3, and InceptionResnetV2. This model was trained and tested on the BraTS 2020 
dataset. The tumor area was segmented into three main areas: necrotic, edematous, 
and enhancing tumors. The predicted image is weighed against the ground truth 
for validation. The predictive performance of each model was analyzed using quan-
tification metrics. The results showed that the five models tested, including Simple 
U-Net, VGG19-UNet, Res-UNet, InceptionV3-UNet, and InceptionResnetV2-UNet, 
achieved 98.8% to 99.3% pixel accuracy. However, when the evaluation was carried 
out on the three sub-areas, each model showed comparable performance, except for 
the VGG19-UNet model, which performed significantly lower. It shows that perfor-
mance can be influenced by many factors, such as the amount of training data, loss 
function, parameter tuning, and the hyperparameters of each model. The proposed 
model can be implemented well. Thus, this research needs to be developed further.
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1 Introduction 

A brain tumor, also known as glioma, is an unrestrained brain disorder that causes 
clusters of aberrant brain cells in or near the brain. The formation of these irregular 
cells can interfere with the brain’s normal functioning and hurt the patient’s health [1]. 
Early diagnosis of brain tumors is essential in increasing the possibility of optimal 
treatment [2–4]. Suppose the tumor can be detected correctly and accurately at an 
early stage. In that case, the chances of survival can be increased [5–8], and patients 
also get information about the judgment, action planning, and prediction of patient 
outcomes [9, 10]. 

Magnetic Resonance Imaging (MRI) scanning is among the most well-liked preva-
lent approaches for resectioning and examining irregularities in the brain form, size, 
or placement of tissue that helps detect tumors [11]. MRI imaging is considered 
more valuable and precise for tumors [12] and safe because it uses radio frequency 
signals, so it is not exposed to any radiation [7] and has higher contrast features [13]. 
In addition, MRI has still been considered the standard gold imaging for diagnosing 
brain tumors [12, 14]. 

MR image segmentation is a fundamental step with many applications in 
neurology, such as analyzing quantitative tumor masses to recognize their dynamic 
expansion over time [15], operational planning, and functional imaging [16]. 
Extracting infected brain tissue areas from MRI images [1] and localization of abnor-
malities [17] used segmentation. Although MRI images can accurately describe brain 
structures, segmenting medical images is difficult. It is due to low spatial resolution, 
low contrast, ambiguous borders, inhomogeneity, partial volume effects, noise, vari-
able object shape, and the lack of anatomical models that fully capture the possible 
deformation in each structure [10, 16, 18]. The clinical need for tumor segmenta-
tion is paramount, including planning radiotherapy doses, assessing tumor volume 
changes while keeping track of low to high-grade glial tumor transformation, and 
monitoring therapy response [4]. 

Deep learning techniques have significant performance improvements in the 
medical healthcare sectors [19] and computer vision [20]. Deep learning can provide 
a more precise explanation of extremely complicated phenomena than classical statis-
tical methods if the available dataset is of high dimension, its performance directly 
corresponds to the input size, and a high degree of flexibility [21]. Deep learning 
methods have succeeded in various aspects of computer vision, including object 
recognition, localization, and segmentation in usual images. Many studies have 
carried out the segmentation of brain tumors using deep learning. Segmentation 
technique using deep learning In 2013, Convolutional Neural Network (CNN) won 
the Brain Tumor Segmentation (BraTS) Challenge, and in 2015, it placed second 
[22]. Havaei et al. [23] present the CNN architecture simultaneously by exploiting
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local and global contextual features. This work examines a cascade design where the 
output of the base CNN serves as an additional information source for succeeding 
CNNs. Razzak et al. [24] also embed the cascade architecture into a dual-path CNN 
group where the output from the base CNN is considered a secondary source and 
combined in the final layer. Wang et al. [25] suggested a CNN cascade to group brain 
tumors by tier-based subregions of multimodal MRI images. FCNN and dense micro-
block difference feature (DMDF) were fully integrated to create the brain tumor 
segmentation method, which produced consistent and spatial presence segmentation 
results [26]. The average Dice coefficient can reach 90.98% and has a very high real-
time performance. Ribalta Lorenzo et al. [27] also utilize FCNN and are equipped 
with augmentation techniques. The system is resistant to poor data quality and short 
training set variability. Nawaz et al. [28] proposed VGG19-UNET for brain tumor 
segmentation and a collaborative learning model for survival analysis. Segmentation 
using BraTS 2020, which consists of 371 image files. The algorithm yielded dice 
coefficient scores of 0.81, 0.86, and 0.88 for enhancing tumors, core tumors, and 
whole tumors. 

Saha et al. [29] proposed a new multi-pathway U-Net coupled with residual tissue 
and skip connection to divide multimodal MR images into three glioma subregions. 
They employ a shared encoder followed by a different decoder for each class. The 
residual connection used in the model facilitates increased performance. AboE-
lenein et al. [30] proposed the Inception Residual Dense Nested U-Net (IRDNU-Net) 
encoder-decoder architecture. Modules Residual and Inception are utilized instead 
of the typical U-Net convolution layer in this model to boost model width without 
increasing computational complexity. Encoder and decoder are coupled via Incep-
tion Residual densely nested path sequences in the proposed architecture to excerpt 
more data and increase network depth while decreasing the total quantity of network 
parameters. The suggested segmentation structure was assessed utilizing two large 
benchmark data sets for brain tumor subdivision, BraTS’2019 and BraTS’2020. 
IRDNU-Net outperformed U-Net by 1.8%, 11.4%, and 11.7% in all cancers, core 
tumors, and boosting tumors, respectively, according to the experimental findings. 

Nitesh et al. [31] demonstrate an algorithm for segmenting brain tumors using a 
modified U-Net using Inception as a backbone. The U-Net modification increased 
the F1-Score and IoU scores in brain tumor segmentation. The study did not specify 
which Inception model was used for segmentation. Recently, Sandhya et al. [32] 
developed a highly automated method for segmenting multimodality MRI brain 
tumors using the neural network architecture of stratified anisotropic neural networks, 
3D U-Net, and H-DenseNet. This study applies the rule of majority voting to the 
architecture of the ensemble neural network to evaluate brain tumor segmentation. 

Based on the benefits shown in previous studies in improving brain tumor segmen-
tation performance, the primary goal of this investigation is to determine the perfor-
mance of deep learning models in brain tumor segmentation using a 2D ConvNet. 
This paper investigates several models specifically, including the ResNet model used 
in ResNet50 and the inception model used in InceptionV3 and InceptionResNetV2. 
We focus on the U-Net model’s architecture as a decoder. This study compares the
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simple U-Net model with the modified U-Net model with several pre-trained clas-
sifier models as encoders, including VGG19, ResNet50, Inception-V3, and Incep-
tionResNetV2. These strengths and weaknesses of each model can be evaluated and 
developed for different research purposes. Models were trained and evaluated using 
the BRATS 2020 dataset. 

This paper is structured as follows. Section 1 contains the background of this study. 
Data, methods used for segmentation, and performance measurements are explained 
in Sect. 2. Section 3 explains the result of all segmentation processes. Section 4 
presents a discussion of the result. Finally, the conclusions of this investigation are 
presented in the last section. 

2 Materials and Method 

This section describes the methodology conducted in this paper, including the public 
dataset used, deep learning models, and research methods, including preprocessing, 
segmentation process, and performance evaluation. 

2.1 Data 

The dataset on brain tumors utilized in this investigation is generally available, 
namely Brain Tumor Segmentation (BraTS) 2020.1 The Multimodal BRATS Chal-
lenge standard benchmarks dataset derived from the International Conference on 
Medical Image Computing, and Computer-Assisted Interventions (MICCAI) is the 
most popular and frequently used dataset by researchers [33]. This data contains the 
scan results before and after therapy. The BraTS 2020 dataset consists of 369 samples 
of training data and 125 samples of validation data. Four MR images, comprising 
T1-weighted (T1), post-contrast T1-weighted (T1ce), T2-weighted (T2), and fluid-
attenuated inversion recovery (FLAIR) sequences, are acquired for each sample. The 
sizes of 3 dimensions image files are 240 × 240 × 155 voxels. Figure 1 shows an 
example of a sequence, namely a FLAIR image with a different plotting function.

2.2 Deep Learning Models 

U-Net. U-Net is a convolutional network technique for efficient and precise image 
segmentation [34]. Within the scope of the International Symposium on Biomedical 
Imaging (ISBI) segmentation challenge for neural structures in electron microscopic 
stacks, it outperformed the previous best answer (a sliding-window convolutional

1 https://www.med.upenn.edu/cbica/brats2020/data.html. 

https://www.med.upenn.edu/cbica/brats2020/data.html
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Fig. 1 Example of FLAIR image data with different plotting functions. a Plotting an anatomical 
image, b plot cuts of an EPI image (by default cuts: frontal, lateral, and axial), and c Plotting ROIs 
or a mask with an optional background. x, y, and  z are the axes. L is the left side, and R is the right 
side

network) to date. The two most difficult types of conveyed light microscopy (Phase 
contrast and DIC microscopy) triumphed by a wide boundary in ISBI 2015 hosted 
the Grand Challenge for Computer-Automated Detection of Caries in Bitewing 
Radiography and the Cell Tracking Challenge. 

U-Net comprises a constricting path (the left side) and an increasing path (the right 
side). The path of constricting conforms to the standard construction of a convolu-
tional network. It is composed of repeated applications as described in [34]. Figure 2 
shows the basic U-Net network architecture. The arrows symbolize many operations. 
The blue squares indicate the feature maps in each layer, whereas the white squares 
represent the feature maps removed from the constricting path. It is composed of 
the recurrent use of two 3 × 3 convolutions (bearingless convolutions), each after a 
rectified linear unit (ReLU) and a 2 × 2 maximum pooling operation with two steps
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Fig. 2 Basic U-Net architecture [34] 

for downsampling. Each successive step of downsampling doubles the total amount 
of feature channels. Each action along the extensive route includes a feature map 
upsample. This 2 × 2 (“up-convolution”) convolution separations the total amount 
of specialized channels, a merge with an appropriately trimmed map of features from 
the contract pathway, and two 3 × 3 convolutions, each accompanied by a ReLU. 
Trimming is necessary because of the loss of boundary pixels during each convolu-
tion. In the topmost layer, the 1 × 1 convolution is utilized to convert each feature 
vector with 64 components into the necessary categories. The network consists of 
twenty-three convolutional layers in total. 

This study uses a convolution network topology with a 2-dimensional type because 
the input is a digital image with two dimensions from the slices. Convolution is a 
mathematical process that requires two function inputs. The convolution operation 
in the time domain function (t) is usually denoted by an asterisk shown in Eq. 1 [35]. 

s(t) = (x ∗ w)(t) (1) 

The initial argument to convolution (in this example, function x) is typically 
mentioned as input and the kernel’s second parameter (w). Sometimes, the output is 
represented as a map of features. 

The time index is restricted to integer values. We may now describe discrete 
convolutions if we adopt that x and w are specified solely on integers t. Equation 1 
can then be rewritten as Eq. 2, known as a discrete convolution. 

s(t) = (x ∗ w)(t) = 
∞∑

a=−∞ 
x(a)w(t − a) (2) 

Typically, a data array with multiple dimensions is the input. The kernel is a multi-
dimensional range of learning algorithm-adapted parameters in machine learning
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applications. Since each member of the input and kernel must be independently and 
specifically saved, these functions are always believed to be null other than in the 
stored points. In reality, infinite addition can be implemented as the sum of a finite 
number of array members employing a kernel with two dimensions, K, when a two-
dimensional image is utilized, I as input. Convolution is commutative, so Eq. 3 can 
be rewritten as Eq. 4. 

S(i, j ) = (I ∗ K )(i, j ) =
∑

m

∑

n 

I (m, n)K (i − m, j − n) (3) 

S(i, j ) = (K ∗ I )(i, j ) =
∑

m

∑

n 

I (i − m, j − n)K (m, n) (4) 

The following formulation is simpler to incorporate in artificial intelligence 
libraries because the range of valid m and n values is less variable. 

Backbones. Backbone is the name of the classification model (without the final 
dense layer) used to extract segmentation model features [36]—Keras models for 
image segmentation with pre-trained backbones. The backbones used in this study 
are: 

VGG-19. Visual Geometry Group Network (VGG-Net) is a CNN co-created by 
the Visual Geometry Group at the University of Oxford and Google DeepMind [37]. 
VGG-Net thoroughly evaluated the depth enhancement network using an architec-
ture with 3 × 3 convolutional kernels and 2 × 2 pooling layers. The VGG-19 is a 
refinement of the VGG-16 model. It is a CNN model with 19 layers. It is built by 
stacking convolutions, but the model’s depth is limited due to a diminishing gradient 
problem. Figure 3 shows networks of deep convolutional neurons based on VGG-19 
architecture.

ResNet50. A residual Neural Network (ResNet) is a type of Artificial Neural 
Network (ANN) that contains residual blocks stacked in a network [38]. A ResNet 
transforms a standard network into its residual counterpart by inserting shortcut 
connections. The ResNet-50 model is one of CNN’s popular deep residual networks 
with a depth of 50 layers. Along with 1 Max Pool layer and 1 Average Pool layer, 
ResNet50 features 48 Convolution layers. Table 1 shows the ResNet-50 architecture 
in detail.

Inception-V3. In the 2014 ImageNet Large-Scale Visual Recognition Chal-
lenge (ILSVRC14), Szegedy et al. [39] developed a deep convolutional neural 
network architecture dubbed Inception, which set a new benchmark for classifica-
tion and detection. This design is distinguished by its greater exploitation of network 
computing resources. Inception-V3 is a CNN design that adds label smoothing and 
factored 7 × 7 convolutions, among other enhancements [40]. The Inception-V3 
model, which has 42 layers and a lower error rate than its precursors, was released 
in 2015. Table 2 depicts the Inception-V3 network’s construction with Inception 
modules in Fig. 4.

Inception-ResNetV2. Inception-ResNet-V2 is a convolutional neural architecture 
based on the Inception architecture family. That replaces the filter concatenation step
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Fig. 3 VGG-19 architecture 
[42] based on conv-net 
configuration in [37]

Input Layer 

3×3 conv, 64 

3×3 conv, 64 

2×2 Max Pooling 

3×3 conv, 128 

3×3 conv, 128 

2×2 Max Pooling 

3×3 conv, 256 

3×3 conv, 256 

2×2 Max Pooling 

3×3 conv, 256 

3×3 conv, 256 

3×3 conv, 512 

3×3 conv, 512 

2×2 Max Pooling 

3×3 conv, 512 

3×3 conv, 512 

3×3 conv, 512 

3×3 conv, 512 

2×2 Max Pooling 

3×3 conv, 512 

3×3 conv, 512 

Fully Connected-4096, ReLU 

Fully Connected-4096, ReLU 

Fully Connected-1000, SoftMax 

16 C
onvolutional layers using 3×3 kernel filters

Fully connected layers 
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Table 1 Construction for 
ResNet-50 [38] 

Layer name Output size 50-layer 

conv1 112 × 112 7 × 7, 64, stride 2 
conv2_x 56 × 56 3 × 3 max pool, stride 2 

⎡ 

⎢⎢⎣ 

1 × 1, 64 
3 × 3, 64 
1 × 1, 256 

⎤ 

⎥⎥⎦ × 3 

conv3_x 28 × 28 

⎡ 

⎢⎢⎣ 

1 × 1, 128 
3 × 3, 128 
1 × 1, 512 

⎤ 

⎥⎥⎦ × 4 

conv4_x 14 × 14 

⎡ 

⎢⎢⎣ 

1 × 1, 256 
3 × 3, 256 
1 × 1, 1024 

⎤ 

⎥⎥⎦ × 6 

conv5_x 7 × 7 

⎡ 

⎢⎢⎣ 

1 × 1, 512 
3 × 3, 512 
1 × 1, 2048 

⎤ 

⎥⎥⎦ × 4 

1 × 1 Average pool, 1000d-FC, SoftMax

Table 2 The construction of 
the Inception-V3 network 
[40]. The size of each output 
module equals the input size 
of the following module 

Type Patch size/stride Input size 

Conv 3 × 3/2 299 × 299 × 3 
Conv 3 × 3/1 149 × 149 × 32 
Conv padded 3 × 3/1 147 × 147 × 32 
Pool 3 × 3/2 147 × 147 × 64 
Conv 3 × 3/1 73 × 73 × 64 
Conv 3 × 3/2 71 × 71 × 80 
Conv 3 × 3/1 35 × 35 × 192 
3 × Inception Figure 4a 35 × 35 × 288 
5 × Inception Figure 4b 17 × 17 × 768 
2 × Inception Figure 4c 8 × 8 × 1280 
Pool 8 × 8 8 × 8 × 2048 
Linear Logits 1 × 1 × 2048 
Softmax 1 × 1 × 1000
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(a) (b) (c) 

Base 

1×1 1×1 Pool 1×1 

3×3 3×3 1×1 

3×3 

Filter 
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1×1 1×1 Pool 1×1 

1×n 1×n 1×1 

n×1 

Filter 
Concatenation 

1×n 

n×1 

n×1 

Base 

1×1 1×1 Pool 1×1 

3×3 1×3 3×1 

1×3 

Filter 
Concatenation 

3×1 

1×1 

Fig. 4 Inception modules [40]. a Replacing each 5 × 5 convolution with two 3 × 3 convolutions. 
b Following factoring of the n × n convolutions. c With more significant outputs from the filter 
bank

of the Inception architecture with residual networks [41]. In the Inception-Resnet 
chunk, residual connections integrate different sizes of convolutional filters. Not 
only does the introduction of residual networks eliminate the issue of deterioration 
induced by deep structures, but it also saves training time. The large-scale struc-
ture of Inception-Resnet-V2 has seen in Fig. 5. The stem block refers to the initial 
operations executed before introducing the Inception blocks. A filter-expansion layer 
follows each Inception block (1 × 1 convolution devoid of stimulation) that is used 
to enhance the previous dimension of the filter bank to correspond with the input’s 
depth. In Inception-ResNet, batch-normalization is only applied in addition to the 
normal layers, not summations. The main Inception module’s pooling operation in 
the reduction block is replaced to identify the remaining connections.

2.3 Research Methods 

The research method describes the performance of deep learning in the segmentation 
of brain tumors. Brain tumor images are segmented using U-Net-based architectures 
after preprocessing enhances the input images. 

Preprocessing. 2D Convolutions are essential for developing CNN and for stan-
dard image processing filters, such as blurring, sharpening, and edge identification. 
They utilize a kernel and iterate through an input image to generate an output image. 
2D convolution blocks offer layers that can identify spatial information in an image 
and work directly with image data or output from previous convolution blocks. This 
study creates a 2D convolution and then uses it to segment an image using the kernel. 

The amount of BraTS2020 dataset is organized into T1, T2, T1ce, and FLAIR 
sequences. 2D slices from the axial, coronal, and sagittal perspectives comprise 3D 
MRI images. Only 2D slices of axial anatomic visualization were used as input in
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Fig. 5 Schema for 
InceptionResNet-v2 
networks [41]

Input Layer 299×299×3 

Stem 

5× Inception-ResNet A 

Reduction A 

10 × Inception-ResNet B 

Reduction B 

5× Inception-ResNet C 
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Dropout (keep 0.8) 

SoftMax 

35×35×256 

35×35×256 

17×17×896 

17×17×896 

8×8×1792 

8×8×1792 

1792 

1792 

1000 

this study because only these slices had the information needed to differentiate tumor 
tissue. There are 155 slices per volume. Each 2D image slice is segmented using a 
variety of image modalities. Therefore, patches of 128 × 128 pixels were created. The 
patches were all focused on a single pixel that was categorized. The initial and end 
slices of a completely black MR image and no brain image do not apply. Therefore, 
black slices are removed during the initial phase of preprocessing. So, to start at five 
and use 145 slices means we skip the first five and last five slices. Each input was 
composed of patches with four modalities. Then, image normalization is conducted 
due to the relatively high-intensity levels across MRI slices. The slices are shown in 
four sequences, and the ground truth is displayed in Fig. 6. 

The types of brain tumors are as follows: (1) necrotic, (2) edema, (3) not enhancing 
tumor, and (4) enhancing tumor. The tumor is divided into three groups for segmen-
tation analysis: (1) the Whole tumor containing all four tumor areas, (2) The tumor’s 
core section arranged of necrotic, enhancing tumor, and decreasing tumors, and (3) 
Enhancing tumor composed only of the enhancing area. Background or not tumor 
(label 0), Non-enhancing Tumor (label 1), Edema (label 2), and Enhancing tumor

Fig. 6 Samples of brain tumors using four MRI sequences a FLAIR, b T1, c T1ce, d T2, and e the 
ground truth of tumor boundaries drawn by the doctors 



344 D. N. K. Hardani et al.

249 

74 
45 

0 

50 

100 

150 

200 

250 

300 

N
um

be
r o

f S
am

pl
es

 

Data 

Train 

Validation 

Test 

Fig. 7 Distribution of data 

(label 4) are the four labeled classes that Jiang et al. [43] apply to the segmented 
images. In the implementation, the enhancing tumor label 4 was changed to label 
3 to sort the labels during computation. In addition, the training data was divided 
automatically into three parts in the training process, with details of 20% of the data 
chosen for validation, 15% for model testing, and the rest for training. Figure 7 shows 
the distribution of data for the training stage. 

Training and Implementation. U-Net is trained in the GPU. First, the training 
was carried out on a simple U-Net model. Then, the next stage combines the popular 
deep CNN model U-Net with classifier models pre-trained as a backbone, such 
as VGG19, ResNet50, Inception-V3, and InceptionResnetV2. VGG19-UNet is a 
pre-trained combination of VGG19 with U-Net. The VGG19 is pre-trained on a 
larger dataset. ImageNet, making learning new and complicated designs straight-
forward and efficient. The encoder component of UNET is the pre-trained VGG19, 
subsequently, the decoder component. 

ResNet50-UNet is a model for semantic segmentation inspired by deep residual 
learning and U-Net [44], an architecture that utilizes both the Residual and U-Net 
models. The residual unit will facilitate network training. There are three components 
to the ResNet50-UNet network: encoding, bridging, and decoding. First, the input 
image is encoded into a compact form. The middle region serves as a link between 
the encoding and decoding paths. The last component restores the representation to a 
pixel-based categorization. A residual unit composed of two 3 × 3 convolution blocks 
and identity mapping is utilized to generate the three components. Each convolution 
block contains a layer of batch normalization, a layer of ReLU activation, and a layer 
of convolution. Identification mapping links the units’ inputs and outputs. 

The following model is a novel end-to-end U-Net-based brain tumor segmenta-
tion architecture that incorporates the Inception module InceptionV3-UNet is the 
theoretical method for reaching a solution employing InceptionV3 as the back-
bone with ImageNet-trained weights and U-Net as the segmentation technique. The 
following U-Net architecture is the foundation for the segmentation model with 
Inception-ResNet-v2 blocks incorporated.
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We have utilized the loss function with categorical cross-entropy, Adam optimizer 
with 0.001 learning rate, and batch normalization to boost the network’s normaliza-
tion and stability in every layer of our model. The model was trained using an NVIDIA 
DGX-1 equipped with Tesla V100 GPUs. Our project was built with Keras with a 
Tensorflow backend. Keras Applications are available deep learning models that 
include pre-trained weights. Even the widely used programming language Python is 
compatible with these libraries and uses the Jupyter notebook. 

During the testing phase, testing data are added to the model in order to iden-
tify tumors in brain images. The proposed model is compared to different methods 
using assessment measures. Pixel accuracy, mean IoU, dice similarity coefficient, 
precision, sensitivity, and specificity were occupied to assess the effectiveness 
of the proposed approach for predicting tumor areas. Conceptually, pixel accu-
racy is likely the simplest to grasp. It is the percentage of correctly categorized 
pixels in an image. The Jaccard index, another name for intersection-over-union 
(IoU), is a widely used metric for assessing the accuracy of a proposed image 
segmentation relative to a known/ground-truth segmentation. IoU is preferred over 
accuracy in segmentation tasks because the underlying class imbalance negatively 
impacts foreground/background segmentation tasks. The dice represent the region 
of overlap between the input and target images. Precision represents the proportion 
of anticipated entire tumors with a matching ground truth segment. 

3 Result 

We simulate the BraTS 2020 dataset for segmenting brain tumors from MRI 
images. Simple U-Net, VGG19-UNet, ResNet50-UNet, InceptionV3-UNet, and 
InceptionResnetV2-UNet were among the deep learning models whose performance 
was compared. The test results were analyzed from various perspectives to confirm 
the proposed network’s performance for segmenting images of brain tumors. 

During the training process, 65% of the sample is chosen randomly for training, 
and the remainder is used to test and validate. It was repeated ten times for each archi-
tecture, and the average scores for the evaluation criteria were published. Figure 8 
represents a graph of the training accuracy and validation of the suggested model. 
This graph shows that The suggested model succeeds with excellent accuracy during 
training, although the convergence is different. The loss function is computed for the 
datasets for training and validation.

Figure 9 shows training and validation loss in a different model. The number of 
computational mistakes in the validation data also increases as the number of epochs 
in the proposed network training buildups. Therefore, the optimal number of training 
the proposed model’s epochs is twenty. It suggests that convergence is more rapid 
than the U-Net structure.

After the training process is complete, the next step is to perform tests to predict 
the segmented area. Tests are carried out randomly on the selected test data. The 
preparation of data for prediction is done before testing. The data used for testing
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Fig. 8 Accuracy in training and validation in different models. a Simple U-Net, b VGG19-UNet, 
c ResNet50-UNet, d InceptionV3-UNet, and e InceptionResnetV2-UNet
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Fig. 9 Training and validation loss in different models. a Simple U-Net, b VGG19-UNet, c 
ResNet50-UNet, d InceptionV3-UNet, and e InceptionResnetV2-UNet
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Fig. 10 Result of segmentation. a Original FLAIR, b the ground truth, c all predicted classes, d 
necrotic/core predicted, e edema predicted, and f enhancing tumor predicted 

include sequences from FLAIR, T1ce, and ground truth. FLAIR and T1ce were the 
most significant sequences to see the presence of tumors. Almost all brain imaging 
protocols include the FLAIR sequence, which is particularly beneficial for detecting 
tiny alterations in the hemispheres’ perimeter and the periventricular region adjacent 
to the Cerebrospinal Fluid (CSF). While the T1ce sequence is a T1 signal given by 
gadolinium-based contrast agents to provide a contrast-enhancing effect on tumors, 
the area of inflammation/infection appears brighter than the surrounding tissue. Then, 
show the predicted data using the FLAIR sequence because the whole tumor area is 
visible in the FLAIR sequence. Figure 10 shows three samples of random test results. 
The tumor is segmented as a whole and divided into three sub-areas: necrotic/core 
tumor, edema, and enhancing. 

Experiments were carried out on the proposed model with the previously indi-
cated optimizations on training and validation images, and the model was validated 
using the test dataset. The model’s performance is assessed using six metrics: metric 
accuracy, mean IoU, dice coefficient, precision, sensitivity, and specificity. Table 
3 contains the evaluation metrics determined from all the assessment measures for 
whole tumor segmentation in the model used in this paper. Table 4 compares the deep 
learning model performance of the two similarity metrics used in the comparison set, 
including the mean IoU and dice coefficient.

From Table 3, it can be seen that all models have satisfactory performance 
above 98.8% during the segmentation process. However, in different conditions, 
when looking at the mean IoU performance in Table 4, simple U-Net and 
InceptionResnetV2-UNet show comparable performance, which is 0.838 and 0.859, 
respectively. Meanwhile, when viewed from the dice coefficient, VGG19-UNet 
showed the worst performance with a dice of 0.557. When segmenting three tumor 
sub-areas (necrotic, edema, and tumor enhancing), VGG19-UNet also showed the
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Table 3 Evaluation metrics of deep learning models on the test dataset 

Model Accuracy (%) Precision (%) Sensitivity (%) Specificity (%) 

Simple U-Net 99.3 99.4 99.2 99.8 

VGG19-UNet 98.8 98.8 98.8 99.6 

ResNet50-UNet 99.2 99.2 99.1 99.7 

InceptionV3-UNet 99.2 99.2 99.2 99.7 

InceptionResnetV2-UNet 99.1 99.2 98.9 99.7 

Table 4 The mean IoU and 
dice coefficient of 
segmentation results 

Model Mean IoU Dice 

Simple U-Net 0.838 0.621 

VGG19-UNet 0.518 0.557 

ResNet50-UNet 0.429 0.698 

InceptionV3-UNet 0.623 0.660 

InceptionResnetV2-UNet 0.859 0.600

worst performance, as shown in Fig. 11. It can be influenced by a considerable 
number of variables owned by VGG19, thus affecting the prediction results. 
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Fig. 11 Dice coefficient for three areas of brain tumor are shown: necrosis, edema, and enhancing 
tumor on different backbones
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4 Discussion 

Based on the quantification metrics shown in Table 3, the whole tumor segmentation 
showed an outstanding performance. However, based on Table 4 regarding similarity 
metrics, the performance is not excellent. Many factors can influence it. 

Table 5 compares model performance with the most recent techniques for dice 
coefficient scores on the BraTS 2020 dataset. In an article [45], Ullah et al. introduced 
a wholly automated segmentation approach for identifying areas of brain tumors 
utilizing multi-scale residual attention-UNet (MRA-UNet). MRA-UNet uses three 
successive slices as inputs to arrange information in sequential order. In addition, 
the adaptive region of interest was utilized in conjunction with cascade multi-scale 
learning to segment improved and specific core tumor regions. This method yielded 
cutting-edge results on the BraTS2020 dataset, with mean dice scores of 90.18%, 
87.22%, and 86.7%, respectively, for the overall tumor, tumor core, and enhanced 
tumor region. Jun et al. [46] suggested an additional automatic method for segmenting 
brain tumors with a diversity of 3D U-Net. This model uses a redesigned attention 
block to fine-tune the rendering of the feature map along a passing bond consisting 
of a spatial attention block and a channel with parallel connections. Enhancing 
tumor, entire tumor, and tumor core dice coefficients reached 0.752, 0.879, and 
0.779, respectively. Utilizing densely coupled blocks encoding and decoding paths, 
Ahmad et al. [47] modified the UNet architecture for brain tumor segmentation. This 
section pulls multi-contextual data from the notion of feature reuse. Furthermore, to 
excerpt local and global information, residual-inception blocks (RIB) are used by 
integrating characteristics from different-sized kernels. The multimodal brain tumor 
segmentation challenge (BRATS) for the 2020 assay dataset validated the suggested 
architecture. A whole tumor (WT), tumor core (TC), and enhancing tumor (ET) 
each had a dice score (DSC) of 89.12%, 84.74%, and 79.0%, respectively. A novel

Table 5 Comparison of proposed models to previous deep learning segmentation models on the 
BraTS 2020 dataset 

Model Dice coefficient (%) 

WT TC ET 

MRA-UNet [45] 90.18 87.22 86.74 

U-Net with dual path attention [46] 87.9 77.9 75.2 

U-Net with residual-inception blocks [47] 89.12 84.74 79.12 

Modality-Pairing Network [48] 89.1 84.2 81.6 

Proposed Edema Necrotic/TC ET 

Simple U-Net 71.8 51.6 64.3 

VGG19-UNet 51.9 31.3 55.8 

ResNet50-UNet 71.0 55.3 67.2 

InceptionV3-UNet 65.8 44.0 66.2 

InceptionResnetV2-UNet 70.5 57.5 63.7



Comparison Performance of Deep Learning Models for Brain Tumor … 351

end-to-end learning approach based on modalities for brain tumor segmentation was 
projected by Wang et al. [48]. Paralleled branches are designed to exploit the unique 
characteristics of each modality, and numerous layer dealings are used to imprison 
the intricate interactions and copious amounts of data between sense modalities. 
They employ a loss of constancy to reduce the difference in calculation between the 
two branches.

The model proposed in this study uses a 2D CNN-based U-Net architecture for 
brain tumor segmentation. The performance generated by the proposed model shows 
a difference. In deep learning, many factors can affect a model’s performance, 
including optimization, loss functions, parameter initialization, hyperparameter 
tuning, and regularization. 

In most deep learning tasks, training and validation accuracy and training and 
validation losses are usually visualized together in a graph. The goal is to diagnose the 
model’s performance and identify which aspects need to be tuned. Training accuracy 
and validation were measured to evaluate model fitting. The model is overfitting 
when there is a significant difference between the two. The validation accuracy must 
be equal to or slightly less than the training accuracy to be a better model. Figure 8 
shows the training and validation accuracy where two simple U-Net models and 
VGG19-UNet are overfitting. 

Meanwhile, the ResNet50-UNet, InceptionV3-UNet, and InceptionResnetV2-
UNet models do not converge. Figure 9 shows that the validation loss is greater 
than the training loss in almost all models except the simple U-Net model. It may 
indicate that the model does not fit properly. Underfitting occurs when the model 
cannot accurately model the training data, resulting in a significant error. The amount 
of data used during training has a significant effect. In this study, 249 samples of 
3D MR images were used for training data sliced into 2D images. An insufficient 
amount of data affects accuracy and loss during training. These results indicate that 
further training is needed to reduce losses incurred during training or increase training 
data by obtaining more samples or adding data. The success of the training largely 
determines the performance of the testing. 

In addition to data, the loss function is an essential component of deep learning 
model training. They measure the extent to which the trained model completes the 
designated task. In part, the loss function determines the characteristics studied by 
the model and can be used to train models capable of delivering impressive clinical 
outcomes when matched to the task. This study looked at the type of loss function used 
as categorical cross-entropy. Considering that not all loss functions are substantial 
for all segmentation tasks, the solution to this problem, the loss function used, must 
be examined. 

The model parameters are studied as part of the training process. Tuning parame-
ters can affect the training process. It can be beneficial by increasing model accuracy 
and reducing model run time. 

On the other hand, hyperparameter settings are essential for the model. Hyper-
parameter values are set before the training and do not change during training. 
Hyperparameters play an essential function in the research of models because they 
straight influence the deep learning model’s training behavior and positively impact
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training performance. For example, if the model’s learning rate is remarkably rapid, 
it will likely collide. The required data pattern will likely be lost if it is low. There-
fore, selecting appropriate hyperparameters is essential for successful deep learning 
architecture training because poor choice of hyperparameters can result in inaccurate 
learning. Before doing the training, many things need to be adjusted. 

This study has limitations in training data because the augmentation process is 
not carried out. Whereas the availability of data significantly affects the training 
process. Before choosing a model, it also significantly influences factors that affect 
the training process, as explained earlier in this discussion section. It has implications 
for the segmentation model’s performance. For example, VGG-19 has the largest 
hyperparameter as opposed to other models. The outcomes suggest that the model’s 
performance is the lowest among others. 

5 Conclusion 

In this paper, we compare the performance of deep learning models for brain tumor 
segmentation. The deep learning architecture model is based on U-Net with two 
dimensions of a CNN. The simple U-Net model is compared with the modified 
model of the pre-trained classifier as the encoder and U-Net as the decoder. The 
outcomes demonstrated that the efficiency of the five models tested to segment the 
whole tumor area achieved a high level of pixel accuracy of 98.8–99.3%, a preci-
sion of 98.8–99.4%, the sensitivity of 98.8–99.2%, and a specificity of 99.6–99.8%. 
For similarity metrics, simple U-Net, VGG19-UNet, ResNet50-UNet, InceptionV3-
UNet, and InceptionResNetV2-UNet attained mean IoU values of 0.838, 0.518, 
0.429, 0.623, and 0.859, respectively. Meanwhile, the dice coefficient metrics for 
each model respectively reached 0.621, 0.557, 0.698, 0.660, and 0.600. In conclu-
sion, all models can be implemented effectively for brain tumor segmentation in the 
BraTS2020 dataset. When the model segmented area by class, the VGG19-UNet, 
when compared to other models, this model performed the worst. It could be due 
to the many hyperparameters owned by VGG19. The amount of training data, loss 
function, parameter tuning, and hyperparameters greatly affect the performance of 
the segmentation model. 

This research still has many inadequacies, so it needs to be developed again to 
get better performance. The following research is to perform dataset augmentation 
to increase the training data and modify the network architecture. 
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Hand Gesture Recognition Using FMCW 
Radar and Deep Learning 
for Understanding Deaf Sign Language 

Bagas Wibisono, Fiky Y. Suratman, and Istiqomah 

Abstract People have difficulty in understanding sign language of deaf people 
therefore a technology is needed to translate sign language to help deaf people. 
In Indonesia, society lacks fluency in national sign languages like Indonesian Sign 
Language (SIBI), which can affect their self-confidence and social interaction skills 
with others. Previous studies generally used a camera in dataset retrieval in sign 
language recognition. There is a weakness in using the camera because it has to 
pay attention to environmental conditions, such as being influenced by light inten-
sity. Radar can correct this deficiency because it uses electromagnetic waves. In this 
study proposed, the use of uRAD radar by Antheral based on radar Frequency Modu-
lated Continuous Wave (FMCW) to detect and then collect words of SIBI for raw 
data that is IQ signals. The proposed technique applies the preprocessing methods for 
the frequency-domain IQ signals of radar echoes as input to a convolutional neural 
network (CNN). The system designed is able to classify five words of Indonesian 
Sign Language into five classes. Thereafter compare three self-constructed architec-
tures to find the best model with differences in the number of convolution and pooling 
layers in each architecture. The results of the proposed architectural classification 
show the movement classification accuracy exceeds more than 98%. This study has 
high accuracy because of the proposed preprocessing method and compares several 
CNN architectures whose accuracy is higher than previous studies which also used 
radar. Based on the results, the proposed system can be helpful in understanding deaf 
sign language with SIBI. 
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1 Introduction 

Hand gesture, a natural and instinctive form of interpersonal communication, is 
considered an ideal method of human–computer interaction (HCI) [1–3]. In the field 
of HCI, human hand gesture recognition (HGR) has tremendous significance in 
facilitating applications in different areas, from biomedical engineering [4] to smart  
houses [5], and sign language recognition. The lack of knowledge of Sign Language 
in society made the deaf have communication difficulties. So, to ruin this barrier of 
communication, there needs to be a system that can allow the conversion of sign 
language. Indonesia has 2 types of sign language, one of which is Indonesian Sign 
Language (SIBI), the commonly and officially used sign language in Indonesia [6]. 
SIBI is basically Indonesian language which is expressed by gestures, and SIBI is 
based on Indonesian grammar [7]. 

Research on building a model to recognize SIBI gestures has been proposed 
several times. Several techniques have been developed to create a high-accuracy 
system, such as computer vision [8, 9] and leap motion [10–12]. Those techniques 
have achieved high accuracy with a combined machine or deep learning. But there 
are weaknesses such as with different backgrounds and light conditions, may be less 
accurate, causing high reliance on environmental conditions and being susceptible to 
conditions of low visibility [13, 14]. Compared with the techniques mentioned above, 
radar has been proposed as an alternate technique for recognizing sign language 
because it can detect targets without light conditions. 

Some studies have been carried out in sign language recognition using radar. In 
[15], gesture recognition used IQ signals preprocessed by the doppler radar signal 
amplitude threshold detection and spectral analysis. The final result showed five 
gestures with an average accuracy of 95%. There are two convolutional layers and two 
fully connected layers for designing only one architecture CNN network to classify 
the proposed hand gestures. In [16], gesture recognition used radar based on X-band 
Doppler radar transceiver to capture and extracted with DAQ system. Comparison 
between deep convolution neural network (DCNN) and VGG-16 algorithm. The 
accuracy was 87.5 and 95% in each algorithm. In [17] used the CW radar system for 
hand gesture recognition. To classify using the CNN method with one architecture. 
The result achieved high accuracy of 96.6%. However, in this study, the preprocessing 
is not thoroughly explained, and there is no comparison with various architectures 
of CNN. 

To provide solutions to the above problems, this study proposes to be able to 
develop recognizing an Indonesian Sign Language system using uRAD radar by 
Anteral based on FMCW radar using in-phase (I)-quadrature (Q) signals for raw 
data. The IQ signal will go through preprocessing before it can use as a dataset in 
CNN. The preprocessing stage is signal attenuation from dc components, windowed 
by Fast Fourier Transform (FFT) to change from a time domain to a frequency 
domain and then statics clutter must be removed. The spectrograms will be cropped 
for the only target, i.e., hand gesture information. Then the results will be cropped
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into multiple spectrograms as input for training using CNN. Deep learning algo-
rithms, Convolution Neural Network for classification, looking for the best model 
by comparing 3 architectures with the differences in the number of convolutional 
and pooling layers. The results of the proposed architectural classification show the 
movement classification accuracy exceeds more than 98%. 

The rest of this paper is structured as follows. Section 1 describes the introduction 
to this paper and relevant studies. Section 2 introduces the radar system, methodology 
and preprocessing proposed. Section 3 presents experimental results and analysis of 
CNN architectural design. And discusses study’s results are presented in Sect. 4. 
Finally, we conclude this study in Sect. 5. 

2 Materials and Method 

2.1 Material 

Radar System. The FMCW radar adopted for sign language HGR in this study is 
the uRAD Raspberry Pi v1.2 radar device by Anteral. uRAD radar is a shield for the 
Raspberry Pi. uRAD radar is small and can be used as a portable radar. Therefore, 
it only works in conjunction with a compatible Raspberry Pi [18]. Raspberry Pi 4 is 
used in radar operations for this study. Figure 1 presents the uRAD Raspberry Pi v1.2 
radar board that includes onboard etched antennas with receivers and transmitters, 
which enables distance information tracking. A frequency ramp is transmitted [19]. 
Used a FMCW radar transmitter and receiver signals are sawtooth waves [20, 21]. 
Frequency Modulated Continuous Wave (FMCW) is a radar system that transmits 
a continuous electromagnetic signal that increases or decreases from a particular 
frequency value [22]. In uRAD, the radar has an MTI mode, all static objects are 
ignored, and only moving target information associated with the uRAD is provided. 
The total reflected signal of the uRAD radar is decomposed in two arrays. There are 
the In-phase (I) and Quadrature (Q) signals for advanced data signal processing are 
classified.

SIBI Dataset. There are two main parts of gestures in SIBI, namely the word and 
finger gestures [23, 24]. In this study, we used word gestures and have prepared our 
own datasets. 

The dataset used in this proposed is five classes on Indonesian Sign Language 
(SIBI) and a total of 6550 with 1310 for each class which was 400 × 70 matrix for 
the CNN model. The five classes are: (a) “push”, (b) “safe”, (c) “worry”, (d) “good”, 
(e) “bad”. The specific gestures are shown in Fig. 2. The data is split into 75% for 
training and 25% for testing.
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Fig. 1 The uRAD Raspberry Pi v1.2 is based on an FMCW radar board. Topside has the transmitter 
and receiver antennas. The bottom side consists of power supply and signal processing elements, 
which are managed by a microcontroller

Fig. 2 Illustrations of five kinds of word gestures in SIBI 

2.2 Experimental Procedures 

In this study, we use The FMCW uRAD Raspberry Pi v1.2 radar as a sensor for 
detecting targets. The radar will send a transmit signal through the transmitter antenna 
and receive a reflected signal to the receiver antenna from the target hand gesture in 
the form of an IQ signal. Signal processing will go through preprocessing stages as 
input for the classification method. We used the CNN method to classify 5 Indonesian 
sign language (SIBI) words, which will compare 3 CNN architectures to get the best 
model. Radar system and methods are proposed, which is shown in Fig. 3.

Hand Gesture Data Acquisition. In this study, we set up the radar with a config-
uration of the uRAD radar that connected with the raspberry pi 4. The bandwidth 
of the uRAD radar used is 240 MHz, and the operating frequency of 24.005 GHz 
with a number of samples (Ns) in one capture/period is 50. The radar was placed 
on a tripod to achieve optimal measurements as high as 100 cm, with the movement 
carried out at a distance of 120 cm from the antenna at a zero-aspect angle as shown 
in Fig. 4. Each gesture is measured 15 times and lasts about 10 s or 200 periods 
because in one period takes 50 mS. MTI mode in uRAD radar is active to eliminate 
static clutter experimental environment. We used mode 2 (sawtooth signal) in uRAD
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Fig. 3 The diagram of the proposed radar system and methods

radar because we only need information about distance. The output of uRAD radar 
is in-phase (I)-quadrature (Q) signals. The IQ signal from the radar will go through 
preprocessing as input for CNN model. 

Pre-Processing. After the data collection, the output from the radar is a complex 
I/Q signal. The real and imaginary portions of the filtered signal are separated into 
two channels. The real part is the In-phase (I) channel, while the imaginary is the 
Quadrature (Q) channel. Then both will be converted into voltage because this raw 
data has arbitrary units from 0 to 4095 [18]. This conversion uses the maximum 
voltage issued by GPIO on the Raspberry Pi, which makes the maximum voltage it 
has to 3.3 V. 

The output of uRAD radar is in-phase (I)-quadrature (Q) signals with a complex 
number I + Qj, which can use to extract the backscatter signal magnitude. Figure 5

Fig. 4 Photograph of the measurement setup and a seated participant 
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Fig. 5 Magnitude of IQ signals from reflected signal in form 2D, five hand gestures measured 
using FMCW radar 

is a form of raw data that can be combined into a matrix form where rows denote Ns 
and columns denotes frames per capture. In one frame or period, it takes 50 ms to 
convert into seconds. 

DC Component Removal. I and Q signals have noise from DC Component, which 
has a DC Component that can interfere with the classification results therefore the 
DC Component removal is needed [25]. DC Component removal is also required to 
eliminate interference at 0 Hz frequency. The DC component expresses in Eq. (1). 

Y
(Np ) = X(Np ) − JK ,1x 1 

K

∣
∣
∣
∣
∣

K−1
∑

k=0 

X (1)|k], 
K −1
∑

k=0 

X (2)|k], . . . ,  
K −1
∑

k=0 

X (Np )|k],
]

(1)
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Fast Fourier Transform. The raw complex time-domain signal is processed to 
a time frequency by Fast Fourier transform (FFT) [26, 27]. It can be seen that the 
time–frequency spectrum of the five-handed movements differs from each other. The 
IQ results from DC Component removal are converted into voltage before through 
the FFT method, with the number of frequency indexes used being 4096. The next 
step is to take only the necessary data. In data processing, only positive values are 
taken from the radar, so the frequency index is between 2048 and 4096 because this 
range has information about the distance between the radar and the target. The FFT 
method can be calculated using the following Eq. (2). 

X [k] = 
N−1
∑

n=0 

x[n]e− j2π n N k (2) 

Figure 6 shows the FFT result, where the spectrogram’s column part is the 
frequency index that has been converted to maximum distance. The maximum 
distance is 15.625 m.

Clutter removal. This clutter can come from walls or other static objects. In this 
study, clutter is removed using two steps. First, activate the MTI mode [28], a feature 
of the uRAD radar. The second eliminates clutter through Eq. (3). 
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Cropped Spectrograms. After that, it takes data at a radar distance, so the compu-
tation is not high. It is known that the frequency index used is between 2048 and 4096. 
Next, we will crop the spectrogram that contains only target information, namely the 
frequency index ranges from 2048 to 2448 (in the range of 400 index frequency) or 
if it is converted to a distance of 0–3.05 m. Further, cropped according to the target 
distance only as depicted in Fig. 7. Rows denote the distance information target and 
columns denote the time each data retrieval is 10 s.

Furthermore, the resulting spectrogram will be cropped every 70 frames or 3.5 s 
to increase the number of datasets so it will form a rectangular matrix with a value 
of 400 × 70. The result of this cropping will be input into CNN. 

2.3 Proposed CNN Design 

Convolutional neural networks are used to develop sign classifiers and allow for 
processing of two-dimensional data. Typically, a CNN consists of an input and output 
layer in a combination of several layers: convolution layer, pooling layer, and fully 
connected [29]. Convolution layers and input values will be filtered and produce
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Fig. 6 The time–frequency spectrograms of five hand gestures

feature maps. The pooling layer will reduce the dimensions of the feature maps 
[9]. The fully connected layer will convert multidimensional arrays of feature maps 
into a one-dimensional array to classify data. In this study, we used three different 
architectures. All three architectures are self-constructed and consist convolution 
layer, pooling layer and are fully connected. We changed number of layers for the 
differences of each architecture, particularly convolution layer and pooling layer with 
the activation function of ReLU. In the classification of this study in the output of 
a fully connected layer we use softmax activation function. We want to compare all 
architectures for getting highest accuracy.
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Fig. 7 Cropped spectrograms

2.4 Proposed CNN Design 

In this study, the workings of this uRAD radar in data collection are shown in Fig. 8. 
The system will start by giving a set time lag in data retrieval. Then do the configura-
tion on the radar. Then the raspberry pi 4 is connected to the radar for data retrieval. If 
an error occurs, the raspberry pi reconnects to the radar. If successful, the radar will 
emit an FMCW radar signal and get the raw data, namely I/Q signal. Data collection 
will continue until the specified time limit. If the time limit is not reached, the radar 
will continue to emit an FMCW signal. The resulting raw data is collected in a 2D 
array.
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Fig. 8 Flowchart radar system integrated with raspberry pi 4 for retrieves raw data IQ signal data 
in 2-dimensional arrays 

3 Results 

The input value is 400 × 70. We use a batch size of 256 and learning rate of 0.001 and 
the optimizer is Adam [30]. We execute the same combination of hyperparameters 
in three architectures and then obtain the results from training different epoch values 
20, 30 and 40. In this study, we used three different architectures. All three architec-
tures are self-constructed. For the loss function we used Categorical Cross-Entropy 
because of our multiclass classification system. This loss function will train a CNN 
to have an output of a probability over the classes for each gesture [31]. The table 
below summarizes the result of accuracy and loss level (Table 1).

As the given results above, we can see that epoch values affect the testing results 
in this case. In all architecture, epoch values of 40 make increase accuracy. And the 
more layers, the higher the accuracy that we got. Based on the result, we also state 
that five layers with epoch values of 40 work best for the classification SIBI dataset 
cause got the highest accuracy, 99.88%. Likewise, with the loss value, the failure 
rate decreases as the number of epochs increases and the number of layers increases.
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Table 1 Classification result 
from the CNN-based 
classifier 

Architecture Epoch Accuracy (%) Loss (%) 

I 
1 Layers 

20 99.39 9.51 

30 99.21 3.97 

40 99.57 3.3 

II 
2 Layers 

20 98.9 8.01 

30 99.57 1.75 

50 99.82 1.32 

III 
3 Layers 

20 98.66 6.32 

30 99.57 1.79 

40 99.88 1.16

Loss value is 1.16%. However, if the number of epochs continues to increase, there is 
a possibility that there will be overfitting which reduces the accuracy of the training 
process which is too much. A summary of the third architecture can be seen in Fig. 9.

A confusion matrix evaluation is carried out to analyze classification quality in 
recognizing existing classes. The modelling of this system uses the CNN method. 
The testing process uses 4912 test data and randomly selects different types of hand 
gestures. In Fig. 10, there is an error in the classification of 5 test data. In Fig. 11, 
it is known that the training and test processes are not overfitting and good stability 
pattern. Furthermore, in Table 2 are the results of the calculation of the overall 
accuracy, precision value, recall value, and f1—score from the CNN method used 
with the best scenario model, namely in the third architecture, which consists of three 
convolution layers and three pooling layers.

4 Discussion 

We get high results in this study, which is 99.88% accurate. We also have three 
scenarios for determining the outcome. In our case, it is known that the effect of the 
epoch value and the number of layers can increase the accuracy. In its implementation, 
according to the results obtained, our system can help the deaf communicate with 
the society. This result is also obtained because the preprocessing stage reduces the 
DC component, changing the time domain to the frequency domain using the FFT 
method, reducing clutter, and cropping the spectrogram, which aims to retrieve data 
according to the target distance only and multiply the dataset. 

There are related studies on the classification of sign language from computer 
vision, leap motion, and radar. Radar has the advantage of not being sensitive to the 
environment, such as light. And also, easy to implement. In classification using radar, 
previous research uses an existing architecture. In our study, we use a self-constructed 
architecture. It should be made with simple architecture first.
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Fig. 9 Block diagram of the architecture III
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Fig. 10 Confusion matrix from best model 

Fig. 11 Graph of a accuracy and b loss from best architectures 

Table 2 Classification 
reports 

Gesture Precision Recall F1-score 

Safe 1.00 0.99 1.00 

Kind 1.00 1.00 1.00 

Worry 1.00 1.00 1.00 

Push 1.00 1.00 1.00 

Bad 1.00 1.00 1.00

In this study, there are several shortcomings. Detection of differences in angles 
and distances is not explored. This study implies that during data collection, clutter 
often appears even though it has been removed by the removes DC Component and 
Clutter method. The drawback of the radar system used is the presence of interference
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if there are too many objects. This is because the reflected signal received will be 
divided between the target and the object that is not needed. However, the accuracy 
is high compared to previous studies classifying hand gestures. 

5 Conclusion 

This study proposed Indonesia sign language (SIBI) classification system using CNN. 
This study uses a radar output that operates with a raspberry pi 4. The output is an IQ 
signal, which consists of DC Component removal, Fast Fourier Transform (FFT) in 
converting the output signal I and Q into the frequency domain, noise reduction from 
clutter, and cropping spectrogram by only target information (400 frames) then will 
cropping spectrograms every 70 frames to multiply the datasets so that it can be used 
as input in CNN in the form of a 400 × 70 matrix. To find the best result, we applied 
CNN with three different architectures. There are self-construct architecture, which 
consists of three convolution layers and three pooling layers, resulting in an accuracy 
of 99.88% with epoch values is 40. Since sign language classification is one of the 
critical parts of communications, the following study can continue to recognize sign 
language in translator’s system based on mobile in Indonesia. 
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Abstract Early detection of plant diseases requires a monitoring system that can 
classify plants accurately and run automatically in the agricultural field. Convolu-
tional Neural Network offers better classification accuracy than various other classifi-
cation methods but its implementation in agricultural monitoring system faces various 
challenges. The main challenge is the large amount of resources required to run 
various existing Convolutional Neural Network architectures. This study proposed 
a concise Convolutional Neural Network architecture and investigated the perfor-
mance of its configuration in classifying tomato diseases based on leaf images. The 
proposed architectural model has a much smaller number of parameters compared to 
the 5 comparative architectural models in this study. The proposed architecture has 
109.8k parameters while Squeezenet and Shufflenet as the most concise comparison 
CNN architectures in this study have 1.24M and 1.4M parameters, respectively. All 
comparison models and proposed architecture were trained and tested on the same 
dataset, namely the image of tomato leaves from PlantVillage Dataset. The results 
revealed that SqueezeNet was the fastest comparison CNN with 98.70% accuracy 
while Shufflenet achieved 98.89% accuracy. This accuracy is slightly higher than the 
proposed architecture, which is 98.64% but the proposed architecture is 7.9 times 
faster than SqueezeNet and 8.7 times than Shufflenet in classifying each image. 
Classification speed, small number of parameters and competitive classification accu-
racy indicate that the proposed architecture is feasible to be applied in agricultural 
monitoring system. 
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1 Introduction 

The agricultural sector is responsible for providing food for the community. It also 
plays a great role in the economic growth of a country. The contribution of this sector 
has been reported to reach 6.4% of the total world economic production in 2018 [1]. 

Many factors determine an increase in agricultural productivity. Environmental 
factors such as weather, temperature, humidity, and availability of production 
resources, such as labor, are the main factors. However, the factors that can reduce 
the production of yields are also very important to note. Among the factors found to 
reduce 20–30% of the world’s agricultural productivity are plant diseases. They are 
among the major threats in ensuring food supply [2, 3]. 

Monitoring plant conditions is therefore an important task that will allow early 
detection of plant diseases, more effective control of spread, and handling [4]. 
However, crop supervision costs are not cheap. Monitoring a large agricultural area 
or the areas located in separate locations will require more labors and time [5]. 
However, reducing the cost of supervision can make the monitoring process slower 
and the management of plant diseases more difficult. 

Automation of the monitoring process is one way to meet the growing demand 
for plants (both as food and as a source of energy). Automation will make it easier to 
increase the production at a lower cost and to preserve the environment at the same 
time because rapid disease identification will help to reduce the use of chemicals in 
the treatment of plant diseases. Identification and the ability to classify plants using 
a computer system based on imagery is an important part of this automation [6]. 

Image processing and artificial intelligence have performed the task of identi-
fying and classifying plants using various algorithms and the classification accuracy 
becomes very high, even close to 100% when deep learning, especially Convolu-
tional Neural Network (CNN), begins to be implemented [7]. This very high accuracy 
makes CNN widely applied in many fields, such as business, agriculture, automotive 
industry and other fields, especially for object detection and image classification [8]. 
CNN’s main strength in obtaining high accuracy comes from its ability to automat-
ically extract important and interesting features from an image, a video, and sound 
datasets without the need for feature selection from an expert [9, 10]. 

The main limitation in implementing and developing CNN in various fields is the 
availability of resources for the development of CNN itself. A considerable number 
of parameters involved in computation using CNN raises the need for abundant 
computing resources and long training time [11]. On the other hand, most of the tasks 
of identification and classification of objects in the field, such as classification in the 
agricultural fields and mobile applications, work on resource-constrained environ-
ments, limited data sources, low memory, and certain time limit [12, 13]. Therefore, 
one of the major challenges in deploying the CNN model in a real agriculture field 
for real time identification and classification tasks is to achieve a trade-off between 
the computational burden and accuracy [14]. There should be a CNN model with a 
smaller number of parameters, high accuracy, reasonable cost, and feasibility to be 
applied for automatic monitoring at a large scale. A small number of parameters in a
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CNN model will provide many benefits; one of which is the ease of model updating 
[15, 16]. 

To solve the issue, a concise CNN architecture is proposed in this study. The 
performance of the proposed CNN will then be compared with some well-known 
CNN architectures, namely ShuffleNet, MobileNet-V2, GoogleNet, NASNet and 
SqueezeNet. The contribution of this paper is threefold: 

1. It proposes a concise CNN model, namely Conf_Ch_7 with a smaller number of 
parameters and faster classification performance than those of the comparison 
architectures, even though the accuracy of the proposed model is slightly lower. 

2. Due to its small number of parameters, the proposed model only needs fewer 
computing resources. In other words, it can achieve a trade-off between the need 
for computational resources and accuracy. 

3. It provides a detailed investigation of several configurations of the proposed 
model. The investigation in this study shows that the filter size 7 × 7 is better than 
other filter sizes in extracting features from the leaf dataset used. The other infor-
mation provided, such as activation functions used and optimization functions, 
can be useful for further similar research. 

2 Material and Methods 

2.1 Related Works 

The Convolutional Neural Network (CNN) is a network type in the deep learning 
algorithm which is widely used for image-based classification, including plant 
disease classification. The main structure of a CNN is the convolutional layer, the 
pooling layer and the fully connected layer. The convolution layer extracts features 
with two operations, namely linear operations through convolution operations and 
non-linear operations through activation functions [9, 17]. The most important differ-
ence between a fully connected layer and a convolution layer is that a fully connected 
layer learns all feature patterns from its input layer while the convolution layer learns 
local patterns according to the filter size [18]. 

CNN is one of the best techniques currently in object detection, pattern recognition 
and classification in images. CNN offers better accuracy than other methods [17]. 
Many studies have been conducted to detect plant diseases based on the images 
of plant leaves using the well-known CNN architecture. AlexNet and VGGNet 
(VGG16) were used for disease classification in tomato plants in [19]. The dataset 
used consisted of 13,262 images of tomato leaves grouped into 7 classes: 1 for 
healthy leaf class while the others were for late blight, leaf mold, two-spotted 
spider mite, target spot, tomato yellow leaf curl virus, and tomato mosaic virus. 
AlexNet’s fine-tuning results achieved 97.49% accuracy while VGG16 reached 
97.29% accuracy.



376 A. Sembiring et al.

Tomato plant disease detection based on leaf images was also carried out in [11]. 
AlexNet, VGGNet, and GoogleNet were fine-tuned as CNN models to classify 10 
classes of tomato leaves from the PlantVillage dataset consisting of 1 healthy leaf 
class and 9 exposed classes with 9 types of disease. VGGNet achieved the best 
accuracy rate (95.24%), followed by AlexNet (91.52%), and GoogleNet (89.68%). 

An assessment of the performance of many well-known CNN architectures for 
image classification of tomato leaves was also carried out in [20]. The dataset used 
has 10 classes from the PlantVillage with 18,160 images in total. The best validation 
accuracy was achieved by GoogleNet (99.39%). AlexNet, Inception V3, ResNet 
18, and ResNet 50 achieved validation accuracy of 98.93%, 98.65%, 99.06%, and 
99.16%, respectively. 

Another architecture used for plant classification is MobileNet [21]. MobileNet 
has fewer parameters than AlexNet, VGGNet, and GoogleNet. The PlantVillage 
dataset used in the study comprised 10 classes of tomato leaf images with a total of 
7176 images and achieved a validation accuracy of 90.3% at a learning rate of 0.001. 

Other studies have chosen to use the CNN architecture that is more concise for 
plant classification that could run on computers with limited resources. Some studies 
developed their own proposed CNN architecture while others modified the existing 
CNN architectures. 

A compact CNN architecture based on the GoogleNet architecture was developed 
in [22]. This architecture, called AgNet, involved 250,000 parameters. Agnet was 
used to classify grasses and new plants that grew on the weed/crop dataset [23] with 
an accuracy rate of 88.9 ± 0.4% and was implemented in agricultural robots which 
had limited computing resources named AgBot II. 

D-CCN was used to detect cave leaf diseases in [24]. The proposed D-CNN model 
consisted of 4 layers of convolution. The first layer consisted of 32 kernels with 3 × 
3 dimensions, stride 4, and a ReLu activation function. This first layer was followed 
by a max-pooling layer with dimensions of 2 × 2 and stride 1. The second, third, and 
fourth convolutional layers were constructed by kernels with the same dimensions 
as those of the first layer, but differ in the number of kernels which were 64, 128, 
and 256, respectively. Stride 1 was applied to the second and third convolutional 
as well as to the max-pooling layers, while the fourth layer was used in stride 2. 
The fully connected layer on D-CNN consisted of 3 layers with 64, 128 and 256 
in size. D-CNN used 2,705 guava leaf images which were divided into 4 classes, 
namely healthy, whitefly, algal leaf spot, and rust. D-CNN achieved 98.74% testing 
accuracy while LeNet-5 and AlexNet as the comparison architectures obtained 96.97 
and 97.92%, respectively. 

2.2 Dataset 

The dataset used in this study was taken from the PlantVillage dataset which is 
the open access dataset from the PlantVillage project [25]. This dataset is one of the 
most popular datasets in the study of image-based classification of plant diseases [26].
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Originally the PlantVillage dataset consisted of 38 classes containing images of 14 
crop species. This study used only tomato leaf datasets grouped into 10 classes. The 
first class contained images of healthy tomato leaves, whereas the other nine classes 
had images of tomato leaves affected by nine types of diseases, namely septoria leaf 
spot, early blight, late blight, bacterial spot, tomato mosaic virus, leaf mold, spider 
mites, target spot, and yellow leaf curl virus. All images in the dataset were RGB 
images at a resolution of 256 × 256. This original resolution was maintained for the 
proposed architecture in this study. Meanwhile, the resolutions of the input images 
for the comparison architectures were resized to their default resolutions. Figure 1 
shows the exact number and sample images of each class used in this study. 

Originally, there were 18,160 images in total, as in [20]. However, this study did 
not use all of the images. A careful selection was carried out, with some poor images 
being discarded, such as the overexposed ones. This left the total number of images 
at 17,641. This number was used for training and testing of the proposed CNN and all 
comparison architectures in this study. The dataset was divided into 80% for training 
and 20% for testing.

Fig. 1 The exact number and sample images from the PlantVillage dataset used in this work 
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2.3 The Proposed Architecture and Its Configurations 

Figure 2 shows the architectural structure of the proposed CNN named Conf_Ch_7. 
The architecture consisted of 6 convolution layers. The first convolution layer 
comprised eight filters, whereas the second layer contained 16 filters. The third 
layer consisted of 32 filters, whereas the fourth to the sixth convolution layers had 
64 filters. 

The use of 6 layers of convolution was intended to keep the number of parameters 
involved low. The motivation for using this architecture comes from the baseline 
architecture proposed in [27] which consisted of 4 convolution layers and achieved a 
testing accuracy of 97.15% on the same dataset as the dataset used in this study. The 
achievement of this accuracy with only 4 layers of convolution shows that the archi-
tecture has great potential for development and performance improvement. Further-
more, in this study, three developments were proposed. The first was the addition of 
two convolution layers with each consisting of 64 filters aimed at increasing feature 
extraction capabilities with a deeper convolution layer so that accuracy is better. The 
second was the change in filter size in the first and second convolution layers from 
3 × 3 to 7  × 7, also intended to increase feature extraction capabilities. The third 
development was an increase in the size of the first fully connected layer from 1 × 
32 to 1 × 64 in this study. 

Figure 2 also shows that the first to fifth convolution layers were followed by 
the normalization batch layer, the activation function and the maxPooling layer. The 
sixth convolution layer was followed by the batch normalization layer, the activation 
function, and the averagePooling layer. The classification layer consisted of two fully 
connected layers with the size of 1 × 64 and 1 × 10, respectively. It was also followed 
by a softmax layer. 

Furthermore, the comparison of the performance of the proposed architecture was 
carried out in two methods. The first method used investigation of several configu-
rations of the proposed architecture on tomato leaf dataset consisting of 10 classes. 
The first class contained images of healthy tomato leaves, whereas the other nine 
classes had images of tomato leaves affected by the diseases. The second method 
was to compare the performance of the proposed architecture with the performance 
of several well-known CNN architectures.

64 filters 64 filters 64 filters8 filters 16 filters 32 filters 
5x5 46x1 01x1 

bacterial spot 
early blight 

late blight 

leaf mold 

septoria leaf spot 

spider mites 

target spot 

tomato mosaic virus 

yellow leaf curl virus 

healthyInput 

(RGB Image) 
256x256 

Convolution+BatchNorm+ReLU 

MaxPooling 

AvgPooling 

Fully Connected 

Softmax 

Legend of Layers: 

Fig. 2 Basic structure of the proposed architecture 
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Table 1 Configurations of the proposed architecture 

Architecture Filter size Batch 
normalization 

Activation 
function 

Optimization 
function 

Conf_Ch_9 9 × 9 Yes ReLU sgdm 

Conf_Ch_7 7 × 7 Yes ReLU sgdm 

Conf_Ch_5 5 × 5 Yes ReLU sgdm 

Conf_Ch_3 3 × 3 Yes ReLU sgdm 

Conf_LeakyRelu 7 × 7 Yes LeakyReLU sgdm 

Conf_elu 7 × 7 Yes ELU sgdm 

Conf_No_batch_norm 7 × 7 No ReLU sgdm 

Conf_adam 7 × 7 Yes ReLU adam 

Conf_rmsprop 7 × 7 Yes ReLU rmsprop 

The first aspect investigated in this study was different filter sizes applied to the first 
and second convolution layers of each configuration. Meanwhile, the third to sixth 
convolution layers had the same size, namely 3 × 3. The application of different filter 
sizes to the configurations resulted in different sharpness of features to be extracted 
in the next convolution layer. 

The first and second convolution layers of the first configuration used a filter size 
of 9 × 9. The architecture in this configuration was named Conf_Ch_9, as presented 
in Table 1. A different filter size was applied to the first and second convolution layers 
of the second configuration, namely 5 × 5. The architecture in this configuration was 
named Conf_Ch_5. The last configuration used a filter size of 3 × 3 and was called 
Conf_Ch_3. 

The second aspect investigated was the effects of a batch normalization layer on 
the performance of the concise CNN. There were two different configurations used 
here; one was with a batch normalization layer (Conf_Ch_7 as shown in Fig. 2), while 
the other one was without a batch normalization layer called Conf_No_batch_norm. 

The use of the batch normalization layer introduced in [28] is intended to accel-
erate the training of a network to reach convergence. This acceleration is obtained 
because the batch normalization layer reduces the internal covariate shift (ICS) in 
deep learning networks [29]. The use of the batch normalization layer also results 
in smoother network optimization and results in more stable gradient updates. This 
more stable condition then allows the deep learning network to use a higher learning 
rate, thereby accelerating the training process towards convergence [30]. 

The third investigated aspect was the difference in the activation functions used in 
each convolution layer. There were three activation functions used in this study, 
namely Rectified Linear Unit (ReLU), Leaky ReLU and exponential linear unit 
(ELU). The ReLU activation function was introduced using Eq. (1) [31]. Since 2015, 
ReLU has become the most widely used activation function in CNNs because it 
outperforms sigmoid and tanh, the most popular activation functions earlier [10]. 

f (x) = max(0, x) (1)
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where x is the input signal of the ReLU layer. The LeakyReLU activation function is 
a variant of ReLU introduced using Eq. (2) [32]. The use of LeakyReLU activation 
function in several studies has shown an increase in classification accuracy [33, 34]. 

f (x) =
{
x if x ≥ 0 
∝ ×x otherwise 

(2) 

where, x is the input signal of the LeakyReLU layer and ∝ is a constant set when the 
CNN network is used. LeakyReLU allows negative f (x) values, as shown in Eq. (2), 
unlike ReLU which holds a minimum value of f (x) at 0. 

The ELU introduced in [35] is another variant of ReLU which often shows better 
performance than that of LeakyReLU and ReLU. ELU is derived from the following 
Eq. (3): 

f (x) =
{
x if x > 0 
∝ (exp(x) − 1) if x ≤ 0 

(3) 

where x is the input signal of the ELU layer. 
In the third aspect investigation, three concise CNNs were run. The only difference 

among the three was the activation functions they used. The first and second layer of 
each CNN used a filter size of 7 × 7, while the third to sixth layer had a filter size of 3 
× 3. Conf_Ch_7 was the configuration that used the ReLu activation function while 
Conf_elu was the one that used the ELU activation function. The configuration that 
used the Leaky ReLu activation function was named Conf_LeakyRelu. 

The last aspect investigated was the effects of optimization functions to select the 
best weight and bias values to increase the performance of the proposed CNN. The 
optimization functions investigated in this study were stochastic gradient descent 
with momentum (sgdm) [36] derived from adaptive moment estimation (adam) [37], 
and root mean square propagation (rmsprop). The CNN configuration that applied 
the sgdm optimization function was Conf_Ch_7. The configuration that used the 
adam optimization function was called Conf_adam while the one using the rmsprop 
optimization function was named Conf_rmsprop. 

2.4 Comparison Architectures 

The architectures used for comparison in this study were ShuffleNet, MobileNet-V2, 
GoogleNet, NASNet and Squeezenet. They were chosen to represent reliable CNN 
architectures with the number of parameters being smaller than 10M. 

In [20], the performances of GoogleNet, AlexNet, Inception V3, ResNet 18, and 
ResNet 50 on the PlantVillage tomato leaf dataset were evaluated. However, this 
research used GoogleNet only for two reasons. First, GoogleNet has the best perfor-
mance with the highest accuracy and the second shortest training time after AlexNet
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at 30 training epochs. Second, the number of GoogleNet’s parameters is smaller than 
10M, whereas the parameters of the other architectures are greater than 10M. 

2.5 Training and Evaluation 

Performance evaluation was carried out by comparing the training accuracy, testing 
accuracy, training loss, testing loss, number of parameters involved, and classifica-
tion time of each configuration. Classification accuracy is the most used metric in 
assessing the performance of a CNN [20]. Meanwhile, the selection of the number 
of parameters and classification time was done based on the purpose of this study, 
namely to find a concise CNN architecture that can classify leaf images quickly and 
automatically in an agricultural field. 

The training and testing of all the architectures were carried out on a computer 
with an Intel Core i5-6400 CPU @ 2.70 GHz, 16 GB RAM and Matlab R2020a. 
No graphics memory device was involved in this process. The dataset was divided 
into 80% for training and 20% for testing. The input images for all configurations of 
the proposed CNN architecture were maintained in their original size, namely 256 
× 256. However, for the comparison architectures, the images were resized to their 
default sizes. 

All configurations of the proposed CNN and comparison CNN architectures were 
trained and tested sequentially using the dataset and the same computer. The perfor-
mances of the proposed configurations (Table 1) were compared by looking at their 
performance trends. These trends were obtained after training the configurations 
gradually, starting from the configuration consisting of only 1 convolution layer, 2 
layers, to 12 layers. A configuration consisting of 6 convolution layers is shown in 
Fig. 2 while the settings are presented in Table 1. A configuration consisting of 1–5 
convolution layers was created by cutting the last convolution layer in the architec-
ture, as shown in Fig. 2. Meanwhile, a configuration consisting of 7–12 convolution 
layers was made by duplicating the last convolution layer of each configuration. 

This investigation aimed to test the stability of the configuration performance and 
find out the ideal number of convolution layers for the configuration’s architecture. 
Testing of all the architectures was carried out at each completion of the training 
epoch. The best training and testing accuracy of each architecture was presented in 
Table 2 along with the lowest loss values, numbers of parameters, and classification 
time per image.
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Table 2 The performance of Conf_Ch_7, its configurations and five comparison architectures 

Architecture Achieved (%) Achieved Number of 
Parameters 

Classification 
Time/ image 

(s)Training Testing Training Testing 

Conf_Ch_9 100 97.76 0.0004 0.0774 114.6k 0.00307 

Conf_Ch_7 100 98.64 0.0004 0.0452 109.8k 0.00283 

Conf_Ch_5 100 98.58 0.0004 0.0447 106.1k 0.00260 

Conf_Ch_3 100 97.68 0.0002 0.0751 103.7k 0.00233 

Conf_LeakyRelu 100 98.44 0.0003 0.0448 109.8k 0.00310 

Conf_elu 100 98.64 0.0004 0.0442 109.8k 0.00347 

Conf_No_batch_norm 82.81 75.14 0.6711 0.796 109.3k 0.00250 

Conf_adam 98.44 93.65 0.0784 0.1825 109.8k 0.00460

Conf_rmsprop 96.09 91.72 0.107 0.2352 109.8k 0.00283 

Shufflenet 100 98.89 0.0008 0.0579 1.4M 0.0226

Mobilenet-v2 100 99.14 0.0003 0.0623 3.5M 0.0446

Googlenet 100 99.20 0.0002 0.0282 7.0M 0.0356 

NASNet 100 99.12 0.0004 0.0632 5.3M 0.0775 

Highest Accuracy Lowest Loss 

 

 

 

Squeezenet 100 98.70 0.0002 0.0477 1.24M 0.0224 

3 Results and Discussion 

3.1 Investigation of the Proposed Architectural Configuration 

Table 2 shows the performance comparison of Conf_Ch_7, the eight configurations 
and five comparison architectures. Of all the proposed configurations, Conf_Ch_7 
and Conf_elu achieved the highest testing accuracy (98.64%). This accuracy was 
slightly higher than the accuracy of Conf_Ch_5 (98.58%) and Conf_LeakyRelu. 
The other configurations were found to not achieve above 98% accuracy. 

Figure 3 shows the performance of the four configurations with different filter sizes 
applied to the convolution layers. Conf_Ch_7 and Conf_Ch_5 were found to outper-
form Conf_Ch_3 and Conf_Ch_9 in classifying images in the PlantVillage dataset. 
The best classification accuracy was achieved by Conf_Ch_7 with 6 convolution 
layers. Conf_Ch_5 achieved nearly the same accuracy as that of Conf_Ch_7, with 6 
convolution layers as well. It was also found that adding the number of convolution 
layers did not increase the classification accuracy of the four configurations.

From Table 2, it can be seen that a CNN architecture without a batch normalization 
layer cannot achieve satisfactory performance. Figure 4 shows the poor performance 
of the Conf_No_batch_norm when its convolution layers were below 7. The perfor-
mance improved when the convolution layers were increased to 8. However, this 
performance was still far below the performance of the other configurations.
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Fig. 5 Performance of each configuration based on the activation function used 

Figure 5 shows each configuration performance based on the activation func-
tion used. Conf_Ch_7 used the ReLU activation function and achieved nearly the 
same and stable performance as that of Conf_elu and Conf_LekyRelu. Table 2 also 
confirms this. Conf_Ch_7 also used the sgdm activation function and reached a 
slightly higher accuracy and faster classification time than the other two configura-
tions, which makes it the most recommended architecture of all. Based on the test 
data in Table 2, Conf_Ch_7 can classify one image within 0.00283 s, which is faster 
than the performance of Leaky ReLU activation function (0.00310 s) and the ELU 
activation function (0.00347 s). 

Figure 6 shows the comparison of the optimization function performance on the 
proposed architecture. The performance of architecture that used the adam optimiza-
tion function and rmsprop was still not satisfactory. The performance also declined 
significantly when the number of convolution layers exceeded 7.

Thus, it can be concluded that some of the proposed configurations, such as 
Conf_Ch_7, Conf_elu and Conf_Ch_5, have good performance. Conf_Ch_7 is 1.22 
times faster than Conf_elu and is almost as fast as Conf_Ch_5. Both Conf_Ch_7 and 
Conf_elu have the same number of parameters, namely 109.8 k. Conf_Ch_7’s testing 
accuracy is also slightly better than that of Conf_Ch_5. This makes Conf_Ch_7 the 
most promising and recommended configuration of all, as indicated by Table 2 and 
the investigated performance trends. 

Figure 7 shows the confusion matrix of the Conf_Ch_7 architecture which was 
the best configuration of the proposed architecture. The highest misclassification 
value occurred during the classification of the Target Spot class. The classification 
accuracy of this class was 97% with 4 images classified as Spider Mites, 2 images 
classified as Tomato Mosaic Virus and 4 other images each in different classes. The 
Late Blight class was also quite difficult to classify with an accuracy of only 97.4%. 
Classes that can be classified without error were Healthy and Tomato Mosaic Virus 
classes.
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Fig. 7 Confusion matrix of Conf_Ch_7 

The tests in this study also provided some additional information. First, using 
filter sizes of 9 × 9 and 3 × 3 did not result in a good performance for image 
classification in the dataset. The testing accuracy of configurations that used these 
two filter sizes also did not reach 98%. Second, the configurations that did not use
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a batch normalization layer provided the poorest classification performance with 
82.81% training classification accuracy and 75.14% testing accuracy. Configuration 
performance using the Adam optimization function and rmsprop was also poor in 
classifying the dataset. The configurations using these two optimization functions 
did not achieve 100% training accuracy. The testing accuracy rates were also below 
95%. 

3.2 Performance Comparison of the Proposed Architecture 
and the Comparison Architectures 

As shown in Table 2, GoogleNet achieved the best testing accuracy (99.20%), which 
is nearly the same as that of GoogleNet in [20] namely 99.39%. As mentioned 
earlier, the accuracy of GoogleNet in [11] was 89.68% even though the study also 
used a dataset of 10 tomato leaf images of PlantVillage class. This difference in 
accuracy is caused by the difference in the number of images in the dataset used by 
the two studies. The study in [20] used an input image of 224 × 224, the same size 
used in this study as well. The study in [11] reduced the image size to 64 × 64, of 
course the sharpness and completeness of the features are reduced at that size and 
the classification accuracy decreased. 

Table 2 also shows that Mobilenet-v2 achieves 99.14% accuracy. This accuracy 
is quite different when compared to the accuracy shown in [21] which is 90.3%. 
This difference in accuracy stems from the difference in the number of images in the 
dataset even though the number of classes is both 10. This study used 17,641 while 
[21] used 7176 images. Differences in accuracy due to significant differences in the 
number of images in the dataset are also shown by [17]. 

The most recommended configuration of the proposed architecture is Conf_Ch_7 
with 98.64% accuracy. Although Conf_Ch_7 has a slightly lower classification 
accuracy than that of GoogleNet, its number of parameters is 63.75 times smaller 
than that of GoogleNet. Its classification performance is also 12.58 times faster 
than GoogleNet. The accuracy of Conf_Ch_7 is 98.64%, which is close to that of 
SqueezeNet (98.70%), the fastest comparison architecture with the least number of 
parameters. However, Conf_Ch_7 is 7.9 times faster and 11.3 times less parame-
terized than SqueezeNet. Similar performance comparisons were also obtained by 
ShuffleNet, as seen in Table 2. Conf_Ch_7 can provide a trade-off value between 
classification accuracy, architectural conciseness and classification time per image, 
which makes it feasible for implementation in an agricultural field with limited 
resources.
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4 Conclusion and Future Work 

Having investigated and compared several proposed configurations, it can be 
concluded that Conf_Ch_7 has the best performance of all configurations. 
Conf_Ch_7 can achieve an accuracy rate of 98.64%, a classification speed of 
0.00283 s per image on the test computer in the study, and 109.8k parameters. 

The classification accuracy value of Conf_Ch_7 is acceptable after comparing 
it with the comparison architectures and trends in classification accuracy shown by 
other studies in this field. Conf_Ch_7 has two advantages. First, its classification 
time per image is the fastest of all. Second, it has the smallest number of parameters. 
These indicate that the Conf_Ch_7 architecture has competitive performance and 
provides a trade-off between accuracy, architectural conciseness, and classification 
time per image. 

Our next research goal is to implement Conf_Ch_7 for classification in agricul-
ture. A small number of parameters and short classification time will facilitate its 
implementation in a reliable and inexpensive real-time monitoring system of agri-
cultural land at a large scale. The performance of the other proposed configurations 
in the current study can also be improved by future researchers. 
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Abstract EEG signals are the modality that is widely used to recognize human 
emotions. However, the limited data on EEG signals remains challenging because of 
the small recording participants, the need for an expert to interpret EEG signals, and 
the expensive cost of tools to record EEG signals. This research proposed the data 
augmentation schemes on the EEG datasets to overcome the limited available data 
problem. Augmenting the data will help the generalizability of the emotion recog-
nition model. The EEG signals on the DEAP and SEED datasets are transformed 
into image samples using a recurrence plot and spectrogram. Then, the artificial 
recurrence plot and the artificial spectrogram samples are generated using Pix2pix. 
This research used these artificial samples to conduct the data augmentation process. 
LeNet5, ResNet50, MobileNet, and DenseNet121 are used to conduct the classifi-
cation. The best four data augmentation schemes are as follows: Appending 20,000 
artificial recurrence plot samples to DEAP and SEED training datasets, appending 
20,000 artificial spectrogram samples to the DEAP training dataset, and appending 
15,000 artificial spectrogram samples to the SEED training dataset. The kappa coef-
ficient for each classification model based on the best data augmentation schemes is 
computed. It is found that among the compared classifiers, LeNet5 achieved the best 
accuracy in both SEED (98.58%) and DEAP (86.12%) datasets when spectrogram 
was used. Therefore, LeNet5 trained on the spectrogram samples is a reliable and 
robust classification model. This finding implies that the use of spectrogram is more 
promising than the recurrence plot in human emotion recognition. 
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1 Introduction 

Human–computer interaction (HCI) is a field that studies the interaction between 
computers and humans. The ability of computer devices to interact with humans 
supports various activities in various fields. This ability has led to the emer-
gence of many studies that examine more deeply the interactions between humans 
and computers. If computers can interpret human emotional conditions, the HCI 
application will be more intuitive, fluent, and effective [1]. 

Humans express their emotions in several ways, such as intonation speech [2, 3], 
facial expressions [4], hand movements, and eye contact. Based on these several ways, 
information about the emotions felt by humans when interacting with computers will 
be utilized in several ways in the field of HCI [5]. In HCI, many modalities can be 
used to identify human emotions. These modalities are in the form of a database 
for recording psychological signals like electrocardiogram (ECG), galvanic skin 
response (GSR), respiration, and electroencephalogram (EEG) [6]. 

As an application of HCI, BCI uses EEG signals to recognize human emotions. 
EEG signal is a representation of activity patterns in the human brain in the form of a 
recording of an electric field. The choice of EEG signal as a modality for recognizing 
emotions is due to its noninvasive superiority, making it safe for use in humans. EEG 
is also cheaper and easier to implement when compared to other modalities used for 
BCI, such as fMRI and MEG [5]. However, the availability of data on EEG signals 
is still one of the challenges in emotional recognition. The amount of data recorded 
on an EEG signal is limited. This problem is due to several reasons, such as the 
small recording participants and the need for an expert to interpret EEG signals. 
The duration of the recording of an EEG signal also cannot last long because the 
preparation process is time-consuming. Furthermore, participants can experience 
fatigue during an extended recording series [7–9]. The expensive cost of a tool to 
record EEG signals also caused this problem [10–12]. 

The limited data availability tends to be the main generalization problem in devel-
oping machine learning models. The easiest technique to improve the generalization 
of a machine learning model is to train it on augmented data [13]. Many studies 
have conducted data augmentation on the recognition of human emotions. Wang 
et al. [14] used a non-generative-based technique. They generate more EEG signal 
samples by adding Gaussian noise to the original EEG signals. Luo & Lu [15] 
used a conditional Wasserstein Generative Adversarial Network (cWGAN) scheme 
to generate new artificial samples through the differential entropy feature of EEG 
signals. Luo et al. [10] adopted conditional Boundary Equilibrium GAN (cBEGAN), 
and Zhang et al. [16] proposed Multi-generator conditional Wasserstein GAN (MG-
cWGAN) to address the instability and non-convergence problems of the original 
GAN. Then, they utilized the DE features to generate new artificial EEG signals. Luo 
et al. [17] used selective variational autoencoder (sVAE) and selective Wasserstein 
GAN (sWGAN) to generate new artificial EEG signals based on DE features. Then, 
they trained a classifier to select the appropriate artificial EEG signals.
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This research aims to augment EEG signals to tackle the limited available data 
problem. The augmentation process is conducted by appending new artificial samples 
to the training set. Goodfellow et al. [13] explain that it is challenging to generate 
new artificial samples if the density estimation problem is not solved yet. Since EEG 
signals have a non-stationary property [18], the EEG signal’s statistical values are 
different each time, and the location where signal values cluster tightly also changes. 
It makes it challenging to conduct the density estimation. 

On the other hand, based on these recent studies, all the work utilized EEG signal 
values directly to generate artificial samples. They have not utilized another input 
formulation, such as transforming 1D-EEG signals into a 2D image representation 
of EEG signals to exploit the hidden texture features in the image classification task. 
Therefore, in this research, the image samples are preferred instead of using EEG 
signals value to avoid the density estimation problem. 

This research proposed the recurrence plot (RP) and the spectrogram (SP) to 
provide the image samples generated from EEG signals. A recurrence plot is a signal 
analysis tool based on nonlinear and non-stationary data. A recurrence plot is appro-
priate for nalysing the hidden patterns and structural changes in time series data over 
time [19]. Therefore, it is suitable for nalysing the characteristic patterns of EEG 
signals. The spectrogram is used to characterize the continuous EEG brain oscilla-
tion activity fluctuations. This indicates that the spectrogram can reveal patterns of 
brain activity while the person performs a task [20]. 

The recent studies did not provide a scheme to reveal which data augmentation 
process provided the best accuracy improvement. It is difficult to assess the best 
data augmentation process since they conduct a different data augmentation scheme 
based on the number of samples appended into the data training set. Therefore, this 
research proposed a systematic accuracy comparison of data augmentation schemes 
to highlight which data augmentation scheme has the best accuracy improvement. 

This research conducts emotion recognition by classifying the image samples 
generated from EEG signals using Convolutional Neural Network (CNN) based 
classifiers, such as LeNet5, ResNet50, MobileNet, and DenseNet121. CNN-based 
classifiers are used in this research because they perform well in image classification 
[21]. Then, the data augmentation schemes are proposed by appending the artificial 
recurrence plot samples and the artificial spectrogram sample to the training set to 
tackle the limited available data problem. Pix2pix is used to generate the artificial 
recurrence plot samples and the artificial spectrogram samples. The accuracy metric 
and the kappa coefficient are used as a classification performance evaluation. 

2 Materials and Method 

This section describes the methodology conducted in this research, including the 
public datasets used, the transformation of EEG signals into images sample using 
recurrence plots (RP) and spectrogram (SP); Pix2pix; research design, including data 
augmentation, classification strategy, and performance evaluation.
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2.1 Dataset 

DEAP. The DEAP1 [22] dataset contains 40 EEG signal recording experiments 
from 32 subjects. Music video clips are used to stimulate the emotions of each 
subject during the recording of the EEG signal. The video clips used in the DEAP 
dataset are 60 s long. The emotion labels used in the DEAP dataset are within the 
range of valence and arousal value pairs. The emotion recognition conducted in this 
research is a multiclass classification task. Therefore, this binary class label must be 
transformed into a multiclass label. Suppose θ is the mid value on the range [1, 9] 
of DEAP class label. If the value on the range [1, 9] is greater than θ , it will  be  set  
as a high value. If the value on the range [1, 9] is lower than θ , it will be set as a low 
value. Based on this basis, four classes of DEAP, including LALV (low arousal-low 
valence), LAHV (low arousal-high valence), HALV (high arousal-low valence), and 
HAHV (high arousal-high valence), can be generated. 

SEED. Zheng and Lu [23] proposed the SEED2 dataset to classify human emotion 
based on three emotional states Positive, Neutral, and Negative. They use a 62-
channel EEG system to record EEG signals from 15 subjects. Each subject is required 
to conduct a total of 15 trials. At first, the subjects are asked to watch four minutes of 
movie clips to elicit their emotional states. During the watching activity, the signals 
are recorded. 

Self-assessment is necessary to provide the ground truth of the labeled emotional 
state. In this research, the preprocessed DEAP and SEED datasets were used. Each 
subject conducted a self-assessment after completing the recording session to verify 
the emotion value in both datasets. 

The datasets used in this research have different characteristics. The DEAP dataset 
used music video clips to elicit the subject emotional states; meanwhile, the SEED 
dataset used movie clips. The DEAP dataset used four different emotional state 
labels (HAHV, HALV, LAHV, LALV), and the SEED dataset used three different 
emotional state labels (Negative, Neutral, Positive). They also used different EEG 
channel systems to record the signals. The DEAP dataset used a 32-channel EEG 
system, and the SEED dataset used a 62-channel EEG system. Table 1 shows the 
DEAP and SEED content summary.

2.2 Signal to Image Transformation 

Recurrence plot. A recurrence plot is a nonlinear and non-stationary signal analysis 
technique. Suppose x(t) is a one-dimensional signal in the time domain t where 
t = 1, 2, ..., n. The  m dimensional trajectories can be generated by using the time 
delay embedding τ . The  m-dimensional trajectories are formulated in Eq. 1 [24].

1 https://www.eecs.qmul.ac.uk/mmv/datasets/deap/index.html. 
2 https://bcmi.sjtu.edu.cn/home/seed/seed.html. 

http://www.eecs.qmul.ac.uk/mmv/datasets/deap/index.html://www.eecs.qmul.ac.uk/mmv/datasets/deap/index.html
http://bcmi.sjtu.edu.cn/home/seed/seed.html://bcmi.sjtu.edu.cn/home/seed/seed.html
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Table 1 DEAP and SEED dataset summary 

DEAP SEED 

Subject 32 subjects 15 subjects 

Trial 40 trials 15 trials 

Data Raw and preprocessed data Raw and preprocessed data 

Channel 32-channel EEG system 62-channel EEG system 

Sampling rate Sampling rate 128 Hz Sampling rate 200 Hz 

Label Valence, arousal, and liking rated using a 
continuous scale between 1 to 9 

Positive, neutral, 
Negative

�si =
(
xi , xi+r , ..., xi+(m−1)τ

)
, ∀i ∈ {1, ..., n − (m − 1)τ } (1) 

The recurrence plot Ri, j plots an image representing the pairwise distance between 
the trajectories in Eq. 1. The recurrence plot Ri, j is formulated in Eq. 2 [24]. 

Ri, j = �
(
ε − ∥∥−→si − −→s j

∥∥)
, ∀i, j ∈ {1, ..., n − (m − 1)τ } (2) 

where si is a state in m-dimensional, � is a Heaviside function, a step function with 
zero negative value arguments and one for positive argument, and ε is the threshold. 

Spectrogram. A spectrogram represents the spectrum of signal frequencies that 
vary in time. Suppose x(t) is a one-dimensional signal in the time domain (t), ω is the 
angular frequency, w(t − τ)  is the window function, and τ is the window translation 
parameter. A spectrogram Sx (τ, ω) is formulated in Eq. 3 [25]. 

X (τ, ω) = 
∞∑

t=−∞ 
x(t)w(t − τ)e−iωt 

Sx (τ, ω) = |X (τ, ω)|2 
(3) 

|X (n, ω)|2 is also called the short-time Fourier transform (STFT) [25]. 

2.3 Pix2pix 

This research used the pix2pix [26] technique to generate new artificial data. Pix2pix 
is used to ensure that every pair of original-artificial samples are evaluated. Pix2pix 
consists of three components: U-Net [27] as the generator, PatchGAN [26] as the  
discriminator, and an optimization model. Figure 1 shows the pix2pix architecture 
with the recurrence plot/spectrogram generated from EEG signals as input.

Suppose that EEG image samples as an original input. Figure 1a shows that the 
U-Net generator takes the original input to generate artificial output. The PatchGAN 
discriminator creates a classification matrix using the original input and the fake
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Fig. 1 (a) Pix2pix architecture; (b) Discriminator loss calculation; (c) Generator loss calculation 
(Compiled from [26, 28])

output. This classification matrix consists of element values in the range [0, 1]. 
Figure 1b shows the procedure to compute the discriminator loss. For the artificial 
output, the output of concatenating the artificial output with the original input is 
compared to the fake matrix label, the all-zeros matrix. The true matrix label is 
compared to the concatenating output between the ground truth and the original 
input for the original input. Then BCE loss is computed based on these comparisons. 
Figure 1c shows the equation to compute the generator loss. The generator loss is 
computed using BCE loss plus the distance between the artificial output and the 
ground truth multiplied by the parameter.
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2.4 Cohen’s Kappa Coefficient 

Cohen’s kappa coefficient is a tool to measure the agreements between two raters. 
Suppose P0 is the observed agreement proportion and Pe is the expected agreement 
proportion; the kappa coefficient (κ) can be calculated using the formula in Eq. 4 
[29]. 

κ = 
P0 − Pe 
1 − Pe 

(4) 

Landis and Koch [30] state that the kappa coefficient in the range of 0.81–1.00 
has an almost perfect agreement. Therefore, this research used this range of kappa 
coefficients to evaluate the classification models. 

2.5 Research Design 

Data augmentation. The data augmentation process aims to increase the number 
of EEG signal data so that the size of the training data used by the classifier will be 
more significant. This research implemented the data augmentation based on Luo 
et al. [17] work. Luo et al. conducted data augmentation using EEG signals as input. 
In this research, the data augmentation was performed by appending the recurrence 
plot/spectrogram samples generated from EEG signals. Figure 2 shows the data 
augmentation framework. Based on Fig. 2, Pix2pix utilized the original training 
samples to generate artificial samples. The artificial samples were then appended 
into original training samples to produce augmented training samples. 

Since the pix2pix method is a paired image-to-image translation method, the 
samples fed into the architecture must be pairwise of the original image and its 
ground truth. Figure 3 shows the pairwise input and ground truth of the recurrence plot 
and spectrogram sample. The original inputs were image samples generated using a 
distance threshold for the recurrence plots, so the recurrence plot is binarized. The 
ground truth samples were image samples generated using the distance threshold not 
applied. Both the recurrence plot and spectrogram samples apply colormap: Binary 
for the original input and colormap: Jet for the ground truth.

Original 

training 

samples 

Artificial 

samples 

Augmented 

training 

samples 

Pix2pix 

Generates 

Fig. 2 Data augmentation framework 
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Distance threshold: ON 

Colormap: binary 

Distance threshold: OFF 
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Fig. 3 Pairwise of input and ground truth of recurrence plot sample 

The generation of the artificial sample is conducted based on the label provided 
on the DEAP and SEED datasets. This treatment procedure ensures that generated 
artificial samples are correct regarding the dataset labels. The assessment was then 
conducted to evaluate the artificial samples before appending them to the training 
data. First, a classifier was trained to compute the confident classification score for 
each artificial sample in the different labels. Then, the artificial samples which have 
high classification confidence were selected. In this research, LeNet5 was used as a 
classifier to compute the confident classification score since LeNet5 has a simpler 
architecture network than other classifiers. 

Classification strategy. In this research, the well-known CNN architectures 
including LeNet5 [31], ResNet50 [32], MobileNet [33], and DenseNet121 [34] 
were used as classifiers. A classification strategy was provided to accommodate 
the augmentation process. Each classifier performed the classification process five 
times. The first classification process used the original dataset without adding arti-
ficial samples. The second classification process used the original dataset plus 5000 
artificial samples. The third to the fifth classification process was carried out by
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adding artificial samples in multiples of 5000. The artificial samples were added 
evenly according to the labels for each dataset. 

The hyperparameter settings used in this research were as follows: (1) The input 
size was 150× 150. . (2) Learning rate is 0.0001. (3) The optimizer for all classifiers 
was Adam. (4) The loss function for the multiclass classification task was sparse 
categorical cross-entropy. (5) The number of epochs was 350 for LeNet5 and 50 for 
ResNet50, MobileNet, and DenseNet121. 

Performance evaluation. The final step was performance evaluation. The dataset 
was split into training, validation, and testing parts to validate the classification 
model. 60% of the dataset was used as the training set, 20% of the dataset was used 
as a validation set, and 20% of the dataset was used as a testing set. The kappa 
coefficient metric was used in this research to evaluate the classification models. The 
McNemar [35] statistical test with α = 0.05 was also conducted to show which data 
augmentation scheme significantly improved accuracy. 

3 Result 

3.1 Performance on Different Number of Appended Training 
Data 

This section provides the classification performance analysis based on the used 
signal’s transformation method and the used dataset. Each performance analysis 
provides the classification accuracy result on different artificial samples appended to 
the training set. The paired statistical test was conducted between the classifier trained 
on the original training set and the classifier trained on the augmented training set. 
Then the sign (+) was put next to the accuracy value to indicate that the augmentation 
process improved the accuracy significantly and statistically. 

Classification performance on the use of recurrence plot on DEAP. Based on 
Table 2, the accuracy of LeNet5, MobileNet, and DenseNet121 improved signifi-
cantly by adding 10,000 to 20,000 artificial recurrence plot samples to the DEAP 
training set. However, the augmentation process took no effect on ResNet50. 
LeNet5 reaches the highest accuracy by appending 10,000 artificial recurrence plots 
(87.06%).

Classification performance on the use of recurrence plot on SEED. The clas-
sifier accuracy in Table 3 was enhanced by the varying number of added artificial 
samples on the SEED dataset. Adding 15,000 and 20,000 artificial recurrence plot 
samples considerably improved the accuracy of ResNet50. Adding artificial recur-
rence plot samples of 10,000, 15,000, and 20,000 significantly increased MobileNet’s 
accuracy. In every augmentation method, DenseNet121’s accuracy increased signif-
icantly. Meanwhile, applying data augmentation using artificial recurrence plot 
samples to the LeNet5 had no significant effect on accuracy. The highest accuracy is 
reached by ResNet50 by appending 20,000 artificial recurrence plots (91.02%).
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Table 2 Classification accuracy (%) on the use of recurrence plots on the DEAP dataset 

DEAP + 0 
(%) 

DEAP + 5000 
(%) 

DEAP + 
10,000 (%) 

DEAP + 
15,000 (%) 

DEAP + 
20,000 (%) 

LeNet5 86.12 86.75 87.06+ 86.67 86.89+ 

ResNet50 84.45 83.69 84.15 83.96 84.02 

MobileNet 78.69 79.19 79.96+ 80.52+ 81.02+ 

DenseNet121 81.36 82.09 83.12+ 82.25+ 83.30+ 

+Sign shows the accuracy improvement is statistically significantly different

Table 3 Classification accuracy (%) on the use of recurrence plots on the SEED dataset 

SEED + 0 
(%) 

SEED + 5000 
(%) 

SEED + 
10,000 (%) 

SEED + 
15,000 (%) 

SEED + 
20,000 (%) 

LeNet5 90.41 89.19 90.47 90.18 90.39 

ResNet50 89.41 89.74 90.01 90.61+ 91.02+ 

MobileNet 82.58 82.71 83.86+ 84.60+ 84.87+ 

DenseNet121 87.54 88.28+ 88.94+ 89.93+ 90.47+ 

+Sign shows the accuracy improvement is statistically significantly different 

Classification performance on the use of spectrogram on DEAP. In Table 4, 
the data augmentation process significantly affects the accuracy of the classifier. 
All data augmentation schemes significantly improved each classifier’s accuracy 
when the classification was conducted on the DEAP using spectrogram samples. The 
highest accuracy is reached by ResNet50 by appending 20,000 artificial spectrograms 
(91.53%). 

Classification performance on the use of spectrogram on SEED. Table 5 
showed the data augmentation method considerably impacts the classifier’s accu-
racy. Each classifier’s accuracy was significantly enhanced by all data augmentation 
schemes when conducted on the SEED dataset using spectrogram. Except for the 
ResNet50, adding 10,000 artificial samples did not result in a substantial gain in accu-
racy. LeNet5 reaches the highest accuracy by appending fifteen thousand artificial 
spectrograms (98.58%).

Table 4 Classification accuracy (%) on the use of spectrogram on the DEAP dataset 

DEAP + 0 
(%) 

DEAP + 5000 
(%) 

DEAP + 
10,000 (%) 

DEAP + 
15,000 (%) 

DEAP + 
20,000 (%) 

LeNet5 74.39 80.69+ 82.92+ 85.25+ 86.12+ 

ResNet50 82.19 86.78+ 89.12+ 90.81+ 91.53+ 

MobileNet 76.25 80.46+ 83.25+ 83.82+ 87.20+ 

DenseNet121 81.57 84.68+ 87.37+ 89.12+ 90.76+ 

+Sign shows the accuracy improvement is statistically significantly different 
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Table 5 Classification accuracy (%) on the use of spectrogram on the SEED dataset 

SEED + 0 
(%) 

SEED + 5000 
(%) 

SEED + 
10,000 (%) 

SEED + 
15,000 (%) 

SEED + 
20,000 (%) 

LeNet5 93.49 97.61+ 98.10+ 98.58+ 98.23+ 

ResNet50 97.35 97.81+ 97.77 97.98+ 97.84+ 

MobileNet 81.89 83.11+ 84.35+ 85.09+ 84.74+ 

DenseNet121 95.79 96.44+ 96.79+ 97+ 97.16+ 

+Sign shows the accuracy improvement is statistically significantly different 

Based on the classification results, when appending 5000 artificial samples using 
artificial spectrogram samples, the accuracies were improved significantly in both 
DEAP and SEED datasets. Meanwhile, the classifier accuracies were not significantly 
enhanced using DEAP and SEED datasets when appending 5000 artificial samples 
using artificial recurrence plot samples except for DenseNet121. This finding shows 
that using spectrogram samples as input is more promising than using a recurrence 
plot when classifying human emotion. This is because the recurrence plots have a 
redundant region in their image. The recurrence plot diagonal line shows that the 
divided areas have the same pattern. This redundant part will affect the classification 
performance. 

3.2 The Best Data Augmentation Scheme 

Based on the classification mentioned above for performance analysis, comparing 
many accuracy values was tedious work. Therefore, a systematic accuracy compar-
ison using win-loss terminology was designed to ease the assessment of which data 
augmentation scheme was the best. The win means that in the same classifier, the 
accuracy in the specific data augmentation scheme performs better than in other data 
augmentation schemes. The loss has the opposite meaning. 

The proposed systematic accuracy comparison was as follows: (1) Select the data 
augmentation scheme for each classifier and select only the classifier with significant 
accuracy improvement. (2) Compare the classifier accuracies on the other augmenta-
tion schemes and count the number of wins and losses. (3) Compute the merit values 
by subtracting the number of wins over the number of losses and then rank the data 
augmentation schemes based on the merit values. (4) Select the data augmentation 
scheme with the highest merit value as the best data augmentation. This proposed 
systematic accuracy comparison was encouraged by the work of Hall and Holmes 
[36]. 

Data Augmentation Schemes on the use of Recurrence Plot on DEAP. Table 6 
shows the best data augmentation scheme by appending the DEAP training set with 
20,000 artificial recurrence plot samples..
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Table 6 Data augmentation 
rank on the use of recurrence 
plots on the DEAP dataset 

Data augmentation 
scheme 

Win Loss Merit (win-loss) 

DEAP + 20,000 11 1 10 

DEAP + 10,000 9 3 6 

DEAP + 15,000 5 3 2 

DEAP + 5000 0 0 0 

Table 7 Data augmentation 
rank on the use of recurrence 
plots on the SEED dataset 

Data augmentation 
scheme 

Win Loss Merit (win-loss) 

SEED + 20,000 12 0 12 

SEED + 15,000 9 3 6 

SEED + 10,000 4 4 0 

SEED + 5000 1 7 – 6  

Data augmentation schemes on the use of recurrence plot on SEED. Table 7 
shows the best data augmentation scheme by appending the SEED training set with 
20,000 artificial recurrence plot samples. 

Data augmentation schemes on the use of spectrogram on DEAP. Table 8 
shows the best data augmentation scheme by appending the DEAP training set with 
20,000 artificial spectrogram samples. 

Data augmentation schemes on the use of spectrogram on SEED. Table 9 
shows the best data augmentation scheme by appending the SEED training set with 
15,000 artificial spectrogram samples. 

Table 8 Data augmentation 
rank on the use of 
spectrogram on the DEAP 
dataset 

Data augmentation 
scheme 

Win Loss Merit (win-loss) 

DEAP + 20,000 16 0 16 

DEAP + 15,000 12 4 8 

DEAP + 10,000 8 8 0 

DEAP + 5000 4 12 – 8  

Table 9 Data augmentation 
rank on the use of 
spectrogram on the SEED 
dataset 

Data augmentation 
scheme 

Win Loss Merit (win-loss) 

SEED + 15,000 15 1 14 

SEED + 20,000 13 3 10 

SEED + 10,000 6 6 0 

SEED + 5000 5 11 – 6
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4 Discussion 

Based on the research result, appending 20,000 artificial samples to the training set 
was the best data augmentation scheme applied to the DEAP recurrence plots, DEAP 
spectrogram, and SEED Recurrence plots. Appending 15,000 artificial samples to 
the training set was the best data augmentation scheme for the SEED spectrogram. 
This research also explored the other performance matrices, including the accu-
racy improvement value and the kappa coefficient, to give a comprehensive perfor-
mance analysis based on the best data augmentation scheme. Then these performance 
matrices were presented for each classifier. 

4.1 Accuracy Improvement 

Figure 4 presents the accuracy improvement for each classier based on the best 
data augmentation scheme. For the data augmentation scheme by appending 20,000 
artificial recurrence plot (RP) samples on the DEAP training set, the best classi-
fier with the highest accuracy improvement was MobileNet (2.33%), followed by 
DenseNet121 (1.94%) and LeNet5 (0.77%). However, the ResNet50 has a negative 
accuracy improvement value (–0.43%). It can be concluded that the artificial recur-
rence plot samples appended to the DEAP training set could not improve the model 
generalizability trained by ResNet50.
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In the data augmentation scheme by appending 20,000 artificial recurrence plot 
(RP) samples to the SEED training set, the best classifier with the highest accu-
racy improvement was DenseNet121 (2.93%), followed by MobileNet (2.29%) 
and ResNet50 (1.61%). Meanwhile, the LeNet5 classifier has a negative accu-
racy improvement value (–0.02%). It can also conclude that the artificial recur-
rence plot samples appended to the SEED training set could not improve the model 
generalizability trained by LeNet5. 

For the data augmentation scheme by appending 20,000 artificial spectrograms 
(SP) samples to the DEAP training set, the best classifier with the highest accuracy 
improvement was LeNet5 (11.73%), followed by MobileNet (10.95%), ResNet50 
(9.34%), and DenseNet121 (9.19%). 

For the data augmentation scheme by appending 15,000 artificial spectrograms 
(SP) samples to the SEED training set, the best classifier with the highest accuracy 
improvement was LeNet5 (5.09%), followed by MobileNet (3.20%), DenseNet121 
(1.21%), and ResNet50 (0.63%). 

4.2 Kappa Coefficient 

The accuracy improvement analysis mentioned in the previous section obtained the 
four best classifiers for each data augmentation scheme. Then, the kappa coefficient 
for each classifier was computed. The kappa coefficient is used to measure the agree-
ment degree between two raters. The kappa coefficient can be used to evaluate the 
classification model by assuming the ratings conducted by raters were the values of 
the label predicted by the classifier and the values of the actual label in the testing 
set. 

A high level of agreement between raters will increase the confidence that the 
classification model was reliable and robust. Table 10 shows the kappa coefficient 
for each classifier based on the data augmentation scheme. Using the SEED dataset, 
classification models trained by LeNet5 and DenseNet121 have a kappa coefficient 
higher than 0.81. LeNet5 was trained on the appended spectrogram samples set, and 
Densenet121 was trained on the appended recurrence plot samples set. Then, it can 
be concluded that both classifiers were reliable and robust classification models. 

Regarding the DEAP dataset, classification models trained by LeNet5 have a 
kappa coefficient higher than 0.81. Meanwhile, classification models trained by 
MobileNet have a kappa coefficient lower than 0.81. Therefore, LeNet5 trained on

Table 10 Kappa coefficient 
for each classifier based on 
data augmentation scheme 

Data augmentation scheme Classifier Kappa coefficient 

SEED: SP + 15,000 LeNet5 0.98 

SEED: RP + 20,000 DenseNet121 0.86 

DEAP: SP + 20,000 LeNet5 0.81 

DEAP: RP + 20,000 MobileNet 0.74 
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the appended spectrogram samples set was a more reliable and robust classifier than 
MobileNet trained on the appended recurrence plot samples set. 

4.3 Accuracy Benchmarking with Other Results 

This section provides an accuracy benchmarking with other data augmentation 
results. The studies mentioned earlier that are compared are Wang et al. [14], Luo & 
Lu [15], Luo et al. [10], Zhang et al. [16], and Luo et al. [17]. Table 11 compares the 
accuracy of these studies as mentioned earlier with this study. 

For fair accuracy benchmarking, the number of appended artificial samples used 
to compare in the SEED dataset is 5000 and in the DEAP dataset is 15,000 because 
these numbers are the closest number of appended artificial samples to other studies’ 
results. Based on Table 11, this study has the best accuracy (97.81%) compared to 
other studies using the SEED dataset. On the use of the DEAP dataset, this study 
also has the best accuracy (90.81%) compared to another study.

Table 11 Accuracy benchmarking with other results 

Studies Dataset Input No. of 
appended 

Methods Accuracy (%) 

Wang et al. [14] SEED Signal values 30-time of the 
training set 

Gaussian noise + 
ResNet18 

75 

Luo & Lu [15] SEED Signal values 1-time of the 
training set 

cWGAN + SVM 86.96 

Luo et al. [10] SEED Signal values 2000 artificial 
samples 

cBEGAN + SVM 87.56 

Zhang et al. [16] SEED Signal values 900 artificial 
samples 

MG-cWGAN + 
SVM 

84 

Luo et al. [17] SEED Signal values 1000 artificial 
samples 

sWGAN + DNN 93.5 

This study SEED Spectrogram 5000 artificial 
samples 

Pix2pix + 
ResNet50 

97.81 

Luo et al. [17] DEAP Signal values 15,000 
artificial 
samples 

sWGAN + SVM 50.8 

This study DEAP Spectrogram 15,000 
artificial 
samples 

Pix2pix + 
ResNet50 

90.81 
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4.4 Limitation and Implication 

In this study, the method used to assess the artificial recurrence plot and spectrogram 
samples is only through the confident classification score. The confident classification 
score is computed using a trained classifier (LeNet5). Therefore, the use of this trained 
classifier will affect the classification accuracy. This is confirmed by the experiment 
result in Table 10. The use of LeNet5 as a classifier has a superior performance based 
on the kappa coefficient compared with the other classifiers. This implies that the 
artificial recurrence plot and spectrogram samples evaluated by the trained LeNet5 
produce a homogeneous training set. This homogeneous training set will only be 
beneficial for the LeNet5 classifier, not for other classifiers. 

Based on this limitation, elaborating the evaluation of the artificial sample tech-
nique using a non-trained classifier is needed. Several mathematical quantitative-
based methods can be used to evaluate the artificial samples, such as Inception Score 
(IS) [37], FID [38], structural similarity (SSIM) index [39], etc. The pross of mathe-
matical quantitative-based methods is their objective assessment [40]. Therefore, the 
assessment process provides a relevant quality result regarding the artificial samples. 

5 Conclusion 

This research aims to overcome the limited available data problem in human 
emotional recognition by augmenting the EEG datasets. Since EEG signals have 
the density estimation problem because of their non-stationary property, they were 
transformed using a recurrence plot and spectrogram in this research. Pix2pix was 
used to generate the artificial recurrence plot and the spectrogram samples. Then, 
these artificial samples were utilized to conduct the data augmentation process. 

This research found the best four data augmentation schemes in emotion recogni-
tion. The best four data augmentation schemes were as follows: Appending 20,000 
artificial recurrence plot samples to DEAP and SEED training datasets, appending 
20,000 artificial spectrogram samples to the DEAP training dataset, and appending 
15,000 artificial spectrogram samples to the SEED training dataset. 

This research also found the best classifier with the highest accuracy improvement 
based on the best data augmentation schemes. For the data augmentation scheme by 
appending 20,000 artificial recurrence plot samples on the DEAP training set, the 
best classifier with the highest accuracy improvement was MobileNet (2.33%). For 
the data augmentation scheme by appending 20,000 artificial recurrence plot samples 
to the SEED training set, the best classifier with the highest accuracy improvement 
was DenseNet121 (2.93%). For the data augmentation scheme by appending 20,000 
artificial spectrogram samples to the DEAP training set, the best classifier with the 
highest accuracy improvement was LeNet5 (11.73%). For the data augmentation 
scheme by appending 15,000 artificial spectrogram samples to the SEED training 
set, the best classifier with the highest accuracy improvement was LeNet5 (5.09%).
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Moreover, this research found that just using the accuracy metric was not enough to 
evaluate classification models. Therefore, the kappa coefficient for each classification 
model was computed. Based on this kappa coefficient, when using the SEED dataset, 
LeNet5 (accuracy 98.58%) trained on the appended spectrogram samples set and 
DenseNet121 (accuracy 90.47%) trained on the appended recurrence plot samples 
set were reliable and robust classification models. Regarding the DEAP dataset, 
LeNet5 (accuracy 86.12%) trained on the appended spectrogram samples set was a 
more reliable and robust classifier than MobileNet (81.02%) trained on the appended 
recurrence samples set. 

This research also found that using spectrogram samples as input is more 
promising than using a recurrence plot when classifying human emotion. This is 
because the recurrence plots have a redundant region in their image. The recurrence 
plot diagonal line shows that the divided areas have the same pattern. This redundant 
part will affect the classification performance. 

For future works, elaborating the evaluation of the artificial sample technique 
using a mathematical quantitative-based method is encouraged. This research only 
used a trained classifier to evaluate the quality of artificial samples generated by 
pix2pix. 
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Abstract A single nucleotide polymorphism (SNP) is a DNA sequence variation in a 
population. SNP is just a single nucleotide difference in the genome. Many statistical 
methods have been proposed to predict the racial classification of individuals based 
on SNP genetic data. The selection of the right classification method is very important 
because it will determine the accuracy of the classification results. This research aims 
to identify the highest average accuracy between two popular classification methods 
in Machine Learning (ML), including K-Nearest Neighborhood (KNN) and Support 
Vector Machine (SVM). This study used SNP genetic data for 120 samples from 2 
CEU-European races and Yoruba-African races, where for each sample 10 SNPs were 
selected with the same location identity. The experiment was carried out by testing 
each classification method with variations in the percentage of test data 10, 20, 30, 
40 and 50, which was combined with Euclidean distance for the KNN classification 
method. Based on the results of the study, the accuracy of the prediction of the 
classification of individual races based on SNP genetic data, the classification using 
KNN has an average prediction accuracy that is better than the SVM classification 
if the SNP location used tests has a high correlation with the sample class. In this 
case, the highest average accuracy value of KNN is 98.906% and SVM is 98.779%. 
There is a significant difference between the highest average accuracy of KNN and 
SVM based on the Wilcoxon statistical test with a significance level of α = 0.05. 
Benefits of this research are to find the right classification method for predictions of 
individual racial classification based on SNP genetic data. 
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1 Introduction 

The characteristics of the human race can be seen from the color of the skin, eye 
color, hair type, eye shape, face shape and much more. DNA (Deoxyribonucleic 
acid) Humans consist of about 3 × 109 genetic codes, that are A (Adenine), C (Cyto-
sine), G (Guanine) and T (Thymine) [1]. SNP (Single Nucleotide Polymorphism) 
is a form of genetic code diversity that is mostly found in human DNA which is 
around 3 × 106 SNPs. Therefore, SNP is often used as a marker in identifying 
which genes are responsible for influencing human susceptibility in certain diseases 
[2]. Likewise, the human race of course is also much influenced by many genes. In 
medical research, SNPs can be used to predict a person’s ethnicity or race, where 
knowledge of a person’s race can minimize the possibility of confounding, which is 
useful for forensic investigation purposes [3]. In addition, predictions of a person’s 
weight, height, eye color, skin color and even facial structure can be done through the 
identification of SNP changes [4]. SNPs can also be effectively used to differentiate 
between individuals with complex disease and healthy individuals [5]. 

Data mining is data extraction in information processing with the aim of finding 
important patterns in the database to obtain a knowledge representation. One of the 
techniques used in data mining is data classification [6]. Classification is a process 
of grouping data into certain classes based on available classes [7], whereas perfor-
mance measurements are done using confusion matrix [8]. Classification also makes 
it possible to easily identify data in categories and groups, so that classifications 
can predict group members from each data [9]. There are many methods available 
for data classification, including the KNN and SVM algorithms. The data classifica-
tion process without much human intervention can be done with Machine Learning. 
Machine Learning is understood as an automated computational process based on 
logical operations that learns a task from a series of examples [10]. In terms of clas-
sification efficiency, machine learning algorithms are better than port based methods 
[11]. One of the expected targets in data classification is the achievement of high 
accuracy for prediction of new data classifications for available classes. Therefore, 
the selection of the right classification method is very necessary in various fields of 
research related to data classification. 

KNN is a classification method by finding a group of k objects from a collection 
of training data that is most similar to test data, with labeling based on certain class 
dominance in its environment [12]. The value of k in KNN is the number of nearest 
neighbors whose distance is calculated against test data. In the measurement of 
closeness between new data and old data (training data), the most commonly used 
method is the distance of Euclidean [13]. KNN method is often used because it 
is relatively simple compared to others [14], and is often used for text-based data 
classification [15]. This method works well in handling classification tasks with 
multi-category documents. The main disadvantage of the KNN method is that it uses 
all the features in the distance calculation, and causes the computation to be very 
intensive, especially when the training set size is increased. In addition, the accuracy 
of KNN classification is greatly decreased in the presence of irrelevant features [15].



Comparison of KNN and SVMMethods for the Accuracy of Individual … 413

Several studies related to the KNN method are water quality data classification [6], 
development of a diagnostic system using the KNN method to predict the type of 
breast cancer [16], identification and classification of skin lesions using KNN [17]. 
Another study used the KNN method to produce a species-level aboveground forest 
biomass mapping in Northeast China [18]. 

SVM is a nonparametric technique used in data classification and image 
processing. The accuracy of the SVM classification method is based on the choice 
of parameters and kernel [19]. The idea of SVM is designing the optimal hyperplane 
that can classify all training data into two classes [20]. The limitations of SVM are 
the choice of the kernel that must be right, as well as the problem of optimizing 
the classification in the case of many classes [9]. Research related to SVM is the 
comparison of polygenic risk values with SVM kernels for predictive modeling of 
schizophrenia based on genomic data [21]. 

Many studies on the comparison between the KNN and SVM methods have been 
carried out in various fields, including finding the right algorithm for cardiovascular 
disease prediction [22], determining the right method for classifying poverty data in 
Papua [7], as well as comparing the KNN method and SVM based on neural network 
architecture to find accurate predictions of plant classification [23]. In addition, there 
are also studies that compare KNN and SVM to obtain an accurate classification of 
information on cybercrime [24], also classification for the detection of breast cancer 
types [25]. 

In the field of genomics studies, machine learning is widely used for SNP identifi-
cation and disease risk prediction [26, 27], to solve the SNP classification problem in 
humans [28], even the development of machine learning has been applied to classify 
healthy and sick people based on their genomic information [29]. Genetic Algo-
rithms Support Vector Machines (GASVeM) is a machine learning based method-
ology that uses genetic algorithms and SVM to find a selected set of SNPs from 
paths that can differentiate between cases and controls [30]. A hybrid feature selec-
tion technique based on machine learning called Minimum Redundancy Maximum 
Relevancy and Particle Swarm Optimization for Gene Selection with SVM (mRMR 
and PGOGS-SVM) was used to select a significant subset of SNPs that act as markers 
for disease [31]. The combination of genetic algorithm and KNN known as Genetic 
KNN (GKNN) is used for early detection of lung cancer symptoms by means of lung 
CT image classification [32]. Another study combined KNN and multi-dimensional 
reduction (MDR) methods for the detection of interactions between genes [33]. In 
addition, there are studies that evaluate machine learning performance in computa-
tional gene selection models [1]. Machine learning is also used to measure the predic-
tion accuracy performance of several classification methods. KNN and SVM tend to 
have better performance in predicting categorical output than numerical output. In 
addition, these two classification methods can be used to classify many classes with 
many predictors to get the probability of class membership [34]. 

Although the average accuracy value between the SVM and KNN classifications 
shows that SVM has a higher accuracy for high-resolution spatial image data, in 
studies that compare the two algorithms on post-fire wildland mapping, the accuracy 
values of the two are still considered high [20]. Several studies in various fields
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have compared the accuracy of SVM and KNN classifications based on text data. 
This study conducted tests on text-based data. However, there has not been much 
comparison between the KNN method and the SVM method in determining the 
accuracy of classification in SNP genetic data. This study compares the accuracy of 
the prediction of classification between the KNN method and the SVM method in 
the racial classification based on SNP genetic data, where this comparison is carried 
out by testing the percentage of test data that varies and will observe the correlation 
between the response variable and the independent variable (SNP location data) 
whether there is an effect on changes in the average value of accuracy. 

2 Research Methods 

This study aims to compare the prediction accuracy of individual racial groupings 
based on SNP genetic data. The stages of the research carried out are shown in Fig. 1. 

2.1 Research Data 

The data source of this study is SNP genetic data from two individual racial groups, 
CEU (Utah Residence with Northern and Western European Ancestry) or Euro-
pean Race and YRI (Yoruba in Ibadan, Nigeria) or African race. Data is taken

SVM 

Classification 

Test 

KNN 

Classification 

Test

- Test results statistics values

- Test results visualization 

Comparative Analysis of 

KNN and SVM 

Methods 

Wilcoxon Statistical 

Test

  HapMap data 

from package 

SNPAssoc in R 

  SNP genetic data 

consist of CEU 

and YRI races 

Conclusion 

10 Data SNPs Selection 

based on correlation values 

with racial group 

Determination of the 

number of SNP locations 

per group 

Group members selection 

based on correlation values 

Transformation Base Pairs 

and Race Group to 

numeric type 

Determination of the 

number of SNP groups 

Kolmogorov-Smirnov 

Normalization Test 

Fig. 1 Stages of comparative research of classification methods on individual races based on genetic 
data SNP 
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Table 1 Selected SNP genetic data 

Sample rs12405926 rs7419115 … rs7833862 rs2370893 Group 

1 AA GG AA CC CEU 

2 AA GG … AA CC CEU 

… … … … … … … 

40 AA AG … AA CC CEU 

… … … … … … … 

100 AG GG … AT TT YRI 

… … … … … … … 

120 AA GG … TT TT YRI 

from HapMap (Haplotype MAP) measuring 120 × 9305 contained in the SNPAssoc 
package in the R application. The number of samples taken from the two races is 
120, and CEU and YRI respectively are 60. Each sample is taken from 10 SNPs at 
the same location from 9305 SNPs available. In each sample, SNPs were taken by 
considering the correlation value between the class and the location of the SNP. The 
ten SNPs are two SNPs with correlation values below 0.2, three SNPs between 0.2 
and 0.7, and five others above 0.7. Ten SNP locations from each sample used by the 
test were rs12405926, rs7419115, rs397488, rs4653095, rs1888339, rs11692789, 
rs12485761, rs13071547, rs7833862 and rs2370893. The location of the SNP is 
sorted according to its correlation value. Table 1 presents some of the research data 
used, where the data are still in the form of base pairs consisting of two alleles that 
must be converted to numeric so that they can be used as input models. 

Data Preprocessing. The research activity begins by transforming the base pairs 
to numerical form so that it can be used as an input model. There are three transfor-
mation values, namely 0, 0.5 and 1. The transformation is carried out based on the 
alphabetical order. Base pairs that have the same allele in an SNP are given a value 
of 0 or 1. Given a value of 0 if the allele of base pairs contains an alphabetical order 
that is earlier than other alleles in the same SNP location, on the contrary given a 
value of 1. Base pairs consisting of two different alleles are given a value of 0.5. For 
example, the pair of bases AG, GG and AA, each will be transformed to a value of 
0.5, 1, and 0. The race group is given a value of 0 for CEU and a value of 1 for YRI. 
Table 2 presents the results of the transformation of the base pair of each SNP to the 
numeric value.

Each SNP location is labeled x1, x2, and so on. Each SNP is calculated its 
correlation value r by class using the Pearson correlation coefficient as shown in 
Eq. (1): 

r =
∑

(xi − x)(yi − y)
/∑

(xi − x)2 .
/
(yi − y)2 

(1)
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Table 2 SNP genetic data converted to numeric 

Sample rs12405926 rs7419115 … rs7833862 rs2370893 Group 

1 0 1 … 0 0 0 

2 0 1 … 0 0 0 

… … … … … … … 

40 0 0.5 … 0 0 0 

… … … … … … … 

100 0.5 1 … 0.5 1 1 

… … … … … … … 

120 0 1 … 1 1 1

where i = 1, …, 120, xi is the ith SNP conversion value, and yi is the ith class 
conversion value. 

Ten SNP locations in Table 2 are labeled ×1, …, ×10 with a Pearson correlation 
coefficient (as given in (1)) of 0.092, 0.186, 0.341, 0.430, 0.570, 0.708, 0.752, 0.764, 
0.810, and 0.904. 

2.2 Research Stages 

The experimental stage begins with determining the number of SNP locations 
selected and used for testing individual racial classification predictions. The tests 
were carried out for three SNP groups. The first group consists of 5 SNPs, namely 
×2, ×4, ×5, ×6 and ×8. The second group consists of 5 SNPs belonging to the 
first group plus one SNP highly correlated, ×10. The third group contains 6 SNP 
belonging to the second group added with one SNP highly correlated, ×9. Classifi-
cation testing using Machine Learning. The classification method used is KNN and 
SVM. The test was carried out with five percentage of test data, namely 10, 20, 30, 
40 and 50%. In addition, the random state runs from 1 to 1000 for both classification 
methods. In the KNN classification, the definition of distance used is the distance of 
Euclidean. In SVM, linear kernel is used as the kernel type. 

3 Results and Discussion 

3.1 Results Analysis 

KNN Classification Test. In testing, each experiment at a certain k value is calculated 
as the average accuracy value of 1000 iterations. The kvalue is as much as the amount 
of training data. Each iteration is calculated as the minimum value, the average
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accuracy, standard deviation, median and maximum. Table 3 presents the statistical 
values of the results of the KNN classification test in the 5 SNPs group, where the 
highest average accuracy value is 93.456%, achieved in the percentage of the 30% 
test data at k = 38 with the required processing time is 34 min 5 s. The graph of 
the results of the KNN classification test with the highest average accuracy value 
in Table 3 is presented in Fig. 2, where it appears that the average accuracy value 
continues to increase from k = 1 to  k = 38, and then decreases until the last k value, 
which is 88.615%. 

Table 4 presents the statistical values of the 6 SNPs group test results. The highest 
average accuracy value is 98.906% on 30% of test data with k = 62 and the processing 
time is 41 min 9 s. There is an increase in the average accuracy value in the 6 SNPs 
group compared to the 5 SNPs group, this is probably due to the addition of 1 highly 
correlated SNP data, namely ×10. In addition, it is also seen in Table 4 that there 
was an increase in processing time from the previous SNP group. The graph of the 
highest average accuracy value in Table 4 is presented in Fig. 3, where the value of k 
= 1 achieved an average accuracy of 98.196%. It appears that the average accuracy 
increases as k increases to a value of k = 23, then decreases to a value of k = 27. 
Then it continued to increase until it peaked at the value of k = 62, then decreased 
to the value of 96.028% at the last k. In Table 5 which presents the statistical value 
of the test results for the 7 SNPs group, it appears that the highest average accuracy

Table 3 Statistical values of KNN classification test for 5 SNPs ×2, ×4, ×5, ×6, ×8 

Training data 
size 

Test data size 
(%) 

Min Avg StDev Median Max k Elapsed time 

108 10 50 93.330 6.89 91.67 100 44 44 m 

96 20 58.33 93.438 4.53 95.83 100 40 24 m 8 s 

84 30 63.89 93.456 3.58 94.44 100 38 34 m 5 s 

72 40 62.5 93.339 3.06 93.75 100 32 32 m 5 s 

60 50 63.33 93.052 2.88 93.33 100 24 27 m 36 s 

Fig. 2 KNN classification 
test graphs for 5 SNPs with 
30% test data 
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value in this group is 98.697%, slightly lower than the highest score achieved in the 
6 SNPs group, possibly due to the addition of 1 highly correlated SNP data, but still 
lower than the highest correlation SNP in the group. The highest average accuracy 
value was achieved by groups of 20 and 30% of test data, and both were at a value of k 
= 58, with the required processing time of 38 min 25 s and 34 min 52 s, respectively. 
Table 5 also shows that the standard deviation in 30% of the test data is smaller than 
20% of the test data. A graphical visualization of the results of the KNN classification 
test with the highest average accuracy value in Table 5 is presented in Fig. 4, which 
looks similar to the graph in Fig. 3. The lowest value of the average accuracy in 
this classification test before reaching the highest value is 97.71% at the k = 2, then 
propagated up to a value of 98.579% at k = 16 and fell again to reach 98.55% at 
k = 23. Furthermore, the average accuracy continues to increase and reaches the 
maximum value at k = 58, then decreases to a value of 95.56% at the last k value. 

The graphs as shown in Figs. 2, 3 and 4 are visualizations of the highest value of 
the average accuracy, in a group of 5 SNPs, 6 SNPs and 7SNPs, respectively. The 
x-axis is the k value (number of nearest neighbors) that runs from 1 to a number 
of training data according to the percentage of the test data applied and the y-axis 
represents the average accuracy value in percent. In Fig. 3, it appears that the highest 
average accuracy was achieved in the group of 6 SNPs (with 20% of the test data). 
This can be seen in the value of the y-axis which reaches a value of 99%.

Table 4 Statistical values of KNN classification test for 6 SNPs ×2, ×4, ×5, ×6, ×8, ×10 

Training data 
size 

Test data size 
(%) 

Min Avg StDev Median Max k Elapsed time 

108 10 83.33 98.885 2.869 100 100 48 26 m 

96 20 87.5 98.906 1.891 100 100 62 38 m 17 s 

84 30 88.89 98.884 1.465 100 100 52 44 m 21 s 

72 40 91.67 98.815 1.188 97.917 100 16 32 m 1 s 

60 50 91.67 98.727 1.130 98.333 100 36 32 m 8 s 

Fig. 3 KNN classification 
test graphs for 6 SNPs with 
20% test data
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Table 5 Statistical values of KNN classification test for 7 SNPs ×2, ×4, ×5, ×6, ×8, ×9, ×10 

Training data 
size 

Test data size 
(%) 

Min Avg StDev Median Max k Elapsed time 

108 10 83.33 98.621 3.182 100 100 78 43 m 33 s 

96 20 87.5 98.697 2.082 100 100 58 38 m 25 s 

84 30 88.89 98.697 1.629 100 100 58 34 m 53 s 

72 40 91.67 98.633 1.362 97.917 100 48 30 m 33 s 

60 50 91.67 98.613 1.192 98.333 100 40 25 m 25 s 

Fig. 4 KNN classification 
test graphs for 7 SNPs with 
30% test data

SVM Classification Test. The configuration of the SVM classification test, in 
this case, uses linear kernel as the type of kernel. The test was carried out for five 
different percentages of test data, the same as in the KNN method testing. The results 
of the SVM classification test for 5 SNPs group are presented in Table 6, where the 
highest value of the average accuracy in the 5 SNPs group was 94.242%, achieved 
at 10 and 20% of the test data. The visualization of Table 6 is presented in Fig. 5, 
where the average accuracy value is above 91%, and the frequency of this accuracy 
value is above 800.

Table 7 shows the results of the SVM classification test for 6 SNPs group, with the 
highest value of average accuracy being 98.779%, achieved at 20% of the test data. 
There is a significant increase in the average accuracy value in this group compared 
to the 5 SNPs group, which is shown in Table 7 that in all test data percentages, 
the average accuracy value is above 98%. This is due to the addition of 1 highly 
correlated SNP to the dataset. Visually, the increase in the average accuracy value 
is shown in Fig. 6, where the value is close to 100%, this is also reinforced by the 
median value which reaches 100 in Table 7.

Table 8 shows the results of the SVM classification test for group 7 SNPs. The 
highest average accuracy is 98.567%, achieved at 50% of the test data. The average 
accuracy in group 7 SNPs is lower than the group of 6 SNPs, due to the addition of 
1 highly correlated SNP which is still lower than the highest correlated SNP in the
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Fig. 5 SVM classification 
test graphs for 5 SNPs with 
20% test data

Table 6 Statistical values of SVM classification test for 5 SNPs ×2, ×4, ×5, ×6, ×8 

Training data 
size 

Test data size 
(%) 

Min Avg StDev Median Max Elapsed time (s) 

108 10 58.33 94.242 6.647 91.667 100 7.1 

96 20 79.17 94.242 4.586 95.833 100 7.4 

84 30 80.56 93.936 3.597 94.444 100 7.7 

72 40 83.33 93.888 2.782 93.750 100 7.4 

60 50 85 93.76 2.44 93.33 100 7.3 

Table 7 Statistical values of SVM classification test for 6 SNPs ×2, ×4,×5, ×6, ×8, ×10 

Training data 
size 

Test data size 
(%) 

Min Avg StDev Median Max Elapsed time (s) 

108 10 83.33 98.650 3.226 100 100 7.8 

96 20 91.67 98.779 2.210 100 100 7.4 

84 30 91.67 98.764 1.674 100 100 7.3 

72 40 91.67 98.694 1.398 97.917 100 7.4 

60 50 93.33 98.660 1.223 98.333 100 7.2 

Fig. 6 SVM classification 
test graphs for 6 SNPs with 
20% test data
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Fig. 7 SVM classification 
test graphs for 7 SNPs with 
50% test data 

dataset. However, the average accuracy in group 7 SNPs is still above 98%. Visually, 
the decrease in the average accuracy value is shown in Fig. 7. 

Figures 5, 6 and 7 presents graphs of the SVM classification method testing results 
with the highest average accuracy value for each SNPs group. The x-axis represents 
the average of the accuracy values in percent, and the y-axis values represent the 
frequency values of accuracy with random states from 1 to 1000. 

Comparative analysis of classification methods. Based on the results of the KNN 
and SVM classification testing that has been carried out in the SNP genetic data, a 
comparison of statistical values of the three SNP groups is presented in Tables 9, 10 
and 11. The results presented in the three tables are the highest value of the average 
accuracy, respectively for group 5 SNPs, 6 SNPs and 7 SNPs. In each table, the left 
side presents the test results data for the KNN classification method, while the right 
side of the table presents the test results for the KNN classification method. 

In the test results for the 5 SNPs group as presented in Table 9, it was found that 
in all percentages of SVM, test data had a higher average accuracy than KNN. The 
result of 6 SNPs group testing in Table 10 also shows that the average deviation of 
group 6 SNPs is smaller than group 5 SNPs in Table 9, after being added 1 highly 
correlated SNP (with response variable or class).

Table 11 presents data test results in group 7 SNPs, which is similar to the results 
in group 6 SNPs, namely KNN has an average accuracy that is higher than SVM in

Table 8 Statistical values of SVM classification test for 7 SNPs ×2, ×4, ×5, ×6, ×8, ×9, ×10 

Training data 
size 

Test data size 
(%) 

Min Avg StDev Median Max Elapsed time (s) 

108 10 83.33 98.400 3.409 100 100 7.6 

96 20 91.67 98.475 2.291 100 100 7.6 

84 30 94.44 98.547 1.680 100 100 7.4 

72 40 93.75 98.563 1.334 97.917 100 7.8 

60 50 95 98.567 1.141 98.333 100 7.5 
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Table 9 The highest accuracy statistical value of KNN and SVM classification for 5 SNPs 

Test 
data 
(%) 

KNN SVM 

Min Avg Std 
Dev 

Median Max k Min Avg Std 
Dev 

Median Max 

10 50 93.330 6.893 91.667 100 44 58.333 94.242 6.647 91.667 100 

20 58.333 93.438 4.527 95.833 100 40 79.167 94.242 4.586 95.833 100 

30 63.889 93.456 3.583 94.444 100 38 80.556 93.936 3.597 94.444 100 

40 62.5 93.339 3.063 93.75 100 32 83.333 93.888 2.782 93.750 100 

50 63.333 93.052 2.877 93.333 100 24 85 93.76 2.44 93.33 100 

Table 10 The highest accuracy statistical value of KNN and SVM classification for 6 SNPs 

Data 
test 
(%) 

KNN SVM 

Min Avg Std 
Dev 

Median Max k Min Avg Std 
Dev 

Median Max 

10 83.333 98.885 2.869 100 100 48 83.333 98.650 3.226 100 100 

20 87.5 98.906 1.891 100 100 62 91.667 98.779 2.210 100 100 

30 88.889 98.8839 1.465 100 100 52 91.667 98.764 1.674 100 100 

40 91.667 98.815 1.188 97.917 100 16 91.667 98.694 1.398 97.917 100 

50 91.667 98.7267 1.130 98.333 100 36 93.333 98.660 1.223 98.333 100 

Table 11 The highest accuracy statistical value of KNN and SVM classification for 7 SNPs 

Data 
test 
(%) 

KNN SVM 

Min Avg Std 
Dev 

Median Max k Min Avg Std 
Dev 

Median Max 

10 83.333 98.621 3.182 100 100 78 83.333 98.400 3.409 100 100 

20 87.5 98.697 2.082 100 100 58 91.667 98.475 2.291 100 100 

30 88.889 98.697 1.629 100 100 58 94.444 98.547 1.680 100 100 

40 91.667 98.633 1.362 97.917 100 48 93.75 98.563 1.334 97.917 100 

50 91.667 98.613 1.192 98.333 100 40 95 98.567 1.141 98.333 100

all percentages of test data. In this case, SVM tends to have greater accuracy in the 
percentage of large test data. Among the three SNP groups, 6 SNPs group have the 
highest average accuracy in both classification methods than the other two groups. 
Group 6 SNPs has a small standard deviation, as well as the median value reaches 
100 which shows that at least 50% of all accuracy average value reaches a maximum 
value. 

Wilcoxon Statistical Test. Wilcoxon statistical test is used to test the difference 
in the mean two data groups that are not normally distributed. To find out whether the 
average prediction accuracy in the KNN classification is different from SVM, take 
the results of the classification test experiment for 6 SNPs at the percentage of the
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20% test data contained in Table 10. Consideration of data selection in the percentage 
of this test data is because this percentage has achieved the highest accuracy value 
for both methods. 

The next step is to take a complete dataset as much as the random variation of 
the random state (1000 data) for the KNN classification at the value of k = 62 and 
the complete dataset of the SVM classification which both use the 20% test data. 
The normality test of Kolmogorov-Smirnov was carried out on both datasets with 
the null hypothesis (H0) as a normally distributed dataset at the level of significance 
α = 0.05. The normality test in the two complete dataset results of the KNN and 
SVM classification gives p-value = 2.2 × 10−16. The  p-value is smaller than the 
value of α, so H0 is rejected, meaning that the two complete datasets are data that 
are not normally distributed. 

Next, in the two sets of data, the Wilcoxon test was carried out to compare the 
average two dependent samples that were not normally distributed. The hypothesis 
test is carried out at the level of significance α = 0.05 with the null hypothesis being 
that there is no mean difference in both sets of data. Based on the Wilcoxon test 
conducted, obtained p-value = 8,169 × 10−5. The  p-value is smaller than the value 
of α, so H0 is rejected, meaning that there is a difference in mean between the two 
complete datasets of the KNN class and SVM classification. 

3.2 Discussion 

Based on the results of testing the accuracy of classification predictions by the KNN 
and SVM methods in three groups of SNP, there is a patterned tendency. The 5 SNPs 
group consisting of 1 SNP correlated low with its class, 2 SNPs moderately correlated 
and 2 SNPs highly correlated, giving the average result of higher prediction accuracy 
for SVM compared to KNN in all percentages of test data. Inverted behavior occurs 
from the previous pattern when SNP is added highly correlated to the dataset to be 
tested, which is obtained the average prediction accuracy in SVM is higher than 
KNN in all percentage of test data. In this research, the highest average value for the 
accuracy of KNN was 98.906% and SVM was 98.779%, and both were achieved at 
20% of test data. Changes in the percentage of test data in each experiment of the 
two methods not formed specific patterns at high and low values of classification 
prediction accuracy. 

In a previous study comparing the performance of KNN and SVM for cardio-
vascular disease classification, the accuracy value of SVM was higher than KNN 
[22], where the experiment was only carried out with one value of k = 5 for KNN 
and random state using the default value. This study uses many k values as well 
as random states and varying percentages of test data so that the resulting accuracy 
value is not only one value and can be traced to the k value with the most optimal 
accuracy value. 

Another previous study conducted a comparison between SVM and KNN in the 
classification of breast cancer, by classifying cancer malignancies with both methods
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[25]. The evaluation techniques used are the percentage split technique and cross-
validation. The first technique splits the data into two parts, 80% for training data 
and 20% for test data. The second technique is k-folder cross-validation (k = 10). 
Both techniques are applied to both methods. In the cross-validation technique, the 
accuracy value of SVM is 95.7081%, better than KNN. In the percentage split tech-
nique, the accuracy of KNN is better than SVM, which is 97.8571%. In this previous 
study, there was also no random state variation and no variation in the percentage of 
test data. The current study uses many k values with variations in random states and 
the percentage of test data, so that the resulting accuracy value is not only one value 
or has a distribution. 

Another previous study, on the comparison and development of Machine Learning 
for the prediction of chronic obstructive pulmonary disease (COPD) in a Chinese 
population, involved 393 participants as training data and 240 as test data. The models 
involved to predict the development of COPD are logistic regression model (LR), 
Multilayer Perceptron (MLP), Decision Tree (DT), XGboost model, SVM and KNN. 
It also includes 5 clinical features and 9 SNPs. k-fold cross-validation was used in 
the training set, and a performance evaluation index was adopted to assess the mean 
predictive performance of each model [35]. One of the performance measurement 
results produced in the study [35] was the accuracy values of KNN, LR, SVM, 
DT, MLP, and XGBoost which were 83, 89, 88, 85, 80 and 94%, respectively. The 
accuracy of KNN is lower than that of SVM, a result that is very different from the 
present study. However, this previous research is the same as in previous studies, 
namely, there is no variation in random state, test data and k values, and also no 
correlation measurement variable between predictor and response variable. It means 
that the current research results are better in the case of measuring the average value 
of accuracy. 

The weakness of the current research is that the KNN classification test only uses 
Euclidean distance. In addition, in the SVM classification only the linear kernel is 
used, and also the performance that is measured is only the classification prediction 
accuracy value. There are several parameters that should be varied, but in this case, 
they are kept constant, such as the definition of distance in KNN which only uses 
Euclidean distance and also the type of SVM kernel which only uses linear kernel. 
However, this result will be useful as a consideration and reference for researchers 
in choosing a classification method if known SNP genetic data or other text-based 
data. 

4 Conclusion 

Comparison of the two classification methods has been carried out in this study. The 
purpose of this study is to identify the highest average accuracy between the two 
classification methods KNN and SVM based on SNP genetic data using machine 
learning approach. Based on the results of the study, the accuracy of the prediction
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of the classification of individual races based on SNP genetic data, the KNN classi-
fication has an average prediction accuracy that is better than the SVM classification 
if the SNP location used tests has a high correlation with the sample class. In this 
research, the highest average value for the accuracy of KNN was 98.906% and SVM 
was 98.779%. Regarding the KNN and SVM classification methods, research can 
be developed with variations in the definition of distance for KNN and variations 
in kernel types for SVM, a comparison of several classification methods including 
Artificial Neural Network algorithm. 
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FMCW Radar Signal Processing 
for Human Activity Recognition 
with Convolutional Neural Network 

Rayhan Rafli, Fiky Y. Suratman, and Istiqomah 

Abstract Human Activity Recognition (HAR) is a system for identifying, moni-
toring, and analyzing a person’s behavior. Sensors that are commonly used to be 
able to identify human activities are cameras or wearable sensors. However, cameras 
and wearable sensors have several weaknesses, such as the camera cannot capture 
images in the dark, and the use of wearable sensors has many things to consider 
for user comfort. So, an alternative way to solve those problems is to use radar as 
a sensor base for HAR. This study proposes methods by presenting an explana-
tion of signal processing from raw data signals to images containing only the target 
distance information and then comparing the number of convolutional layers and 
the number of epochs to determine the best Convolutional Neural Network (CNN) 
architecture to perform HAR using uRAD Radar Frequency Modulated Continuous 
Wave by Anteral. These methods separate this study from previous HAR studies 
using Radar, which is the preprocessing method and comparing of various CNN 
architectures. Finally, with two convolutional layers and ReLU activation, the final 
result classification got 99.9% accuracy resulting in a higher classification accuracy 
than in previous studies. This study obtained high classification accuracy results due 
to the proposed preprocessing method and conducted experiments on various CNN 
architectures to obtain the best model for classifying human activities. 

Keywords Human Activity Recognition · uRAD radar · Convolutional Neural 
Network 

1 Introduction 

HAR (Human Activity Recognition) is a system for identifying, monitoring, and 
analyzing a person’s behavior or in other words concluding human activities [1]. In 
simple terms, the identification is done by obtaining information from sensors or 
it could be with a camera that will take videos of human activity for information
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[1, 2]. Research related to HAR has had very good progress and there have also 
been implementations for HAR such as smart home, autopilot, surveillance, and Fall 
Detection [2–6]. These studies use cameras or wearable sensors (sensors that are 
attached to the human body) as the sensor base. 

Many studies have used cameras for HAR and yielded very satisfactory results. 
Cameras are widely used for HAR because the camera can capture images with high 
resolution [7–11]. However, using a camera for HAR has several disadvantages, such 
as relying on light to capture images, meaning that it cannot capture images in the 
dark, and the camera cannot maintain user privacy [12–14]. Wearable sensors for 
HAR have also been the subject of several studies [15–18]. However, the use of 
wearable sensors for HAR has many things to consider, such as the possibility of 
thermal damage to the human body, the appearance of the sensor, the size of the sensor 
must be easily fit, water resistance, user comfort, and power consumption because it 
uses batteries to operate [19]. An alternative solution to solve these problems is to use 
radar as the sensor base for HAR. Radar has advantages such as being able to capture 
images even in dark conditions and can also maintain privacy because radar uses 
reflected radio waves to get the information of an object or target [6, 20–24], unlike 
cameras that capture light to produce images like the human eye. HAR using radar 
has also been developed in several studies. There is a study that discusses human 
motion classification based on range information. This study uses ultra-wideband 
radar to obtain range information and uses Deep Convolutional Neural Network for 
classification. This study gives a classification result that reaches 95.24% accuracy 
[21]. However, this study did not go into detail about the process used to obtain range 
information. Another study discusses the Frequency Modulated Continuous Wave 
(FMCW) radar for HAR that aims to classify human activities in an unconstrained 
environment, obtaining an overall accuracy of 91% [23]. However, this study only 
uses one Convolutional Neural Network (CNN) architecture, and all activities are 
taken with the human subject always facing the radar. So, the purpose of this study 
is to be able to develop HAR using FMCW radar by presenting an explanation of 
signal processing from raw data signals to images containing only the target distance 
information and comparing the number of convolutional layers and the number of 
epochs to determine the best CNN architecture to perform HAR, hoping to achieve 
classification accuracy above 95%. 

In order to detect human activity, this study makes use of the uRAD Radar FMCW 
by Anteral. This radar has several features, one of which can get raw data in the form 
of I and Q signals. These signals will be used to obtain distance information. These 
I and Q signals will continue to be captured for 150 s for each activity and then turn 
them into a dataset of I and Q signals over time. This dataset will then go through 
preprocessing, where at this stage, the dataset will be processed so that it gets the 
target (human) distance information, then it will be cropped into many images and 
extracted for each time slot. These images will later be used as input for training 
using CNN. 

This paper is divided into five sections. Section 1 describes the introduction to this 
paper. Section 2 describes the materials and methods used in this research. Section 3 
shows the results of the proposed method. Section 4 describes the results that have
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Fig. 1 uRAD Raspberry Pi v1.2 

been obtained, compared with other studies, the weaknesses of the proposed method, 
and the implications of this study. And lastly, Sect. 5 concludes the results of this 
study and the proposed method. 

2 Materials and Method 

2.1 Material 

This study uses uRAD Raspberry Pi v1.2 by Anteral as the basis sensor for the 
FMCW Radar to detect human activities and can be installed on the Raspberry Pi 
easily. The radar has dimensions of 70 × 56 × 18 mm and a weight of 13 g [25]. 
Radar with this small size makes it easy to carry anywhere. This radar has several 
features, one of which can get raw data in the form of I (In-Phase) and Q (Quadrature) 
signals. This raw data will be used for classification purposes. Figure 1 shows the 
component of uRAD Raspberry Pi v1.2. 

2.2 Experimental Procedures 

This study uses a dataset containing IQ signals accumulated over time as input for 
the proposed method. This dataset will then go through preprocessing before being 
used as input for training using CNN. This study will also compare three CNN 
architectures by comparing the number of convolutional layers and the number of 
different epochs. We compare several CNN architectures to get the best architecture
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Fig. 2 Proposed method diagram block 

for HAR classification in order to get the best classification results. The process of 
the proposed method can be seen in Fig. 2. 

Data Collection. As we can  see in Fig.  3, data collection is done by installing the 
uRAD radar with a height of one meter from the ground and the target (Human) being 
three meters from the radar. This paper classifies four activities, such as crawling, 
sitting, standing, and walking. The configuration on uRAD used for data retrieval is 
using f0 (starting frequency) = 24.005 GHz, Bandwidth = 240 MHz, using sawtooth 
signal, and Ns = 50 (Ns is the number of samples in one capture/period). Data 
collection for each class or each type of activity is carried out for 150 s or 3000 
periods (one period takes 50 ms). Data collection for walking and crawling activities 
were carried out by walking or crawling around three meters and continued for up 
to 150 s. Then the data collection for standing and sitting activities were carried out 
by standing or sitting with radar distance to the subject of three meters with several 
different points of view of the human subject and continued for up to 150 s.

Preprocessing. The data obtained from uRAD is raw data which is the total 
reflected signal decomposed in two arrays with components I (In-phase) and Q 
(Quadrature). To get the total received signal, these I and Q signals can be made 
into a complex signal I + jQ. That way, we can extract the magnitude of the reflected 
signal. Figure 4 is a form of magnitude I and Q for each type of activity that indicate 
Ns and the columns indicate one period (frame). Because one period takes 50 ms, 
the column displayed can be converted to seconds by assuming a column of 0.05 s.

It can be seen that the raw data results have different image patterns for each 
type of activity. However, the results are still unclear because there are no visible 
human objects and no other static objects. Therefore, it is necessary to do FFT to 
obtain information about the distance from the radar to the detected object [23]. 
Nevertheless, before doing FFT, this raw data needs to be converted into a voltage 
with maximum GPIO voltage in Raspberry Pi 3.3V because this raw data has arbitrary 
units from 0 to 4095 [26]. Then we need to remove the DC component by applying
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(a) (b) 

± 100cm 

± 300cm 

Radar 

Radar 

Fig. 3 Data collection: a Radar height, b Distance between radar and target

Fig. 4 Raw data in form of 2D: a Standing, b Walking, c Sitting, d Crawling
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I and Q to Eq. 1. 

x = xNs − 
1 

Ns 

Ns−1∑

n=0 

xNs [n] (1) 

where xNs = [x[0], x[1], x[2], . . . ,  x[Ns − 1]] and Ns is the number of samples. DC 
component removal is needed to reduce noise at 0 Hz frequency. After that, this data 
will go through the FFT process, where the I and Q signals will be applied to Eq. 2. 

X [k] =  
Np−1∑

n=0 

x[n]e−2π j nk N p (2) 

where k = (0, 1, . . . ,  K − 1) is the frequency index, Np is the number of periods. 
The column part of the spectrogram Fig. 5 are frequency indexes, but this figure has 

been converted to a distance with a maximum distance of 15.625 m. This maximum 
distance is obtained from calculating Eq. 3 for the maximum distance in uRAD [26]. 

Maximum Distance = 75 × 
Ns 

BW 
(3)

Fig. 5 Spectrograms: a Standing, b Walking, c Sitting, d Crawling 
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where Ns is the number of samples and BW is Bandwidth, because the Ns that 
we use is 50 and bandwidth 240, so we will get a maximum radar distance of 
15.625 m. Furthermore, the row part in the spectrogram Fig. 5 is the same as the 
figure before going through the FFT process, namely Np (number of periods) or time 
in seconds. The spectrogram figure accumulated over Np can be written as X(Np) =[
X (0) , X (1) , . . . ,  X (Np−1)

]
, where X (i ) = [

X (i )[0], X (i)[1], . . . ,  X (i)[K − 1]
]
, K is 

the number of frequency indexes, and i is the frequency index per one period. It can 
also be seen in the spectrogram in Fig. 5 that there is a static clutter. The static clutter 
in this figure are walls and other static objects. Therefore, this static clutter needs to 
be removed. The equation for static clutter removal can be expressed in Eq. 4. 

Y
(Np) = X(Np) − 

1 

Np 

⎡ 

⎣ 
Np∑

i=0 

X (i ) [0], 
Np∑

i=0 

X (i ) [1], . . . ,  
Np∑

i=0 

X (i) [K − 1] 

⎤ 

⎦ × J1,Np 

(4) 

where J1,Np is a matrix 1 × N p which contains all its elements are 1 [20]. 
Figure 6 is the result of the spectrograms after static clutter removal. The spectro-

gram has distance information from 0 to 15,625 m. However, the distance informa-
tion needed is only for the target object (human) to make datasets for CNN training. 
Therefore, unnecessary distance information needs to be removed. To do this, we 
calculate the average of each row and then collect them into an array so that the 
spectrogram images become one-dimensional images.

To find the target object (human), we first determine the minimum peak to be 
searched for (green line in Fig. 7). Then if there are two or more peaks, the peak 
taken is the first peak because the first object captured by the radar is a human. After 
getting the target peak (orange “x” symbol in Fig. 7), the frequency index range to be 
taken is 440 (two red lines in Fig. 7), because the target distance range information 
is spread up to 440 frequency indexes.

After knowing the frequency index range for each type of activity, then applying 
the frequency index range to the spectrograms so as to produce a spectrogram that 
contains information about the target (humans) only. Furthermore, the spectrogram 
in Fig. 8 will go through the cropping process. In this process, the spectrogram will 
be cropped to form a rectangle of distance over time with a time of 2 s. Distance is 
an index of frequency and time is periods (one period is equal to 50 ms), so in this 
case, the spectrogram is cropped to form a rectangle or 440 × 40 matrix. This matrix 
is then extracted every time slot (50 ms), resulting in many rectangular images and 
this image will be used as a dataset for Deep Learning. With the dataset that has been 
collected and the dataset has gone through the preprocessing stage, the final dataset 
obtained is 2961 data for each type of activity and the total data is 11844 data.

Convolutional Neural Network. One of the algorithms of Deep Learning is 
CNN or Convolutional Neural Network and is a development of MPL (Multilayer 
Perceptron). CNN is designed to process data in two-dimensional form [27]. CNN 
combines several layers by adding several input layers in order to obtain the pattern 
value of a measurement with maximum results [28]. In general, CNN is divided
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Fig. 6 Spectrograms after static clutter removal: a Standing, b Walking, c Sitting, d Crawling

Fig. 7 The average result of the spectrograms becomes 1D: a Standing, b Walking, c Sitting, d 
Crawling
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Fig. 8 Spectrograms contains target information only: a Standing, b Walking, c Sitting, d Crawling

into two types of layers, the first layer is the Feature Learning/Feature Extraction 
Layer and the second layer is the Classification Layer. Layers of the first type are 
Convolutional Layer and Pooling Layer. Then the second type of layer is a Fully 
Connected Layer. Convolutional layer, Pooling layer, and Full Connected layer are 
the three main layers in CNN [27, 29]. 

2.3 Flowchart 

Flowchart Data Collection. Figure 9 is a flowchart for collecting datasets. The 
flowchart begins by entering the time limit for data collection, meaning that this 
input will be the determination of when the data collection ends. Then the Raspberry 
Pi will connect to uRAD, if the uRAD error occurs at that time then the Raspberry 
Pi will try to reconnect it. If the Raspberry Pi is already connected to uRAD, then
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Fig. 9 Flowchart data 
collection 

uRAD will start data collection by emitting an FMCW radar signal to get raw data. 
This raw data collection will continue until the specified time limit. If the time limit 
is reached, the raw data will be collected in one 2D array. 

Flowchart Training. Figure 10 is a flowchart training so that the system can 
classify the types of human activity. This flowchart starts with the 2D raw data 
that has been obtained previously. This data will then enter the preprocessing stage, 
where this stage performs data processing so that it gets good data for training. This 
preprocessing stage includes removing DC components, FFT, static clutter removal, 
and cropping spectrograms. Data that has passed preprocessing will be divided into 
two data with a percentage of 75% train data and 25% test data. With the data that 
has been collected, the train data will be 8883 data and the test data will be 2961 
data. The train data will then be trained according to the CNN architecture that has 
been determined and validated with test data to get good classification accuracy.

3 Result 

3.1 CNN Architecture 

This study has two parameters to determine the best architecture for designing CNN 
architecture. The parameters are the number of convolutional layers and the number 
of epochs. In this experiment, we train the dataset with different tests depending on 
the built CNN architecture. The results of the experiments for each architecture can
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Fig. 10 Flowchart training

be seen in Table 1. It can be proven that the CNN architecture, with two convolution 
layers and 300 epochs, has the highest validation accuracy with 99.9% accuracy and 
the lowest validation loss which is 0.0067, as seen in Table 1. Therefore, the CNN 
architecture with two convolutional layers and 300 epochs is the best architecture 
for this study, and we will continue to use this architecture for further analysis. 

The best CNN architecture for this study is shown in Fig. 11, which is the CNN 
architecture with two convolutional layers and 300 epochs. The input image is a 
spectrogram with dimensions of 440 × 40. First of all, this study uses 2 × 2 zero 
padding so that no information is wasted when entering the first convolution layer. 
Then it will enter the convolution process with each convolution using a 3 × 3 
filter size except the first one, which is a 5 × 5 filter size. Each convolution uses 
ReLU activation. ReLU works on the threshold values at 0, i.e. f(x) = max (0, x). It 
simply produces 0 when x < 0, and vice versa will produce a linear function when

Table 1 Results of all CNN architecture experiments 

Convolutional layer Epoch Validation accuracy (%) Validation loss (cross entropy 
value) 

1 100 97.16 0.0759 

200 98.95 0.0349 

300 99.59 0.0139 

2 100 98.24 0.054 

200 99.73 0.0172 

300 99.9 0.0067 

3 100 95.84 0.1072 

200 99.12 0.0331 

300 99.62 0.0137 
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x ≥ 0 [30]. This study also uses max pooling method after every convolution. Then 
the next process is the fully connected layer which is part of an artificial neural 
network consisting of several neurons connected by connecting weights [31]. This 
layer serves to transform the dimensions of the data so that the data can be classified 
linearly [29]. Finally, the last process in this CNN model is the activation of the 
softmax function. Softmax activation is useful for converting the output of the last 
layer to its basic probability distribution. The advantage of softmax activation is that 
the output probability ranges from 0 to 1, and the sum of the probabilities is equal 
to 1 [32].

3.2 Training Results 

Figure 12 is a CNN performance evaluation using the CNN architecture in Fig. 11. 
The accuracy of the classification is nearly 1 with the loss value almost reaching 0, 
more precisely the classification accuracy is 99.9% and the loss value is 0.0067 with 
300 epochs. The graph also looks stable between training and validation. This means 
that the CNN Architecture created works very well for the classification of human 
activities.

3.3 Testing Results 

The testing process uses 2961 test data and randomly selects different types of activ-
ities to be able to determine CNN’s performance in predicting data that has never 
been trained. The prediction results are shown in Fig. 13 which is a confusion matrix.

As shown in Fig. 13, the CNN architecture that has been designed shows that 
the model can classify the types of activities well. However, the activity of standing 
and sitting had three inaccurate predictions. This happens because the activities of 
standing and sitting have similar spectrograms. If analyzed, the two activities have 
similar spectrograms because they do not have much movement change. Even so, 
this model is suitable for classifying human activities. Table 2 shows the quality of 
predictions of the CNN architecture that has been made.

Table 2 shows precision, recall, and F1 score for each activity. The data shows 
that the precision, recall, and F1 score value is 1, which is the highest value for 
each activity. This data also shows that the CNN architecture created has excellent 
predictions for HAR. Therefore, this CNN architecture can classify HAR with a low 
classification error rate for each activity.
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Fig. 11 CNN Architecture with two convolutional layers

4 Discussion 

This study succeeded in obtaining high classification results. The preprocessing 
stage supports this result because this stage also determines the classification accu-
racy results. This preprocessing stage contains DC components removal, FFT, static 
clutter removal, and cropping spectrograms to obtain CNN input data which only
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Fig. 12 CNN performance evaluation: a Classification accuracy, b Loss value

Fig. 13 Test data confusion matrix

Table 2 Quality of predictions 

Activity Precision Recall F1-score Support 

Standing 1.00 1.00 1.00 742 

Walking 1.00 1.00 1.00 780 

Sitting 1.00 1.00 1.00 714 

Crawling 1.00 1.00 1.00 725

contains information on the radar distance to the target. This research then compares 
the different CNN architectures by comparing the number of convolutional layers 
and the number of different epochs to get the best architecture for classifying human 
activities. Finally, the CNN architecture with two convolution layers, ReLU acti-
vation, max pooling, and softmax, has the best accuracy classification result and
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can classify four activities (Standing, Walking, Sitting, and Crawling) with 99.9% 
accuracy. 

This study can solve problems related to HAR from previous studies, such as using 
this Radar to classify even though the surroundings are dark, maintain privacy, and 
is contactless. This study also explains how the preprocessing is carried out to obtain 
proper data to be trained using CNN and conduct experiments with various CNN 
architectures to obtain the best model for the classification of human activities and 
high classification accuracy. This method is what separates this study from previous 
HAR studies using Radar. The classification accuracy results in this study also got 
99.9% accuracy, which also has a higher classification accuracy than previous studies. 
This study is more specific in using uRAD by Anteral as the radar sensor. uRAD is 
easy to use, portable and has many built-in features that can be used easily, one of 
which can obtain raw data for advanced signal processing. Because of that, we can 
use the raw data to classify human activities. 

Although it has a high classification accuracy, this study still has weaknesses. The 
weakness is in the uRAD component, where uRAD has a distance resolution between 
object of 1.5 m. This means that if there are two objects that are close together and the 
distance between the objects is less than 1.5 m, the information about the two objects 
will be mixed. However, this system will still be able to classify human activities 
but with the condition that the target must not be close to other objects with a limit 
of 1.5 m including walls. A study discusses this weakness with a distance between 
targets as far as 15 m, where the distance between targets is much further compared to 
this study [22]. Moreover, other studies do not discuss this weakness [20, 21, 23, 24]. 

The implication of this research is that this study obtains HAR classification 
results with a high level of accuracy due to the preprocessing method and the deter-
mination of the CNN architecture. The preprocessing method gives CNN training a 
higher classification accuracy compared to previous studies. This high accuracy is 
also obtained because we choose the best CNN architecture for classifying human 
activities. 

5 Conclusion 

This study intends to explain signal processing from raw data signals to images 
containing only target distance information so that it becomes appropriate data for 
training in order to be able to develop HAR using FMCW radar. In order to find 
the optimum CNN architecture for HAR, this study will also compare the number of 
convolutional layers and the number of epochs. The objective is to reach classification 
accuracy above 95%. This study uses uRAD by Anteral and Raspberry Pi to be 
able to operate it. The output of uRAD is raw data which later be combined to 
form a 2D number of samples over time. The collected data will then enter the 
preprocessing stage, where this stage will remove the DC component, perform FFT 
to convert it into a time frequency domain (spectrogram), static clutter removal, 
taking spectrogram images that contain information about the target (humans) only,
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and finally cropping to get matrix data or a 440 × 40 spectrogram image. After going 
through the process, this data will be the input to be trained using CNN. The best 
CNN architecture for HAR classification was then determined by comparison of the 
three CNN architectures. The results of the training gave very good results, which 
is 99.9%. This study experimented in a room which caused the data that had been 
collected to have information about the distance of the walls although we removed the 
information regarding the existing wall. We aim to work in different environments, 
such as outdoors and can identify many activities with multiple targets for future 
work. 
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Classification of Alphabets and Numbers 
Indonesian Sign System Using uRAD 
Radar Based on FMCW Radar and Deep 
Learning Techniques 

Fasya Abhirama Kausar, Fiky Y. Suratman, and Istiqomah 

Abstract The difficulty of society, especially in Indonesia, for interacting with 
people who are deaf and speech impaired is the Indonesian Language Sign System 
(SIBI). Technology is needed to translate the SIBI language to make it easier for 
Indonesian people to interact with deaf and speech-impaired people. This research 
proposal uses uRAD radar based on FMCW radar to detect the SIBI language used to 
collect datasets with the addition of Deep Learning Convolutional Neural Network 
(CNN) techniques for classification algorithms. The designed system can classify 
Alphabet Letters and Numbers into five classes, namely Letters C, F, and T, and 
Numbers 3 and 6. The classification results using six layers of Convolutional Neural 
Network (CNN), and ReLu activation obtained an accuracy of more than 92%. The 
proposed system’s results can help translate and understand the SIBI Alphabet and 
Numbers. 

Keywords uRAD Radar · Alphabet dan Number SIBI · CNN 

1 Introduction 

Some people with disabilities, especially the deaf and speech impaired in Indonesia, 
have difficulty interacting with the public verbally and physically. Skills in under-
standing sign language in communicating with deaf and speech-impaired persons 
are critical because deaf and speech-impaired persons communicate with each other 
using sign language [1]. When interacting with normal society, they have diffi-
culty. Deaf and speech-impaired people generally use Indonesian Sign Language 
(BISINDO). However, the Indonesian government has established the Indonesian 
Sign Language System (SIBI), and it is used in school curricula in Indonesia [2]. 

Many studies on Hand Gesture Recognition have been carried out [3–15], both in 
gesture detection and in translating Sign Language, such as translating the Indone-
sian Sign System (SIBI). The SIBI translation system has been carried out using a
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WebCam sensor to detect the letters of the alphabet “A” to “Z” and the numbers 
“0” to “9”. This system is supported using the Artificial Neural Network (ANN) 
method in classifying hand motion images, with 100 images per movement, and 
detection accuracy reaches 90% [16]. Another study discusses hand gesture recogni-
tion for human–computer interaction (HCI). This journal uses FMCW radar, which 
has specifications of 60 GHz with a detection distance of 10–15 cm. In the clas-
sification, we used 8 types of hand gestures with the 2D FFT method on the radar 
output. This journal performs hand gesture recognition using CNN with an additional 
adaptive domain, which is used to deduce whether the target domain is labelled or 
not labelled and compares results for 3D-CNN model accuracy, 2D-CNN, and RNN. 
The biggest advantage of this system is that it increases performance maximally 
from little training data [17]. The use of radar in sign language recognition has been 
carried out using Doppler radar and American sign language for vigilance purposes 
using DCNN with an accuracy of 87.5% and the VGG-16 algorithm with an accuracy 
of 95%, other studies related to sign language recognition using multi-antenna radar 
and American sign language with CNN’s deep learning method [18]. In addition to 
the two types of radar above, research using millimetre wave radar has been carried 
out, which applies American sign language using the CNN method in 18 movement 
classes to get an accuracy of 95% [19]. 

Using uRAD radar based on FMCW radar is important for providing solutions 
to the above problems. This study uses several methods to handle, such as uRAD 
radar, data preprocessing, and deep learning Convolutional Neural Network (CNN) 
methods. The advantage of using uRAD radar compared to the use of WebCam is that 
uRAD radar does not need to be concerned with light intensity, maintains privacy, 
and is not affected by weather [10, 11]. Research on sign language recognition 
using uRAD radar has never been done, especially in Indonesia, especially in the 
application to the SIBI movement of letters and numbers. In this study, it is hoped 
that the uRAD radar can be applied directly in public places such as buying tickets, 
ordering food, etc. uRAD radar focuses on obtaining data on letters of the alphabet 
and SIBI numbers, which uses three letters and 2 SIBI numbers, namely “Letter C”, 
“Letter F”, “Letter H”, “Number 3”, and “Number 6”, then preprocessing the data 
using the cropping image method in multiplying the dataset and the FFT method 
in converting the data structure into frequency and distance domains. After that, 
there will be a dataset classification process that has been processed using the Deep 
Learning CNN method, and there are three classification scenarios. 

This paper is structured as follows. Section 2 provides information related to 
data collection. Section 3 provides research results that have been processed through 
the stages of data processing to classification. Section 4 explains the results and 
comparisons. Finally, Sect. 5 summarizes the study’s results and provides conclusions 
and suggestions for further research.
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Fig. 1 URAD radar as a tool 
for detecting the movement 
of SIBI letters and numbers 

2 Materials and Method 

2.1 Materials 

This study uses a radar sensor called uRAD radar (see Fig. 1). uRAD radar is a 
radar-based FMCW radar integrated with the Raspberry Pi 4. This type of uRAD 
radar can be used as a portable radar where there are various modes in this radar. 
Frequency Modulated Continuous Wave (FMCW) is a radar that emits continuous 
waves by modulating the frequency within a specific time range and period. [20]. 

2.2 Experimental Procedures 

The dataset was collected in this study using the uRAD radar sensor, which has been 
integrated with the Raspberry Pi 4. The uRAD radar and Raspberry Pi 4 are combined 
using a shield and mounted on a camera tripod as high as 100 cm (see Fig. 2).

The camera tripod and uRAD radar are then aligned with the object to be detected. 
In this study, the distance between the uRAD radar and the object is 1.2 m (see Fig. 3).

Dataset retrieval is done by recording using uRAD radar for 180 seconds with 
specifications Ns = 50, namely the number of samples in one data frame (Ns). The 
maximum sample in one data frame is 200. Only 50 is used BW= 240 MHz radar and 
used to work in the 24 GHz frequency with a bandwidth of 240 MHz, uRAD mode = 
Mode 2, which mode is only for detecting distances in the form of a sawtooth signal 
[21]. After getting the desired dataset then, enter the data preprocessing process. The 
dataset will be processed to get a large number of datasets (see Fig. 4).

Removes DC Component. The 5-class raw dataset generated by the radar is still 
in the form of an I (in-phase) Q (Quadrature) signal. The 5-class dataset that has 
been collected has dimensions of 1 data class (3600, 50), meaning that 1 dataset
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Fig. 2 Form the foundation 
of uRAD radar using a tripod

class has 50 samples in 1 data frame and 180 s in length in 1 data class. The author 
converts the form of the I/Q signal contained in the dataset so that the data can be 
converted into voltage because this raw data has arbitrary units from 0 to 4095. The 
signal conversion calculates the maximum voltage GPIO on the Raspberry Pi 4 3.3 V 
divided by ADC Intervals from uRAD. Components I and Q have a DC Component. 
Therefore, the removal of the DC Component is necessary [14], the removal of the 
DC Component by applying I and Q with the following Eq. (1): 

x = xNs − 1 
Ns 

Ns−1∑

n=0 

xNs [n] (1) 

where xNs = [x[0], x[1], x[2], . . . ,  x[Ns − 1]] and Ns It is the number of samples. 
In one data frame, the deletion of the DC Component is the value of each sample. 

(ncolumn) on the data, the frame is reduced by the average of the sample (avgcolumn). 
Fast Fourier Transform. Suppose you look at the output images of the I and Q 

signals (see Fig. 5). In that case, the data still has an unclear pattern because there 
is no visible object of movement of the letters of the alphabet and SIBI numbers
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Fig. 3 The position of dataset retrieval before entering the machine learning process

Remove DC 
Component 

Taking 
Positive 

Frequency 

Taking 
Detection 

Target 

Convert I and 
Q signal into 

FFT 

Clutter 
Suppression 

Cropping 
Spectogram 

CNN 
Classification 

Movement of 3 letters and 
2 numbers SIBI (IQ signal) 

Classification results of 3 
letters and 2 SIBI numbers 

Input Output 

Fig. 4 Block diagram system of each process that works in this research
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and no other static objects are visible. To be able to find out information about the 
distance from the radar to the object movement of the letters of the alphabet and 
SIBI numbers, the Fast Fourier Transform method is needed [22, 23]. The I and Q 
signal data converted into voltage will then be entered into the FFT process with 
a frequency index of 4096. The FFT method can be calculated using the following 
Eq. (2). 

X [k] = 
N−1∑

n=0 

x[n]e− j2π n N k (2)

Fig. 5 Form the IQ signal (raw data) in 2 dimensions before going through the preprocessing stage 
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where k = 0, …, N–1 and x[n] is a number of samples. 
There are two different frequencies, namely positive and negative frequencies 

(see Fig. 6), so if you want to have information about the distance between the radar 
and the target frequency index, only the index from the range 2048 to 4096 is used 
because the range is part of the positive frequency and has information, regarding 
the distance between the radar and the target (Fig. 7). 

Fig. 6 Spectrogram form of raw data IQ signal which has been converted into frequency domain
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Fig. 7 Plot spectrogram frequency index range 2048 To 4096 

If we see the spectrogram above is the data accumulated during Np (number of 
frames). The column part (y) in the spectrogram image above is a frequency index. 
However, the frequency index has been converted into a distance with a maximum 
distance achieved by uRAD 15.625 m with calculations according to formula 3. The 
row (x) section in the spectrogram image above is the time in seconds. The maximum 
distance can be calculated using the following Eq. (3): 

DistanceMax = 75x Ns  

BW 
(3) 

where Ns  and BW are the number of samples and the bandwidth used by radar. 
Removes Clutter. The I and Q signal data that have been converted into voltage 

and frequency domains still have static objects (interference). So we need a method
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to dampen the static object so that the movement can be seen more clearly [24, 25]. 
In reducing the disturbance of the static object, it can be eliminated mathematically, 
which can be written as the following Eq. (4) and (5): 

Y
(Np) = X(Np) − 1 

Np 

⎡ 

⎣ 
Np∑

i=0 

X (i ) [0], 
Np∑

k=0 

X (i ) [1], . . . ,  
Np∑

k=0 

X (i) [K − 1] 
⎤ 

⎦ × J1,Np 

(3) 

where X(Np ) = [
X (0) , X (1) , . . . ,  X (Np−1)

]
J1,Np is a 1× Np matrix where all elements 

contain 1, which means that the way to reduce Clutter is the value of each row 
(nrow) in the data frame is reduced by the average of each row (avgrow). Where 
X (i) = [

X (i)[0], X (i)[1], . . . ,  X (i)[K − 1]], , and K is the number of frequency 
indices, and i is the frequency index per one frame. The results of clutter suppression 
can be shown in the images below (see Fig. 8).

Cropping Spectrogram. Before being included in the training model, the authors 
first cut back, which only trimmed the targets detected by the uRAD radar. The authors 
wanted to remove features from unused data into the Deep Learning Convolutional 
Neural Network method. 

After trimming the target detected by uRAD (see Fig. 9), the data will be cropped 
45 frames to the right by forming a rectangle following the time series (time) or with 
a time of 2.25 s. The cropping aims to increase the number of datasets. Hence, there 
is no need to take manual data periodically, and the number of cropping is 45 frames 
or 2.25 s because if you use a small cropping value, the resulting data results are not 
good, and the more cropping values, the better the data will be.

Classification Deep Learning Convolutional Neural Network (CNN). Convo-
lutional Neural Network (CNN) is the first Deep Learning architecture with a 
sequence of layers.[26]. CNN is an algorithm developed from MLP (Multilayer 
Perceptron), designed to process 2D data [27–29]. The CNN algorithm has been 
widely applied to image data and classified as a Deep Neural Network. The difference 
between MLP and CNN is only in the size of the neurons; MLP adopts neurons with 
only one dimension, while in CNN, each neuron is described in two dimensions[30, 
31]. This study uses 3 CNN scenarios where each layer is different in number, which 
aims to find the best model. CNN will classify five classes (see Fig. 10) which use 
3 Letters and 2 Numbers SIBI movement. The detection system is processed from 
the radar, and a programming algorithm is designed in the system flowchart (see 
Fig. 11).

3 Result 

The dataset that has been completed in the data preprocessing process will then enter 
the classification stage, which is divided into three scenarios (see Table 1).
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Fig. 8 Plot of Removes Clutter Spectrogram Results

Not only from testing through the model but to testing performance from a model 
to classifying, it can be seen through. The results of the confusion matrix and clas-
sification report used in testing based on the max pooling layer and average pooling 
layer are shown following the analysis results in obtaining the best model. In (see 
Fig. 12) below is a picture of the confusion matrix in calculating the factors in the 
classification performance.
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Fig. 9 Signal Cropping by only picking up targets detected by radar

4 Discussion 

Testing on this classification system uses various parameters, including the number 
of convolution layers and the number of epochs. The use of 1 to 6 convolution layers, 
but each layer produces a different classification performance. Processing using a 
confusion matrix will show the performance of each layer and the number of epochs 
tested. When using a simple number of layers, namely 1, 2 and 3, convolution layers 
produce good accuracy but not on the classification results. Where the classification 
results occur, there are many misclassifications in the movement of the letters of the 
alphabet and SIBI numbers. To improve the performance of the classification, the test 
adds the number of convolution layers in which the layers become more complex. The 
use of 4, 5, and 6 layers of convolution resulted in perfect accuracy, but the number 
of epochs of 70 in the number of 4 layers experienced a decrease in accuracy. When 
using several six convolution layers, excellent accuracy is obtained, namely 100%
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Fig. 10 Five classes of movement of letters and numbers SIBI used in this study

with a low loss rate, so it can be concluded that using several six convolution layers 
produces good accuracy validation and excellent classification performance, as seen 
in Fig. 12. In previous studies, the results obtained 90% accuracy using WebCam and 
machine learning Artificial Neural Network, and the use of Doppler radar in detecting 
American sign language with the DCNN algorithm obtained an accuracy of 95%. 
Comparing previous studies, it can be concluded that the results using FMCW radar 
and CNN algorithms get 100% accurate results which are better than previous studies. 
In the future, it is expected that when taking datasets, the room for recording must be 
transparent because if there are many objects around the radar, the radar will reflect 
all objects so that movement is disrupted, and do not use the remote desktop method 
which will result in interference with the data generated. 

5 Conclusion 

The main objective of this research has been achieved, which is to classify the letters 
of the alphabet and SIBI numbers successfully. The CNN deep learning method is 
also helpful in this classification. Compared to other convolution layer tests using 
six convolution layers with 70 epochs resulted in a good accuracy of 100% and 
an excellent movement classification performance. With this accuracy, this study 
succeeded in comparing previous studies which used WebCam and Doppler radar. 
The CNN deep learning method is also helpful in this classification. The weakness 
in this research is that there is no real-time system to detect the letters of the alphabet
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Fig. 11 Flowchart system in the process of collecting SIBI movement datasets

and the SIBI numbers, and the radar resolution is not yet high. For further research, it 
is hoped that they can create a real-time system to prove that movement classification 
can be detected or use other types of radar with higher resolution, and add movement 
classes for more classification.
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Table 1 Classification table for testing the number of convolution layers and epoch 

Convolution layer Epoch Accuracy (%) Loss (%) Validation 
accuracy (%) 

Validation loss (%) 

1 30 95.68 11.99 93.36 17.29 

50 99.51 2.36 95.95 12.11 

70 99.50 1.99 96.72 12.04 

2 30 97.44 7.28 96.58 9.29 

50 99.77 1.55 98.88 3.16 

70 100 0.016 99.35 1.73 

3 30 97.06 8.11 96.13 9.68 

50 99.08 3.19 95.91 9.65 

70 100 0.091 99.89 0.51 

4 30 98.51 4.53 95.88 11.58 

50 99.21 2.80 99.73 1.53 

70 99.90 0.032 96.36 11.01 

5 30 97.37 7.02 96.15 9.88 

50 99.88 0.67 96.20 11.13 

70 99.12 3.17 98.54 3.51 

6 30 98.21 5.29 99.19 2.42 

50 100 0.045 99.91 0.36 

70 100 0.064 100 0.098

Fig. 12 The results of the 
confusion matrix from the 
best classification test model
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Heart Rate Variability 
of Photoplethysmography 
for Hypertension Detection Using 
Support Vector Machine 

Aulia Octaviani, Nuryani Nuryani, Umi Salamah, and Trio Pambudi Utomo 

Abstract Early detection of hypertension is essential as it is a common chronic age-
related disease often associated with debilitating cardiovascular complications. The 
aim of this article is to find the best accuracy performance in detecting hypertension. 
This article introduced a method for hypertension detection without a cuff using 
parameters of photoplethysmography (PPG) and support vector machine (SVM). 
The parameters were heart rate variability (HRV) of PPG. Both the time domain and 
frequency domain of HRV were utilized. The HRV was obtained from the respiratory 
rate (RR) interval of PPG, which was the time interval between two consecutive peaks 
of PPG. An SVM with a radial basis function (RBF) was used. SVM parameters were 
tuned to find the optimal one. Furthermore, a feature selection of PPG-HRV was 
conducted to find appropriate features. Experiments using clinical data showed that 
SVM with HRV of PPG resulted in a good performance for hypertension detection. 
The performance of hypertension detection with different values of SVM parameters 
and different features of HRV was presented. This method found accuracies of 98.89 
and 80.68% for training and testing, respectively. Based on the results, the use of 
HRV from PPG is quite effective and can contribute to medical development to detect 
hypertension. 
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1 Introduction 

Hypertension is diagnosed when a person’s systolic blood pressure (SBP) in the office 
or clinic is ≥120 mm Hg and/or their diastolic blood pressure (DBP) is ≥90 mm 
Hg [1]. Chronic hypertension (HT) can inflict damage on various vital organs of 
the body, such as the lungs, brain, heart, and kidneys [2]. One of the World Health 
Organization’s (WHO) global targets is to reduce prevalence by 33% between 2010 
and 2030. 

In a clinical environment, blood pressure measurement has always been the gold 
standard for diagnosing hypertension. There are a variety of simple home sphyg-
momanometers that the general public can use to measure blood pressure. The user 
should follow each instruction with the right gestures at the right time and act calmly. 

Aletta and his team investigated blood pressure and its variability using classic and 
novel measurement techniques, with the conclusion that BP recording without a cuff 
can improve prediction and treatment beyond conventional capabilities [3]. Several 
articles have reported research on the detection of hypertension using PPG, and some 
studies have been conducted without cuffs. PPG signals contain information about the 
arterial and venous circulation systems. PPG uses a low-intensity infrared (IR) light 
sensor to detect the amount of light absorbed or reflected by tissue supplied by blood 
vessels. It produces a transmissive or reflective photoelectric signal that reflects the 
pulsatile volume of blood within the area covered by the sensor [4, 5]. PPG has been 
correlated and applied with measurements of heart rate, blood pressure, and blood 
oxygenation, providing clinically useful information for physiological monitoring [4, 
5]. Dual-wavelength PPGs are routinely used in hospitals to derive oxygen saturation, 
usually using fingertip sensors. Recently, the pulse interval of PPG has also been used 
to estimate HRV [6]. 

HRV monitoring is a new alternative treatment for hypertension that enables 
users to keep an unobtrusive eye on their health, like when they naturally sleep 
[7]. HRV is the change in the time interval between beats. It is produced by the 
autonomic nervous system, including the sympathetic nervous system (SNS) and the 
parasympathetic nervous system (PNS) [8]. HRV includes both the time domain and 
frequency domain methods. Because it is based on widely used statistical metrics, 
the time-domain technique of HRV is the simplest to utilize. In contrast to the time-
domain method, the frequency content of the signal is quantified using spectral 
analysis for the frequency-domain method of HRV calculation [9]. 

A significant and independent predictor of patients’ hypertension is a reduction in 
HRV. Despite the paucity of research, this review indicates that employing relaxation 
techniques regarded as healthy habits may reduce blood pressure and boost HRV and 
parasympathetic activity [8]. 

Time-domain measures of HRV quantify the amount of variability in measures 
of interbeat interval (IBI), the length of time between successive heartbeats [10]. 
The time domain analysis allows extracting many measurements from the raw RR 
interval signal. The simplest variables derived directly from the RR interval signal 
are time-domain parameters [11].
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Frequency domain measurements estimate the absolute or relative power distri-
bution in four frequency bands. Heart rate (HR) vibrations in ultra-low frequency 
(ULF), very low frequency (VLF), low frequency (LF), and high frequency (HF) 
bands are the four frequency bands [12]. 

More than 30 HRV parameters were used in the research by Christoph and his 
team. They used PPG signals to investigate the accuracy of heart rate variability [1] 
but have not been as specific in testing the algorithm. This article presents a new 
method to identify hypertension using both the time domain and frequency domain 
of HRV using PPG. This article also introduces a support vector machine (SVM) as 
a classifier for hypertension detection with more specific variations on gamma and 
SVM-C. Different mapping functions of SVM are investigated as well. The hope of 
this article is that it can help in the medical field in detecting hypertension. 

2 Method  

The method for hypertension detection using PPG and SVM is shown in Fig. 1. 
The basic basis of this research is the extracted ppg signal to obtain the HRV value 
followed by feature selection to obtain significant features. The selected features will 
be classified using SVM, and the output of the SVM is the classification between 
hypertension and normal. 

2.1 PPG Database 

Materials, in this study is PPG records, were taken from the MIMIC database [13]. At 
the time of data acquisition, there were several recordings of anomalies and noise, 
such as missing peaks and pulse buffering. Records are outside the scope of this 
study. In this study, data from MIMIC database parsing was used with a total of 
264 hypertension data and 172 normal data with 30-s segments with an 80% data 
distribution of training data and 20% of testing data.

Fig. 1 General structure of hypertension detection using SVM 
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2.2 Heart Rate Variability 

The HRV consists of two parts, namely the time domain and the frequency domain. 
In this study, the time domain of the HR, RR, SDNN, and RMSSD sections was 
used. The frequency domains used are LF and HF. 

The time domain method is derived from the RR interval value between beats in 
the time domain. Some variables related to HR kubios, HR beats, SD RR, RMSSD, 
SD RR, and SDNN were calculated. Table 1 shows the description of these variables. 

Next, the average RR interval (RR) and average heart rate (HR) are defined as 
follows: 

RR = 
1 

N 

N∑

n=1 

RRn (1) 

HR = 
60 

RR 
(2) 

RRn indicates the value of the nth RR interval. There are several heart rate vari-
ability parameters that measure variability within the RR time interval in the time 
domain. The standard deviation (SDNN) of the RR interval is defined as follows 
[14]: 

SDNN =
√ √ √ √ 1 

N − 1 

N∑

n=1

(
RRn − RR

)2 
(3) 

Variations in RR interval time series as a whole can be reflected by SDNN, where 
the standard deviation is SDSD which can be written as follows: 

SDSD =
/
E

{
ΔRR2 

n

} − E{ΔRRn}2 (4) 

For a stationary series on the RR series E{ΔRRn} = E{RR(n+1)} − E{RRn} = 
0 and SDSD is equal to the square root of the mean of the sequential differences

Table 1 HRV time-domain measures [12] 

Parameters Unit Description 

Fiture 1 (HR Kubios) ms Part of heart variability analysis 

Fiture 2 (HR Beats) ms Resting heart rate of 60–100 beats per minute 

Fiture 4 (SDRR) ms Standard deviation of RR intervals 

Fiture 3 (RMSSD) ms Root mean square of successive RR interval differences 

Fiture 5 (SD HR) ms Standard deviation of RR intervals 

Fiture 6 (SDNN) ms Standard deviation of NN intervals 
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Table 2 HRV frequency-domain measures [12] 

Parameters Unit Description 

Fiture 1 (VLF) ms2 Absolute power of the very-low-frequency band 
(0.0033–0.04 Hz) 

Fiture 2 (VLF) Hz Low-frequency band (0.04–0.15 Hz) 

Fiture 3 (LF) ms2 Low-frequency band (0.04–0.15 Hz) 

Fiture 4 (LF) nu Low-frequency band (0.04–0.15 Hz) 

Fiture 5 (HF) Hz High-frequency band (0.15–0.4 Hz) 

Fiture 6 (HF) ms2 High-frequency band (0.15–0.4 Hz) 

Fiture 7 (HF) nu High-frequency band (0.15–0.4 Hz) 

Fiture 8 (LF/HF) % Relative power of the high-frequency band (0.15–0.4 Hz) 

(RMSSD) which can be written, 

RMSSD =
√ √ √ √ 1 

n − 1 

n∑

j=1

ΔNN I  2 j (5) 

Frequency domain measurements estimate the absolute or relative power distri-
bution in four frequency bands. Table 2 shows the description of these variables of 
frequency domains. 

Common Frequency Domain HRV metrics include High-Frequency power (HF), 
Low-Frequency power (LF), and LF/HF Ratio. The frequency domain parameters 
used are equations [15]. 

nLF = LF 

(Total Power − VLF) 
× 100 (6) 

nHF = HF 

(Total Power − VLF) 
× 100 (7) 

LF 

HF 
ratio = 

LF 

HF 
(8) 

2.3 Support Vector Machines 

SVM is a popular machine-learning algorithm widely used in pattern recognition, 
object identification, character recognition, image segmentation, and classification 
[16]. The SVM classification used in this study is used specifically during the training 
and testing phases. In this study, the data distribution was 80% training and 20% 
testing. The function used is the radial basis function. The SVM-C value is 100, and
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the gamma for this study is 50,000. The performance of this variation is measured 
by comparing the drawing accuracy with different characteristics and the best test 
accuracy. 

3 Results 

A discussion of the results of the correlation between features is presented in Table 
3 with the highest result at 0.1482 and the lowest at 0.0372. 

Based on Table 3, if the Pearson Significance table [17] is used with the amount 
of data more than 280 then 0.085 is used, so the features that can be used for the next 
step are std hr, hr beats, and so on. The next step is to correlate between features, 
and obtained as in Table 4.

Table 4 shows that the correlation between features after the feature significance 
selection has the highest value of 1 and the lowest value of 0.0032. In the table using 
T-test [18] with an alpha value of 0.5, then 6 features are obtained. The 6 selected 
feature is HR Kubios, HR Beats, RMSSD, STD RR, VLF (Hz) dan VLF (ms2). 

Table 5 presents the comparison results between linear, RBF and sigmoid kernels. 
The results of the comparison of the three kernels have the highest accuracy in the 
RBF kernel, while the linear and sigmoid kernels produce the same accuracy. By 
using the RBF kernel, the SVM-C value is varied from 10 to 100,000 and does not 
produce a significant increase or decrease in accuracy. It can be concluded that the

Table 3 Correlation between 
features 

Feature Correlation 

STD HR 0.1482 

HR BEATS 0.1445 

HR KUBIOS 0.1390 

VLF (ms2) 0.1310 

VLF (HZ) 0.1298 

RMSSD 0.1012 

STD RR 0.0998 

HF (NU) 0.0920 

LF (NU) 0.0919 

LF (HZ) 0.0734 

STD RR 0.0725 

HF (HZ) 0.0715 

TOTAL (ms2) 0.0610 

LF/HF 0.0460 

LF (ms2) 0.0372 
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Table 5 Comparison of 
SVM Ker Kernels 

Kernel Training accuracy (%) Testing accuracy (%) 

Linear 60.63 60.23 

RBF 98.85 79.55 

Sigmoid 60.63 60.23 
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Fig. 2 Accuracy of detecting hypertension with gamma variation of 10–100,000 

value of SVM-C is not very influential in this study. As for the varied gamma values, 
it can be seen as shown in the image below: 

From Fig. 2, it can be seen that the accuracy value of the training data continues 
to increase but reaches a gamma of 50,000 the graph is flat, which means that the 
value is the same. For testing data, the graph increases up to gamma 50,000 the value 
drops significantly, which means that the best testing value is at gamma 50,000. At 
gamma 50,000, the accuracy of the training data is 98.85%, while the accuracy of 
the testing data is 80.68%, which is the highest value. 

Figure 3 is the result of gamma variation in more detail, producing a graph for 
training data that is flat or constant at 98.85%. As for the test data graph, it increases 
and decreases with a flat end and has the highest value at 80.68% with a gamma of 
50,000 and 60,000.

4 Discussion 

In this paper, the 30-s segment length in PPG is used. The use of this length is 
not discussed, but Baek HJ and his team varied the 30-s segment length, resulting 
in segments less than 5 min suitable for HRV calculations [19]. The 30-s segment 
allows for HRV data retrieval.
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Fig. 3 Accuracy of detecting hypertension with gamma variation of 10,000–100,000

The features used in this study were previously 15 in number, but after selection, 
they were reduced to 6. These features include HR kubios, HR beats, RMSSD, STD 
HR, VLF (ms2), and VLF (Hz) based on the results of feature selection using the 
Pearson correlation t-test. Soku Chen used Pearson’s correlation and t-test to verify 
the research data [20]. 

Time-domain and frequency-domain HRV were used to improve accuracy on 
training data but were suboptimal on test data. As Christoph and his team have 
shown in their work, the LH and HF parameters should be used with caution and can 
be influenced by other parameters [21]. 

In this paper, the SVM algorithm with the RBF kernel is used. There are some 
articles using RBF as a kernel for SVM. One of them is written by Harun Al-Aziz 
and RBF. He says the kernel is the kernel with the best performance [22]. In an article 
written by Venkatesan [23] entitled ECG Signal Preprocessing and SVM Classifier-
Based Abnormality Detection in Remote Healthcare Applications, SVM gives the 
best accuracy. 

Accuracy results before using feature selection and after using feature selection 
have significant results. Before using feature selection, 15 parameters were used and 
had the results of accuracy training 99.85% and accuracy testing 63.64%. The use 
of feature selection is 6 as explained in Table 4, and it was able to increase accuracy 
with training at 98.89% and testing at 80.68% like the graph in Fig. 3, in the paper 
Christoph and the team in his research it was explained that some parameters should 
be used with caution because it has a significant effect [21]. The limitation of this 
study is the use of PPG signals only, but these limitations provide more specificity 
that PPG signals are able to predict hypertension and this is very useful in the health 
sector for early detection. 

This paper uses six parameters from the HRV time domain and the frequency 
domain of the PPG signal, which are more specific than previous studies. The methods 
used are SVM kernel RBF, gamma 50,000 to 60,000, and SVM-C 100, which produce
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the best accuracy at training accuracy values of 98.89% and testing accuracy of 
80.68%. 

5 Conclusion 

The aim of this article is to find the best accuracy performance in detecting hyperten-
sion. In this paper, the best classification uses the SVM kernel RBF from HRV time 
domain data and the frequency domain of PPG recordings, producing the best accu-
racy on SVM-C 100 and gamma 50,000 and 60,000 with training accuracy values 
of 98.89% and testing accuracy of 80.68%. The results of research with training 
data and testing data show quite a high accuracy. This allows for future research by 
exploring other algorithms that produce better accuracy. 
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Enhancing the Diagnosis of Skin 
Neglected Tropical Diseases by Artificial 
Neural Networks Using Evolutionary 
Algorithms: Implementation 
on Raspberry Pi 

Steyve Nyatte, Steve Perabi, Gregoire Abessolo, Salomé Ndjakomo Essiane, 
and Pierre Ele 

Abstract Neglected TROPICAL diseases related to the skin with similar mani-
festations in their early phase persist in remote areas and are characterized by the 
prevailing poverty of populations. If not detected early, they very often lead to severe 
ulcerations and permanent disabilities. We present an approach to optimize the early 
detection of neglected tropical skin diseases (NTDs) by automatic identification 
of skin lesions. As contributions, we propose a web-mobile AI-powered automatic 
skin lesion recognition system optimized by a new hybrid Whale-Shark optimiza-
tion algorithm (WOA-SSO-ANN) that can help frontline health workers without 
state-of-the-art equipment to detect NTDs in their beginning stage. We extract the 
relevant regions features of the lesions. The dataset resulting from this preprocessing 
is classified by artificial neural networks optimized by a new hybrid Whale-Shark 
optimization algorithm to develop an improved artificial neural network in terms of 
processing time and/or accuracy. The best result was obtained with an overall clas-
sification accuracy of 93% and a processing time reduced by almost half compared 
to other optimizers. The proposed application is able to recognize cases of Buruli 
ulcer, leprosy, and leishmaniasis in our database (nodule and plaque) and classify 
new patients, thus reducing the cost of management of these diseases when they are 
detected late. The AI models implemented in this work have satisfactory accuracy
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and could be a complementary diagnostic tool, especially in remote areas where 
medical specialists are scarce. 

Keywords Artificial neural network · Metaheuristic optimization · Image 
processing · Skin neglect tropical diseases 

1 Introduction 

Of the more than 20 neglected tropical diseases (NTDs), over half have skin manifes-
tations and are often associated with long-term disability, stigma, and mental health 
problems. Yet the early diagnosis of these disabling diseases is key to successful treat-
ment to avoid irreversible consequences [1]. NTDs affect more than 1,000 million 
people in tropical and subtropical countries, with a very high financial cost for these 
poor countries [2]. These diseases are spread over almost all continents as shown in 
Table 1 [3]. The predominance of these diseases can be seen in Africa. As can be seen 
in this table, the three most prevalent diseases are represented by two + signs and 
are present in almost all continents. The World Health Organization (WHO) reported 
about 130,500 new leprosy (LEP) cases in 2020, with around 9000 children under 
the age of 15 afflicted and roughly 8000 suffering from grade 2 impairments (G2D). 
In the same year, around 1 million new leishmaniasis (LEI) cases were recorded 
internationally, while approximately 5000 suspected Buruli (BU) ulcer cases were 
reported globally in one year, with the majority of patients under the age of 15. 
Current diagnostic procedures are unluckily costly, unsuitable for endemic loca-
tions, and occasionally ineffective. WHO intends to stop the neglect of tropical skin 
diseases (NTDs) by 2030, according to SDG Target 3.3. 

In order to achieve this objective, tools need to be developed that are adapted to 
areas where these diseases are prevalent. The current methods are not appropriate in 
terms of feasibility and reliability, as shown in Table 2 [3]. For example, diagnosing 
these diseases frequently necessitates a highly sophisticated technological platform 
that is not available in these endemic locations. Various ways are utilized, each with 
its own set of pros and limitations.

Antibiotics can easily control NTDs if they are detected early. However, poverty, 
in combination with the precarious situation of the endemic-infected areas where 
they live, makes early diagnosis of these diseases difficult. Therefore, it is important

Table 1 Regional distribution of targeted cutaneous NTDs 

NTDs Africa Asia America Europe Mediterranean Eastern Pacific 
Western 

BU ** * * – – * 

LEI ** * ** * ** – 

LEP ** * * – * * 

Note Legend: ** = current; * = present but not common; – = absent; 
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Table 2 Current diagnostic 
methods’ limitations and 
advantages 

Test Limitation 

Smear testing – No more than 60% sensitivity 
– Requires skilled physician 
– Strict quality control 

In vitro culture – Modern laboratory expected 
– Requires a modern laboratory 
– Qualified personnel are 
requested–long time to results 

– Limited sensitivity (20–60%) 
– Unsuitable for immediate patient 
care 

– Not suitable for emergency 
patient treatment 

– Extensive quality control is 
required 

Polymerase chain reaction – Modern laboratory expected 
– Expensive 
– Skilled physician 
– Strict quality control 
– Impossible to differentiate viable 
and non-viable organisms 

Histopathology – Modern laboratory expected 
– Expensive 
– Highly skilled physician 
– Invasive method

to equip frontline staff with a tool that can quickly identify a neglected skin-related 
disease just by taking a picture with a computer-aided diagnosis (CAD). With the fast 
growth of artificial intelligence in recent years, computer-aided diagnosis (CAD) has 
also experienced a number of breakthroughs, notably in the field of medical imaging 
[4–6]. The latter has played a very positive role in improving diagnostic accuracy and 
reducing false diagnosis. However, one of the most widely used artificial intelligence 
algorithms is neural networks, whose back-propagation technique has shown high 
performance in very large datasets but often has a number of drawbacks such as 
solutions often local and not global [7, 8]. The actual performance of backpropagation 
on a specific problem depends on the input data [9], the objective function must be 
differentiable [10], backpropagation can be very sensitive to noisy data often derived 
from analogue images [11]. Given the variable nature of the images to be processed 
by our CAD, it is therefore important to find a better-performing algorithm that is 
not sensitive to noise and data variations. 

Several studies have been done in the academic field on the optimization of artifi-
cial neural networks in the identification of skin disorders such as skin malignancies 
[12–14], but there has also been some work on skin-related NTDs. This subsection 
focuses on current work on machine learning-based automated skin lesion detection 
systems for neglected tropical diseases.
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Hu et al. [15–18] has studied, through several papers and scientific articles, the 
possibility of identifying cutaneous lesions of UB. The author has studied dermo-
scopic images in the ulcer phase for diagnostic purposes. We can also mention the 
work of Bamoravat et al., who developed a diagnostic approach for leishmaniasis 
with a machine-learning algorithm [19]. The best result was obtained by a multilayer 
perceptron with an accuracy of 88%. Zare et al. [20] developed a neural network-
based model to detect and recognize leishmaniasis parasites through microscopy 
images. An accuracy of 50% was obtained. Using cognitive computing data, the 
authors of [21] created a leishmaniasis diagnosis system based on a feedforward 
neural network. After normalization, the experimental findings of the multilayer feed-
forward perceptron model showed an accuracy of 85.71%, indicating an outstanding 
fit of the model to the process. The works of [19, 20], and [21] are based on a micro-
scopic image of parasites rather than actual skin lesions. This does not address the root 
cause of the problem in the afflicted areas: a lack of material to identify the microor-
ganisms. Márcio Lus Moreira De Souza et al. created an artificial intelligence-based 
cross-platform program for leprosy screening (AI). The Random Forest algorithm-
based model has sensitivity and specificity of 93.97 and 87.09%, respectively [22]. 
The authors of [23] set out to develop an AI-powered diagnostic assistance for leprosy 
based on skin pictures, or a mix of the two. During the initial part of the project, an 
AI-powered leprosy diagnosis aid was created, which was based on a combination of 
skin pictures and clinical data acquired in a standardized method. For the diagnosis 
of leprosy, 1229 skin pictures gathered with 585 pieces of information led in a high 
classification accuracy (90%) and an area under the curve (AUC) of 96.46%. As 
previously said, the correctness of these numerous works is not always as great as 
we would have hoped. 

Given the commonality of neglected tropical illnesses, which typically begin as 
a nodule or plaque, no author has created a technique capable of identifying many 
diseases at once in this literature study. There has never been a diagnostic application 
based on neural networks that have been tuned for the demands of the case. As a result, 
the goal is to create a system for real-time diagnosis of three neglected illnesses. 

To make our diagnosis stable and fast, we will test some metaheuristics with our 
data set to improve the classification indices. Because, according to the authors of [8– 
10], it is possible to make the learning process of neural networks stable and efficient 
by introducing metaheuristics. The hypotheses that this work would like to verify 
are as follows: The optimization of a feedforward neural network by a metaheuristic 
can increase the accuracy and the speed and stability of a computer-aided diagnosis 
(CAD), and it is possible to implement this CAD on a Raspberry PI4. The primary 
goal of this article is to provide a suggestion for an intelligent knowledge-based archi-
tecture to identify, extract, and classify the different skin lesions characterizing some 
neglected tropical diseases prevailing in tropical areas in general and in Cameroon in 
particular. As contributions, we propose a web-mobile AI-powered automatic skin 
lesion recognition system optimized by a metaheuristic that can help frontline health 
workers without state-of-the-art equipment to quickly detect illnesses in their early 
stages. To achieve this goal, we first present in Sect. 2 the hardware and methods 
used, the third section discusses the different data acquired in this investigation, and
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lastly, following a brief discussion of the topics raised in this study, a conclusion is 
suggested. 

2 Materials and Method 

2.1 Theoretical Background (Math Modeling) 

Feedforward Neural Network. A feedforward neural network model is the most 
basic type of ANN. The layers are made up of neurons. The nodes in each layer are 
fully linked to all the nodes in the adjacent layer via interconnections or weighted 
linkages. The multilayer perceptron (MLP) is a well-known FNN model that is mostly 
used for data classification. Consider the MLP in Fig. 1 with two neurons in the hidden 
layer. 

Forward propagation is the first phase of the learning process of a neural network. 
Mathematically, it consists of calculating the successive outputs of each neuron 
by applying an activation function, which can be either the logistic function, the 
hyperbolic tangent function, or the ReLu function. We take into account these metrics: 

wi j  : Parameters associated with the neuron i and coming from the j ; bi : neuron 
bias i ; ai : activation of the neuron i ; zi : weighting of neuron inputs i . The weighting 
equation for each neuron is given by Eq. 1 below. 

zi =
(Σ

wi j  x i

)
+ bi (1) 

And the activation of the neuron can be done by a sigmoid function represented 
by Eq. 2, which introduces the notion of probability into the neuronal calculation.

Fig. 1 Multilayer perceptron model 
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ai = 1 

1 + e−zi 
(2) 

Considering wi j  the Parameter associated with the neuron i and coming from the 
neuron j , .[c] the number of the C layer being worked on z[1], z[2], for layers 1 and 
2. To ensure propagation to the next layer neuron, we will calculate the z-values of 
a layer .[c] using activations a of the layer .[c−1] . according to the following Eqs. 3 
and 4 below: 

z[c] 
i =

Σ
w[c] 
i j  a

[c−1] 
i + b[c] 

i (3) 

A[c] = 1 

1 + e−z[c] (4) 

The most commonly used cost function is the log loss function (Eq. 5), which 
reduces the error between the calculated and desired output. 

l = −  
1 

m

Σ
y ∗ log

(
A[c]) + (1 − y)log(1 − A[c]) (5) 

This back-propagation method, although very reliable, seems cumbersome and 
often requires a high computation time and powerful hardware resources. Meta-
heuristics are serious alternatives to gradient descent. In this respect, we combine 
the formidable exploitation capacity of the grey wolf with the exploratory capabil-
ities of the shark to build a new metaheuristic. The objective is to find the weights 
that minimize the mean square error given by Eq. (6) 

MSE = 
1 

N 

NΣ
i=1 

( fi − yi )2 (6) 

with fi =
(Σ

wi j  xi
) + bi . 

2.2 Hybrid Whale Shark Algorithm. 

Whale Optimization Algorithm (WOA). Developed by Mirjalili and Lewis [24], 
the WOA algorithm is inspired by the hunting technic used by a humpback whale. 
Humpbacks create bubble nets to catch their prey. This method is called the bubble 
net method; the cycle consists of two phases: the search for food until it is surrounded 
(the exploration phase) and the exploitation phase. These phases are mathematically 
modeled by Eqs. 7 to 13:
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Exploration Phase: 

D = |C ∗ Xrand  (t) − X (t)| (7) 

X (t + 1) = (Xrand  (t) − A ∗ D) (8) 

a = 2 − 
2t 

tmax 
(9) 

A = 2 ∗ a ∗ r − a (10) 

C = 2 ∗ r (11) 

Exploitation Phase: 

X (t + 1) =
⎧
D' ∗ ebl ∗ cos(2πl) + X∗(t), p ≥ 0.5 
X∗(t) − A ∗ D, p < 0.5 

(12) 

D
' = ||X∗(t) − X (t)

|| (13) 

In this study, we want to give this ability to trap prey in a ball to a hunting shark 
troop. The paragraph below presents the Shark Optimization Algorithm. 

Shark Smell optimization Algorithm. Develop by par Mohammad-Azari et al. 
[25], the Shark Smell optimization Algorithm is a population-based metaheuristic 
that is inspired by shark Food forging behavior characterize by his sense of smell. 
His strategy is based on forward movement and rotational movement with à certain 
velocity. The modeling of the two behavior is done in Eqs. 14 and 15 below. 

Y k+1 
i = Xk 

i + V k i Δtk (14) 

This equation calculates the position based on the forward motion of the shark. 
Then another equation models the ability to turn around the prey, with k as the current 
iteration, V as the velocity; X as the position; i as the individual shark and Y as the 
Forward position; Here we consider Δtk = 1 and R = random number the new 
position taking into account the rotational behavior is given by Eq. 15 below. 

Zk+1 
i = Y k+1 

i + R ∗ Y k+1 
i (15) 

In the literature this algorithm has been used successfully in areas such as the 
identification of “the optimal parameters of the proton exchange membrane fuel cell 
model” [26]; “Optimal placement of capacitors in radial distribution system” [27]. 

Hybridization of Shark Smell Algorithm and Whale Optimization Algorithm 
to train weights of Neural Networks. The hybridization here is to combine the
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trapping ability of the whale in creating a giant bubble net with the speed and precision 
of the shark in its forward propagation phase. This is mathematically modeled by 
merging Eqs. 12 and 13 in the exploitation phase as follows. 

X (t + 1) =
⎧
D' ∗ ebl ∗ cos(2πl) + X∗(t), p ≥ 0.5 
X∗(t) − A ∗ D, p < 0.5 

(16) 

with 

D
' k 
i =

||X∗(t) − Y k i (t)
||

= ||X∗(t) − Xk 
i (t)V 

k 
i (t)Δtk

|| (17) 

2.3 Dataset 

We gathered skin lesions from the three principal illnesses in Cameroon, leprosy, 
leishmaniasis, and Buruli ulcer, in order to detect neglected tropical diseases in 
their early stages [3]. Figure 2 depicts the number of photos per ailment. We have 
25% leishmaniasis lesions, 40% UB lesions, and 35% leprosy lesions. We sepa-
rated the data into test and training sets. For the test data we have 234 images 
distributed as follows: 26% are Leishmaniosis lesions, 43% are UB lesions, and 
26% are leprosy lesions. For training data, 24% are Leishmaniasis lesions, 39% are 
BU lesions, and 37% are leprosy lesions. As indicated in Fig. 2, there are a maximum 
of 1054 photos to be processed. This dataset was obtained from Akonolinga and Ayos 
hospitals in Cameroon and from the internet (DermNet website and https://doi.org/ 
10.35078/1PSIEL). The International Skin Imaging Collaboration’s (ISIC) funda-
mental requirements for background color, brightness, area of view, emphasis or 
depth of field, resolution, scaling, and color calibration were satisfied by all pictures.

2.4 Experimental Procedure 

The experimental procedure will be done according to the following synoptic. This 
experimental procedure is presented in Fig. 3. The first step is to transform the RGB 
image taken by the smartphone into a grey image. The second step consists of the 
automatic thresholding of the image in order to binarize it. The third step is the 
morphological transformation of the image, and then we proceed to the extraction 
of characteristic parameters that serve as a database for the classification and the 
development of a diagnostic model.

https://doi.org/10.35078/1PSIEL
https://doi.org/10.35078/1PSIEL
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Fig. 2 Composition of the dataset

Fig. 3 Synopsis of our classification methodology 

2.5 Data Processing 

This stage consists of standardizing the pictures in order to get the best parametric 
characteristics of each lesion. This phase takes place in three stages. 

Grey level transformation. To avoid severe compression on high contrast images 
and thus avoid destroying the subtle details and textures that are an important part of 
the original image characteristics, a gamma expansion compression to calculate the 
luminance in grey levels was sized according to the luminance levels of our source 
images. Equation 18 was obtained [3]. 

Clinear = 

⎧⎨ 

⎩ 

Csrgb 

12.92 , Csrb ≤ 0.04045(
Csrgb+0.055 

1.055

)2.4 
, Csrgb > 0.04045 

(18)
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where Csrgb represents one of the three gamma-compressed sRGB primaries (Rsrgb, 
Gsrgb and Bsrgb, each in the range [0, 1]) and Clinear is the corresponding linear 
intensity value (Rlinear, G linear, and Blinear, also in the range [0, 1]). Then the linear 
luminance is calculated as a weighted sum of the three linear intensity values which 
is given by Eq. 19 [17]. 

Ylinear = 0.2126Rlinear + 0.7152G linear + 0.0722Blinear (19) 

Image thresholding. To binarize our database we apply adaptive thresholding. 
The OTSU algorithm optimized by a PSO is used. To obtain an image with more 
feature details the Otsu thresholding algorithm has been used a lot in the literature 
to avoid losing features, this algorithm has often been optimized by metaheuristics 
[28–32] and very good results have been obtained. Figure 4 depicts a strategy based 
on PSO optimization for generating an enhanced image with higher contrast and less 
entropy change than the original image. 

Histogram of Grayscale the Image 

Calculate the OTSU threshold 

Lower Histogram Upper Histogram 

Optimizing constrains with 
PSO 

Constrained Lower Histogram Constrained Upper Histogram 

Best Histogram Best Histogram 

Repeat for all the channels 

Binary Images 

Fig. 4 Otsu PSO flowchart
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Fig. 5 Feature extraction process 

Image after morphological transformation. After the automatic thresholding 
of the image we apply some morphological transformations to transform our binary 
images obtained by thresholding. This will allow us to standardize our raster 
structures. These treatments will be of two natures: 

– Dilation: which will allow us to print pixels 
– Erosion: erase pixels to uniformize contours 

Feature extraction. The extraction process is as follows in Fig. 5. The goal 
of image analysis is to extract quantitative features from images. The goal of this 
research is to measure and define the shape of structures. In this study we will extract 
six features which are: The area, The perimeter, Extent, Equivalent diameter, and 
Eccentricity. All these features are dimensionless as described below. 

Area: The number of pixels of a form represents the area. We can compute it 
easily with a Matlab function bwarea (). It is a non-dimensional number. Consider a 
binary object noted Oi (x) with N points along the boundary of the feature. 

x = [x1y1x2 . . .  xN yN ] (20) 

the area of the i-th object, measured in pixels, is given by: 

Ai = 
M−1Σ
x=0 

N−1Σ
y=0 

Oi (x, y) (21) 

The perimeter feature is defined as the total number of pixels within the object’s 
boundaries.
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If x1, . . . ,  xN is a boundary list, the perimeter is given by 

Perimeter = 
N−1Σ
i=1 

|xi − xi+1| (22) 

Eccentricity is defined as the proportion of an object’s short axis to its major axis: 

Eccentrity = 
axis lengthshort 

axis lengthlong 
(23) 

The result is represented as a number between 0 and 1. 
Extent: A spatial extent represents the “X, Y” coordinates of the raster’s corners 

in geographic space. This information tells how to position or render each pixel in 
two dimensions. 

Extent = Total Area 

Area Bounding Rectangle 
(24) 

Data analysis. In our literature review it has been shown that metaheuristics 
contribute to improving the performance of artificial neural networks [29]. We are 
inspired by this to build a hybrid WOA-Shark-ANN Algorithm to analyze our dataset 
presented in Fig. 6.
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(a) BU1 (b) LEP1 (c) LEI1 

(d) BU2 (e) LEP2 (f) LEI2 

(g) BU3 (h) LEP3 (i) LEI 2 

Fig. 6 Pre-processing Skin lesions images (BU1, LEP1, LEI1: Buruli ulcer, Leprosy and leishma-
niasis Original image BU2, LEP2, LEI2: Buruli ulcer, Leprosy and leishmaniasis Greyscale image; 
BU3, LEP3, LEI3: Buruli ulcer, Leprosy and leishmaniasis OTSU image 

3 Results 

3.1 Image Pre-processing and Processing 

Figure 6 consists of three columns, each describing a disease during the treatment 
phase. The first column represents Buruli Ulcer (BU), the second column represents 
reshmaniasis between leprosy and leprosy and the last column represents leish-
maniasis in their different phases of processing from the real image to the binary 
image.
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Table 3 Dataset head 

ID_image Area Perimeter Extend Equivalent_diameter Eccentricity Class_name 

UB0 17 17.4353467 0.456 7.9898 0.77845 0 

UB1 21 33.5657979 0.675 11.5656 0.76676 0 

UB2 32 24.7684543 0.986 9.56576 0.99994 0 

UB3 25 28.8686554 0.767 12.78679 0.89005 0 

UB4 42 17.9086567 0.988 8.65676 0.99875 0 

… … … … … … … 

The resulting dataset has 6 columns and 6000 records, so 5 will be the input data 
and one will be the output class. Here we have three possible outputs which are 
positive for Buruli Ulcer noted 0 and positive for leishmaniasis noted 1 and 2 for 
leprosy. Table 3 present ahead of the dataset obtained with Matlab code according 
to Eqs. 19 to 22. As said before all features are dimensionless. This table presents 
the results of the extractions of the five characteristics that will serve as the learning 
base (dataset) considered in this work. 

Below we present a visualization of our database. It can be seen that the extracted 
characteristics are well-limited and observable. 

3.2 Data Analysis 

We have analyzed our data with several configurations of neural networks optimized 
by metaheuristics and compared them with our own hybrid WOA-SSO-ANN model. 
The obtained error minimization results are presented in Fig. 7.

This figure shows the learning process by the different algorithms. We can see that 
the minimization time by gradient descent of the non-optimized ANN represented 
by the blue curve is large compared to the other ANNs optimized by different meta-
heuristics. In order of performance, we observe that WOA moves from third place 
to first place when it is optimized by SSO represented by the green curve. The result 
in terms of MSE and accuracy can be seen in Table 4.

The results of testing the neglected tropical skin disease dataset using a single 
neural network’s hidden layer are presented in Table 4. The WOA-SS0-MLP hybrid 
achieves the greatest results in terms of error reduction and accuracy. This information 
can be visualized in Fig. 9. It shows us a histogram of the accuracies, the highest bar 
of which is that of the hybrid of the Hawk-WOA (Fig. 8).

To validate the results, we will simulate various neural networks ranging from 
one layer to three hidden layers with a fixed number of neurons in each layer. The 
number of neurons in the hidden layers will be fixed for each configuration. Table 5 
shows the various results in terms of accuracy and errors (MSE). We have rounded 
the accuracies to the nearest integer values.
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Fig. 7 Learning process

Table 4 Performance of the various algorithms on a single-layer neural network 

Algorithm Structure of ANN 

1 hidden layer with 10 neurons 

MSE * 10–9 Accuracy (%) 

Best Worst Mean STD Best Worst Mean 

ANN 0.0017 0.0036 0.04606 0.0552 72.84 71.05 70.66 

WOA-ANN 0.0015 0.0033 0.04605 0.0482 81.84 66.10 76.89 

GA-ANN 0.0045 0.0064 0.0472 0.0650 77.56 70.11 68.13 

SSA-ANN 0.0061 0.0106 0.04335 0.0423 77.88 69.33 69.03 

PSO-MLP 0.0054 0.0055 0.0587 0.0551 74.1 66.56 70.73 

WOA-SSO-ANN 0.00008 0.00032 0.0072 0.0090 87.45 80.34 72.25

This study just validates the results obtained with a single layer of neurons that the 
WOA-SSO hybridization has better results and will be used in the implementation 
on Raspberry pi. The various experiments done on our own NTD dataset allow us 
to show the effectiveness of metaheuristics in general and WOA-SSO on learning 
and training ANNs and to draw significant conclusions. As summarized in Figs. 9 
and 10.

We note that the performance improves as the number of hidden layers and 
neurons rises. On the other hand, as the number of concealed layers increases, so 
does the mistake. This is due to the population number of our metaheuristics which
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Fig. 9 Graphs of accuracy performance for each configuration utilizing various approaches
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Table 5 Performance of various algorithms on various neural network structures (skin NTDS 
diseases) (MSE is mean square error, and Ac is accuracy) 

ANN 
architecture 

WOA-ANN GA-ANN SSA-ANN PSO-ANN WOA-SSO-ANN 

MSE Ac MSE Ac MSE Ac MSE Ac MSE Ac 

6-22-3 0.0012 86 0.0132 76 0.0009 90 0.0007 71 0.0005 91 

6-22-22-3 0.0009 88 0.0014 81 0.0021 89 0.0011 79 0.0008 91 

6-22-22-22-3 0.0002 89 0.0021 84 0.0088 89 0.0002 91 0.0007 93
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Fig. 10 MSE performance graphs for each configuration using different methods

has remained fixed. The classification accuracy increases with the structure of the 
neural network as shown in Fig. 10. 

3.3 Deployment Result 

Figure 11 shows the simple user interface. The user simply enters the image or the 
link to the image. Very simple to use, this application is hosted on a Raspberry 
pi4 board. The interface is built on HTML, CSS, JavaScript, and Flask. Once the 
application is opened, the user presses the UPLOAD button to upload a suspected 
skin lesion image. Once the image is uploaded, he clicks on the PROCEED button 
and the whole process of preprocessing, extraction of parameters, and classification
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Fig. 11 User-friendly interface 

Fig. 12 Result of a diagnosis on flask 

is done at the back end. The result, as shown in Fig. 12, consists of the classification 
of the diseases from highest to lowest probability. 

Figure 12 shows a good prediction of Buruli ulcer from the image of the plaque 
lesion. The result confirmed a Buruli ulcer lesion with a probability of 95.22%. The 
probabilities of other diseases being very low, and they can be excluded from the 
final diagnosis. This is the ideal early phase for initiating treatment with guaranteed 
low-cost healing. 

4 Discussion 

This study analyzed the database of skin lesion images of three neglected trop-
ical diseases regardless of the epidemiological and clinical background of patients 
diagnosed with leprosy, Buruli ulcer, and leishmaniasis (Table 3). By analyzing 
the extracted features through the appropriate image processing, we observed that
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although the diseases develop almost identically at their onset, there is a visible 
difference in the pixel distribution of each lesion. Therefore, we were able to extract 
a database that could be used as a diagnostic tool for neglected tropical diseases 
using machine learning. After observing the work in the literature concerning the 
classification of NTDs whose accuracy results were always lower than 91%, we 
therefore improved these results by proposing a new method of optimization of arti-
ficial neural networks. In response to the query, what share of forecasted positives 
are actually positives? The 93% solution is superb and ranks first in the literature for 
similar issues. The web application we have developed allows frontline staff, without 
necessarily being experts in these diseases, to not only perform initial tests on the 
spot just from the image of the lesion but also to refer online to an expert. 

Some authors have focused on categorizing NTDs in the literature in order to 
develop diagnostic tools for neglected tropical diseases. To our knowledge, no author 
has yet tried to classify a set of several tropical diseases, although they are very 
similar in their onset because they develop as nodules or plaques. We have done 
so successfully. For example, Hu et al. [15] used SVM on dermoscopic images to 
diagnose Buruli ulcers in the ulcer phase but achieved less than 90% accuracy. Souza 
et al. [21] used a random forest algorithm on a database of leishmaniasis patients 
and obtained an accuracy of 87.09%, and Barbier et al. [22] used a CNN algorithm 
on a set of photographic images of leprosy lesions. Table 6 depicts a comparison of 
the outcomes in terms of technique and amount. 

The differences in results can be seen graphically in the following figure. 
The comparison of the various algorithms with our own on our dataset shows that 

it is the best method in terms of accuracy, as shown in Fig. 13. We believe that the 
number of images is not yet optimal. Therefore, we will continue to collect images in 
the field and we also plan to use data augmentation methods to expand our data base 
and thus add reliability to our study. However, we must also provide information 
such as socio-geographical and clinical features of the illnesses in concern. The 
high accuracy (93.21%) of this application provides a multi-platform method to 
support the characterization and classification of many neglected diseases in isolated 
communities in Cameroon and worldwide. In this way, we are responding at our 
level to the WHO’s goal of eradicating NTDs by 2030.

Table 6 Performance of various algorithms on various neural network structures 

References NTDs Data 

Images Clinical data Accuracy (%) 

[15] Buruli ulcer 26 No 85.70 

[21] Leishmaniasis 300 No 50 

[22] Leprosy 1229 587 90 

*Nyatte et al. Buruli ulcer 
Leishmaniasis 
Leprosy 

1054 No 93 
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Fig. 13 Comparison of the result 

5 Conclusion 

The primary goal of this research is to demonstrate that it is possible to optimize the 
classification (diagnose) of neglected tropical diseases such as Buruli Ulcer, leprosy, 
and leishmaniasis by optimizing ANN through metaheuristic algorithms using a web 
application on a Raspberry pi4 module. The computational power and price of this 
tool allow us to combine a low-cost system and performance. The experimental 
results demonstrated the exceptional performance of the hybridization of two meta-
heuristics, whale optimization and shark smell optimization (WOA-SSO), in most 
of the evaluation cases. When differentiate from other optimization strategies, the 
acquired accuracy of 93% validates the efficacy of the suggested methodology for 
FNN training, namely WOA, PSO, GA, SSA. In the future work you are going to 
use data augmentation et feature selection techniques to improve our results. 
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Small Displacement Detection System 
of Landslide Using FMCW Radar 
with Phase-Detection and Change Point 
Detection Method 
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Abstract The threat of landslides often occurs during the rainy season in moun-
tainous and hilly areas. Small displacement from the slope that occurs landslides 
will move slowly on a millimeter scale. To minimize the impact of material losses 
and fatalities, a landslide monitoring system was developed using uRAD based on 
FMCW (Frequency Modulated Continuous Wave) radar with landslide miniatures 
used in the simulation to prove the concept of the phase-detection method in small 
displacement detection and the self-designed CPD (Change Point Detection) method. 
The system designed is able to detect when the movement of the miniature landslide 
is detected by radar. The result shows that the phase-detection method used is suitable 
for detecting small displacement of the object and the self-designed CPD method 
can determine the change point of time is good and accurate, which is CPD time 
detected above the 3rd second this is in accordance with the experiments carried out 
at the time of data collection. Based on the results, the proposed system can help to 
detect landslides in simulations carried out with miniature landslides as an object. 

Keywords Small Displacement · uRAD Radar · Phase-Detection · Change Point 
Detection 

1 Introduction 

Small displacement detection is a system for detecting the displacement of an object 
where the shift can be on a millimeter scale. Small displacement can be applied 
to several detection cases, such as health monitoring, medical, and natural disaster 
monitoring [1–6]. In this research, small displacement detection will be applied to 
landslide disaster simulation using landslide miniature. Landslides are one of the 
natural occurrences that often occur during the rainy season in Indonesia, especially 
in hilly and mountainous areas. This landslide occurs due to the movement of rock or 
soil mass, where there are driving and triggering factors [7, 8]. Therefore, landslides
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harm humans. Slope shift from landslide is very small; it takes millimeters to meters 
to shift per year [9]. 

Several studies have used the Synthetic Aperture Radar (SAR) system to detect 
landslides [10–12]. SAR can detect a large enough area and surface deformation in the 
range of millimeters to a distance, so it is widely used in remote sensing techniques 
such as uniting the earth’s surface and humans [13–16]. SAR is one of the radar 
systems that work by making patterns from data records that produce a radar image 
with a high resolution [17–19], which inflicts the use of SAR requires infrastructure 
investment and considerable computing resources in monitoring erosion-prone areas. 
From the research results obtained, SAR can monitor erosion but does not provide 
real-time information about the speed of movement of slope erosion due to the time 
difference when the radar emits a signal, and the object reflecting on the ground 
surface until the receiver receives it [20]. SAR can also cause slant range distortion; 
it causes the target object in the close range to appear compressed compared to the 
area at the far range [21]. 

The development of uRAD radar can be used as an alternative to the use of SAR, 
allowing it to monitor a large area with infrastructure that requires a lower investment 
than SAR. uRAD is a Frequency Modulated Continuous Wave (FMCW) radar with a 
frequency of 24 GHz and integrated with Raspberry Pi. Detecting small displacement 
objects such as slope shifts can be detected with uRAD by processing the signal 
received by the radar using the phase-detection method, in which the phase values 
can indicate a small displacement detected by the radar [22]. Hence, it is possible 
to use uRAD radar to detect a small displacement from landslide miniature. Change 
Point Detection (CPD) is used to determine the pattern change of the phase data 
obtained from the phase-detection method, where there is a change in the pattern of 
the phase data, it is indicated that there is a small displacement from the landslide 
miniature. 

This paper is divided into five sections. Section 1 describes the introduction to this 
paper. Section 2 describes the materials and methods used in this research. Section 3 
shows the results of the proposed method. Section 4 describes the results that have 
been obtained, compared with other studies, the weaknesses of the proposed method, 
and the implications of this study. And lastly, Sect. 5 concludes the results of this 
study and the proposed method. 

2 Materials and Method 

2.1 Material 

uRAD v.1.2. uRAD is an FMCW radar with a simple but high-performance device, 
and the specifications are at the same level as professional radars [23]. The frequency 
of this radar is 24 GHz with a bandwidth of 240 MHz and the maximum number of 
samples in one frame (Ns) is 200, whereas in this experiment, the author only uses
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Fig. 1 URAD Raspberry Pi v1.2 

50 Ns. In data collection, the author uses uRAD on mode 2 where the mode is only to 
detect distance with sawtooth waveform, and MTI (Moving Target Indication) mode 
is OFF. uRAD is already integrated with Raspberry Pi, so as to run programming 
from uRAD can only be processed by the Raspberry Pi. The output of uRAD is raw 
data form of I (In-phase) and Q (Quadrature) signals, where this output comes from 
the results of signal processing in uRAD which has been filtered by LPF (Low Pass 
Filter) and has Arbitrary units from 0 to 4095 (Fig. 1). 

Landslide Miniature. This landslide miniature is conducted as a simulation of 
landslide incidents so that the small displacement of the sand and gravel can be seen 
as a detected object. Landslide miniature is made using a plywood board with a 
thickness of 2 cm and arranged into a block with dimensions of 1.26 × 2.5 × 1.2 m. 
The beam has an open top and front and is filled with sand and gravel, and it can 
be manually adjusted to form a slope so that it resembles a slope. A sack is buried 
under the sand, and on both sides is connected with a long wire, later used to pull the 
sack so that the sand and gravel above it will slowly move down. The datasets used 
in this study are three wire-pulling methods, wire-pulling as far as 1 cm, 3 cm, and 
5 cm. This wire pulling is related to the distance of the landslide slope shift (Fig. 2).

2.2 Experimental Procedures 

Diagram Block System. In the research conducted, the IQ data obtained from the 
uRAD output will be processed by the FFT method and eliminate DC components 
and clutter. The data is cropped according to the distance that there is movement and 
is detected by radar. Then look for the magnitude to get the location of the index 
where the peak of the spectrum is. Because the location of the spectrum peak index



500 W. C. Natalia et al.

Fig. 2 Landslide miniature

is not in the same place, it is necessary to find the mode of the spectrum peak index 
that has been found. After getting the spectrum peak index mode, the cropped IQ 
data is reprocessed by searching for the phase value in the index mode that has been 
previously set and getting the phase value from the data. The phase value will be 
stable when no movement is detected, and the value will change significantly when 
a small movement is detected. To determine the point of significant phase change, 
the CPD method is used to get the time when the change occurs in the phase pattern. 
This indicates there is a movement time obtained by the CPD method (Fig. 3). 

Data Collection. The dataset collection process in this study uses uRAD v1.2. 
It is connected to a Raspberry Pi 4, paired on a tripod with a height of 67 cm, and 
placed 2 cm in front of the landslide miniature. The height of the tripod is adjusted to 
the height of the slope that is made. There are several procedures carried out in data 
collection, namely by pulling the wire connected to the sack buried by sand and gravel 
as far as 1, 3, and 5 cm. Each procedure is performed ten times with a radar record 
time of 8 s and a pulling time starting on the 3rd second. The configuration on uRAD

Landslide Shift 
(IQ Data) 

FFT 

Remove DC 
Component and 

Clutter 
Crop Data 

Search Peak 
Spectrum’s 

Index 
Find Mode 

Phase-
Detection 

CPD 

Motion Time 
Detected 

Input Output 

Fig. 3 Diagram block system 
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Fig. 4 a Radar height, b method to collect dataset 

used for data retrieval is using f0 = 24.005 GHz, Bandwidth = 240 MHz, using a 
sawtooth signal, and Ns = 50 (Ns is the number of samples in one capture/period), 
which one period takes 50 ms (Fig. 4). 

2.3 Pre-Processing 

Fast Fourier Transform. After getting IQ data from the results recorded by uRAD, 
the data is processed by the FFT method to convert IQ data into a frequency domain. 
IQ data which initially has 50 samples in one frame is changed to 4096 samples in 
one frame by FFT on uRAD because FFT uRAD has an N_FFT (FFT index) of 4096. 
Where the index consists of real and imaginary parts spread from −π to π, and the 
data needed for processing is only the real part (Fig. 5).

The FFT index is the beat frequency index, where the beat frequency has distance 
information. The equation of the maximum distance of uRAD can be expressed in the 
formula (1) [23, 24]. The brighter the index color in the data plot results, the greater 
the power possessed by the index. Where this indicates the detected movement of 
the object, the systematic equation of the FFT method can be expressed in formula 
(2) [25]. 

Maximum Distance = 75 × Ns 

BW 
(1) 

where Ns is the number of samples and BW is the Bandwidth, because the Ns that 
author use is 50 and the bandwidth is 240, so we will get a maximum radar distance 
of 15.625 m.
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Fig. 5 a Spectrogram real and imaginary, b spectrogram real only

X [k] =  
Np−1∑

n=0 

x[n]e−2π j nk N p (2) 

where k = (0, 1, . . . ,  K − 1) is the frequency index, Np is the number of periods. 
Remove DC Component and Clutter. Remove DC component and clutter 

method are used to remove noise signals caused by electronic interference from 
the uRAD radar or other signals that can interfere, such as signals obtained from 
static objects during experiments. The formula for removing the DC component is 
explained in Eq. (3) and removing clutter in Eq. (4). 

Remove DC component = nrow − avgrow (3) 

In one data frame, the remove DC component is the value of each row (nrow) 
minus the average of each row (avgrow). 

Remove DC clutter = ncolumn − avgcolumn (4) 

The removed clutter is the value of each column (ncolumn) minus the average of 
each column (avgcolumn). 

Cropping Data. The FFT process makes one data frame has 2048 indexes, which 
not all indexes are used because all that is needed is the index where there is move-
ment. Therefore, it is necessary to do a data crop method which is done manually by 
the author (Fig. 6).

Mode Of Peak Spectrum’s Index. After cropping the data, the search for the 
location of the peak spectrum for each index is carried out. Because the location of
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Fig. 6 Cropped spectrogram

the peak spectrum index for each frame is different, a search of mode is carried out 
to find the location of the most detected index. 

Phase-Detection. Phase-Detection is a method to determine the presence of small 
displacements that occur in data collection results. The trick is to change the data 
that has been cropped into a phase value and the only phase value taken is the phase 
value in the predetermined index mode. This method is suitable for finding small 
displacements from the object. The phase value is stable when there is no movement 
and will change significantly when there is a small movement of the detected data. 
The phase value can be found in Eq. (5). 

θ = tan−1 Q 

I 
(5) 

Q is the real number, and I is the imaginary number of IQ from raw data. 
As shown in Fig. 7, from the 0th second to the 3.25th second, the phase value 

did not change significantly or was in a stable position. Because the pulling to move 
the slope is carried out in the 3rd second, the movement will be detected after 3 s. 
Movement is detected at 3.25 s to 6 s and returns to steady or no motion detected 
from 6 to 8 s (finished). 

Change Point Detection. Change Point Detection is a method to find abrupt 
changes in data when a property of the time series changes [26–31]. The Change 
Point Detection method used by the author is a method for finding the point of change 
from phase data. As described in the phase-detection method, the phase value will 
change significantly when there is movement and will be stable when no movement

Fig. 7 Phase-detection in 
one data 
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Fig. 8 Phase-detection 
graph with CPD  

is detected. With this concept, the authors make the CPD method with the following 
working principles: 

1. Find x (difference) from the phase value at the i-time index minus the phase value 
at the (i–1) time index. 

2. Observed from the pattern of phase values, the authors set a threshold of the 
difference of 1. 

3. Because the phase pattern when there is a change can change significantly, namely 
the phase value can go up or down, the author makes a threshold x > 1 or  x < 1.  

4. When x (difference) is detected in accordance with the threshold, then look for 
where the position of the time index is located to find the point of change (change 
point). The author will only take one x value that is found first. 

5. After finding the change point (change point) is located, combine it with the 
phase data to see a graph of the detection. 

The CPD formula made by the author is explained in Eq. (6). 

x = |phaseindex[i] −  phaseindex[i − 1]|, x < 1 or  x > 1 (6)  

In Fig. 8, the yellow line represents CPD. The change point value is 3.25, which 
means that the data pattern changes at 3.25 s. The change point value is obtained 
with a threshold of 1 which has been set by the author. 

2.4 Flowchart 

The system starts by entering the time limit for data collection; this input will deter-
mine when data collection ends. Raspberry Pi will connect to the uRAD radar and get 
data IQ. If an error occurs, the Raspberry Pi will reconnect to the radar. If successful, 
the radar transmits FMCW radar signals and receives raw data from I/Q signals. Data 
collection continues for the specified period. If the time limit is not reached, the radar 
will continue to transmit FMCW signals. The resulting raw data is collected in a 2D 
array which will later be processed in the data preprocessing data section (Fig. 9).
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Fig. 9 Flowchart system 

3 Result 

In the experiments, the results obtained from the system output are graphs of the 
self-designed CPD method. For each wire-pulling experiment, shown in Figs. 10, 
11, and 12, the blue line is the value of the phase, and the yellow line is the time-
change point data. The x-axis is Time (s), and the y-axis is the Phase value (degrees). 
The time-change point data is obtained from self-designed CPD. The results of the 
time-change point data obtained from the self-designed CPD for each experiment 
are described in Tables 1, 2, and 3.

As in the data attached in Tables 1, 2, and 3, the time of movement detected by the 
system using the CPD method is always above the 3rd second, which is true because 
the author tested the slope pullout at the 3rd second so that the movement will occur 
after the 3rd second.
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Fig. 10 Phase-detection graph with CPD for 1 cm pullout experiment

4 Discussion 

This research purposed to create a landslide detection system by utilizing a minia-
ture landslide to perform simulations. It proves that phase-detected is suitable for 
detecting small displacements in landslide shifts. This study utilizes the FFT method, 
phase-detection, and self-designed CPD, so the result gets the detection time by the 
system above the 3rd second, in accordance with data collection where the wire-
pulling is carried out in the 3rd second; this is related to the movement of the sand 
and the gravel in the miniature landslide will move after the wire-pulling is done. In 
testing the movement detection system with a miniature landslide object, the result 
of the system can detect small movements of the object using the phase detection 
method. To achieve detection success, several methods are used in processing the 
signal received from the radar, namely, the FFT method, removing DC components 
and clutter, cropping data, finding the peak spectrum’s index and mode, phase detec-
tion, and CPD. System testing can detect the object’s movement by getting the system 
detection time with the change point obtained. 

This research compares the detection results from the self-designed CPD method 
with the CPD method using Probability Density Function (PDF) to find false alarms. 
PDF results can’t determine when there is a small displacement from the object, so



Small Displacement Detection System of Landslide Using FMCW … 507

Fig. 11 Phase-detection graph with CPD for 3 cm pullout experiment

this is not good enough compared to the self-designed CPD method. Many factors 
cause the PDF method for false detection cannot be used on phase-detection data, 
including fluctuating phase-detection data, and when taking data with slope draws, 
it is not certain when the object movement occurs to what seconds because the 
movement of the object is very high. Which cannot be controlled and observed 
manually by the author. Therefore, by using the phase-detection method, it can show 
whether the object is moving or not. And the self-designed CPD method is sufficient 
to find the time when the object is moving. 

The weakness of this study is that it is not possible to determine how far the 
displacement of the sand or gravel is; because of a large amount of sand and gravel 
that cannot be identified, it cannot be ascertained which target is moving. The uRAD 
system that has been created has not been able to implement real-time landslide 
monitoring.



508 W. C. Natalia et al.

Fig. 12 Phase-detection graph with CPD for 5 cm pullout experiment 
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Fig. 13 Graphic result from data Tables 1, 2, and  3
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Table 1 Result of detection 
time for pullout experiment 
1 cm  

Pullout procedure CPD time (s) 

1 cm (01) 3.25 

1 cm (02) 3.45 

1 cm (03) 3.55 

1 cm (04) 3.4 

1 cm (05) 3.5 

1 cm (06) 3.65 

1 cm (07) 3.65 

1 cm (08) 3.9 

1 cm (09) 3.75 

1 cm (10) 3.15 

Table 2 Result of detection 
time for pullout experiment 
3 cm  

Pullout procedure CPD time (s) 

3 cm (01) 4.55 

3 cm (02) 3.45 

3 cm (03) 3.05 

3 cm (04) 4.15 

3 cm (05) 3.95 

3 cm (06) 3.45 

3 cm (07) 3.4 

3 cm (08) 3.95 

3 cm (09) 3.95 

3 cm (10) 3.45 

Table 3 Result of detection 
time for pullout experiment 
5 cm  

Pullout procedure CPD time (s) 

5 cm (01) 3.45 

5 cm (02) 3.7 

5 cm (03) 3.55 

5 cm (04) 3.9 

5 cm (05) 3.55 

5 cm (06) 3.65 

5 cm (07) 3.75 

5 cm (08) 4 

5 cm (09) 3.45 

5 cm (10) 3.65



510 W. C. Natalia et al.

5 Conclusion 

The purpose of this study is to prove the concept of detection using uRAD radar with 
the Phase-detection method to detect small displacements of miniature landslides 
that have been made. Using the CPD method to find the time of detection when the 
target movement occurs gets a fairly good result, which is the result of the system is 
CPD time detected above the 3rd second this is in accordance with the experiments 
carried out at the time of data collection, where the wire-pulling is carried out in the 
3rd second; this is related to the movement of the sand and the gravel in the miniature 
landslide will move after the wire-pulling is done. For further research, it is expected 
to be able to monitor landslides in real-time and find out the distance of the shift from 
the detection target so that the system can be realized as an erosion early warning 
system. 
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Machine Learning Performance Analysis 
for Classification of Medical Specialties 

Dimas Chaerul Ekty Saputra , Yusuf Maulana, Evvin Faristasari, 
Alfian Ma’arif, and Iswanto Suwarno 

Abstract Recently supervised machine learning studies have become increasingly 
significant due to the increasing availability of electronic documents from different 
sources. Text classification can be defined as a task that automatically categorizes 
a group of documents into one or more predefined classes according to the subject. 
The main purpose of text classification is to assist users in extracting information 
from textual sources and dealing with processes such as retrieval, classification, 
and machine learning techniques together to classify different patterns. Based on 
machine learning algorithms, the text classification system includes four processes, 
that is text preprocessing, text representation, classification, and evaluation. In this 
paper, a text classification system model for medical specialties is designed. This 
research aims to assist nurses in diagnosing patients more quickly through the text 
of the patient’s medical record so that it can be recommended to a more appropriate 
medical specialty. In the classification section, we separately select and compare 
five different methods, that is multi-layer Perceptron, Logistic Regression, Random 
Forest, K-Nearest Neighbor, and Support Vector Machine as our classification algo-
rithm. The best method for 4,998 data and 40 classes is Random Forest and Multi-
Layer Perceptron with an accuracy of 47.53%. Then, we tested and analyzed the 
classifier model to conclude. The experimental conclusion shows that the medical
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specialization text classification system still obtains results that are not optimal based 
on machine learning algorithms. 

Keywords Text classification · Text representation ·Medical specialization ·
Machine learning · Evaluation 

1 Introduction 

The health sector has its own challenges in classifying various types of patient 
diagnoses that are useful for the integration of the health care system, this is also 
discussed in research [1] which explains that scientific collaboration with various 
health workers plays an important role in improving the quality of patient health 
by considering examination according to the patient’s condition. Tracking patient 
health requires a process that starts from reading patient complaints upon arrival to 
treatment obtained while in the hospital from medical records to retrieve information 
needed when as an ongoing evaluation [2]. The classification system in the health 
sector can assist the performance of medical personnel in classifying types of treat-
ment, therapy, and diagnosis [3]. Text classification has an approach to grouping 
various documents based on certain goals so that it takes a technique using machine 
learning in processing the process which is collected from a large amount of data 
that continues to grow every day using Natural Language Processing (NLP) which 
is one of the contributions of Artificial Intelligence (AI) [4, 5]. 

A medical record is any written or recorded information about an individual’s 
identity, medical history, physical examination, laboratory results, and diagnosis 
of all medical services and actions provided to patients and treatment, including 
inpatients, outpatients, and those receiving emergency services [6]. Medical records 
have a far broader meaning than just tracking activities [7]. However, it is recognized 
as a medical record management system [8]. While the recording activity is simply 
one component of medical record management [9]. 

Organizing medical records is a procedure that begins when the patient is admitted 
to the hospital and continues as long as the patient gets medical care at the hospital 
[10]. And then proceed with the processing of medical record files, which includes 
the storage and release of files from the storage area to service requests/borrows 
from patients or for other purposes [11]. This paper is compiled by coding using the 
python programming language in classifying text based on patient data. 

Medical records have much important information that can be processed to make 
patient decisions. Currently, medical records only function when the patient wants 
to seek treatment or the doctor wants to provide further action when the patient is 
seeking treatment. In fact, with the very diverse medical record information, it can 
be used as a form of recommendation for health facilities for patients who need 
immediate treatment. The development of the world of machine learning is growing 
significantly, so it is possible to apply this technology to medical record data. This
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aims to increase the acceleration of patient handling in health facilities to reduce 
greater risks. 

There are many studies that have been done in medical classification, such as 
[12] using the ensemble meta-learning method with baseline deep learning using 
two levels of meta-classifier can improve performance than the state of art ensemble 
method [13] using Naive Bayes, SVM, Logistic Regression, and Random Forest, 
XLNet, BERT, RoBERTa, ALBERT, DistillBERT, FastText, Logit, CNN-LSTM, 
Ordered Logit, BiLSTM, CNN, LSTM, MNB, XGBoost, FNN, AdaBoost, KNN, 
Decision Tree explains that the selection of methods should be based on the purpose 
of prediction. While the research conducted by [14] using a combination of multilayer 
perceptron (MLP) neural network and Markov chain (MC) to predict the number of 
patients discharged and death from the number of hospitalized patients with better 
accuracy. This study aims to facilitate medical personnel in classifying texts related 
to specific diseases based on the medical records of each patient so that they can 
provide appropriate medical specialty recommendations. 

2 Methods 

2.1 Dataset 

The dataset contains medical specification information and patient medical tran-
scriptions that describe the patient’s condition and correct referrals. Data is 
crawled from https://www.kaggle.com/code/ritheshsreenivasan/clinical-text-classi 
fication/data. The dataset consists of 40 classes with five attributes used for processing 
classification text using five different machine learning methods, that is Multi-Layer 
Perceptron, Logistic Regression, Random Forest, k-Nearest Neighbor, and Support 
Vector Machine. Table 1 is the dataset used in this study. There are 4.998 patient 
medical records with 40 different classes. Consider Fig. 1 regarding the amount of 
data in each dataset class. 

Table 1 Confusion matrix 
[28] 

Prediction True values 

True False 

True TP FP 

False FN TN

https://www.kaggle.com/code/ritheshsreenivasan/clinical-text-classification/data
https://www.kaggle.com/code/ritheshsreenivasan/clinical-text-classification/data
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Fig. 1 Dataset recapitulation for each class 

2.2 Multi-layer Perceptron 

Perceptron, known as part of a neural network introduced in the 1950s, is a simple 
algorithm to perform a binary classification that is to predict whether an input is in 
the yes or no category or in binary (−1 and 1) [15, 16]. A perceptron is classified as 
linear in the sense that it is used to separate categories with a straight line. The input 
is usually a vector x which is then multiplied by the weight w and added to the bias 
or y. Where y is the bias equation, w is the weight, x is the input vector, b is the bias, 
and π is the non-linear activation function [17] Eq.  (1). 

y = ϕ
(

n∑
i=1 

wi xi + b
)
= ϕ(W T X + b) (1) 

Each layer is represented as y = f (WxT  + b). Where f is the activation function 
(covered below), W is the set of parameters, or weights, in the layer, x is the input 
vector, which can also be the previous layer’s output, and b is the bias vector. 

In a Multilayer perceptron, there can be more than one linear layer (a combination 
of neurons) (Fig. 2). MLP consists of three layers; namely, the first layer is the input 
layer. The middle layer is the hidden layer, and the last layer is the output layer. The
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Fig. 2 Multi-layer perceptron architecture [19] 

input data will be entered first into the input layer to find the output, then into the 
output layer. In the hidden layer, we can add as much data as we want to make the 
model more complex as we wish [18]. 

2.3 Logistic Regression 

Logistics Regression (LR) is machine learning with probability modeling on data 
with discrete results given input variables [20]. The model most often used in this 
method uses binary results, which have only two values: true/false, yes/no, and so 
on [21]. Meanwhile, multinomial LR is used to model scenarios where there are 
more than two possible discrete outcomes. LR is an analytical machine learning 
method used to perform classification, where the user will determine whether the 
new sample entered best fits which category [22]. For example, in the cybersecurity 
aspect, which is one of the classification problems, such as attack detection, LR is 
the most frequently used analysis method. LR is very suitable to be used for binary 
classification problems. LR uses the logistic function defined below to model binary 
output variables [23] (Eq.  2) 

LF  = 1 

1 + e−x 
(2) 

where LF is defined as the net input. 

z = w0x0 + w1x1 +  · · ·  +  wm xm = 
m∑
j=0 

wj x j = wT x 

The net input is in turn based on the logit function.
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Fig. 3 Logistic regression 
architecture 

logi t  (p(y = 1|x)) = z 

Here, p(y = 1|x) p(y = 1|x) is conditional probability indicating that a particular 
sample belongs to class 1, which has the feature. This logit function will later take 
input with a range of [0, 1] and convert it back into a value above the range of natural 
numbers. Meanwhile, in contrast to the logistic function, it will take the input value 
above the actual number range and then convert it to a value with the range [0, 1]. 
From the above, it can be concluded that the logistic function is the inverse of the logit 
function. This will allow us to predict the conditional probability that a particular 
sample belongs to class 1 (or class 0) (Fig. 3). 

2.4 Random Forest 

Random Forest (RF) is a machine learning method that consists of a collection of 
unprotected classification or regression trees caused by training data samples that 
use random feature selection in the tree induction process [24]. Predictions using 
RF are made by combining the form of the most votes for classification or the 
average regression value of the ensemble predictions. RF generally shows substantial 
performance improvements (such as f-1 score and accuracy) compared to single tree 
classifiers such as the C4.5 Algorithm. Of concern, RF can also fail or fail when the 
training data set makes the tree unbalanced (Eq. 3). RF is built to minimize the error 
rate in the overall data, which is more focused on the prediction accuracy level of 
the majority class, thus producing poorer accuracy for the minority class [25, 26] 
(Fig. 4).

Entropy =
∑
j=1 

−p j · log2 · p j (3) 

where p j is the probability of class j .
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Fig. 4 Random forest visualization [27]

Pseudo-Code Random Forest: 

clf  = RandomForestClassifier(n_estimators=100, 
criterion = 'entropy', random_state = 0) 

Pseudo-Code Entropy Random Forest: 
     for each branch in split: 
           Calculate percent branch represents #Used for  
           weighting 
           for each class in branch: 
                 Calculate probability of class in the given  
                 branch. 
                                  Multiply probability times  
                                  log(Probability,base=2) 
                                  Multiply that product by -1 
                                  Sum the calculated probabilities. 
                                  Weight each branch based on the  
                                  baseline probability. 
                                  Sum the weighted entropy for each  

              split. 

2.5 K-nearest Neighbor 

K-Nearest Neighbor (KNN) is an algorithm used for classifying data [28]. The data 
obtained must go through the Euclidean Distance search process to find the nearest 
neighbor [29] (Eq.  4). The grade of K data used in KNN is known. The value of K 
is an integer number. KNN visualization can be seen in Fig. 5.
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Fig. 5 KNN visualization 
[28] 

d(x, y) = 
√ √ √ √ n∑

i=1 

(xi − yi )2 (4) 

where d indicates dissimilarity degree, n is the number of vectors, x shows the input 
image vector, and y indicates comparison image vector/output. 

If there are 2 data whose class is known, then we can determine the class of a data 
X by looking at the K closest neighbors. For example, K = 3, then the class of the 
3 nearest neighbors of X data is red, green, and green. Because 80% of the nearest 
neighbors are green, the data class X prediction is green. Meanwhile, if K = 7, then 
the classes of the 2 closest neighbors from data X are red, red, red, red, green, green, 
and green. So, the prediction result from data X is red. So, it can be concluded that 
the KNN algorithm is an algorithm to perform a classification based on the data of 
the most dominant class based on a predetermined K value. 

2.6 Support Vector Machine 

Support Vector Machine (SVM) is an algorithm that uses non-linear mapping that is 
used to convert training data into training data that has higher dimensions [30]. In 
this method, each data item will be plotted as a point in n-dimensional space (n is 
the number of features) with the value contained in each feature which then becomes 
a certain coordinate value. The next step, classification, will be done by finding the 
best hyperplane that is able to distinguish the two classes so that each input data from 
each category will be separated by a gap in the hyperplane. The new sample results 
or output from the classification will be mapped into the same space and predicted to
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Fig. 6 SVM visualization 
[32] 

fall into categories based on the side gap fit. A hyperplane H in n-dimensional space 
is a set of points (x1, x2, …,  xn) that satisfy a linear equation [31] (Eq.  5). 

a1x1 + a2x2 +  · · ·  +  anxn (5) 

where a is slack variables, x is set of points 
For SVM, there can be an infinite number of separate hyper fields (Fig. 6). The 

best one should be found which will have minimum misclassification on previously 
unseen tuples. 

2.7 Confusion Matrix 

The confusion matrix aims to assess the performance of machine learning in 
performing the classification used and to describe the performance of the classi-
fication model on the test data the actual value is known. Confusion matrices are 
usually very easy to reach, but the terminology can be astounding [28, 29]. 

From Table 1, it can be explained that: 

1. TP, namely True Positive, is the number of positive data that is classified correctly 
by the system. 

2. TN, which is True Negative, is the number of negative data correctly classified 
by the system. 

3. FN, namely False Negative, is the number of negative data but is classified 
incorrectly by the system. 

4. FP, which is False Positive, is the number of positive data but is classified as 
wrong by the system. 

Based on the values above, it can produce values of accuracy, precision, 
recall/sensitivity, and F1-Measure. The formulas for calculating the value can be 
explained as follows.
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Accuracy is shown in Eq. (6) 

TP + TN 
TP + TN + FP + FN (6) 

Precision is shown in Eq. (7) 

TP 

FP + FN (7) 

Precision is the match between the part of the data taken with the required 
information. 

Recall is shown in Eq. (8) 

TP 

FP + FN (8) 

The recall is a return of information—the system’s success rate in finding the 
Accuracy obtained against the actual value. 

F1-Measure is shown in Eq. (9) 

2 × Recall × Precision 
Recall + Precision (9) 

F-1 score is the Harmonic Mean value of Precision and Recall. If the F1-Score 
scores, our classification model has good precision and recall. 

3 Result and Discussion 

3.1 Pre-processing 

In this study, the dataset went through a preprocessing stage by adding a number of 
features to the data set, namely the number of words, characters, and punctuation 
marks in the data description, medical specialization, sample name, transcription, 
and keywords. Then clean and sort the data into certain patterns to get a clean dataset 
and process it to the next stage (Fig. 7). 

Fig. 7 Text preprocessing Normalize Tokenize Stop words Stemming
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3.2 Text Representation 

Text Representation used in this study using Bag of Word (BoW). Bag of Word is a 
basic technique in Natural Language Processing (NLP) to convert words in vector 
form and is used in NLP applications. In simple terms, BoW itself is a representation 
of words into vectors whose values are zero (0) and one (1). These words can come 
from various sentences and paragraphs (Eq. 10). 

Wx,y = t f  x,y × log
(

N 

d f  x

)
(10) 

where t f  x, y is the frequency of x in y, d f  x is the number of documents containing 
x, and N is a total number of documents 

3.3 Classification 

The model used to perform the classification uses:

1. SVMs 
Supervised machine learning algorithm that can be used for classification and 
regression. SVM works based on SRM or Structural Risk Minimization, which is 
designed to process data into a Hyperplane that classifies the input space into two 
classes. SVM theory begins with linear grouping cases that can be separated by 
hyperplane and divided according to their class. The kernel used in this method 
uses the RBF kernel. 

2. Logistic Regression 
Logistic regression is a classification machine learning algorithm that is 
commonly used to find the relationship between one feature and another 
discrete/continuous (input) feature with a certain discrete output probability. 
In this method, various penalties are used based on the algorithms in Logistic 
Regression, such as lbfgs, saga, and sag. 

3. K-Nearest Neighbor 
An algorithm that functions to classify data based on learning data (train data 
sets) is taken from k closest neighbors (nearest neighbors). Where k is the number 
of nearest neighbors. K-nearest neighbors perform classification by projecting 
learning data on a multidimensional space. This space is divided into sections 
that represent the learning data criteria. Each learning data is defined as point c 
in a multidimensional space. Two algorithms are used in K-NN, namely, the K-d 
tree and the Ball Tree. 

4. Random Forest 
A random forest is machine learning that consists of a combination of each tree 
which is then combined into a single model for classification. Random Forest is 
highly dependent on an arbitrary vector value with the same distribution in all
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Table 2 Performance 
evaluation of each method 

Method Algorithm Accuracy (%) 

SVMs – 42.61 

MLP Adam 47.53 

KNN K-d Tree 47.51 

KNN Ball Tree 47.51 

Random forest n_estimators: 100 
Criterion: Entropy 

47.53 

Logistic regression Saga 
Penalty: None 

46.38 

Logistic regression Lbfgs 
Penalty: None 

47.25 

Logistic regression Newton-cg 
Penalty: l2 

47.25 

Logistic regression Liblinear 
Penalty: l2 

47.11 

Logistic regression Saga 
Penalty: None 

47.49 

Logistic regression Sag 
Penalty: None 

47.51 

Logistic regression Sag 
Penalty: l2 

47.29 

trees; each decision tree in the model has a maximum depth. In this method, the 
number of estimators (n_estimator) used in this method is 100.

5. Multi-Layer Perceptron 
Multi-layer perceptron (MLP) is one of the models in artificial neural network 
(ANN) technology with a better weight value than other models, resulting in 
more accurate classification. In this study using the following parameters: Hidden 
layer: 5000. Solver: adam. Learning rate: adaptive. Activation: relu. 

3.4 Evaluation 

Table 2 is the results of the comparison of each method and algorithm used in this 
study. 

3.5 Discussion 

Based on all the methods used, the Multilayer Perceptron and Random Forest 
methods are the methods with the highest accuracy, which is only 47.53%. Of course,
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this is a fairly low accuracy rate, this is due to several possibilities, including the occur-
rence of imbalanced datasets between medical specialty classed as surgery, totaling 
1.103 data, while Hospice—Palliative Care only had 6 data and some classes only 
had less than 20 data. This causes the data training process to be not good, so it 
has consequences in testing the data will have a decreased accuracy. In addition, 
another thing that causes low accuracy is the detail of the transcription of patients 
with doctors. This makes it possible when a patient consults with a doctor, the infor-
mation conveyed is not detailed and specific, so keywords in the medical specialty 
class will be affected, causing the accuracy value to decrease. 

Support Vector Machine (SVM) is a classifier to find the best hyperplane by 
maximizing the distance between classes. The hyperplane is a function that can be 
used to separate between classes. This algorithm generates an optimal hyperplane that 
categorizes the new example. This model provides an accuracy of 42.61%. Multilayer 
perceptron (MLP) is a class of feedforward artificial neural networks. An artificial 
neural network (ANN) is a computational model based on the structure and function 
of a biological neural network. Information flowing through the network affects the 
structure of the ANN because the network changes to input and output. This model 
provides the highest accuracy of the various configurations tested at 47.53%. The 
K-Nearest Neighbor Algorithm (k-NN or KNN) is a method for classifying objects 
based on the learning data closest to the object. Learning data is projected onto 
a multidimensional space, each dimension representing a data feature. This model 
provides the highest accuracy of the various configurations tested at 47.51%. Random 
Forest Classifier This model provides the highest and most stable accuracy in each 
configuration tested, which is 47.53%. Therefore, this model can be the best for 
predicting the predictive results of this study. Logistic regression is used to predict 
the probability of the occurrence of an event by matching the data to the logit function 
of the logistics curve. This method is a general linear model commonly used for 
binomial regression. This model provides the highest accuracy of the configurations 
tried at 47.51%. Research with other NLP techniques, especially on health topics, uses 
datasets such as CT, MRI corpus medic, Ohsumed, and medical notes. The average 
research carried out has the highest accuracy value of 86.32%. While research on the 
classification of medical specialties is still little done, this paper’s highest accuracy 
is still 47.53%. This is because many classes are used in the dataset, and there is an 
imbalanced dataset. 

Limitations in this study, due to the many diseases experienced by patients, affect 
the medical specialty recommendations on machine learning systems. To improve 
accuracy, future research can be done by adding medical record data from patients 
with more specific diseases, for example, common diseases that occur in the commu-
nity. This makes it possible to obtain a higher classification accuracy of common 
illnesses so that treatment can be carried out more quickly. This research aims to assist 
nurses in diagnosing patients more quickly through the text of the patient’s medical 
record so that it can be recommended to a more appropriate medical specialty. This 
research is the first step to help health workers in health facilities so that in the 
future, it is expected to help diagnose patients’ illnesses more quickly based on 
medical records. In the end, it is also necessary to add a medical record database so
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that the results of the recommendations are to the expected results. This research has 
implications for preliminary research to apply patient medical record data in helping 
patients find specialist doctor recommendations according to the condition of their 
medical records to reduce the risk of death or severity. 

4 Conclusion 

This paper is compiling a transcription of patient complaints with a classifica-
tion system model using machine learning algorithms. This paper describes K 
nearest neighbors, Multi-layer Perceptron algorithm, Logistic Regression algorithm, 
Random Forest algorithm, Support Vector Machine algorithm with linear kernel and 
RBF, and describes every aspect of the system model in detail, providing evalua-
tion metrics. The results show that the Logistic Regression classifier with the tf-idf 
feature achieves the highest accuracy and is the most stable in large-scale datasets. 
However, there are many problems with text classifiers on datasets such as that small 
classes yield better results than large classes, and that there is insufficient semantic 
information on text features. Thus, how to make classification more effective is the 
next main content of the study. 
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Controlling the Temperature of PID 
System-Based Baby Incubator 
to Reduction Overshoot 
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Abd. Kholiq, Syevana Dita Musvika, and Dzulhij Aulia Akbar 

Abstract According to estimates, there are 15 million preterm births each year and 
1 million fatalities as a result of the viability gap between high-income and low-
income nations. Lack of basic medical care and adequate equipment, such as an 
incubator, contributes to a large number of newborn fatalities that might have been 
prevented. An incubator is medical equipment for premature infant treatment func-
tioning to give warmth, moisture, and oxygen as required for newborn babies in a 
controlled condition. Therefore, this study aimed at making a correct control system 
for controlling the temperature of the baby incubator to meet the predetermined stan-
dard value. The advantage of this study was that selecting the correct control system 
could help minimize the overshoot value at room temperature in a baby incubator. 
Furthermore, for keeping the temperature stability of a heater, it was controlled by the 
PID control system to prevent the oscillation of the predetermined maximum over-
shoot value from exceeding 5%. From the measurement result between the reading 
of the AHT10 sensor and INCU Analyzer, the error at different temperature settings, 
namely 33, 34, 35, 36, and 37 °C, was less than 5% respectively. Meanwhile, the 
t-test obtained a p-value greater than 0.05. Besides, the overshoot value and steady-
state error were less than 5%. This study is expected to be able to better control 
and produce temperature stability faster as well as reduce the overshoot at a low 
temperature. 
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1 Introduction 

It is estimated around 15 million premature infants and one million deaths annually 
[1] because of the disparity in viability between high- and low-income countries. 
Preterm births typically happen before 34 weeks of pregnancy [2, 3]. According to 
UNICEF, Indonesia’s premature birth rate on January 18th, 2018, ranked sixth with 
a total of 13,370 premature infants [4]. Many premature infant deaths are caused 
by the factor of lacking simple treatment and sufficient medical equipment, such as 
an incubator [5–7]. An incubator is medical equipment for premature infant treat-
ment functioning to give warmth, moisture, and oxygen as required for newborn 
babies in a controlled condition [8–10]. Even congenital heart disease can result in 
a fetus being born prematurely since it puts them at risk for cardiac issues[11, 12]. 
Premature children are housed in an area known as the Neonatal Intensive Care Unit 
(NICU), where they are kept warm like they were in the womb by a baby incubator. 
Therefore, a correct control system is needed to set the temperature of a baby incu-
bator to give warmth according to the predetermined standard [13]. Some researchers 
had developed a control system for baby incubators [6, 13–15], Hitu Bansal et al. 
created and used a closed-loop control system to regulate the temperature, moisture, 
light level, and oxygen in a neonatal incubator [16]. This system is quite effective 
for maintaining the threshold temperature. However, the threshold value is still set 
manually using a potentiometer. Ary Virgiawan Zaelani et al., the natural convection 
and natural circulation method were used in a baby incubator; the main component 
is a lamp as a heater and digital thermostat as a temperature controller [17, 18]. If the 
baby incubator is merely operating at ambient temperature, this technology is highly 
effective and steady. Fuzzy-PI control adaptive was implemented for a baby incubator 
by Sumardi et al.; DHT11 was used as a temperature sensor and a fluorescent light 
was used as a control method [19]. This system is considered to be able to stabilize 
and restore the system response to the desired reference temperature. Nevertheless, 
the computation in this system is quite difficult. The baby incubator made by Megha 
Koli et al. was equipped with an IoT system to monitor the temperature in the baby 
[20, 21], however, the temperature control used here was the Arduino program. So, 
this system tended to have a higher overshoot value. The temperature stability was 
controlled using the Fuzzy-PID system by Satryo Budi Utomo et al.; this system 
was measured using a DHT22 sensor and the heating system was measured using 
a fluorescent light [4]. The weakness when the heating system using a fluorescent 
light was that the temperature stability based on the temperature setting needed a 
longer time. Muslim Ali et al. used Arduino to control the temperature in the baby 
incubator [22] by using 2 temperature sensors for measuring the stability of DHT11 
temperature. This system can control the temperature automatically. However, the 
overshoot value in this system is unidentified. 

Some researchers developed a control system in a baby incubator, and some other 
researchers also developed the automatic control and used the PID control system 
[23]. Nonetheless, as far as the author knows, some authors did not investigate the 
overshoot value of each control system that was developed and the heating system
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still used a fluorescent light. Therefore, this study aimed at making a correct control 
system to prevent the overshoot value from exceeding the predetermined standard 
value. The contribution obtained in this study is that other researchers can use refer-
ences in designing baby incubators by paying attention to the level of overshoot so 
that the monitored room temperature remains at standard limits. The PID control 
system used in this study was the AHT10 sensor for measuring the temperature in 
the baby incubator; then, for the heating system, the researcher used the 350 W-
dry heater. This study is expected to be able to better control the temperature and 
produce temperature stability faster as well as reduce the overshoot at a low temper-
ature. The next chapters in this paper following this chapter were arranged in the 
following order: Sect. 2 discusses the subject, data acquisition, data collection, data 
processing, and statistical analysis, while Sect. 3 explains the result and research 
findings. Subsequently, Sect. 4 discusses the result of the study and compares it with 
other studies and the implication. Further, Sect. 5 concludes the study entirely. 

2 Research Method 

2.1 Data Acquisition 

This study used the AHT10 sensor to monitor the temperature in a baby incubator 
and a 350 W-dry heater. Next, the heater was controlled using the PID control 
system for maintaining the temperature stability and the oscillation of a predeter-
mined maximum overshoot value of 5% [12]. The process of data collection for 
temperature was done using the INCU 2 type Incu Analyzer from the Fluke brand. 
In this study, the measurement was taken for 7 h to know the temperature stability in 
each temperature setting, namely 33, 34, 35, 36, and 37 °C, and the overshoot value 
of each temperature. The design of the PID control system is explained in Fig. 2. 
The temperature setting was compared with the temperature reading in the AHT10 
sensor to obtain the difference in error value as the input in a microcontroller; the 
PID system was implanted in the microcontroller with a Kp value of 10; Ki of 0.04 
and Kd of 0.8 as the output values for moving the driver heater; so, the room temper-
ature in the baby incubator was controlled. For testing the endurance of PID, an 
input disturbance (interruption) was applied. In this experiment, the interruption was 
given by opening the baby incubator door for some minutes when the temperature 
was stable at a set temperature. This experiment was conducted to test the endurance 
of the PID control system explained in Fig. 1.

In this study, the researchers used the closed-loop PID system that experienced an 
interruption; the interruption in a baby incubator was detected when the temperature 
of the baby incubator was stable; in this case, the nurse can put a baby inside so that 
the door of the baby incubator opens for some minutes and it causes an interruption 
in temperature reading. For solving the problem, the PID system uses an equation as 
shown in Eqs. 1 and 2 [24]:
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Temperature 
Settings + X

-
Microcontroller Heater Driver 

Temperature 
Output 

AHT10 Sensor 

Baby Incubator 
Room 

Temperature 
X 

Disturbance 

+ +  

Fig. 1 The design of PID Control System, In the description of the image setting the temperature as 
a microcontroller input with a PID embedded system to control the heater, then after the temperature 
is stable, it is tested by providing interference to test the PID system 

Fig. 2 Temperature data collection utilizing the Fluke INCU 2 type Incu Analyzer with temperature 
parameters T1, T2, T3, T4, and T5

G(s) = K P + KI 
1 

s 
+ KDs (1) 

= K P +
(
1 + 1 

TI s 
+ TDs

)
(2) 

where Ti is the integral time constant, Td is the derivative time constant, Ki is the 
integral gain, Kd is the derivative gain, and Kp is the proportional gain. 

For a PID system that has the disturbances from Eq. 3 [25] 

CD(s) 

D(s) 
= G2(s) 

1 + G1(s)G2(s)H (s) 
(3) 

where the interference effect test is D(s) and CD(s) is the reaction to disturbance test. 
It is anticipated that there would be no disturbance in response to the reference 

input R(s). Then, using Eq. 4, the response CR(s) to the reference input R(s) is
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obtained [25]. 

CR(s) 

R(s) 
= G1(s)G2(s) 

1 + G1(s)G2(s)H (s) 
(4) 

The two individual replies are added together to give the simultaneous applica-
tion of the reference and perturbation input responses. It is generated using Eq. 5 
by applying the simultaneous C(s) response of the reference input R(s) and the 
disturbance D(s) [25]. 

C(s) = CR(s) + CD(s) 

= G2(s) 

1 + G1(s)G2(s)H (s) 
[G1(s)R(s) + D(s)] (5) 

To achieve satisfactory closed-loop performance in the PID system, the control 
system control procedure utilizes the right selection of Kp, Ki, and Kd . These charac-
teristics, including the response time and the appropriate amount of overshoot, must 
be carefully selected in order for the system’s stability to be good. The system’s 
transfer function is based on Eq. 6 [26]. 

G P I  D(s) = K p + K p 
S 

+ KD S 

= KD S2 + K p + KI 

S 
(6) 

where the appropriate control for closed-loop performance is applied using the 
selection of Kp, Ki, and Kd . 

2.2 Data Collection 

In this study, the measurement was taken for 7 h to know the temperature stability 
in each temperature setting, namely 33, 34, 35, 36, and 37 °C. Each temperature 
setting was taken for 6 measurement times to know the average temperature, error, 
and standard deviation. The overshoot of each measurement was observed. At a 
temperature setting of 36 °C, when the temperature was stable, the interruption was 
applied by opening the baby incubator door for some seconds to know the endurance 
of the PID performance. This measurement uses the INCU 2 type Incu Analyzer 
from the Fluke brand with five points of measurement temperature at T1, T2, T3, 
T4, and T5 as explained in Fig. 2.
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2.3 Data Processing 

To achieve satisfactory closed-loop performance in the PID system, the control 
system method employed the right selection of Kp, Ki, and Kd . To achieve satis-
factory system stability, this parameter should be properly chosen, including the 
appropriate response speed and overshoot level. 

A system’s transfer function is based on Eq. 7 [26]. 

G P I  D(s) = K p + K p 
S 

+ KD S = KD S2 + K p + KI 

S 
(7) 

After completing the data collection process, to get the error value and the accuracy 
of each measurement it is necessary to calculate it based on Eq. (8) [27]: 

Mean =
∑n 

i=1 Xi  

n
= X1 + X2 + X3 . . .  Xn  

n 
(8) 

where x represents the data retrieval and n is the number of data retrievals. 

2.4 Statistical Analysis 

In this study, the system performance was calculated based on the temperature control 
capability displayed on the baby incubator LCD using the PID system. The perfor-
mance measurement was done in each temperature setting parameter, namely 33, 34, 
35, 36, and 37 °C; the data collection was done 6 times for each temperature setting. 
Moreover, the interruption test was conducted at 36 °C to test the PID responses. 
The accuracy of the temperature reading system was measured using the standard 
calibration tool for the baby incubator, namely INCU Analyzer. Then, the t-test was 
conducted to know if there was a significant difference between the temperature 
reading on the AHT10 sensor and the temperature reading on INCU Analyzer. The 
alpha value of 0.05 was used in this study. So, a p-value greater than 0.05 indicates 
that there is no significant difference between the two groups. On the other hand, a 
p-value of less than 0.05 indicates a significant difference between the two groups. 

3 Results Discussion 

This study aimed at identifying the temperature stability using the PID control system 
by measuring the performance at various temperature parameters, namely 33, 34, 
35, 36, and 37 °C; the interruption was then applied two times by opening the baby 
incubator door. The first interruption was tested for 5 min and the second interruption 
was tested for 5 min at 36 °C.
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3.1 Test Results of Temperature Control Based on PID 
Control System 

Table 1 explains the result of the temperature measurement read by the AHT10 sensor 
at a displayed temperature with the temperature reading on the INCU Analyzer in 
5 points of measurement temperature, namely 5 T1, T2, T3, T4, and T5 shown in 
Fig. 3. 

Based on the measurement result explained in Table 1 at 33 °C, the average temper-
ature at temperature display of 33.7 °C is obtained, while the temperature reading 
on INCU analyzer in different points is as follows: T1 = the average temperature of 
33.7 °C with an error value of 0 °C, T2 = the average temperature of 33.3 °C with an 
error value of 0.4 °C, T3 = the average temperature of 33.6 °C with an error value 
of 0.1 °C, T4 = the average temperature of 33.2 °C with an error value of 0.5 °C, 
and T5 = the average temperature of 34.15 °C with an error value of −0.45 °C. At 
a temperature setting of 34 °C, the average temperature at a temperature display is 
34.7 °C, while the temperature reading on the INCU analyzer in different points is as

Table 1 The result of the temperature measurement read by AHT10 sensor at a displayed 
temperature with the temperature reading on INCU analyzer 

Temperature setting (°C) 33 34 35 36 37 

Temperature on 
INCU analyzer 
(°C) 

T1 Mean 33.7 34.8 35.4 36.5 37.6 

Error (±) 0 −0.1 0.3 0.1 0.1 

T2 Mean 33.3 34.7 35 35.9 37.8 

Error (±) 0.4 0 0.7 0.7 −0.1 

T3 Mean 33.6 34.6 35.3 36.4 37 

Error (±) 0.1 0.1 0.4 0.2 0.7 

T4 Mean 33.2 34.2 35.1 36 37.2 

Error (±) 0.5 0.5 0.6 0.6 0.5 

T5 Mean 34.15 35 35.5 36.7 37.5 

Error (±) −0.45 −0.2 −0.1 −0.2 0.1 

Fig. 3 Temperature on a 
baby incubator display. On 
the display there are 
temperature settings, display 
room temperature, skin 
temperature, humidity and 
display heater performance 
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follows: T1 = the average temperature of 34.8 °C with an error value of −0.1 °C, T2 
= the average temperature of 34.7 °C with an error value of 0 °C, T3 = the average 
temperature of 34.6 °C with an error value of 0.1 °C, T4 = the average tempera-
ture of 34.2 °C with an error value of 0.5 °C, and T5 = the average temperature of 
35 °C with an error value of −0.2 °C. At a temperature setting of 35 °C, the average 
temperature at a temperature display is 35.7 °C, while the temperature reading on 
the INCU analyzer in different points is as follows: T1 = the average temperature of 
35.4 °C with an error value of 0.3 °C, T2 = the average temperature of 35 °C with an 
error value of 0.7 °C, T3 = the average temperature of 35.3 °C with an error value 
of 0.4 °C, T4 = the average temperature of 35.1 °C with an error value of 0.6 °C, 
and T5 = the average temperature of 35.5 °C with an error value of −0.1 °C. At 
a temperature setting of 36 °C, the average temperature at a temperature display is 
36.6 °C, while the temperature reading on the INCU analyzer in different points is as 
follows: T1 = the average temperature of 36.5 °C with an error value of 0.1 °C, T2 
= the average temperature of 35.9 °C with an error value of 0.7 °C, T3 = the average 
temperature of 36.4 °C with an error value of 0.2 °C, T4 = the average temperature 
of 36 °C with an error value of 0.6 °C, and T5 = the average temperature of 36.7 °C 
with an error value of −0.2 °C. At a temperature setting 37 °C, the average tempera-
ture at a temperature display is 37.7 °C, while the temperature reading on the INCU 
analyzer in different points is as follows: T1 = the average temperature of 37.6 °C 
with an error value of −0.1 °C, T2 = the average temperature of 37.8 °C with an 
error value of −0.1 °C, T3 = the average temperature of 37 °C with an error value 
of 0.7 °C, T4 = the average temperature of 37.2 °C with an error value of 0.5 °C, 
and T5 = the average temperature of 37.5 °C with an error value of 0.1 °C. From 
the information, it can be inferred that the average error value is less than 5% [28], 
so the tool is fit to be used. The following is Fig. 4 which is the average and error 
obtained from each temperature measurement and is read at 5 measurement points. 

30 
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37 
38 
39 

T1 T2 T3 T4 T5 

T
em

pe
ra

tu
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 (°
C
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Temperature Sensor (°C) 
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Fig. 4 Which is the average and error obtained from each temperature measurement and is read at 
5 measurement points
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Table 2 T-Test for the 
reading of the AHT10 sensor 
and INCU analyzer 

Temperature setting (°C) P-value 

33 0.07114539 

34 0.299301243 

35 0.310109983 

36 0.469996494 

37 0.404487384 

After obtaining the error value of each temperature setting, the t-test was 
conducted to see if there was a difference in the significance value between the 
reading of the AHT10 sensor and the reading of the INCU Analyzer explained in 
Table 2. 

Based on the table shown above, the p-value of each temperature setting is obtained 
in the reading of the AHT10 sensor that appears on the baby incubator display and the 
reading of the INCU Analyzer is the standard tool. At 33 °C, a p-value of 0.07114539 
was obtained, while at 34 °C, a p-value of 0.299301243 was obtained. At 35 °C, it 
obtained a p-value of 0.310109983. At 36 °C, it obtained a p-value of 0.469996494, 
while at 37 °C, it obtained a p-value of 0.404487384. 

3.2 Testing the PID System by Giving an Interruption 

In this study, the process of data collection was conducted in a room with an ambient 
temperature of 25 °C with a relative humidity of 60 RH. The overshoot value and the 
testing for the PID system when giving an interruption are shown in Fig. 5. In this  
test, the temperature was set to 36 °C. The data were taken using the INCU Analyzer 
in different temperature points, namely T1, T2, T3, T4, and T5.

In Fig. 5 T1, an overshoot value of 1.8 °C is obtained in 17 min and the steady-state 
error is 3% in 63 min or 3,800 s; it was given an interruption by opening the baby 
incubator door for 5 min, and the temperature decreased to 32.5 °C. After the door 
closed in 70 min, the temperature started to be stable. In Fig. 5 T2, an overshoot value 
of 1.8 °C is obtained in 17 min and the steady-state error is 3% in 63 min or 3,800 s; 
it was given an interruption by opening the baby incubator door for 5 min, and the 
temperature decreased to 32.5 °C. After the door closed in 70 min, the temperature 
started to be stable. In Fig. 5 T3, an overshoot value of 0.8 °C is obtained in 17 min and 
the steady-state error is 2% in 63 min or around 3,800 s; it was given an interruption 
by opening the baby incubator door for 5 min, and the temperature decreased to 
31.5 °C. After the door closed in 70 min, the temperature started to be stable. In 
Fig. 5 T4, an overshoot value of 2.1 °C is obtained in 17 min and the steady-state 
error is 3% in 63 min or around 3,800 s; it was given an interruption by opening the 
baby incubator door for 5 min, and the temperature decreased to 30.5 °C. After the 
door closed in 70 min, the temperature started to be stable. In Fig. 5 T5, an overshoot 
value of 0.9 °C is obtained in 17 min and the steady-state error is 3% in 63 min or
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Fig. 5 Overall test of temperature reading: temperature 1, temperature 2, temperature 3, tempera-
ture 4, and temperature 5. In the picture above, 2 times interference is carried out within 5 min to 
test the PID system

around 3,800 s; it was given an interruption by opening the baby incubator door for 
5 min, and the temperature decreased to 32.5 °C. After the door closed in 70 min, 
the temperature started to be stable. 

4 Discussion 

From the temperature data that has been calibrated using the INCU Analyzer, a 
significant value is obtained, it can be concluded that the average P-Value is greater 
than 0.05, indicating that there is no significant difference between the two groups. 
On the contrary, if the p-value is less than 0.05, it indicates that there is a significant 
difference between the two groups. From Fig. 4 it is explained that it takes 7 min 
after the simulation to apply the interrupt to get a stable temperature value. The 
steady-state value is still within the permissible tolerance limit of 5% [29]. 

This study’s findings were contrasted with those of previous studies. Adhi ksatria 
theopaga and colleagues also created a PID control system with the following Kp, 
Ki, and Kd values: 13,828, 0,576, and 82.962. With a temperature setting of 32 C, the 
numbers produced a rise time of 200.47 s and a setting time of 306.16 s. Although the 
explanation indicates that it takes only a little time to attain the desired temperature, 
the steady-state error percentage, or 29.16%, is extremely high [30, 31]. 

Furthermore, the weakness of this study is that the overshoot value of each 
measurement point, namely T1, T2, T3, T4, and T5, is different. It is caused by 
the location of the AHT10 sensor that does not reach all points in the baby incu-
bator. So, an advanced evaluation of the correct location of the sensor is needed. The
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product of this study was expected to be applied in selecting the correct tempera-
ture control system for a baby incubator to decrease the mortality risk in premature 
infants. 

5 Conclusion 

This study aims to make a temperature control system for a baby incubator by using 
PID and analyze the overshoot level as well as the PID responses when there is an 
interruption. From the result of the measurement conducted between the reading of 
the AHT10 sensor and INCU Analyzer, the respective error of less than 5% is obtained 
at different temperature settings, namely 33, 34, 35, 36, and 37 °C. Meanwhile, the 
t-test obtains a p-value of greater than 0.05, an overshoot value, and a steady-state 
error of less than 5% respectively. As a development of the study, several things can 
be developed in the next study. In this study, the control system only controls the 
temperature. It is suggested to control the moisture in the baby incubator and add a 
telemedicine-based remote control in the next study. 
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Improving the Myoelectric Feature 
Linearity to Enhance the Elbow Motion 
Estimation Using Kalman Filter 
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Abstract Myoelectric signal exhibits non-linear and non-stationary characteristics 
in nature. These phenomena could be a major problem in estimating an elbow motion 
based on myoelectric. Therefore, the goal of this study was to improve the linearity 
of the myoelectric features to improve the performance of myoelectric-based elbow 
motion estimation using the Kalman filter (KF). The contribution of this study was 
to obtain the linearity improvement of the myoelectric feature in estimating the 
elbow motion in flexion and extension (FE) motion. The linearity was improved by 
evaluating the number of time-domain (TD) features. Additionally, the myoelectric 
feature was filtered using the KF. Ten participants were involved in this study to 
perform the experiment. The myoelectric collected from the biceps was extracted 
using TD features. The twelve TD features were further investigated to select the 
most linear feature in estimating the elbow motion. KF was applied to enhance 
the linearity of the features so that the performance also increased. In this case, 
the WAMP and MYOP features showed better performance after the KF process 
than the others. Additionally, the average of the slope, correlation coefficient, and 
determination constant were 1.025 ± 0.085, 0.974 ± 0.012, and 0.950 ± 0.024
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respectively for the WAMP feature and 1.003 ± 0.066, 0.973 ± 0.016, and 0.947 ± 
0.031, respectively for MYOP feature. This research has shown the Kalman filter’s 
effectiveness to improve performance. In the practical system, this proposed method 
can be applied to the design of the upper or lower limb exoskeleton to help post-stroke 
patients or elderly people. 

Keywords Myoelectric · Kalman filter · Time-domain features · Estimation 

1 Introduction 

The myoelectric signal is widely used in many studies such as sports activities, 
ergonomic, and biomedical engineering since the myoelectric is related to the move-
ment of the human limb [1]. In biomedical engineering, myoelectric is often used 
as a control signal for prosthetic and robotic exoskeleton devices [2–6]. Estimation 
of the elbow motion is important in the development of myoelectric control devices 
such as robotic exoskeleton for the upper or lower limb because it determines the 
model’s effectiveness. Several studies used mechanical sensors such as force sensors 
and accelerometers and gyroscope sensors to detect the limb position. However, the 
main problem for the mechanical sensor is that there was a delay time in response. On 
the other side, the EMG signal was also used a lot in the robotic exoskeleton design. 
The advantage of using the EMG signal is that the signal had a better response 
compared to the mechanical sensors. However, a pre-processing stage should be 
applied when we used the EMG signal as a control signal such as feature extraction 
and filtering. 

Several studies estimated the elbow motion by applying the pattern recognition 
method such as a multilayer perceptron with backpropagation algorithm, combina-
tion of fuzzy and neural network, and support vector machine (SVM) [7–9]. Tang 
et al. proposed an artificial neural network (ANN) to model a myoelectric angle 
with a backpropagation algorithm [10]. In the model, they extracted the myoelec-
tric from four muscle groups (biceps, triceps, ancones, and brachioradialis) using 
root mean square (RMS). Additionally, the features were also used as inputs for 
the ANN classifier. Even though their results showed a good performance in esti-
mating the elbow-motion but the method was only able to apply to a single user 
and needs a re-training for the ANN to recognize a new user or variable. This was 
due to the variability of myoelectric that depends on subjects. Pau et al. proposed 
a model to estimate elbow motion based on myoelectric using a Hill model [11]. 
In the model, two muscle groups (biceps and triceps) were used to estimate elbow 
motion. Their results show high accuracy in estimating elbow motion. However, in 
optimizing using the model used a Genetic Algorithm (GA), they reported that GA 
is a time-consuming method to optimize the model. Furthermore, Li predicted the 
elbow joint force based on the EMG signal by using linear discriminant analysis 
(LDA) [12]. However, in order to increase the prediction, several pre-processing 
was applied including the band-pass filter and Kalman filter. In the experiment, Li
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obtained the highest accuracy of 95%. Moreover, previously, authors have proposed 
elbow joint angle prediction by using an EMG signal based on a combination of zero 
crossing feature and Kalman filter. However, zero crossing feature has a parameter 
that needed to be adjusted for better prediction. 

Due to this fact, a new approach had to be implemented to minimize the problem 
and limitation in the previous works. In this study, a non-pattern recognition method 
was presented which means no classifier or machine learning was needed in esti-
mating the elbow motion. In order to perform the estimation, the myoelectric was 
extracted using time domain (TD) features. Linear Kalman filter (KF) was used to 
optimize the TD features so that estimated performance could be improved. For 
this purpose, the twelve (TD) features (RMS, IEMG, VAR, MAV, LOG, WL, AAC, 
DASDV, ZC, SSC, WAMP, and MYOP) were investigated and evaluated to deter-
mine the feature that resulted in the best performance. As well as improving the 
performance, the KF was also suggested to improve the linearity of the estimation. 
Therefore, in order to validate the linearity, several linearity parameters were calcu-
lated such as slope, correlation coefficient, and determination constant (R2). The 
contribution of this study is written as follows: 

1. The proposed method, a combination of KF and feature extraction, is able to 
estimate the elbow joint angle without any learning or training stage. 

2. The proposed method is able to estimate the joint angle using single-channel 
EMG. 

2 Materials and Methods 

2.1 Participants 

Ten healthy male participants with no previous injury and muscle disorder were 
involved in this study. Before the experimental procedures were performed, partic-
ipants were given the informed consent form. In addition, the ethics committee of 
Health Polytechnic of Surabaya, Ministry of Health, Indonesia had decided on the 
experimental protocols in this research. 

2.2 Equipment 

Electromyography system. The system for data acquisition consisted of the bio-
amplifier package, D/A (digital to analog converter), and a computer unit (Intel Core 
i3-3217U CPU at 1.80 GHz, 8 GB of RAM, Windows 8). The bio-amplifier was 
designed with an AD620 preamplifier, a 20 to 500 Hz band-pass filter, and a summing 
amplifier. In this analysis, the myoelectric was recorded only from the biceps muscle 
using two disabled electrodes (Ag/AgCl, size: 57 × 48 mm, Ambu, Blue sensor R,
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Malaysia). Because the experiment was conducted in a sagittal plane motion, the 
myoelectric generated from the triceps showed insignificant activities. The electrode 
placement was in accordance to SENIAM (Surface Electromyography for the Non-
Invasive Assessment of Muscle) rules [13]. The dominant frequency of myoelectric 
covered between 20 and 150. The sampling frequency in the data collection was 
therefore 1,000 Hz. This was to qualify the Nyquist rule whose minimum sampling 
frequency was twice of the maximum frequency of the signal [14–16]. 

Exoskeleton unit. The exoskeleton unit consisted of two aluminum frames whose 
length was in accordance with the human arm and forearm. In the elbow joint of the 
exoskeleton, a potentiometer was placed to detect the elbow motion which was used 
to compare the measured angle and the estimated angle. A holder and one kg of load 
were placed at the forearm frame. This exoskeleton was used for the synchronization 
of elbow movement in FE. 

Data Collection. In the data collection process, the participants were in a standing 
position with holding the exoskeleton unit (Fig. 1). The myoelectric and elbow motion 
were recorded simultaneously, while the elbow was moved in FE motion, ranging 
from 0º to 145º. In each trial, the participants performed FE motion for 8 cycles. In 
this work, the period of motion was performed in 2 s periods. An application program 
built using Python programming was used to acquire the myoelectric and measured 
angle. 

Data Processing. Myoelectric was extracted using twelve (TD) features with a 
window length of 200 samples (200 ms) [17]. The twelve TD features (RMS, IEMG, 
VAR, MAV, LOG, WL, AAC, DASDV, ZC, SSC, WAMP, and MYOP) [18, 19] were  
evaluated. Each cycle for a total of eight cycles was processed using TD features. In 
addition, the features were filtered with the KF. In this work, the KF output can be 
assumed as an estimated angle. The materials related to the Kalman filter can be found 
in many sources [20–22]. The flowchart of data processing is shown in Fig. 2. The  
flowchart shows that several values such as threshold, window length (N), process

Fig. 1 A typical of MYELECTRIC and angle measurement in one cycle of FE motion 
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Fig. 2 Flowchart of elbow-motion estimation 

Q, and measurement noise R covariance needed to be defined first before the data 
processing. A complete tutorial discussing Q and R Kalman filter can be found in 
some materials [20, 23]. 

Data Analysis. After the myoelectric data processing, the estimated angle was 
evaluated using regression linear parameters. The regression linear parameters were 
calculated to describe the linearity of the myoelectric features. These were slope, 
correlation coefficient, and determination constant (R2). The myoelectric dataset 
was obtained from four participants and each participant performed eight cycles of 
motion. Each cycle was extracted using twelve TD features. The variance of linear 
regression parameters was described in the boxplot diagrams for both pre and post 
KF. The significant difference of slope, correlation, and R2 between pre and single 
factor ANOVA was used for post KF results. The significance test was performed at 
a 95% confidence level (alpha = 0.05). The p-value shows whether the parameters 
reflect a major difference or not. 

3 Results and Discussion 

The linearity of the twelve TD features was calculated based on the parameter 
of slope, correlation, and determination constant. In this work, the Kalman filter 
has demonstrated the effectiveness to enhance the linearity and performance of the 
features. After the KF process, the WAMP and MYOP features showed better linearity 
in all parameters than that showed the other features. The slope, correlation, and R2 
for the WAMP feature were 1.025 ± 0.085, 1.025 ± 0.085, and 0.950 ± 0.024,
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respectively. Additionally, for the MYOP feature, the slope, correlation, and R2 
were 1.003 ± 0.066, 0.973 ± 0.016, and 0.947 ± 0.031, respectively. Those slope 
values were equal to ~1.0 which means that the estimated angle was almost identical 
to the measured angle. Both correlation and R2 showed high values which indicated 
that the relationship between the estimated angle and measured angle was closely 
related. 

Figure 3 shows how the TD features reacted to the elbow movement in FE motion. 
As shown in Fig. 3, the trajectory of FE motion was different for each feature. 
Furthermore, the trajectory of the feature could characterize that the features were a 
non-linear function. This characteristic was due to the non-linearity of myoelectric 
[18] and the myoelectric features [24]. In this analysis, the output of the myoelectric 
function was fed to KF after the feature extraction process. Figure 4 shows the 
estimated response to the direction of the elbow motion. The trajectory of FE motion 
showed more adjacent than that before the KF process (Fig. 3).  As  shown in Fig.  4l, 
MYOP feature showed the best performance and linearity (with slope = 1.003 ± 
0.066, correlation coefficient = 0.973 ± 0.016, R2 = 0.947 ± 0.031) in estimating 
the elbow motion.

Figure 5 shows the comparison of slope variance before and after the KF process 
for twelve TD features. As shown in Fig. 4a, b, the variance of slope values varies 
for all TD features. After the KF process, the slope mean of all the features increased 
significantly (p-value < 0.05) (Fig. 4b). As shown in Fig. 5b, WAMP and MYOP 
features showed a higher mean slope value (~1.00) than the other features. This 
showed that the predicted angle and the measured angle were equivalent in volume. 
Figure 5c, d showed the comparison of correlation variance between pre and post 
KF. It was noticeable that the correlation values were increased and the variance was 
decreased for all the features after the KF process. Figure 5e, f show the comparison 
of R2 variance between pre and post KF. It was also obvious that all mean values 
increased significantly after the KF process. Table 1 shows the linear-regression 
parameters before the KF. It was obvious that WAMP and MYOP features had better 
values in parameters than the other features. Table 2 shows the summary of the 
linear-regression parameters after the KF. It was also noticeable that the estimated 
angle based on WAMP and MYOP features showed better performance than the other 
features.

This study has proved the effectiveness of KF to improve the linearity and perfor-
mance of the estimation. The improvement of slope, correlation, and R2 after the KF 
process was 54.98, 42.94, and 101.21% respectively. In the related work, the results 
were comparable to the previous works. Tang et al. developed a MYELECTRIC to 
angle to control an upper limb exoskeleton using a BP ANN. In the experiment, they 
obtained the R2 between 0.79 and 0.87. Lee at el. presented a method to estimate the 
elbow motion in lifting tasks using linear regression [25]. They found the correlation 
between the calculated and measured angle was on average around 0.82. 

This work had several limitations that needed to be addressed in the future 
research. It was the number degree of freedom (DOF) which in this study was limited 
to one DOF for elbow-joint motion in FE motion. Also, in the proposed method, the 
causes of muscle fatigue had not yet been understood. Even though, muscle fatigue
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Fig. 3 Response of features to elbow motion in FE motion. X-axis is the measured angle and y-axis 
is the estimated angle

had proven that it affected the spectral parameters of myoelectric as reported by the 
previous study [26, 27].
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Fig. 4 Response of Kalman filtered features to elbow motion in FE motion. The x-axis is the 
measured angle and the y-axis is the estimated angle
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Fig. 5 Boxplot diagram of slope (a, b), correlation (c, d),  and R2 (e, f) before and after the KF 
process, respectively
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Table 1 Summary of linear 
regression parameters for the 
features before the KF 
process (mean ± standard 
deviation) 

Features Slope Correlation R2 

RMS 0.526 ± 0.056 0.682 ± 0.061 0.468 ± 0.079 
IEMG 0.494 ± 0.068 0.665 ± 0.061 0.447 ± 0.078 
VAR 0.518 ± 0.073 0.619 ± 0.057 0.386 ± 0.069 
MAV 0.494 ± 0.068 0.665 ± 0.085 0.447 ± 0.078 
LOG 0.431 ± 0.104 0.623 ± 0.085 0.396 ± 0.100 
WL 0.551 ± 0.074 0.697 ± 0.068 0.490 ± 0.093 
AAC 0.551 ± 0.074 0.697 ± 0.068 0.490 ± 0.095 
DASDV 0.551 ± 0.075 0.699 ± 0.070 0.494 ± 0.093 
ZC 0.529 ± 0.142 0.589 ± 0.115 0.360 ± 0.134 
SSC 0.605 ± 0.144 0.556 ± 0.078 0.315 ± 0.085 
WAMP 0.672 ± 0.105 0.692 ± 0.072 0.485 ± 0.099 
MYOP 0.683 ± 0.087 0.706 ± 0.073 0.505 ± 0.101 

Table 2 Summary of linear 
regression parameter of the 
features after the KF process 
(mean ± standard deviation) 

Features Slope Correlation R2 

RMS 0.824 ± 0.093 0.944 ± 0.029 0.892 ± 0.054 
IEMG 0.786 ± 0.107 0.933 ± 0.039 0.872 ± 0.072 
VAR 0.756 ± 0.120 0.930 ± 0.030 0.866 ± 0.056 
MAV 0.786 ± 0.107 0.933 ± 0.039 0.873 ± 0.072 
LOG 0.721 ± 0.145 0.899 ± 0.075 0.815 ± 0.127 
WL 0.865 ± 0.072 0.955 ± 0.013 0.913 ± 0.026 
AAC 0.865 ± 0.067 0.955 ± 0.013 0.913 ± 0.026 
DASDV 0.865 ± 0.156 0.953 ± 0.015 0.910 ± 0.030 
ZC 0.844 ± 0.156 0.919 ± 0.067 0.849 ± 0.118 
SSC 0.897 ± 0.174 0.910 ± 0.041 0.830 ± 0.074 
WAMP 1.025 ± 0.085 0.974 ± 0.012 0.950 ± 0.024 
MYOP 1.003 ± 0.066 0.973 ± 0.016 0.947 ± 0.031
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4 Conclusion 

This study develops a method to linearize the non-linear myoelectric feature in esti-
mating elbow motion based on myoelectric. We find that the Kalman filter effectively 
improves the linearity of the myoelectric features, specifically WAMP and MYOP 
features. In summary, the achievement of this study is as follows. After the KF 
process, the linear parameters of the estimated angle are increased. The slope, corre-
lation, and R2 parameters are 54.98, 42.94, and 101.21%, respectively. Furthermore, 
the results also prove that all of the linear regression parameters are improved and 
the WAMP and MYOP features are better in linearity and performance than the other 
features after the KF process. In the future work, several disturbances such as the shift 
in electrode location, sweat, and muscle fatigue need to be considered to improve 
the performance of estimation. 
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State of the Art Methods of Machine 
Learning for Prosthetic Hand 
Development: A Review 
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Farid Amrinsani, Syaifudin, Ridha Mak’ruf, Nur Rachmat, 
Wahyu Caesarendra, and Maciej Sulowicz 

Abstract In developing countries, a number of upper limb incidence that leads to 
trauma and amputation is increasing. The development of prosthetic hands has been 
carried out by several researchers in the past, but research related to prosthetic hands 
that are light, low battery consumption and high accuracy are still a challenge for 
researchers. Therefore, this study aims to review papers related to the EMG pattern 
recognition, analog part, feature extraction and classifier methods to get the best 
prosthetic hand design recommendations. This review paper collects articles from 
the Scopus and PUBMED databases from 2012 to 2022. The keywords used are 
EMG AND pattern recognition AND prosthetic hand. Based on the analysis of the 
VOSviewer application with these keywords, this topic is grouped into five network 
clusters. Based on the literature study related to the embedded system platforms 
used, it was found that 27.7% used microcontroller platforms, 11.11% FPGA plat-
forms, 27.7% Raspberry Pi platforms and 33.5% used computer platforms. Further-
more, conventional supervised machine learning is more widely used as a classifier 
including decision trees, random forests, K-NN, and support vector machines than
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deep learning. This review paper can provide an overview of the state-of-the-art 
methods used in the development of machine learning-based smart prosthetic hands. 

Keywords Prosthetic hand · Machine learning · Pattern recognition · EMG 

1 Introduction 

Amputation of the hand can be caused by various things, including work accidents, 
cancer, diabetes, and birth defects [1]. Amputation can cause decreasing productivity 
due to the impact on physical, physio-social, and decreasing confidence. Based on 
the location of the amputation, the upper limb amputation is grouped into five cate-
gories, transradial (below elbow), trans-humeral (above elbow), forequarter, shoulder 
disarticulation, and wrist disarticulation [2, 3]. According to these categories, several 
researchers have developed prosthetic hands that are either cosmetic or functional [4, 
5]. Prosthetic cosmetic hands only have complementary properties but cannot func-
tion like normal human hands. However, functional prosthetic hands can be used 
for daily activities as a replacement for the missing hand. The development of a 
functional prosthetic hand has a high complexity because it involves the process of 
data acquisition, digital signal processing, pattern recognition, motor activation and 
prosthetic hand design. So, in general, the price of functional prosthetic hands is very 
expensive for people in developing countries, which is in the range of 8,000 US$ to 
30,000 US$. Commercial prosthetic hand products include the Touch Bionic I-limb 
hand and Otto bock’s. Therefore, research related to the development of functional 
prosthetic hands is still an attraction for researchers (Fig. 1).

Several researchers have developed prosthetic hands with a focus on prosthetic 
hand designs using 3D printing technology. In this design, the author generally 
researches in terms of finger design (anthropomorphic) resembling a real human 
hand and the use of motors as prosthetic hand propulsion. In addition to the pros-
thetic hand design, several researchers evaluate feature extraction and classifier to 
recognize EMG signal-based gestures. Research related to prosthetic hands can be 
grouped into four, namely control using electroencephalography (EEG) signals, elec-
trooculography (EOG), voice commands, and surface electromyography (sEMG) 
[6–9]. These four sources will go through a feature extraction process to obtain 
information related to the desired prosthetic hand gesture. The conventional feature 
extraction that is commonly used in the implementation of prosthetic hands for both 
control and analysis purposes is grouped into the time domain, frequency domain, 
and time–frequency domain features [10]. The time domain feature is still a favorite 
feature that is often used by researchers related to its light computing time and 
ease application to various platforms. However, the time-domain features are unable 
to reveal the frequency component that is hidden in the signal. Therefore, some 
researchers apply the frequency-domain features to perform signal frequency anal-
ysis [11, 12]. Furthermore, for the purposes of analysis of dynamic motions, several 
authors apply time-domain features to analyze signals against time and frequency
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Fig. 1 Prosthetic hand control based on EMG/EOG, EEG and voice pattern recognition which 
consist of data acquisition, feature extraction (time, frequency, and time–frequency domain)

[11]. Several mother wavelets are applied to get the best features for gesture move-
ments. However, the process of convolution mother wavelet with the signal takes a 
long time. Therefore, this feature extraction is only suitable for signal complexity 
analysis purposes. 

Several review papers show that time-domain feature extraction is still the favorite 
feature for signal extraction. Additionally, after the feature extraction process, the 
next process is the classification process using machine learning. Various types of 
machine learning have been applied by previous researchers to classify hand gestures, 
both conventional and modern. Supervised machine learning conventional which is 
often used for classifier purposes includes decision tree (DT), k-nearest neighbor 
(k-NN), Random Forest, Ada-Boost, Gradient Boosting, linear discriminant anal-
ysis (LDA), quadratic discriminant analysis (QDA), support vector machine (SVM),



558 T. Triwiyanto et al.

Gaussian Naïve Bayes and artificial neural network (ANN) [4, 13–19]. Modern 
machine learning is also applied by several researchers as a classifier, including deep 
learning with the convolution neural network method. 

Overall prosthetic hand control system based on EMG pattern recognition is 
shown in Fig. 2 which consists of a prosthetic hand, motor driver, EMG signal 
data acquisition, feature extraction process and motion classification. Data acquisi-
tion consists of a pre-amplifier, band-pass filter, notch filter, and summing amplifier. 
Sensors used to record muscle signal activity are electrodes. Furthermore, the elec-
trodes can be either disposable or dry electrodes. Before machine learning can be 
used, the training process must first be carried out. The training process is carried 
out with a composition of 80% dataset for training and 20% dataset for testing. 
After the training process is completed, the classifier is then applied to the system 
platform used. Some researchers use a microcontroller platform to obtain a portable 
system. In this case, feature extraction and machine learning are embedded in the 
microcontroller system. However, this system has a general drawback in terms of 
memory, so the development of machine learning is only appropriate for conventional 
machine learning. In accordance with the limitations of available memory resources 
and libraries, in general the classifier implementation is using the Python program-
ming base which is then converted to the C++ programming language format which 
is compatible with the Arduino programming language. Tensor flow lite is also an 
alternative method for machine learning developers using a microcontroller plat-
form [20]. As an alternative, due to the limitations of the machine learning library on 
the microcontroller platform, several researchers have developed machine learning 
implementations using the Raspberry platform using the Raspbian operating system 
with Python programming [21, 22]. This platform is open source so many developers 
are involved. Machine learning libraries that are often used in Python programming 
are Scikit-learn, Tensorflow, and Keras. The implementation of machine learning on 
the Raspberry Pi platform is more efficient because the training, testing and evalu-
ation processes can be done online on the system used. However, the weakness of 
the Raspberry is that it is not equipped with an analog to digital converter (A/D) 
device, so users must add an additional MCP3008 A/D converter component. Based 
on the state-of-the-art method in the prosthetic hand development, this study aims 
to review papers that discussed any related prosthetic hand development based on 
pattern recognition. The contribution of this paper is:

1. This paper provides an overview and recommendations related to the design of 
prosthetic hands with a focus on the implementation of feature extraction and 
machine learning to various platforms. 

2. Various kinds of feature extraction and machine learning models, both modern 
and conventional, are presented in this paper to provide a clear picture of the 
advantages and disadvantages of previous researchers. 

3. Furthermore, exploration related to analog parts and actuators is also discussed 
in this paper to provide an overview of the proper use of motors in prosthetic 
hand designs.
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Fig. 2 Basic concept of prosthetics hand based on EMG pattern recognition. This diagram block 
can be implemented on any platform including, microcontroller, Raspberry Pi, field programmable 
gate array, and computer system

2 Materials and Method 

2.1 Article Publication Trend 

This review paper utilizes the article database from Scopus and PUBMED by using 
a search engine with a filter from 2012 to 2022. In the Scopus database, researchers 
obtained a total of 258 articles for article prosthetic hands using EMG pattern recog-
nition as a basis. Furthermore, the PUBMED database found 168 articles on the theme 
of prosthetic hands based on machine learning. Based on the keywords prosthetic 
AND machine learning AND EMG, there was an increasing trend in the number 
of articles for the period 2012 to 2022 for both Scopus and PUBMED databases is 
presented in Fig. 3. The two lines in Fig. 3 show an increasing trend for a number 
of published papers, especially from 2018 to 2020. The decrease in the number of 
articles after 2021 is due to data is not completed for the whole year 2022.

2.2 Keyword Network Visualization 

Research on prosthetic hands using the basis of EMG pattern recognition is influ-
enced by several main keywords, namely machine learning, prosthetic hands, pattern 
recognition, signal processing, and rehabilitation. Furthermore, the keywords are 
grouped into five clusters as shown in Fig. 4. Cluster machine learning (cluster 1) 
shows the strongest network compared to other clusters. Cluster 1 is closely related 
to the keywords deep learning, prosthetic hand, prosthesis, EMG signal and myo-
control. Cluster prosthetic hand (cluster 2) is related to the research topic of gesture 
recognition, surface electromyography, neural network and EMG signal. Another
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Fig. 3 The trend of increasing the number of articles with the keywords prosthetic hand, EMG 
pattern recognition and machine learning for the search period from 2012 to 2022. The red line 
shows an upward trend in the number of articles based on the Scopus and blue databases

network involved in the discussion of prosthetic hands based on EMG pattern recog-
nition is the myoelectric control cluster (cluster 3). Myoelectric control is closely 
related to keyword pattern recognition, surface electromyography and support vector 
machines. Signal processing is a major part of the study of prosthetic hands based 
on EMG pattern recognition and this is shown in cluster 4 (feature extraction) which 
is part of signal processing. Furthermore, another small cluster that supports the 
topic of prosthetic hands is rehabilitation (cluster 5) which is supported by several 
keywords including EEG and prosthetics.

3 Result 

Prosthetic hands that are driven using EMG signals generally use 1-to-4-point leads 
using either dry electrodes or Ag (AgCl) disposable electrodes. The EMG signal 
will be processed with several analog signal processing methods, including pre-
amplifier, band-pass filter (20–500 Hz), notch filter (50 Hz), and summing amplifier 
[23, 24]. The next step is the digitalization process, which is converting from analog 
to digital (A/D converter). This conversion process is conducted using the built-
in A/D in the microcontroller. The microcontroller records an EMG signal with a 
sampling frequency of 2000 Hz [25]. This sampling frequency is selected according 
to the Nyquist rule, which is twice the maximum recorded frequency. Furthermore, 
the prosthetic hand which is controlled using the basis of EMG pattern recognition 
will follow the windowing, feature extraction and pattern classification stages. The 
windowing process is carried out by cutting the recorded EMG signal into several 
parts. The window length that is often used for classification purposes in real time 
is 100–200 ms [26]. The feature extraction process must be carried out to reduce
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Fig. 4 The networking of the keywords for prosthetic hand based on EMG pattern recognition. 
This network was created using keyword analysis VOS viewer

the complexity of the EMG signal. The feature extraction process that is commonly 
used to evaluate an EMG signal is to use time-domain features, frequency-domain 
features, and time–frequency domain features (wavelets). The time-domain feature 
is a feature that is often used in the development of prosthetic hands for EMG 
signal extraction. These features include root mean square (RMS), variance (VAR), 
mean absolute value (MAV), integrated EMG (IEMG), zero crossing (ZC), sign 
slope change (SSC), Wilson amplitude (WAMP), window length (WL) [27, 28]. The 
equations related to the time domain feature extraction are shown in Eqs. (1)–(15). 

The Root Mean Square (RMS) value denotes the average signal strength over an 
EMG sample window length. The following mathematical formula can be used to 
describe this property: 

RMS = 

√ 
√ 
√ 
√ 

1 

N 

N
∑

i=1 

x2 i (1) 

where xi indicates the i-th EMG signal and N indicates the length of the EMG signal. 
An absolute summation of the EMG signal throughout a window length of EMG 

samples is what the Integrated EMG (IEMG) value represents. The following is a 
description of the mathematical equation: 

IEMG = 
N

∑

i=1 

|xi| (2)
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The average value of the EMG signal’s power is known as the EMG signal’s 
variance, or EMG (VAR). The formula for VAR is as follows: 

VAR = 1 

N − 1 

N
∑

i=1 

x2 i (3) 

The average of the EMG signal’s absolute value throughout a window length of 
N is known as the Mean Absolute Value (MAV). The formulation of the MAV is 

MAV = 
1 

N 

N
∑

i=1 

|xi| (4) 

The EMG signal’s non-linear feature is measured by the logarithm (LOG) param-
eter. The average logarithm of the EMG signal is used to calculate the LOG value. 
The following defines the LOG value: 

LOG = exp( 
1 

N 

N
∑

i=1 

log(|xi|) (5) 

The signal’s length between two successive samples, xi + 1 and xi, is measured 
using the Waveform Length (WL). The formula for WL is as follows: 

WL = 
N −1
∑

i=1 

|xi+1 − xi| (6) 

The average value of the waveform length within a window of length N is known 
as the Average Amplitude Change (AAC). AAC looks like the following: 

AAC = 
1 

N 

N −1
∑

i=1 

|xi+1 − xi| (7) 

The Distinction Based on the standard deviation between xi+ 1 and xi, the absolute 
standard deviation value (DASDV) is computed. Here is how DASDV is described: 

DASDV =
√ 
√ 
√ 
√ 

1 

N − 1 

N −1
∑

i=1 

(xi+1 − xi)2 (8) 

The number of times the signal crosses a particular threshold value is known as 
the Zero Crossing (ZC) value. ZC is determined as:
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ZC = 
N −1
∑

i=1 

[f (xi × xi+1) ∩ |xi − xi+1| ≥  threshold 

f (x) = 

⎧ 
⎨ 

⎩ 
1, if → x ≥ threshold 

0, otherwise 

(9) 

The number of times the slope of the signal changes its sign inside a window of 
length N is known as the Sign Slope Change (SSC). The formulation is as follows: 

SSC = 
N −1
∑

i=1 

[f [(xi − xi−1) × (xi − xi+1)]] 

f (x) = 

⎧ 
⎨ 

⎩ 
1, if → x ≥ threshold 

0, otherwise 

(10) 

The Wilson Amplitude (WAMP) measures how frequently a threshold value is 
exceeded by the absolute value of the difference between two successive samples (xi 
+ 1 and xi). This is how it is explained: 

WAMP = 
N −1
∑

i=1 

[f (|xi − xi+1|)] 

f (x) = 

⎧ 
⎨ 

⎩ 
1,if →x≥threshold 

0,otherwise 

(11) 

The average of the number of times the EMG signal exceeds a predeter-
mined threshold is known as the MyoPulse Percentage (MYOP) Rate. MYOP is 
characterized by: 

MYOP = 
1 

N 

N
∑

i=1 

[f (xi)] 

f (x) = 

⎧ 
⎨ 

⎩ 
1, if → x ≥ threshold 

0, otherwise 

(12) 

In addition to using time domain feature extraction, several developers of pros-
thetic hands based on EMG pattern recognition also use frequency domain features. 
This frequency domain includes mean frequency (MNF), median frequency (MDF), 
and mean power (MP) which can be calculated using the following equation. 

MNF, or mean frequency, is determined by multiplying the EMG power spectrum 
by the frequency and then dividing the result by the total sum of the spectrum intensity.
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It can be computed as: 

MNF = 
M

∑

j=1 

fjPj/ 

M
∑

j=1 

Pj (13) 

MDF, or half of the TTP (Total Power) feature, is a frequency at which the spectrum 
is split into two sections of equal amplitude. It can be said to be: 

MDF = 
MDF
∑

j=1 

Pj = 
M

∑

j=MDF 

Pj = 
1 

2 

M
∑

j=1 

Pj (14) 

MNP is the EMG power spectrum’s average power. The formula for the computation 
is 

MNP = 
M

∑

j=1 

Pi/M (15) 

where f indicates the frequency, P shows the EMG power, and M is the length of 
frequency. 

In the development of prosthetic hands with the application of EMG pattern recog-
nition, several conventional supervised machine learning methods have been success-
fully applied to the classification of basic movements. The supervised machine 
learning methods include artificial neural network (ANN), linear discriminant anal-
ysis (LDA), Simple logistic regression (SLR), decision tree (DT), logistic model 
tree (LMT), Support vector machine (SVM), k-nearest neighbor (k-NN), Naive 
Bayes (NB), and support vector machine (SVM) [13, 23, 29–31]. In addition, several 
researchers have developed EMG pattern recognition by applying modern machine 
learning, including deep learning based on convolution neural network (CNN), and 
deep learning based on transfer learning [32]. At this stage, the conventional clas-
sifier is still often used as EMG pattern recognition because it has low compu-
tational complexity. However, proper feature extraction exploration is needed to 
obtain maximum performance, and it will affect the increasing of the time compu-
tation. Deep learning using a convolution neural network (CNN) basis is a solution 
for implementing EMG pattern recognition for prosthetic hand control. The CNN 
process is the implementation of feature engineering on the CNN deep learning archi-
tecture. Therefore, researchers do not require external feature extraction. However, 
the convolution process requires sufficient time so that it requires layers that are not 
too many but are effective in classifying gestures. 

Several studies related to EMG pattern recognition for prosthetic hands apply 
feature extraction and classifier algorithms on micro-controller platforms, Raspberry 
Pi, and computer systems [31]. On the microcontroller platform, the author uses the 
Tensorflow lite library for machine learning implementation. The development of
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Table 1 The keywords of prosthetic hand-based EMG pattern recognition. The keywords are 
clustered into five areas 

Cluster Keywords 

1 Artificial intelligence, deep learning, electromyography, machine learning, 
myo-control, myoelectric prosthesis, prosthesis control, prosthetic control, prosthetic, 
rehabilitation robotics, semg 

2 Classification, myoelectric control, pattern recognition, support vector machine, 
surface electromyography, 

3 Emg, gesture recognition, neural network, prosthetic hand, surface electromyography 

4 Electromyogram, feature extraction, real-time extraction, signal processing 

5 Eeg, prosthetic, rehabilitation 

a Raspberry Pi-based prosthetic hand applies Python programming by utilizing the 
ScikitLearn and Keras libraries for machine learning implementation. The limited 
memory space and clock speed of the processor are weaknesses in the implementation 
of machine learning on the microcontroller and Raspberry Pi platforms, especially 
during the training process. Therefore, some researchers who are still in the machine 
learning evaluation stage are still using the computer platform. The development of 
prosthetic hands with the implementation of machine learning on the microcontroller, 
FPGA, Raspberry Pi and computer devices is shown in Table 1. 

Several researchers of prosthetic hands based on EMG pattern recognition have 
developed various methods to produce high accuracy [39, 43]. Several conven-
tional machine learning has been applied to the development of prosthetic hands, 
including decision tree (DT), k-nearest neighbor (KNN), support vector machine 
(SVM), random forest, linear discriminant analysis (LDA), artificial neural network 
(ANN). and Gaussian. In addition, modern machine learning is also widely applied 
in the development of prosthetic hands, including using deep learning, both convo-
lution neural network models. Accuracy generated by machine learning, apart from 
being determined by the choice of the right classifier and feature extraction, is also 
determined by the type of electrode used. Some researchers use only one type of 
EMG sensor electrode, voice sensor, or a combination of both [44]. As shown in 
Table 2.

Regarding the analog hardware section, both EMG amplifiers and prosthetic hand 
actuators, several authors have developed prosthetic hands using DC motors, servo 
motors and linear actuators. The use of a DC motor as a finger motion controller in 
a prosthetic hand device has easier power and speed settings compared to a linear 
actuator. However, the use of a DC motor requires an additional circuit as a motor 
power control unit, as described in Table 3. On the other hand, some researchers 
emphasize the recognition of hand gestures to be applied to machine learning. Some 
researchers are pursuing in terms of movement accuracy so that the prosthetic hand 
design only recognizes two hand gestures, namely open and close hand movements 
[13, 55–61]. Furthermore, several other researchers have developed prosthetic hands 
that can recognize up to 8 gestures [62–65].
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Table 2 Machine learning and hardware platform for prosthetic hand development 

Author Feature extraction Type of machine 
learning 

Platform 

Akhtar [29] Root mean square Linear Discriminant 
Analysis (LDA) 

Teensy 3.1 
microcontroller (PJRC, 
Sherwood, OR) 

Wilson [23] Feature: MAV, WL, ZC, 
SSC 

Artificial neural 
network (ANN) 
classifier [6] 

16-bit PIC 
microcontroller from 
Microchip Technology 
Inc. the 

Geethanjali [13] Time domain (TD), 
frequency-domain (FD), 
and time–frequency 
domain (TFD) features 
TD features: mean 
absolute value (MAV), 
number of zero crossings 
(ZC), number of slope 
sign changes (SSC), 
waveform length (WL), 
and fourth- order 
ARcoefficient 

Simple logistic 
regression (SLR), 
decision tree (DT), 
logistic model tree 
(LMT) 

TMS320F28335 
microcontroller 

Fajardo [30] Variance, WL, IEMG, 
ZC, SSC, and WAMP 

Multilayer Feedforward 
Neural Network 

TI TM4C12x 
microcontrollers 

Qin [32] Without feature 
extraction 

CNN 1D and CNN 2D Arduino nano 33 BLE 
sense microcontroller 

Cabegin [31] ZC, VAR, MAD, and 
WAMP 

Support vector machine 
(SVM) and principal 
component analysis 
(PCA) 

Raspberry Pi 3 model 
B+ 

Lonsdale [21] Without feature 
extraction 

Deep learning model, 
Inception-v3, with 
transfer learning to 

Raspberry Pi 3 model 
B+ 

Souza [33] ZC, VAR, MAD, and 
WAMP 

Multi layer perceptron Raspberry Pi 3 model 
B+ 

Akmal [34] ZC, VAR, MAD, and 
WAMP 

Support vector machine 
(SVM) 

Raspberry Pi 3 model 
B+ 

Triwiyanto [35] RMS, VAR, MAV, and 
SSI features 

k-nearest neighbor 
(k-NN), Naive Bayes 
(NB), decision tree 
(DT), and support 
vector machine (SVM) 

Raspberry Pi 3B+ 

Gautam [4] Without feature 
extraction 

Deep learning CNN Virtex-7 Xilinx 
field-programmable 
gate array (FPGA)

(continued)
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Table 2 (continued)

Author Feature extraction Type of machine
learning

Platform

Chrapka [36] IAV, ZC, VAR, WAMP, 
v-order detector, LOG, 
AR model, histogram 

SVM FPGA Altera DE2-70 

Roy [37] Cross-Wavelet transform 
(XWT) 

Deep learning CNN Computer 

Raurale [38] D-MAV, MAV, VAR, ZC, 
SSC, and WL 

Linear Discriminant 
Analysis (LDA) 

Computer 

Young [39] RMS, VAR, IAV, SSI, 
WL, MAV, MAV1,  
MAV2, TM3, TM4, 
TM5, AAC, SSC, ZC, 
DASDV, WAMP and 
MYOP 

DT, k-NN, Random 
Forest, AdaBoost, 
Gradient Boosting, 
LDA, QDA, SVM, 
Gaussian (Naïve Bayes 
and Process) and NN 

Computer, Core™ 
i7-8550U CPU 

Parque [40] Without feature 
extraction 

Deep learning, 
GoogLeNet-based 

Intel i7, Ubuntu 14.04, 
and GPU GeForce 
GTX TITAN 

Nahid [41] Continuous Wavelet 
Transform (Scalogram) 

Transfer learning, 
AlexNet, and 
ResNet-18 

Computer system 

Jafarzadeh [42] Without feature 
extraction 

Deep convolution 
neural network (CNN) 

Embedded GPGPU 
developer kit (NVIDIA 
Jetson TX2)

4 Discussion 

A prosthetic device based on real-time EMG pattern recognition and classification 
is very dependent on the platform system used. Several platforms such as micro-
controllers, Raspberry Pi, FPGAs and computer systems have been proposed to run 
feature extraction, machine learning and prosthetic hand control. Akhtar et. al has 
developed a prosthetic arm using the Teensy 3.1 microcontroller as the main brain 
which integrates the process of data acquisition, feature extraction and machine 
learning on the platform. Linear discriminant analysis (LDA) was used to recog-
nize hand gestures. Furthermore, servo motor movement speed control is carried out 
proportionally based on the amplitude of the mean absolute value (MAV) of the EMG 
signal. Research conducted by Akthar is equipped with MPL115A2 barometric pres-
sure sensors to prevent slippage when the prosthetic hand holds the object. However, 
from the aspect of accuracy, this research has not explored much so that this is still an 
opportunity for readers to develop a microcontroller-based EMG pattern recognition 
model. The design of a prosthetic hand with a minimal design will be an advan-
tage because in the design of a prosthetic hand for the transradial amputee, there 
is not much space available in the socket. Wilson et al. proposes a prosthetic hand 
design with the development of electrode integration, EMG signal processing, feature
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Table 3 State of the art method for prosthetic hand development 

Author Electrode Method Accuracy 

Sam [39] Myo EMG sensor DT, kNN, Random Forest, 
AdaBoost, Gradient 
Boosting, LDA, (QDA), 
SVM, Gaussian (Naïve 
Bayes and Process) and 
NN; features RMS, VAR, 
IAV, SSI, WL dan MAV 

94.8% 

Julio [43] Voice and EMG signal Artificial neural network 
(ANN) 

98.89% 

Rasouli [45] Tactile sensor array from 
piezo resistive 

Extreme Learning Machine 
(ELM) 

98.75 

Cabegin [31] 2 EMG electrodes Support Vector Machine 
(SVM) 

99.72% 

Nazmun [41] 2 channel EMG electrodes Continuous Wavelet 
Transform (CWT), CNN 
dan LSTM 

99.72% 

Valentina [46] 12 EMG electrodes Least-Squares Support 
Vector Machine (LS-SVM) 

70% 

Mohsen [47] 4 EMG electrodes CNN 2D 91.26% 

Arvind [4] EMG electrodes CNN 91.1% 

Mehrshad [48] EMG electrodes and 
Camera 

RMS, MAV dan Variable 
EMG (VAR), R-CNN 

95.3% 

Jing-Yi [49] Ultrasound sensor and 
electrogoniometer 

SVM, BP ANN dan FBP 
ANN 

RMSE: 13% 

Yu Wu [50] Electrode array wristband, 
bioimpedance 

SVM, KNN 98.5% 

R. Meattini [51] EMG electrodes SVM 96.3% 

Morten [52] 16 EMG electrodes active 
(Otto Bock) 

Inter-class Distance 
Nearest Neighbour 
(IDNNtotal), Inter-class 
Distance All Neighbours 
(IDAN) 

Error: 7,613 

Jingdong [53] 2 EMG active electrodes Neural network berbasis 
Levenberg–Marquardt 
(LM), Autoregressive (AR) 

980.46% 

Manfredo [54] 22 sensor glove, 
inclinometer, linear force 
sensor, EMG electrodes 

CNN 660.59 ± 60.40%
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extraction and LDA classifier using a 16-bit PIC micro-controller. This research puts 
forward a portable model and low resource requirements. Furthermore, by using 
CAN-bus technology, the data communication system can be integrated with other 
devices. 

The integration model of data acquisition, feature extraction and classifier 
were also developed in [13]. Geethanjali [13] applied the proposed model to the 
TMS320F28335 DSP controller using C++ programming. At the initial stage, feature 
extraction and classifier were evaluated using MATLAB application to get the best 
performance model. Feature extraction that is evaluated are time, frequency and time-
domain feature extraction. The time domain features used in this study are the mean 
absolute value (MAV), zero crossings (ZC), number of slope sign changes (SSC), 
waveform length (WL), and fourth-order AR coefficients. Furthermore, the classi-
fiers evaluated in this study were simple logistic regression (SLR), J48 algorithm for 
decision tree (DT), and logistic model tree (LMT). Machine learning that is applied 
to the microcontroller or processor platform is an added value in the development 
of prosthetic hands based on EMG pattern recognition. Therefore, in order for the 
prosthetic hand system to be effective, several researchers have developed an online 
training and testing process on the microcontroller platform. Fajardo developed a 
prosthetic arm based on EMG pattern recognition by applying machine learning to 
the IT platform TM4C12x microcontrollers [30]. The back-propagation-based artifi-
cial neural network is implemented into the ARM Cortex-M microcontroller system 
with training mode carried out offline using the MATLAB application. The online-
classification machine learning mode on the prosthetic hand is carried out on the 
microcontroller system after updating the ANN weights resulting from the training 
generated in the MATLAB application. The development of prosthetic hands based 
on EMG pattern recognition where the training and testing process is carried out 
online will produce an effective system. Therefore, several researchers have devel-
oped prosthetic hands based on EMG pattern recognition using the Raspberry Pi plat-
form with the Raspbian operating system. The process of training and testing machine 
learning can be done online on the Raspberry Pi platform. Cabegin mengembangkan 
prosthetic hand dengan mengimplementasikan machine learning ke platform Rasp-
berry Pi tipe B + 3 [31]. Sinyal EMG diekstraksi dengan menggunakan feature zero 
crossing (ZC), variance (VAR), mean absolute deviation (MAD), and Wilson ampli-
tude (WAMP). Proses klasifikasi gesture dilakukan dengan menggunakan support 
vector machine (SVM) yang diimplementasikan ke platform Raspberry Pi. 

The test results show that the accuracy of the prosthetic hand varies for testing 
intervals at different times. The development of a prosthetic hand with EMG pattern 
recognition based on the Raspberry Pi platform with the Raspbian operating system 
was also proposed by Akmal [34]. In this system, the researcher applies a feature 
extraction process and machine learning using Python programming which is imple-
mented on the Raspberry Pi machine. In this study, Akmal applied a classifier support 
vector machine (SVM) to classify hand gestures to move the prosthetic hand. By 
utilizing an operating system-based platform, the system can conduct online training 
and testing processes. From the evaluation results, the SVM machine classifier is 
able to distinguish movements with an accuracy of 78%. In addition to applying
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machine learning to the microcontroller, FPGA, and Raspberry Pi platforms, several 
other researchers have implemented the system (feature extraction and classifier) 
into computer systems. 

According to the result reported in previous studies, embedded machine learning 
is still a challenge for previous research to be developed. A prosthetic hand based 
on EMG pattern recognition with a compact and portable engine is still the main 
focus of this research. Furthermore, an embedded machine learning into hardware-
based platforms such as microcontrollers, Raspberries and FPGAs is expected to be 
able to implement online training and testing processes so that there is no need to 
run the system on two different platforms. On the other hand, the implementation 
of prosthetic hands should be not only applied in a laboratory environment but has 
been applied in the actual environment, namely using amputee subjects. Some other 
challenges that need to be done are the implementation of machine learning into 
embedded hardware systems that can run fully online both during training and testing. 
The implementation of the deep learning convolution neural network (CNN) model 
will be an added value if it can be fully implemented because CNN-based deep 
learning does not require a feature extraction stage. 

5 Conclusion 

The purpose of this study is to review papers related to the EMG pattern recognition, 
analog part, feature extraction and classifier methods to get the best prosthetic hand 
design recommendations. Based on review results, a prosthetic hand based on pattern 
recognition which embedded in the microcontroller devices and Raspberry Pi system 
are recommended. Furthermore, the conventional time domain feature and classifier 
is still used a lot in the development because the computation time is fast enough to 
process the EMG gesture. Additionally, in the actuator part, mostly several studies 
used a DC motor to drive the fingers in the prosthetic hand and some others used a 
servo motor. This review paper has given a guidance to develop an effective pros-
thetic hand. In the future, online training and testing embedded machine learning for 
prosthetic hands should be studied in order to make a smart prosthetic hand which 
able to adapt to any kind of user. 
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Recognizing Face Using the Combination 
of Singular Value Decomposition 
and Hidden Markov Model Algorithms 

Henry Candra and Susan Sulaiman 

Abstract Face recognition as a biometric system is a development of an authentica-
tion system based on the face’s natural characteristics. Face recognition needs to be 
further researched because it has been applied to various fields. After all, this system 
does not require direct physical contact between humans and computer input sensors. 
However, problems in face recognition systems are pretty dynamic and complex. 
This study proposed a face recognition system using Singular Value Decomposition 
(SVD) for feature extraction and Hidden Markov Model (HMM) for classification. It 
is expected that this research may contribute to developing the method of face recog-
nition. The recognition process is based on a frontal face image which is divided 
into seven areas, and each area is assigned to a state in a one-dimensional HMM. 
100 images are used for database creation. Image acquisition is made 10 times for 
each of 10 different people with different expressions. Half of the images are used 
for training and the rest for the testing process. In this study, the moving probability 
from one state to the state itself and the next state is not the same. Still, it depends 
on the average value of the height of the area covered by a particular state, and the 
result shows that it can increase the recognition rate from 94 to 96%. 

Keywords Face recognition · Feature extraction · Singular value decomposition ·
Classifier · Hidden Markov model 

1 Introduction 

Humans can recognize other people’s faces even though they have not seen each 
other for a long time, and there have been changes in the face, such as the use of 
glasses, hairstyle, or aging. This human visual ability is attempted to be imitated 
by using a machine (computer) and various algorithms [1, 2]. The face is the most 
essential part of the human body that is needed in the detection process for multiple
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applications. Face recognition is one of the biometric technology identifications 
using an individual’s face as the main parameter. It has an advantage over some 
other biometric techniques, especially in this pandemic situation, because it does 
not require particular physical contact such as placing the hand on the fingerprint 
recognition process or the geometric location of the hand [3–5]. A human face is 
unique and complete. Its features are changing over time, therefore it is very important 
to have a robust face recognition system that could able to operate under a variety of 
conditions. 

Much research on face recognition has been done, yet some problems are still 
unresolved [6]. Several factors may degrade the face recognition accuracy; those are 
intrinsic factors that are related to a human’s physical condition such as facial aging 
and expression, and extrinsic factors which can change the face appearance such 
as low resolution and illumination [7, 8]. Another researcher has tried to combine 
different biometrics such as face and speech to improve the accuracy, however, the 
result comes with another drawback of larger dimensionality [9]. 

Face recognition has rapid progression in the last few decades due to the interests 
in computer vision, smart environments, and even as a means of payment. Although 
face recognition systems have very rapidly improved, basically the approach methods 
for human face recognition can be grouped into three categories, namely holistic 
matching methods, feature-based (structural) methods, and hybrid methods [10]. 

In the holistic approach, all parts or global facial features are used as data for face 
recognition, one of which is the Eigenface method. This method was pioneered by 
Turk and Pentland by using Principal Component Analysis (PCA) which is a linear 
technique used to project high-dimensional data into lower-dimensional subspaces. 
The Eigenface algorithm gives the characteristic value of a face in the form of eigen-
vector values. At the identification stage, the eigenvector values in the training data are 
compared with the eigen vector values from the test data and the smallest distance for 
similarity is determined by the Euclidean distance method. R. Kosasih used the PCA 
method for face recognition on the Olivetti Research Laboratory (ORL) database 
and achieved a 96.6% recognition rate [11]. Speech, Vision, and Robotics Group 
of the Cambridge University, Department of Engineering has supported this ORL 
database for implementation in a face recognition project [12]. The Romi Mulyadi 
Yusni developed the PCA method to recognize the faces of smokers using 8 faces 
of smokers each with 5 different poses tested with 40 test images resulting in a 
recognition rate of 92.5% [13]. 

In the feature-based method, faces are divided based on local facial features such 
as nose, mouth, eyes, and others that are used as input data, including that used in this 
method known as the Hidden Markov Model (HMM). The number of states depends 
on the system’s requirements. The face recognition performance has been enhanced 
by using 7-State HMM [14]. Nur Widya Pratiwi and colleagues in Face detection 
using Matlab-based HMM can detect facial images with 95.9% success [15]. Other 
research using SVD and 7 states HMM resulted in a recognition rate of 96.6% for 
the ORL database and 82.7% for the YALE database [16]. A study of SVD and five 
states of HMM were applied to process employee data consisting of 400 images and 
achieved a recognition rate of 99% [17]. SVD and 5 states of HMM were also applied



Recognizing Face Using the Combination of Singular Value … 577

in further research using 160 training images and 120 test images which consist of 
80 still object images and 40 moving object images and gave an overall recognition 
rate of 80.83% [18]. 

Methods based on the hybrid approach use both the entire face and the local 
facial features as input data, some examples using this method are the modular 
eigenface and the hybrid local feature. H. Cho and colleagues in An Efficient Hybrid 
Face Recognition Algorithm using PCA and Gabor Wavelets were inspired by facial 
recognition methods used by humans, namely both holistic and local features. This 
method employs a holistic and local feature-based recognition algorithm in two 
stages, PCA is used to identify the test image in the first stage and Gabor wavelets in 
the next stage [19]. In [20], a hybrid face recognition system method is used using 
SURF (Speed Up Robust Features), HOG (Histogram of Oriented Gradient), and 
MSER (Maximally Stable Extremal Regions) algorithms. 

In this pandemic situation that reduces contact as much as possible is a require-
ment, and face recognition plays an important role. The purpose of this study is to 
build a face recognition system based on features by using the SVD method in the 
feature selection process, and 7 states HMM as the classifier. The database is formed 
from 100 images that have been taken from 10 people, half of them were used as 
training images and the rest as test images. In previous research, the initial value 
of the transition probability matrix was carried out by assuming equal probability 
for moving from one state to the state itself or to the next state, each of which is 
0.5. To increase the recognition rate, in this study, the transition probability matrix 
is calculated by assuming that the moving probability depends on the average value 
of the height of the area covered by a particular state. 

2 Research Method 

In this study, SVD coefficients of each sampling window of the face image are 
computed and used as features [21]. The model of the system is assumed to be a 
discrete first-order Markov chain with hidden states, where the model parameters 
are adjusted to find the maximum likelihood estimate of the parameters of the HMM 
given the set of output sequences using the Baum-Welch algorithm. All experiments 
and tests are carried out by using MATLAB as the programming language because 
the basic calculation in the process is a matrix. 

2.1 Singular Value Decomposition 

The main purpose of performing feature extraction is to have the characteristics or 
important features of an object or an image. The most reputable algorithm for its
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ability to extract face features is SVD which is usually combined with other algo-
rithms [22, 23]. SVD can approximate the original data points using fewer dimen-
sions, hence it can be seen as a method for data reduction [24]. A systematic way 
to determine a low-dimensional approximation to high-dimensional data in terms of 
dominant patterns is provided by SVD [25]. A process of decomposition in a matrix 
means factoring a matrix into more than one matrix. SVD is one of the decomposi-
tion techniques related to the singular value which is one of the characteristics of a 
matrix. 

SVD is based on the theory of linear algebra, that an m × n rectangular matrix 
can be factored into the multiplication of 3 matrices, namely orthogonal matrix U, 
diagonal matrix Σ, and the transpose of orthogonal matrix V as follows: 

Amn = Umm

Σ

mn 

V T nn (1) 

where U T U = I and V T V = I. 
The column of U is an orthonormal eigenvector of AAT and the column of V is an 

orthonormal eigenvector of ATA.Σ is a diagonal matrix whose elements are singular 
or square root values of the U or V eigenvalues and arranged in descending order. 

For a square matrix Amn, there is a nonzero vector x and a scalar λ, such that Ax 
= λx, x /= 0, or it is equivalent to 

(A − λI )x = 0 (2)  

λ is the eigenvalue or the characteristic roots of A and x is the eigenvector 
corresponding to λ. 

Umm matrix can be found by calculating the eigenvalues and the corresponding 
eigenvectors of AAT as follows 

det
||λI − AAT

|| = 0 (3)  

AAT x = λx (4) 

Finally, the orthonormalization process of Gram Schmidt is used to convert it into 
an orthonormal matrix 

u1 = 
u1 
|u1| (5) 

where the column of U is the orthonormal eigenvector of AAT . 
The same method is applied to the AT A matrix to obtain the V matrix. The Σ

diagonal matrix is formed from the singular value or the square roots of the non-zero 
eigenvalues of the U or V matrix (Nonzeros eigenvalues of U and V are always the 
same) with σ ij = 0, i /= j, and σ ii > 0. The largest singular value is placed on Σ11, 
the second largest on Σ22, and so on.
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SVD has become an important tool because SVD can be used to express image 
data in several singular values. Smaller storage in the memory is used because the 
data will be reduced by only taking some of the largest singular values which are the 
most important features of the image [26]. The small singular values and part of the 
image that corresponds to these singular values will not significantly contribute to 
building the original image. By ignoring these values along with the columns in the 
U and V matrices that have been factored by these singular values, the original image 
will be reconstructed or reduced quite precisely by a data set that is much smaller 
than the original image matrix. 

2.2 Hidden Markov Model 

Processes in the real world generally produce an output that can be observed as 
a signal and the most important thing is how to observe the signal as a signal 
model because the signal model can solve many things in practice such as predic-
tion systems, recognition systems, and identification system in a very efficient way 
[27]. The signal model consists of deterministic models, which can be assumed to 
be characterized as a parameter of a random process, for example, the Markov and 
Hidden Markov processes [28]. HMM has been used in many types of research 
in various fields [29], especially in biomedical engineering, such as breast cancer 
recurrence prediction based on sequential patterns through gene expression profiles 
using HMM [30], Gray matter segmentation of brain MRI using modified K means, 
expected maximization and Hidden Markov random field was done to provide better 
spatial correlation that overcomes in-homogeneity, noise and low contrast [31]. 

Consider {qt, t  = 0, 1, 2, 3, …} is a discrete parameter (time) stochastic process 
with state space {S1, S2, S3, …  SN}. 

I f  P
(
qt+1 = Sj | qt = Si,qt−1 = Sk, . . .  q0 = S1

(

= P
(
qt+1 = Sj |qt = Si

( = ai j  
(6) 

then the process is called a discrete-time Markov chain. The A matrix whose elements 
are aij is called the transition probability matrix from state Si to Sj. 

The elements of HMM are as follows. 

1. N is the number of states, S = {S1, S2 ……  SN} qt m S 
2. M is the number of observation symbols for each state, with an observation space 

V = {v1, v2, …  vM}. 
3. A = [aij] is the state transition probability matrix 

ai j  = P[qt+1 = Sjqt = Si ] 

The 
NΣ

j=1 

ai j  = 1, 1 ≤ i ≤ N 
(7)



580 H. Candra and S. Sulaiman

4. B = [bj (k)] is the observation symbol probability distribution in state j 

b j (k) = P
[
ot = vk |qt = Sj

]
, 1 ≤ j ≤ N , 1 ≤ k ≤ M (8) 

5. π = {π 1, π 2, …,  π N} is the initial state distribution 

π = P[q1 = Si ], 1 ≤ i ≤ N (9) 

6. HMM can be written using 

λ = ( A, B, π  ) (10) 

HMM can be used as a generator to give an observation sequence O = O1, O2, 
…, Ot by determining the values of N, M, A, B, and π . 

2.3 Data Set 

There are 100 images from 10 different people with different expressions, image 
acquisition was done 10 times for each of them. Each picture of size 112 × 92 pixels 
contains only a face image of 1 person with a camera-to-face distance between 48 
and 61 cm and white wall background. 

2.4 Experimental Procedure 

In this study, there are two main parts to the face recognition system, the training 
process, and the testing process. The overall system block diagram can be seen in 
Fig. 1 which illustrates a series of stages of the system. Some stages in both the 
training process and the testing process are the same, namely image acquisition, 
transformation, image quality improvement, and feature extraction. For the testing 
process, there is a phase called the recognition process which matches the test images 
with the training images that have been stored in the database. The result is the 
recognition rate or faces recognition level.

2.5 Data Processing 

The training phase used five images from each person, while the remaining images 
went to the testing phase. To facilitate and accelerate the recognition process, the 
image is transformed into a grayscale one, resized to 56 × 46 pixels, and stored 
in the pgm format. The image quality improvement process consists of two stages,
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Fig. 1 Block diagram of the face recognition system

namely histogram equalization and filtering using a two-dimensional minimum order 
statistics filter which aims to find the darkest points in the image and reduce the effect 
of salt noise or white spots on the image. 

Feature extraction’s purpose is to select only the important features of an image. 
This study consists of block extraction, feature selection, and quantization. The block 
extraction process transforms the two-dimensional into a one-dimensional image to 
create the one-dimensional HMM observation sequence. At this stage, each image 
of width W and height H is divided into overlapping blocks of height L and the same 
width shifted from top to bottom. P is the overlapping size and T is the number of 
blocks as a result of extraction from each image which can be calculated by (11) 
[32]. 

T = 
H − L 
L − P 

+ 1 (11) 

In this study, W = 46, H = 56, L = 5, P = 4 and the number of blocks is 52. 
This means that each image produced a series of sequential blocks consisting of 
52 elements, where each block has 5 × 46 pixels, thus each block will have 5 × 
46 = 230 Gy level values, obtaining 52 × 230 Gy level values for an image. The 
next step is feature selection, which selects a set of features so that a subset with a 
smaller size is obtained which will result in minimal misclassification and the smallest 
computational costs. In this study, the feature selection process was carried out using 
the SVD method. The three features taken are the first coefficient from the U matrix 
and the first two coefficients from the Σ matrix (U11, Σ11, and Σ22) of each block 
while the other coefficients are ignored because these three coefficients give the best 
facial recognition level results. Thus, the 230 Gy level values from each block will 
only be represented by three values, meaning that the data is significantly reduced 
and at the same time simplifies the complexity of the calculation. The next stage is the 
quantization process which aims to change the value of the SVD coefficient which 
was originally continuous into discrete. This is done because for the next stage, 
namely the training and introduction stage, modeling is carried out with discrete 
HMM. If U11 is quantized in a level, Σ11 in b level, and Σ22 in c level, then we get 
a b c of different  combinations  for  each block.
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2.6 Training Process 

After each training image is stated in the observation sequence, the next stage is 
the system training process using the Hidden Markov Model method. The training 
process consists of several stages, namely modeling with the HMM method, deter-
mining initial values, and parameter estimation using the Baumwelch algorithm. The 
modeling process with HMM aims to formulate HMM into facial recognition. In this 
study, facial images are divided into 7 states or areas, consisting of hair/head, fore-
head, eyebrows, eyes, nose, mouth, and chin. If the blocks formed in block extraction 
are shifted every time one pixel from top to bottom, then the block will always be 
in one of the 7 states. Based on these assumptions, a one-dimensional HMM can be 
formed for left–right facial recognition with 7 states. 

N = number of states = 7 
M = a b  c (12) 

M is the number of observation symbols from each state or the number of combi-
nations obtained from the quantization results, and a, b, and c are the quantization 
coefficients of the matrix U11, Σ11, and Σ22. 

Determining the initial value is one of the most important stages in modeling with 
HMM. The initial state is always “hair or head” which probability is equal to one 
and the final state is always “chin”. The blocks are shifted sequentially from top to 
bottom. 

a. Same moving probability from one state to the state itself and to the next state 
except for the last state, the transition probability matrix can be formed as follows 

A1 = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0.5 0.5  0 0 0 0 0  
0 0.5 0.5 0 0 0 0  
0 0  0.5 0.5 0 0 0  
0 0 0  0.5 0.5 0 0  
0 0 0 0  0.5 0.5 0  
0 0 0 0 0  0.5 0.5 
0 0 0 0 0 0 1  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(13) 

b. The moving probability depends on the average value of the height of the area 
covered by a particular state. The average (mean) height of each state is calculated 
for the 7 states from all people in the database. One state is taken as a reference, 
in this case, the eye state whose height is the smallest is taken as a basis. The 
height of the other six states is compared to the height of the eye state. The 
moving probability from the eye state to the state itself and to the next state is 
considered equal to 0.5, while the moving probability for other states than the 
eye is calculated based on the ratio of the average height of the state to the eye 
state. The result is the A1 transition probability matrix as seen in (14)
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A1 = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

0.6 0.4 0 0 0 0 0  
0 0.8 0.2 0 0 0 0  
0 0  0.5 0.5 0 0 0  
0 0 0  0.5 0.5 0 0  
0 0 0 0  0.8 0.2 0  
0 0 0 0 0  0.6 0.4 
0 0 0 0 0 0 1  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(14) 

B = 
1 

abc 

1 
2 
3 
4 
5 
6 
7 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

1 1  
1 1  
1 1  
1 1  
1 1  
1 1  
1 1  

. . .  1 

. . .  1 

. . .  1 

. . .  1 

. . .  1 

. . .  1 

. . .  1 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(15) 

π = [
1  0 0 0 0 0 0

]
(16) 

A1 the state transition probability matrix. 
B the observation symbol probability distribution. 
π the initial state distribution. 

The next stage is the training process or parameter estimation with the Baumwelch 
algorithms. Each training image is represented by its observation vector and the 
initialization has to be done as in (14), (15), and (16) for the first image. The iteration 
process is carried out so that the probability of the series of observations obtained 
is maximized. The reiteration process is executed for all images and the estimated 
value of the last image of each person becomes the final value of the HMM as seen 
in (17). 

λ∗ = max 
λ 

P(O|λ ) (17) 

Each face is associated with an HMM. There were 10 people in this study and 10 
HMM models were obtained. 

2.7 Testing and Recognition Process 

Each testing image, like training image, experiences the feature extraction process 
and is represented by its observation vector. Then, the probability of the observation 
vector for every incoming face image is calculated for each HMM. A face image m 
is recognized as face d if it meets the condition in (18).
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P
(
O(m)|λd

( = max 
n 

P
(
O(m)|λn

(
(18) 

The recognition rate is obtained based on the number of misclassified images as 
seen in (19). 

Recognition rate = 
number of correctly recognized images 

number of testing images
× 100%. (19) 

3 Results 

Image acquisition was done with different levels of variations of facial expression, 
orientation, and rotation as well as the distance of the camera from the face. The 
purpose is to see the effect of the degree of variation on the system’s ability to 
recognize faces. 

3.1 Preprocessing Process 

All images in the database will go through the preprocessing process whose result is 
shown in Table  1. The original image is resized to 56 × 46 pixels, then the quality is 
improved by the histogram equalization and filtered by a minimum order statistical 
filter. 

Table 1 shows that the image quality has enhanced its contrast after the histogram 
equalization. By the purpose of the minimum order statistical filter to find the darkest 
points in the image and reduce the effect of salt noise or white spots on the image, 
it can be seen from the filtering process that the slightly shiny parts of the face, 
especially the eyes, become shadier.

Table 1 Preprocessing steps 

Original image 
in pgm 
(112 × 92) 

Resized 
(56 × 46) 

After 
histogram 

equalization 

After filtering 
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3.2 Results of the Recognition Process 

The input of the feature extraction process is in the form of the image while the output 
is in matrix form. Each image consists of 52 blocks and each block is represented by 
3 SVD features namely U11, Σ11, and Σ22. They are then quantized in 18, 10, and 
7 levels, leaving 1260 possible distinct vectors for each block. Labeling is given to 
any combination of quantized U11, Σ11, and Σ22 values, and the sequence of those 
numbers obtained from each image is considered as observation vectors that can be 
used by HMM for classification. System training is carried out using the Baumwelch 
algorithm with a maximum of 10 iterations or 0.01 tolerance. The output of the 
training process is the HMM or the model for every person in the database. The 
estimation results are applied to each test image which will be recognized as one of 
the people in the database using (18). 

3.3 Results Using the a Transition Probability Matrix 

Using A transition probability matrix as shown in (13), 47 from 50 face images were 
correctly recognized, so the face recognition rate was 94%. Here are some examples 
of training images, test images, and the results of the recognition process of 5 people 
included in the database as shown in Tables 2a, b, c, d, and e.

This face recognition system has performed very well which an achievement is 
94% of recognition rate. Errors occurred in the recognition of the second test image 
on behalf of SH (Table 2a) and the third test image on behalf of SS (Table 2b) due 
to the extreme changes in orientation and rotation and on the fourth test image on 
behalf of N (Table 2c) due to the change of distance from the camera to the face. 

3.4 Results Using the A1 Transition Probability Matrix 

Changes in the initial value of the transition probability matrix adjusted to the average 
value of the height of the area covered by a certain state as shown in (14) have  
improved the system performance because it was able to increase the face recognition 
rate from 94 to 96%. Compared with the results obtained using the value of A in 
(13), there is an improvement in image recognition, namely the fourth test image 
on behalf of N can be recognized correctly while the same error occurs in the other 
two images. The average time needed to run each stage in the entire face recognition 
process can be seen in Table 3.
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Table 2 Training images, testing images, and recognition results 

(b) Images on behalf of SS 

Training images 

1 2 3 4 5 

Testing images and Recognition results 

1 2 3 4 5 

True True False True True 

(c) Images on behalf of N 

Training images 

1 2 3 4 5 

(a) Images on behalf of SH 

Training images 

1 2 3 4 5 

Testing images and Recognition results 

1 2 3 4 5 

True False True True True 

(continued)
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Table 2 (continued)

(d) Images on behalf of V 

Training images 

1 2 3 4 5 

Testing images and Recognition results 

1 2 3 4 5 

True True True True True 

(e) Images on behalf of O 

Training images 

1 2 3 4 5 

Testing images and Recognition results 

1 2 3 4 5 

True True True True True 

Testing images and Recognition results 

1 2 3 4 5 

True True True False True 
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Table 3 Average time to run 
the process 

Process Average time (s) 

Creating database 1.96 

Loading 0.75 

Training system 22.39 

Recognition and counting recognition rate 8.74 

Table 4 Influence of 
changing SVD coefficients on 
the recognition rate 

1st SVD 
coefficient 

2nd SVD 
coefficient 

3rd SVD 
coefficient 

Recognition 
rate (%) 

U11
Σ

11
Σ

22 96
Σ

11
Σ

22
Σ

33 10 

V11
Σ

11
Σ

22 22 

U11
Σ

11 V11 14 

U22
Σ

11
Σ

22 34 

U11
Σ

11 U22 20 

3.5 Influence of Changing the SVD Coefficients 

Table 4 shows the effect of changing the SVD coefficient features by taking several 
different SVD coefficient values while the other parameters remain the same. 

It can be concluded that U11, Σ11, and Σ22 provide much better results than the 
other SVD coefficients combination. This is becauseΣ11 andΣ22 derived from each 
block are the largest singular values associated with the largest eigenvalues that form 
the principal components of each block in the image and U11 is the first element of 
u1, corresponding to the largest singular value Σ11, where U is the matrix, whose 
columns are left singular vectors to the corresponding eigenvalues. 

3.6 Influence of Changing the Quantization Level 

Table 5 shows the effect of changing the value of the quantization level on the 
recognition rate.

The results show that the values 18, 10, and 7 corresponding to a, b, c or U11,Σ11, 

and Σ22 quantization coefficient have given the best recognition rate. The addition 
of the quantization level will increase the number of combinations or the value of M, 
which means increasing the number of columns in the emission matrix, thus slowing 
down the process of making the database and training process.
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Table 5 Influence of changing the quantization level on the recognition rate 

a b c M R (%) Creating a database (s) Training system (s) 

18 10 7 1260 96 1.96 22.39 

10 10 10 1000 92 1.91 16.19 

6 6 6 216 86 1.76 6.12 

20 20 20 8000 78 2.32 134.25 

15 10 10 1500 92 2.02 26.16 

25 20 15 7500 84 2.16 128.21 

a = U11 qc, b = Σ11 qc, c = Σ22 qc, q c = quantization coefficient, M = number of combinations 
R = recognition rate

4 Discussion 

This proposed face recognition system has shown good performance. All testing 
images with low and moderate levels of variation can be recognized correctly. The 
system can also recognize properly even though the testing images show different 
expressions on their faces. 

Compared to the previous studies, changes in the initial value of the transition 
probability matrix adjusted to the average value of the height of the area covered 
by a certain state turned out to be successful in improving the system performance 
because it was able to increase the face recognition rate from 94 to 96%. Errors 
occurred only in the recognition of the test image with a high level of variation, 
namely an extreme change in the orientation and rotation of the face. 

The weakness of the system is in choosing the right SVD coefficient and quanti-
zation level, however, it can be well handled when the right values are chosen. The 
selection of SVD coefficient is very significant, and the coefficient corresponding 
to the largest eigenvalue plays an important role because it has a great contribution 
to the formation of an image. A combination of the quantization level must also be 
considered. The greater the number of combinations of the quantization level, the 
longer the time taken in the process, and the system becomes too sensitive which 
decreases the facial recognition rate. Conversely, if the combination numbers are too 
small, the time required for processing becomes shorter but the system becomes less 
sensitive so that the facial recognition rate also decreases. This system is expected 
to have very good implications in the society, especially in this pandemic situation, 
where minimal contact becomes a requirement, face recognition is very useful to be 
applied in various fields.
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5 Conclusion 

The proposed system succeeded in recognizing a recognition rate of 94% when 
the transition probability matrix was based on equal opportunities to move from 
one state to the state itself and to the next state. Meanwhile, it provides a better 
recognition rate of 96% when the transition probability matrix was based on the 
moving probability that depends on the average value of the height of the area covered 
by a particular state. The time required for the recognition process to calculate the face 
recognition rate is 8.74 s on average. The numbers in the face recognition level are not 
absolute, because the level of accuracy is strongly influenced by existing data related 
to variations in poses, orientations, and rotations as well as facial expressions. The 
greater the variation, the level of face recognition will tend to decrease. For further 
development, it is recommended to use a two-dimensional HMM to improve the 
system performance. 
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Abstract The concept of using short range radio technology is to connect small 
devices to the internet or other functions that play a very important role in the devel-
opment of IoT (Internet of Things). One of the new short range radio technologies at 
this time is Bluetooth Low Energy (BLE). This technology has considerable potential 
because of its low cost, very low energy consumption, and long range. This study 
aimed to analyze the RSSI value of the speed of data transmission on SPO2 and 
BPM via Bluetooth Low Energy by using several parameters, such as distance and 
baud rate, to see whether there is any lost data on receiving SPO2 and BPM data 
that have been sent by a pulse oximetry using several parameters measured. This 
study was conducted using the MAX30100 sensor as BPM and SPO2 data, and the 
ESP32TTGO T-Display microcontroller as a Bluetooth Low Energy module. In this 
study, the output of the MAX30100 sensor will be processed on the ESP32TTGO 
T-Display microcontroller, which will then be sent to Android using Bluetooth Low 
Energy. Then the data will be displayed on Android and on the OLED ESP32TTGO 
T-Display. The data collection process was carried out at a distance of 0 to 1.5 m for 
10 repetitions for each distance with a time of 1 trial for 60 s. The highest lost data 
was obtained at a distance of 1.5 m with a value of 8.0%. The highest time delay 
value was obtained at a distance of 1.5 m with a value of 2.3%, while the lowest time 
delay value was obtained at a distance of 0 cm with a value of 0%. At a measurement 
distance of 2 m, the Android application captures the RSSI value of −76 dBm, with 
a constant A value of −69 dBm and a constant n value of 2. The distance results 
obtained from the RSSI calculation are 2.24 m away. From this study, it can be 
concluded that the pulse oximetry module can be used using an android application 
that uses Bluetooth low energy communication equipped with the RSSI value, and 
the database of BPM and SPO2 measurement results on the android application. The
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findings of this study are expected to be used as a tool for monitoring the health of 
patients in hospitals, without worrying about the data network to monitor the results. 

Keywords RSSI · Lost data · Delay data · Pulse oximetry MAX30100 · Bluetooth 
low energy 

1 Introduction 

The concept of using short range radio technology is to connect small devices to the 
internet or other functions that play a very important role in the development of IoT 
(Internet of Things). One of the new short range radio technologies at this time is 
Bluetooth Low Energy (BLE) [1–4]. Bluetooth Low Energy (BLE) is one of the most 
widely used wireless communication technologies. BLE has been extensively used in 
most contemporary electronic devices, such as personal computers and smartphones, 
like Raspberry Pi, smart watches, fitness trackers, and many others. One example of 
an instrument in the medical field that can be developed using Bluetooth Low Energy 
technology is a pulse oximetry. Pulse oximetry is a test used to monitor (measure) the 
heart rate and oxygen saturation of the blood (arterial), to assist the patient’s physical 
assessment, without having to go through blood test analysis. One of the parameters 
of organ health that is of serious concern is the heart. The simplest representation of 
heart health can be depicted through oxygen saturation (SpO2) and heart rate. SpO2 
measurement is used for early detection of hypoxemia [5]. SpO2 and heart rate 
are used as standards of healthy heart performance and as measurement of abnormal 
condition (hypoxemia) in the intensive care unit to guide the administration of oxygen 
therapy, especially in critically ill patients. Continuous monitoring of SpO2 is also 
required for physiologic trauma management [5]. Monitoring the pulse oximetry is 
crucial if there are symptoms of a disease that must be treated quickly so that the 
patient’s condition does not worsen [6]. This is because the lack or excess of oxygen 
in the blood will cause diseases or disorders of the body, and at a certain level, it can 
cause the risk of death. Therefore, it is crucial to monitor the pulse oximetry. 

BLE is used in pulse oximetry because it begins with the detection of indoor 
proximity and close distance [7, 8], thus BLE technology has become popular for 
use in medical instrumentation. Also, BLE technology has high data transmission 
speed, low power consumption, strong signal strength, mini size, and low cost [4, 
8–12], making it is very suitable for use in pulse oximetry that transmits small data. 

Although BLE technology has been well studied and there have been previous 
studies on BLE, in reality BLE used for reliable and secure data transmission still 
faces challenges, especially in overcoming lost data. Lost data in wearable health 
services is complicated by various factors, including. first, larger package sizes are 
preferred in the medical field [3, 13]. Second, the chipset used in BLE and the oper-
ating system used, in reality, is very diverse. Finally, third, the connection between 
the chipset and BLE driver that is not suitable can also cause lost data. Besides, 
environmental differences can also cause the risk of lost data. The effect of lost data
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on BLE delivery can also be caused by the RSSI values on the BLE network. RSSI 
is a technology used to measure the signal strength indicator received by a wire-
less device [14]. Usually, the user never checks the RSSI values; when the device is 
connected to the Bluetooth the user immediately sends data without seeing the RSSI 
value received, and the small RSSI value received by the device causes the delivery to 
be unstable. This is what causes lost data on sending using BLE. The closer RSSI is 
to 0, the higher the signal strength received by the system. To get a good performance 
from a wireless sensor network, it is necessary to measure network parameters. RSSI 
(Received Signal Strength Indicator) [15, 16] is one of the network parameters that 
states the signal strength received by a radio device on the communication module. 

In 2014, a study has been carried out by Yanchen Dai from the University of 
Electronic Science and Technology of China, on pulse oximetry using an analog 
circuit with Bluetooth 4.0 delivery [5]. In the study, Dai analyzed the effectiveness 
of the pulse oximetry designed using analog circuits such as LED and Infrared, 
AD623 amplifier, as well as Bluetooth communication with the CC2540 module. 
As a result, Dai obtained accurate and stable values on the pulse oximetry, reliable 
data transmission using smartphones, reduced power consumption, and simplified 
hardware circuits. The disadvantage is that this study does not provide the results 
of the pulse oximetry after delivery using BLE and does not export more deeply 
on the use of BLE. Then, in 2018, another study has also been carried out by RR 
Adiputra, S. Hadiyoso, and Y. Sun Hariyani from Telkom University, on a low-cost 
pulse oximetry using IOT communication, namely MySQL [17]. The study analyzed 
the manufacture of a low-cost pulse oximetry using BPM and SPO2 sensors and 
nodeMCU as the microcontroller. The results obtained show that the data sent to 
the Internet cloud can be accessed online and in real time through the website for 
further analysis. The disadvantage is that the error value is still quite high, namely 
the BPM measurement is ±2.8 BPM and the (SpO2) measurement is ±1.5%. Also, 
the delay between the device and IOT is 3 s. Furthermore, the shape of the designed 
device still consists of 2 devices, namely as BPM and SPO2 sensors and connected 
to other devices as a display. Also, because the device uses the internet, it is clearly 
constrained by the internet network in the area. Next, in 2013, a study has been 
conducted by Jeremy Christoputra from Universita Brawijaya on the effect of RSSI 
value on distance on BPM and SPO2 monitoring devices in the elderly using LoRa 
communication. As a result, Christoputra et al. were able to make a monitoring 
module using LoRa communication and connected it to IoT using SQL [18]. The 
designed device is equipped with a measurement of the RSSI value of the measured 
distance. The disadvantage is that the shape of the module (device) is large and tends 
to take up a lot of space. Also, LoRa communication is only used as a notification 
for the patient’s condition, and it is not used to send data continuously to see the 
effectiveness of LoRa as a communication. And there is still a 3-s delay for sending 
from the device to the IoT [19, 20]. 

Based on these previous studies, the researchers were interested to conduct a 
study in the health sector entitled, “Analysis of Receive Signal Strength Indicator 
(RSSI) on Pulse Oximetry Data Delivery via Bluetooth Low Energy (BLE)” which 
is a subsequent development of studies that have been conducted previously. The
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development of the device that was used by the researchers was to analyze the 
RSSI value in sending pulse oximetry data by using several parameters, such as 
varying distance and baud rate to see the amount of lost data in sending and receiving 
SPO2 and BPM data that have been sent by the pulse oximetry. BLE was used as a 
communication because there are network constraints when using the internet. 

2 Materials and Methods 

This study was conducted at the Department of Medical Electronics Technology, 
Poltekkes, Kemenkes, Surabaya. The research design used in making the module 
(device) was Pre-experimental with the After Only Design type. In this design 
the researchers only used one group of subjects and only saw the results without 
measuring and knowing the initial conditions, but there was already a comparison 
group. 

The independent variable in this study was the effect of distance and baud rate 
which varied on the RSSI value on data transmission. However, the dependent vari-
able was the result of the RSSI value on sending pulse oximetry data on Bluetooth 
low energy. And, the controlled variable was the microcontroller board used, namely 
ESP32TTGO. 

2.1 Theoretical Background 

RSSI (Received Signal Strength Indicator) 

The received signal strength value is often referred to as the Received Signal Strength 
Indicator (RSSI). RSSI [21, 22] is a measure of signal strength when it reaches a 
receiving device whose value depends on the distance and strength of the beacon. 
RSSI is a relative indicator whose value fluctuates/is not fixed, but if the RSSI value 
is greater, it can be said that the received signal is stronger [8]. But on the other hand, 
the received signal strength is very vulnerable to noise, multi-path fading, and other 
disturbances [9]. The farther the device is from the beacon, the more unstable the 
RSSI value will be. The RSSI value can be converted to estimate the distance between 
the connected devices using the measured power value and the formula defined by 
the BLE Serial and iBeacon [14, 22, 23] standards. 

d = 
10∧(A − (RSS  I  )) 

(10 ∗ n) 
(1) 

where, A is the measured power 1 m RSSI with a constant value of −69dBm. n is a 
constant value that occurs when the data/signal passes through the air medium from 
the antenna to the receiver within a certain distance. d is the Distance which is the



Analysis of Receive Signal Strength Indicator (RSSI) on Pulse … 597

path length between the coordinating node and the end device node. From Eq. (1), it 
is assumed that A is the received signal strength within 1 m with units of dBm and n 
is the signal propagation constant or exponent (path loss exponent). BLE uses Rated 
Power which is also known as RSSI 1 m. So, the value of Rated Power of −69 needs 
to be paid attention to. 

Packet Delay (Data Delay) 

From Eq. (2), Packet delay is the difference between the time of sending data packets 
and the time of receiving data packets. This test is carried out by sending the number 
of data packets with a fixed data packet size, which is 84 Bytes using XCTU software. 
The value of the difference in the delivery of the resulting data packets is then recorded 
for each experiment carried out [22]. 

delay  =
Σ

delivery time data
Σ

time to receive data 
(2) 

where, delay is the difference between the time of sending data and the time of 
receiving data. Data delivery time is the length of time it takes to send a large amount 
of data. Time to receive data is the length of time it takes to receive data that have 
been sent. 

Packet Loss (Lost Data) 

From Eq. (3), Packet Loss is the amount of lost data during the data packet trans-
mission process. This test is carried out by sending the number of data packets with 
different sizes, which are taken from the BPM and SPO2 data on the pulse oximetry. 
The value of the difference in the delivery of the resulting data packets is then recorded 
for each experiment carried out [4]. 

Packet loss = 
data  send  − data recei ved 

data  send
× 100% (3) 

where, data send is data sent by the ESP32 TTGO microcontroller, data received is 
data received by Android from sending the microcontroller, packet loss is the amount 
of lost data in a data transmission. 

The researchers modeled a conditional packet loss probability p of any station i 
in an arbitrary network. Conditional packet loss probability is the most critical and 
complicated variable to be computed for predicting per-flow throughout in multihop 
WMN [24]. Previous literature ignored comprehensive behavior of the CSMA-based 
MAC protocol and geometric location of the interfering links, and these cause stations 
to have large values of packet loss probability p. Conditional packet loss probability 
depends on geometric configuration of flows in the immediate neighborhood. When 
all the stations are within the transmission range of each other, then DCF is able to 
coordinate among stations and transmission attempts are within well-defined time 
durations. From Eq. (4), Conditional packet loss probability of such scenario is 
given by 1  − (1 − τ)n − 1, here n is the number of stations in the network. But
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there is inherent problem in DCF when employed in a multi-hop network scenario, 
where DCF is unable to synchronize all stations in the network. With an objective to 
clearly differentiate between interference from transmission and carrier sense range, 
the researchers identified and modeled four possible types of packet losses that can 
occur due to CSMA-based MAC behavior in multi-hop wireless network, including 
losses because of (i) sender sensing with probability pss; (ii) asymmetric incomplete 
state with probability pais; (iii) symmetric incomplete state with probability psis; 
and (iv) destination connected with probability pdc. In the following subsections, 
the researchers analyzed each type and describe the exact geometric configuration. 
The probability of each identified type is calculated independently and then combined 
to compute the total packet loss probability. Transmissions which do not suffer from 
any of these losses are successful, as shown in the following Eq. (4). 

p(i) = 1 − 
[1 − Pss(i, i ,)][1 − Pais(i, i ,)] 
[1 − Psis(i, i ,)][1 − Pdc(i, i ,)] (4) 

where, Pss is lost data because the sender sensing with probability, Pais is lost 
data because the incomplete state is asymmetrical with probability, Psis is lost data 
because the incomplete state is symmetrical with probability, and Pdc is lost data 
because the destination is connected with probability. The value of i is the transmitter 
and receiver of a data with a receiver of a link, and i’ is the transmitter and receiver of 
a data with a receiver of another link. Figure 1 describes modelling topology in which 
there are two contending flows l and l’, where i and j are the transmitter and receiver 
of link l, and i’ and j’ are transmitter and receiver of link l’. Each flow transmitter 
and receiver are within the transmission range of each other to comprise a flow, and 
how packet loss probability models link l’ interfering the transmission of link l in 
different geometrical configurations.

2.2 Experimental Procedure 

The MAX30100 sensor is an integration of pulse oximetry, monitoring heart rate 
signals and blood oxygen levels. This sensor consists of 2 LEDs and a photodetector 
with parallel positions. The oximetry uses the property of hemoglobin to absorb light 
and the natural pulse of blood flow in the arteries to measure oxygen levels in the body. 
A device called a probe has a light source, a light detector, and a microprocessor that 
can compare and calculate the difference between oxygen-rich and oxygen-deficient 
hemoglobin. 

As shown in Fig. 2, it is explained that the input of the BPM and SPO2 parameters 
is from the MAX30100 sensor. If the MAX30100 sensor takes BPM and SPO2 
data then the data will be processed on the ESP32TTGO. On the ESP32TTGO 
microcontroller, the BPM and SPO2 data will be processed and will be sent using
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Fig. 1 Two-flow topology

BLE (Bluetooth low energy), before the ESP32TTGO microcontroller sends BPM 
and SPO2 data, Android will first ask for BPM and SPO2 data to the microcontroller, 
after getting approval from the microcontroller, then the microcontroller will send 
BPM and SPO2 data to Android. After the data is sent by the microcontroller, then 
Android will receive the data first, before displaying it. In addition to displaying it 
on Android, the BPM and SPO2 values will also be displayed via the OLED in the 
ESP32TTGO.

2.3 Data Processing 

Figure 3 is the microcontroller program flowchart explaining that when the device 
is turned on in the initial conditions, the initialization process occurs. After the 
initialization process is carried out, the MAX30100 sensor will read the SPO2 and 
BPM values and will display them on the ESP32TTGO OLED screen. Then Android 
will search for BLE (Bluetooth low energy) devices in the vicinity, and after there is 
a suitable BLE device, Android will connect the Bluetooth low energy device. After 
Bluetooth low energy has been connected to Android, Android will first ask for data 
requests on the microcontroller, then Bluetooth low energy will send the SPO2 and 
BPM data to the BLE server, and then the data will be processed on the Android 
device. Next the SPO2 and BPM data that have been processed on the Android device 
will be displayed on the Android device.



600 P. A. Filonanda et al.

Heart Rate 

oxygen 
saturation 

ESP32TTGO T-
DISPLAY 

MICROCONTROLLER 

Request Data 

Delivery Data 

Fig. 2 System block diagram

Initialization 

Sensor MAX30100 
reading 

sending data (BPM, 
SPO2, & RSSI) to 

android 

display (BPM and 
SPO2) 

Bluetooth Scanning 

Connected to 
Bluetooth 

Bluetooth 
Found 

Requesting Data 
(BPM, SPO2, & 

RSSI) to Bluetooth 
Server 

Bluetooth Server 
and Data Processing 

(BPM, SPO2, & 
RSSI) 

YES 
NO 

Fig. 3 Microcontroller system flowchart



Analysis of Receive Signal Strength Indicator (RSSI) on Pulse … 601

Android Studio is an Integrated Development Environment (IDE) for the Android 
operating system, which is used to create Android applications using the Java and 
Kotlin programming languages. Android studio was first announced at the Google 
I/O conference. 

Figure 4 is the Android program flowchart, explaining that when the device is 
turned on in the initial conditions, an initialization process occurs. After the initial-
ization process is carried out, Android will look for BLE (Bluetooth low energy) 
devices in the vicinity, and once there is a suitable BLE device, Android will connect 
the Bluetooth low energy device. After Bluetooth low energy has been connected 
to Android, the latter will first request a data request on the microcontroller. Blue-
tooth low energy will send SPO2 and BPM data to the BLE server, and then the 
data will be processed on the Android device. Then Android will receive data from 
Bluetooth low energy and the data will be displayed on the Android device. For the 
BPM and SPO2 sensors, the MAX30100 sensor module has analog data output. And 
the microcontroller uses ESP32TTGO which is also a BLE module and an OLED 
display on the oximetry module. Data that have been obtained can be sent via the 
WhatsApp application. Then, the application will send 3 types of files, namely heart 
rate data, SPO2, and RSSI value in CSV form. Then, there is a screenshot of the 
Android application, and the location of Google maps where the tool is used.

2.4 Data Analysis 

The data collection process was carried out at a distance of 0 to 1.5 m for 10 repetitions 
for each distance with a time of 1 trial for 60 s. The average value of the measurement 
is obtained by using the mean or the average by applying the following Eq. (5). 

X = 
x1 + x2... + xn  

n 
(5) 

where, x is the average (mean) for the n-measurements, ×1 is the first measurement, 
×2 is the second measurement, and xn is the nth measurements. Standard deviation 
is a value indicating the degree of variation in a data set or a measure of the standard 
deviation of the mean. The formula for standard deviation (SD) is as shown in the 
following Eq. (6): 

SD  =

√ 
√ 
√ 
√ 

Σ
(xi  − X)2 

(n − 1) 
(6) 

where, xi is the number of desired values, x is the mean (average) of the measurement 
results, n is the number of measurement data. Uncertainty (UA) is a doubt that appears 
in each measurement result. The formula for uncertainty is as shown in the following 
Eq. (7):
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U A  = 
SD  √
n 

(7) 

where, UA is the uncertainty value of the total measurement, SD is the resulting 
standard deviation, and n is the number of measurement data. Percentage (%) of 
error indicates a system error. The lower Error value is the average difference of 
each data. Errors indicates deviations between the standard and the design or model. 
The % error formula is as shown in the following Eq. (8). 

Error  = 
(xn  − x) 

xn  
× 100% (8) 

where, xn is the measured value of the machine calibrator. X is the measured value 
of the design.
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3 Results 

3.1 SpO2 and BPM Measurement 

In this study, the designed device (module) has been tested using a comparison tool, 
namely a pulse oximetry. The data collection process was carried out at a distance of 
0 to 1.5 m for 10 repetitions for each distance with 1 trial time for 60 s. The design 
is shown in Figs. 5, 6. The digital part consists of an ESP32TTGO microcontroller, 
which is the main board of the device as well as delivery communication using BLE 
(Bluetooth low energy) and an OLED display that is integrated with the microcon-
troller. The MAX30100 sensor is an integration of pulse oximetry with heart rate 
and temperature parameters, monitoring heart rate signals and blood oxygen levels. 
This sensor consists of 2 LEDs and a photodetector with parallel positions. Figure 7 
is the display on the android application. The application shows various names of 
devices that use Bluetooth as communication. Next to the device name, there is also 
the RSSI value which is the value of the strength and weakness of the Bluetooth 
signal of a device. The smaller the RSSI value, the farther the device is from the 
Android application, and vice versa. Also, the farther the distance and the smaller 
the RSSI value, the longer and weaker the delivery and communication between the 
Android application and the device will be. 

Fig. 5 Results of device
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Fig. 6 Design of BPM 
sensor and temperature 

Fig. 7 Display of RSSI and 
device name on the android 
application
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3.2 Results of RSSI Data Measurement on the Android 
Application 

Figure 8 is the data collection process to determine the effect of distance on the RSSI 
value carried out at a distance of 0 to 1.5 m for 10 repetitions for each distance with 
a time of 1 trial for 60 s using BLE (Bluetooth low energy) communication on the 
ESP32TTGO microcontroller with the Android application comparison device that 
already has the RSSI value. It can be seen in Fig. 8 that the table and graph are data 
obtained from the results of RSSI measurements using the Android application.

RSSI is a relative indicator whose value fluctuates/is not fixed, but if the RSSI 
value is greater, it can be said that the received signal is stronger [5]. The closer the 
value to 0, the better the quality of the RSSI. 

An example of distance measurement is obtained from the RSSI value at a distance 
of 2 m. BLE uses Rated Power which is also known as RSSI 1 m. So, the value of 
Rated Power of −69 needs to be paid attention to. The following is the approximate 
distance calculation on the obtained RSSI value, d = 2.24 m. The calculation in Eq. 6 
is an example of a calculation to find the approximate distance with the obtained RSSI 
value, where the value of A is a constant RSSI signal strength at a distance of 1 m with 
a value of −69. The value of n is the constant for the missing path—the exponential 
value for the data collection environment conditions with the constant value for the 
free space environment is 2. The RSSI value of −76 is the approximate RSSI value 
that has been obtained through data retrieval on the Android application. Here, the 
calculation is done by trying at a distance of 2 m. In a measurement made at a distance 
of 2 m, the RSSI value is −76, but in the calculations that have been carried out, it 
turns out that the RSSI value of −76 is obtained at a distance of 2.24 m.
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Fig. 8 Graph of RSSI data measurement results on the android application 
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3.3 Results and Analysis of Lost Data Testing on Oximetry 
Data Retrieval and on the Android Application 

Packet Loss (lost data) is the amount of lost data during the data packet transmission 
process. This test is carried out by sending the number of data packets with different 
sizes, which are taken from the BPM and SPO2 data on the pulse oximetry. The value 
of the difference in the delivery of the resulting data packet is then recorded for each 
experiment carried out. This test aims to determine the lost data from the delivery 
system between the oximetry module and the Android application. Lost data is how 
much data is lost during the data transmission process. This lost data indicates a 
failure in data packet transmission that can be caused by many factors, such as noise 
on the network, errors in physical media, failure on the receiving side, and so on. 
The following are the standard categories for lost data: 

The data collection process was carried out at a distance of 0 to 1.5 m for 10 
repetitions for each distance with a time of 1 trial for 60 s using the Android 
application. 

In this oximetry module data, lost data is considered important because it will 
affect the value that will be displayed on the Android application and the value that 
will be stored in the Android application database. The greater the value of lost data, 
the greater the lost data. This causes the value of the data received and the data sent 
to experience a significant difference. 

It can be seen in Fig. 9 that new lost data occurs when the distance between the 
oximetry module and the Android application is 1 m. The farther the distance between 
the oximetry module and the Android application, the greater the lost data that will 
occur in the measurement. The highest lost data was obtained at a distance of 1.5 m 
with a value of 8.0%. Thus, it can be said that the delivery system on the module is 
very good at sending data, if the oximetry module and the Android application are 
not far apart.

3.4 Results and Analysis of Data Delay Testing on Oximetry 
Data Retrieval and on the Android Application 

This test is carried out to determine the time delay of the delivery system between 
the oximetry module and the Android application. Time delay will show how long it 
takes to send data from the sender to the receiver in units of second or microsecond. 
In sending the oximetry value, this time delay is important because it ensures that the 
system can monitor the signal in real-time. The data collection process was carried 
out at a distance of 0 to 1.5 m for 10 repetitions for each distance with a time of 1 
trial for 60 s using the Android application. 

It can be seen in Fig. 10, the highest time delay value was obtained in data 
collection at a distance of 1.5 m with a value of 2.3 s, while the lowest time delay 
value was obtained at a distance of 0 cm with a value of 0 s. This happens because
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Fig. 9 Results of data lost testing on oximetry data retrieval and on the android application
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Fig. 10 Results of data delay testing on oximetry data retrieval and on the android application 

the distance and the RSSI value greatly affect the sending and receiving of data by 
Bluetooth low energy. The farther the distance, the smaller the RSSI value, causing 
the ability to send and receive data to slow down and resulting in a large time delay. 

4 Discussion 

After taking data and measuring the oximetry module, data collection and analysis 
were carried out to analyze the RSSI value in sending pulse oximetry data by using 
several parameters, such as varying distance [2, 25, 26]and baud rate to see the
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amount of lost data in sending and receiving SPO2 and BPM data that have been 
sent by the pulse oximetry [27–29]. BLE was used as a communication because 
there are network constraints when using the internet. After conducting experiments 
to obtain the RSSI value, lost data, and data delay [30, 31] with the data retrieval 
process carried out at a distance of 0 to 1.5 m for 10 repetitions for each distance 
with a time of 1 trial for 60 s using the Android application, the results obtained 
on the oximetry module are as follows: In the measurements of new lost data value, 
lost data occurs when the distance between the oximetry module and the Android 
application is 1 m. The farther the distance between the oximetry module and the 
Android application, the greater the lost data that will occur in the measurement. The 
highest lost data was obtained at a distance of 1.5 m with a value of 8.0%. Thus, it 
can be said that the delivery system on the module is very good at sending data, if 
the oximetry module and the Android application are not far apart. The highest time 
delay value was obtained in data collection at a distance of 1.5 m with a value of 
2.3 s, while the lowest time delay value was obtained at a distance of 0 cm with a 
value of 0 s. This happens because the distance and the RSSI value greatly affect the 
sending and receiving of data by Bluetooth low energy. The farther the distance, the 
smaller the RSSI value, causing the ability to send and receive data to slow down 
resulting in a large time delay. 

For the calculation of the distance obtained from the calculation of the RSSI 
formula, the results are not far from the distance at the time of measurement. At a 
measurement distance of 2 m, the Android application captures the RSSI value of − 
76 dBm, with a constant A value of −69 dBm and a constant n value of 2. The distance 
results obtained from the RSSI calculation are 2.24 m away. It can be concluded that 
the distance measurement obtained from the RSSI formula has a small error with the 
actual distance. 

Then, the experiment with different types of baud rate obtained results which 
show no difference in the RSSI value, as well as the BPM and Spo2 data values from 
the oximetry module. This is because the Arduino program has added a smoothing 
program, so the data from BPM and Spo2 on the oximetry module have good and 
stable values. Also, the Android application as monitoring and database storage, can 
only store 1 data/second, indicating no matter how much the sample rate is at the 
baud rate, the oximetry will perform smoothing and will display the BPM and SPO2 
values with a stable value. 

The implication of this study is to analyze the RSSI value in sending pulse 
oximetry data by using several parameters, such as varying distance and baud rate to 
see the amount of lost data in sending and receiving SPO2 and BPM data that have 
been sent by the pulse oximetry. 

Due to various factors, the designed module by the researchers is still far from 
perfect, both in terms of planning, manufacturing, and how the module works. So, 
there are several limitations that have been analyzed from the designed device by 
the researchers, including the capacity of the battery used that is still small, leading 
to a short usage time. BPM and SPO2 sensors are used for further research in order 
to use BPM and SPO2 sensors with medical grade standards. Also, the shape of the
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Table 1 Standard category 
on lost data 

Lost data category Target (%) 

Very good 0–2 

Good 3–14 

Medium 15–24 

Bad >25 

oximetry module can still be made as small as possible to make it more comfortable 
to use for patients. 

5 Conclusion 

This research was conducted to analyze the RSSI value in sending pulse oximetry data 
by using several parameters, such as varying distance and baud rate to see the amount 
of lost data in sending and receiving SPO2 and BPM data that have been sent by the 
pulse oximetry. The data collection process was carried out at a distance of 0 to 1.5 m 
for 10 repetitions for each distance with a time of 1 trial for 60 s. From the results 
and discussion of this study, the following conclusions can be drawn, namely, first, 
a pulse oximetry module can be made using the MAX30100 module with BPM and 
SPO2 parameters. Second, communication can be made using Bluetooth low energy 
using the ESP32TTGO microcontroller. Third, the pulse oximetry module can be 
used using the Android application that uses Bluetooth low energy communication 
equipped with RSSI values, and a database of BPM and SPO2 measurement results 
on the Android application. Fourth, the experiment with different types of baud 
rate obtained results which show no difference in the RSSI value, as well as the 
BPM and Spo2 data values from the oximetry module. This is because the data 
obtained from the sensor will be smoothed on the microcontroller, so the result on 
the BPM and SPO2 values will come out 1 data per second. Finally, the ESP32TTGO 
microcontroller module can be used as a data processor, and produce the output 
generated by the MAX30100 sensor to be used as BPM and SPO2 values, and send 
data to the Android application, which will then be displayed on the ESP32TTGO 
OLED screen in the form of BPM and SPO2 values. 
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3. Bulić P, Kojek G, Biasizzo A (2019) Data transmission efficiency in bluetooth low energy 
versions. Sensors (Switzerland) 19. https://doi.org/10.3390/s19173746 

4. Wu T, Wu F, Qiu C, Redoute JM, Yuce MR (2020) A rigid-flex wearable health monitoring 
sensor patch for IoT-connected healthcare applications. IEEE Internet Things J 7:6932–6945. 
https://doi.org/10.1109/JIOT.2020.2977164 

5. Dai Y, Luo J (2015) Design of noninvasive pulse oximeter based on bluetooth 4.0 BLE. Proc 
2014 7th Int Symp Comput Intell Des Isc 1:100–103. https://doi.org/10.1109/ISCID.2014.45 

6. Prayogo I, Alfita R, Wibisono KA (2017) Monitoring system for heart rate and body temperature 
as an IOT (Internet of Thing)-based patient health level indicator using the fuzzy logic method 
using android. J Electr Comput Eng TRIAC 4. https://doi.org/10.21107/triac.v4i2.3257 

7. Kalbandhe AA, Patil SC (2017) Indoor positioning system using bluetooth low energy. Int 
Conf Comput Anal Secur Trends CAST 2016 451–455. https://doi.org/10.1109/CAST.2016. 
7915011 

8. Tipparaju VV, Mallires KR, Wang D, Tsow F, Xian X (2021) Mitigation of data packet loss in 
bluetooth low energy-based wearable healthcare ecosystem. Biosensors 11. https://doi.org/10. 
3390/bios11100350 

9. Tosi J, Taffoni F, Santacatterina M, Sannino R, Formica D (2017) Performance evaluation of 
bluetooth low energy: a systematic review. Sensors (Switzerland) 17:1–34. https://doi.org/10. 
3390/s17122898 

10. Williamson J, Liu Q, Lu F, Mohrman W, Li K, Dick R, Shang L (2015) Data sensing and anal-
ysis: challenges for wearables. In: 20th Asia and South pacific design automation conference 
ASP-DAC 2015, pp 136–141. https://doi.org/10.1109/ASPDAC.2015.7058994 

11. Jiang H, Chen X, Zhang S, Zhang X, Kong W, Zhang T (2015) Software for wearable devices: 
challenges and opportunities. In: IEEE computer society’s international computer software and 
applications conference, vol 3, pp 592–597. https://doi.org/10.1109/COMPSAC.2015.269 

12. Zhang T, Lu J, Hu F, Hao Q (2014) Bluetooth low energy for wearable sensor-based healthcare 
systems. In: 2014 IEEE healthcare innovation conference HIC 2014, pp 251–254. https://doi. 
org/10.1109/HIC.2014.7038922 

13. Giovanelli D, Milosevic B, Farella E (2015) Bluetooth low energy for data streaming: 
application-level analysis and recommendation. In: Proceedings of the 2015 6th IEEE interna-
tional workshop on advances in sensors and interfaces, IWASI 2015, pp 216–221. https://doi. 
org/10.1109/IWASI.2015.7184945 

14. Sahu PK, Wu EHK, Sahoo J (2013) DuRT: dual RSSI trend based localization for wireless 
sensor networks. IEEE Sens J 13:3115–3123. https://doi.org/10.1109/JSEN.2013.2257731 

15. Rssi  P,  Wifi K, Strength S, Ap D, Edimax AP,  Rmad  AP, Kualitas H, Zte  AP, Zte  AP, Wifi  A,  
Pada A, Analyzer W, Analyzer W (2014) Radio (received) signal strength indicator. Helsinki 
Metrop Univ Appl Sci 1–4 

16. Dharmawan WW, Kurnianto A, Ar-Rasyiid A (2016) Improvement of Rssi distance estimation 
accuracy with normal log model using Kalman filter method on bluetooth low energy. Pros 
Semnastek 1–5 

17. Adiputra RR, Hadiyoso S, Sun Hariyani Y (2018) Internet of things: low cost and wearable 
SpO2 device for health monitoring. Int J Electr Comput Eng 8:939–945. https://doi.org/10. 
11591/ijece.v8i2.pp939-945 

18. Christoputra J (2021) Design of a data receiver module on a health monitoring system for the 
elderly who live alone at home 

19. Rani S (2021) Modern health monitoring and analysis using Iot technology Turkish online. J 
Qual Inq 12:4961–4972 

20. Krishnan DSR, Gupta SC, Choudhury T (2018) An IoT based patient health monitoring system. 
In: Proceedings 2018 international conference on advanced electronic materials, computers and 
materials engineering ICACCE 2018, vol 1, pp 1–7. https://doi.org/10.1109/ICACCE.2018.844 
1708 

21. Botta M, Simek M (2013) Adaptive distance estimation based on RSSI in 802.15.4 network. 
Radioengineering 22:1162–1168

https://doi.org/10.3390/s19173746
https://doi.org/10.1109/JIOT.2020.2977164
https://doi.org/10.1109/ISCID.2014.45
https://doi.org/10.21107/triac.v4i2.3257
https://doi.org/10.1109/CAST.2016.7915011
https://doi.org/10.1109/CAST.2016.7915011
https://doi.org/10.3390/bios11100350
https://doi.org/10.3390/bios11100350
https://doi.org/10.3390/s17122898
https://doi.org/10.3390/s17122898
https://doi.org/10.1109/ASPDAC.2015.7058994
https://doi.org/10.1109/COMPSAC.2015.269
https://doi.org/10.1109/HIC.2014.7038922
https://doi.org/10.1109/HIC.2014.7038922
https://doi.org/10.1109/IWASI.2015.7184945
https://doi.org/10.1109/IWASI.2015.7184945
https://doi.org/10.1109/JSEN.2013.2257731
https://doi.org/10.11591/ijece.v8i2.pp939-945
https://doi.org/10.11591/ijece.v8i2.pp939-945
https://doi.org/10.1109/ICACCE.2018.8441708
https://doi.org/10.1109/ICACCE.2018.8441708


Analysis of Receive Signal Strength Indicator (RSSI) on Pulse … 611

22. Iswara IBI, Wibisono W (2013) Selection of reliable neighbor node by taking signal strength 
and link quality into account in zone routing protocol in MANET environment. J Comput Sci 
6:35–48 

23. Shofi AYA (2017) Analysis of RSS and discovery time values on distance and number of 
beacons in bluetooth low energy-based smart key systems 

24. Zeeshan M, Ali A, Naveed A, Liu AX, Wang A, Qureshi HK (2016) Modeling packet loss 
probability and busy time in multi-hop wireless networks. Eurasip J Wirel Commun Netw 
2016. https://doi.org/10.1186/s13638-016-0664-7 

25. Hammam RKN, Isnianto HN, Lestari S, Setiyono YW (2021) Bluetooth performance analysis 
on abandoned item reminder alarm system with android smartphone. J Rekayasa Elektr 17. 
https://doi.org/10.17529/jre.v17i3.20648 

26. Firmansyah RA, Bambang GI, Sumber (2019) Monitoring heart rate and temperature based on 
internet of things. J Electron Electromed Eng Med Inf 1:1–7. https://doi.org/10.35882/jeeemi. 
v1i2.1 

27. Mohan PM, Nagarajan V, Nisha AA (2018) A frame work to estimate heart rate and arterial 
oxygen saturation (Spo2). In: Proceedings of the 2017 international conference on commu-
nication and signal processing ICCSP 2017. 2018–Janua, pp 1645–1648. https://doi.org/10. 
1109/ICCSP.2017.8286669 

28. Puspitasari AJ, Famella D, Sulthonur Ridwan M, Khoiri M (2020) Design of low-flow oxygen 
monitor and control system for respiration and SpO2 rates optimization. J Phys Conf Ser 1436. 
https://doi.org/10.1088/1742-6596/1436/1/012042 

29. Canu A, Canu M, Marinkovic S, Faul S, Popovici E (2011) Respiration rate calculation using 
low power DSP processor and SpO 2 sensor. In: MeMeA 2011—Proceedings 2011 IEEE 
international symposium on medical measurements and applications, pp 517–520. https://doi. 
org/10.1109/MeMeA.2011.5966757 

30. Pratama RC, Pramukantoro ES, Basuki A (2018) Development of bluetooth low energy (BLE) 
interface on IoT middleware to support network interoperability. J Inf Technol Comput Sci 
Dev Univ Brawijaya 2:4020–4026 

31. Nahar L, Zafar SS, Rafiq FB (2020) IOT based ICU patient health monitoring system. In: 
11th IEEE annual information technology, electronics and mobile communication conference 
IEMCON 2020, pp 407–413. https://doi.org/10.1109/IEMCON51383.2020.9284900

https://doi.org/10.1186/s13638-016-0664-7
https://doi.org/10.17529/jre.v17i3.20648
https://doi.org/10.35882/jeeemi.v1i2.1
https://doi.org/10.35882/jeeemi.v1i2.1
https://doi.org/10.1109/ICCSP.2017.8286669
https://doi.org/10.1109/ICCSP.2017.8286669
https://doi.org/10.1088/1742-6596/1436/1/012042
https://doi.org/10.1109/MeMeA.2011.5966757
https://doi.org/10.1109/MeMeA.2011.5966757
https://doi.org/10.1109/IEMCON51383.2020.9284900


Web-Based Incubator Analyzer 
Effectiveness and Efficiency Analysis 
Using ISO:IEC 25022 
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Syaifuddin, Tribowo Indrato, and Phuoc-Hai Huynh 

Abstract In calibrating a baby incubator, it is necessary to calibrate the values 
of temperature, humidity, airflow, and noise level. However, in the conventional 
calibration process, it has several disadvantages such as data loss, unreadable writing, 
and longer time to write and copy data until the certificate is issued. Therefore, the 
researchers were interested to develop a web-based incubator analyzer device to 
support the tele-calibration feature, where the sensor reading results, besides being 
displayed on the TFT screen, will also be sent directly to a web application, so it 
can be monitored remotely and accessed by several devices at once. The data will 
be stored in a MySQL database and measurement reports can be printed via the 
web application. The designed device was compared with the standard measuring 
instrument using the Fluke brand incu tester II and the largest errors were obtained, 
namely at T1 of 0.22%, T2 of 0.38%, T3 of 1.2%, T4 of 1.68%, T5 of 0.33%, 
mattress temperature of 0.37%, humidity of 3.24%, and noise level of 2.09%. At the 
airflow velocity, the researchers treated the sensor using a mini fan with three-speed 
levels as high as the sensor at a distance of 30 cm and obtained the largest error of 
3.26% at the low-level fan speed. Based on the evaluation results, this device can be 
used to verify the environmental conditions in the baby incubator compartment, and 
the measurement results can be monitored remotely by several devices to support 
tele-calibration procedures. It is hoped that this study can facilitate and accelerate 
the calibration process and be used to support industry 4.0 in the field of health 
technology. 
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1 Introduction 

Premature babies require extra attention and health care in the intensive care unit. 
Congenital anomalies and the inability of newborn babies to regulate their body 
temperature are the main causes of premature infant mortality [1]. A baby incubator 
is needed to maintain the warmth and humidity of the baby’s body [2]. Since the 
introduction of a baby incubator and advances in technology, the survival rate of 
premature and newborn babies has increased significantly [3]. However, in some 
cases, it was found that babies died due to excess heat in the baby incubator [4]. For 
this reason, it is important to verify the correctness of sensor readings on each param-
eter of the environmental conditions of the baby incubator. The incubator nalyser is 
a portable device used to verify the operation and environmental conditions of baby 
incubators, transport incubators, and baby warmers. The incubator nalyser verifies 
several important parameters for baby care such as temperature, airflow, sound/noise, 
and humidity [5]. The conventional calibration process has several disadvantages, 
including data collection of measurement recordings that is still done by manually 
recording the sensor reading values on the worksheet. Then, analysis and observa-
tions are carried out using Microsoft Excel, after which a measurement certificate 
is issued. This, of course, takes time and costs quite a lot of money [6]. Several 
testing and calibration bodies have tried to digitize calibration certificates by scan-
ning worksheets into PDF format. However, instead of speeding up the process, they 
are actually slowing the data presentation. In the study conducted, Digitalising the 
calibration certificate (DCC), can be applied if the device supports sending metadata 
for computerized processing [7, 8]. 

Wang Zhihu pointed out that the conventional calibration process has a compli-
cated operation. It requires personnel who have sufficient skills and expertise. And 
on a large calibration project, the calibration service unit will have difficulty in data 
management. Wang Zhihu designed an internet-based calibration system using the 
Visual Studio 2008 software platform. The system implements the automation of the 
calibration process instrument, and to store recorded data, a database is used so that it 
can be reprocessed. Through the internet, calibration data can be monitored remotely. 
This is very good for saving time and increasing efficiency significantly [9]. Irfan 
Asfy Fakhry Anto stated that there are several problems in the conventional calibra-
tion process. For example, data collection from measurements is still recorded using 
manual paper, then analysis and observations are carried out using Microsoft Office, 
after which a new calibration certificate is issued. This causes low data integrity 
because it can be changed (data-tampering) unilaterally. Irfan Asfy Fakhry Anto 
applied blockchain technology to a digital multimeter calibration system. The cali-
bration data of each device cannot be controlled or changed unilaterally because it 
uses blockchain technology which applies a distribution system to every node in 
the network. Thus, it can increase the credibility and security of data consistently 
[10]. This is in line with Mohammed S. Gadelrab and Reham A. Abouhogail that in 
the calibration certificate system, the problem is not only the use of paper but also 
the data management system. A conventional management system is very slow and
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difficult to manage and process. In the conventional system, verifying traceability is 
very difficult and time-consuming [8]. For this reason, it is very important to develop 
an incubator nalyser that can transmit measurement data, as well as a management 
software that can process measurement data into digital data. The use of a web system 
may be considered in a measurement data processing system. 

The researchers have conducted research on several previous studies regarding 
incubator analyzers that can transmit measurement data. The incubator nalyser with 
measurement data transmission was developed by Hidayah Nur Annisa Samputri and 
Vina Nadhirotul Azkiyak in 2019. The incubator nalyser measurement results can 
be displayed on Android, and then stored in the internal memory on Android, so the 
technician can review the measurement data that has been carried out. However, the 
disadvantage of this device is that measurement data is only for 1 android device so 
it cannot be seen by the baby incubator owner or the baby incubator operator in the 
hospital, and the data displayed is only the sensor reading numbers [11, 12]. In the 
same year, Agistya Ananda Charisa developed a portable Incubator Analyzer based 
on virtual-programming with SD card storage. Sensor reading data is displayed on 
a computer via Bluetooth using a Delphi-based application. The advantage of this 
device compared to the one in the previous study is that, sensor data is repeated 5 times 
for each parameter, and can be stored in the SD card memory. Meanwhile, the disad-
vantage of this device is in terms of portability and multi-access because it uses a local 
computer, and there is no measurement report [13]. Jaroonrut Prinyakupt and Kittipan 
Roongprasert in 2019 also developed a temperature and humidity verification device 
in a baby incubator that can transmit sensor reading to the Thingspeak platform. 
The disadvantage of this device is the use of the Thingspeak platform, where the 
platform cannot be further developed as needed [14]. In 2020, Syarifattul Ainiyah 
and Laily Nurrohmah developed an incubator nalyser using a computer which is 
equipped with a measurement certificate. The measurement data are displayed on 
the computer via Bluetooth and the Delphi platform. Measurements are repeated 
6 times and a T1-T5 temperature graphs are also displayed. The advantage of this 
device is that, it can store measurement data as a measurement certificate in Microsoft 
Excel format, so it can be processed further. Whereas, the disadvantage of this device 
is the use of computer equipment, which has less portability and accessibility, also 
the measurement certificate that does not contain administrative data [15, 16]. 

Based on several problems in the incubator analyzers that have been developed 
in the previous study, including portability and low accessibility, this study aimed 
to design a portable incubator nalyser that can send measurement data to the web, 
and process measurement data into a digital calibration certificate. The researchers 
also nalyse the effectiveness and efficiency of the system and software according to 
the ISO:25022 standard. With the designed incubator nalyser, it is hoped that it can 
speed up the recording process of the baby incubator, and speed up the calibration 
unit in presenting digital calibration certificates without complicated procedures, and 
wasting a lot of time and resources.
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2 General Information 

2.1 Data Transfer Method 

Data transfer requires a data processing unit. This unit must be programmable by 
considering several criteria, such as portability, effectiveness, and compatibility [17]. 
Internet of things (IoT) includes autonomous devices that are proficient in censorship 
and data processing [18]. The use of IoT continues to increase, and Gartner estimates 
that IoT will reach 26 billion units by 2020 [19]. In this study, the researchers used 
ESP32 as a microcontroller, which can also be connected to the internet network via 
a Wi-Fi router. The data transfer model is presented in the following Fig. 1 [20]. 

In general, the data transmission design is divided into 2 parts; A module as 
the transmitter containing a circuit that processes sensor readings and sends it to 
the receiver and a web service as the receiver functioning as a receiver and data 
processor to be displayed to users or stored in a database [21]. The environmental 
conditions of the baby incubator can be measured using several sensors according

MODULE      INTERNET     WEB SERVER 

START 

Display on TFT 

Save into 
MySQL? 

Send all sensor 
value to web 

Receive sensor 
value from ESP 

Collect data and 
Save into MySQL 

Initialize sensor and 
arduino 

Read temperature, 
humidity, sound 

level, airflow 

Connect 
Internet? 

Finish 

START 

Finish 

Show all sensor 
value on web page 

Fig. 1 Flowchart of the entire system of measuring parameters (air temperature, mattress 
temperature, humidity, noise, and airflow) and sending sensor readings to web pages via the internet 



Web-Based Incubator Analyzer Effectiveness and Efficiency Analysis … 617

to measurement parameters carried out. Then the readings of each sensor will be 
processed by a module containing a microcontroller to be converted into numbers 
or raw data. These raw data are then given an appropriate delivery protocol to be 
displayed on other devices that support it via an internet connection. Various kinds 
of delivery protocols have been used in the previous incubator analyzer designs, 
including serial interface, Bluetooth to PC, Bluetooth to Android, IoT, and Hypertext 
Transfer Protocol (HTTP) using the internet as a communication medium. HTTP was 
introduced by Tim Berners-Lee in 1994, which is used as a navigator in web browsers. 
The Internet has become a revolutionary invention in the world of communication 
that promises speed and flexibility in data access [22]. IoT can be used to monitor 
data in real-time, where measurement parameters can be monitored via the website, 
or Android by accessing the browser [23]. 

The most popular language used by developers nowadays is Hypertext Prepro-
cessor (PHP). PHP can be used for both client and server and can relate very well 
to cross-platform such as Apache, MySQL, and XAMPP [24]. One of the impor-
tant rules in software development is to separate the user interface from application 
coding and other important algorithms. Currently, web-based programming has also 
used a lot of a Model View Controller (MVC) design to support writing programs 
that are systematic, and can be used repeatedly without having to rewrite them [25]. 
In the MVC model, the system is divided into 3 parts, each of which is independent 
of each other. Application data is managed by the model responsible for data storage 
and retrieval. The view’s job is to visually present the model to the user and get a 
response. The controller is the core part that acts between the model and the view 
[26]. The data transfer interface model using the MVC design is presented in the 
Fig. 2. 

First, the user accesses the web page through a browser and is redirected to the 
index. On the index page, the user needs to instruct the controller to select the

Browser 

Front Controller 
(index) 

Controller 

Model 

View DATABASE 

Request 

Direct/Routes 

Request 

Responds 

Load View 

Fig. 2 User interface web application 
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appropriate model they want, including sending a request to the model for data 
access. Then, the model sends a response to the controller. Finally, the controller 
sends the result to the interface via the browser view. The view contains HTML, 
CSS, and JavaScript for user interface purposes [27]. The advantages of using the 
MVC design include [28]: 

1. MVC component is modulated, which facilitates reuse of business logic. 
2. A web designer or user interface (UI) developer can work on designing web pages 

or UIs without worrying about the business model or logic. Also, data operator 
can work on the model without worrying about the UI. 

3. Tasks mentioned above can be performed concurrently, resulting in lower 
interdependence and good time utilization. 

In this study, visual studio code was used to develop a web-based application 
that supports the built incu analyzer. Visual studio code supports several program-
ming languages such as HTML, PHP, CSS, JavaScript and others. And in this study, 
the MVC (Model-View-Controller) design, which is popular because it makes web 
development better and more structured, was used. Besides, the use of the MVC 
design also has an impact on increasing development productivity because there is 
no need to write from scratch for commonly used tasks [24]. 

3 Material and Methods 

This study was conducted as an experimental research. The researchers designed 
a web-based incu analyzer to measure the conditions of the baby incubator, 
consisting of several parameters including air temperature T1-T5, mattress tempera-
ture, humidity, noise, and airflow velocity. The materials and methods are explained 
in the following sections. 

3.1 Data Collection 

In this study, the researchers compared the designed device (web-based Incu 
analyzer) and the standard (Fluke) as a comparison device. This study used DS18B20 
as a temperature sensor for T1-T5 and mattress temperature, DHT22 as a humidity 
sensor, SEN0232 as a noise level sensor, and D6F-V03A1 as an airflow velocity 
sensor. Besides, this study also used ESP32 as a microcontroller and (a device) to 
send data to the web server. At the time of measurement, the incu analyzer (Fluke) 
as a comparison is inserted into the baby incubator and the position of the sensors is 
adjusted according to Fig. 3. The baby incubator is set at a set temperature of 32°C. 
After the temperature stabilized, the incu analyzer (Fluke) is turned on and measure-
ments are carried out for 30 min. After that, the incu analyzer (Fluke) is removed 
and the incu analyzer (design) is inserted. When the temperature stabilized at 32°C,



Web-Based Incubator Analyzer Effectiveness and Efficiency Analysis … 619

Fig. 3 Measurement points 
T1, T2, T3, T4, T5, and TM 

the incu analyzer (design) is turned on and enters the Web mode. The measurement 
value will be sent to the web server and can be monitored via mobile or laptop. 
Measurements are also varied out for 30 min and the measurement data will be saved 
to the MySQL database. The second measurement is carried out in the same way but 
at a set temperature of 36°C. 

Figure 4 shows a block diagram (flowchart) of the incu analyzer design used to 
measure temperatures T1, T2, T3, T4, T5, TM, noise level, and airflow velocity in 
a baby incubator. The sensor reading results are displayed on a TFT screen and sent 
to a web page. Measurement data can be stored in MySQL database in web mode 
or on SD card in device mode. Figure 3 shows two flow charts. The flow chart on 
the left shows the design of the microcontroller software and the flow chart on the 
right shows the design of the web application software. After the Arduino initializes, 
the program will read the sensor readings and display them on the TFT screen. If 
there is an internet connection, the program will send sensor reading data to the web 
server. On the web server side, the data sent by ESP32 will be saved to a MySQL 
database and displayed on a web page. If the operator presses the add data button, the 
data will be saved to the measurement table according to the incubator temperature 
setting (32°C or 36°C). The operator must repeat 3 times at each set point. If the 
operator presses the finish button, the web program will save the measurement data 
to MySQL.

3.2 Data Analysis 

Based on the description of the ISO:25010 standard, compliance with a standard 
or regulation, which is a sub-characteristic in ISO/IEC 9126–1, is now outside the 
scope of the quality model as it can be identified as part of the requirements for a 
system. Compliance with a standard is still carried out by comparing the designed 
incu analyzer device with the standard measuring instruments (Incu Fluke II Tester). 
Measurement of each parameter (temperature, humidity, and noise) was repeated 
50 times every 30 s at each setting of 32°C and 36°C incubator temperature. And 
in the measurement of airflow velocity, a fan with three-speed levels was used, data



620 F. Servile et al.

T1 Sensor 
T2 Sensor 
T3 Sensor 
T4 Sensor 
T5 Sensor 
TM Sensor 

Humidity Sensor 

Noise Sensor 

Airflow Sensor 

ESP32 

Save data to 
SDCard 

WEB BASED INCU ANALYZER 

Fig. 4 The designed incu analyzer block diagram

collection was carried out to obtain as much as 500 data. The mean value is determined 
by the following Eq. 1: 

x = x1 + x2 . . .  + xn  
n 

(1) 

where, x is the mean for n measurements,× 1 is the value of the first measurement, × 2 
is the value of the second measurement, and xn is the value of the nth measurement. 
Standard deviation is a value indicating the degree of variation in a data set or a 
measure of the standard deviation of the mean. The formula for standard deviation 
(SD) is as shown in the following Eq. 2: 

SD =

/Σn 
i=1(Xi  − x)2 
(n − 1) (2) 

where, xi is the number of desired values, x is the mean (average) of the measurement 
results, n is the number of measurement data. Percentage (%) of error is a value 
indicating a device error compared to the standard device. The % error formula is as 
shown in the following Eq. 3: 

%Error = 
xstd − xuut 

xstd 
x 100% (3) 

where, xstd is the standard tool (Fluke) reading value and xuut is the design reading 
value. 

After the device was compared with a standard instrument, the incu analyzer was 
used to measure the baby incubator. Then, the device was measured for quality in its 
use according to the ISO:25022 standard which consists of Task completion, Task 
effectiveness, Error Frequency, and Time efficiency [29, 29].
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Task completion is the percentage of tasks completed correctly. Each completed 
measurement will be calculated with a score of 1. The task completion formula is as 
shown in the following Eq. 4 [30]: 

X = A 
B 

(4) 

where, X is the value of task completion, A is the number of tasks that can be 
completed, and B is the total number of assigned tasks. 

Task effectiveness means that a goal can be achieved correctly. Each potential 
missing or incomplete component is given a weight. The task effectiveness formula 
is as shown in the following Eq. 5 [30]: 

X = 1 − ΣAi (5) 

where, Xi is the proportional value of each missing or incomplete component in the 
task output. 

Error frequency shows the number of times an error or mistake occurs during the 
operation of the device. The error frequency formula is as shown in the following 
Eq. 6 [30]: 

X = A 
B 

(6) 

where, X is the value of error frequency, A is the number of errors that occurs when 
the device is operated, and B is the total number of assigned tasks. Time efficiency 
is calculated by comparing the time required to complete a task with the target time 
of 150 min. The time efficiency formula is as shown in the following Eq. 7 [30]: 

X = (Tt − Ta) / Tt (7) 

where, X is the value of time efficiency, Tt is the target time, and Ta is the actual time 
required to complete the task. Based on the calibration work method, the standard 
time required to calibrate the baby incubator is 150 min. 

4 Result 

4.1 The Web-Based Incu Analyzer 

In this study, the design of a web-based incu analyzer was used to verify the conditions 
of the baby incubator, which consisted of several measurement parameters such as 
air temperature T1 to T5, mattress temperature, humidity, noise, and airflow velocity. 
The design consisted of DS18B20 as a temperature sensor for T1–T5 and mattress
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Fig. 5 The designed web-based INCU Analyzer design 

temperature, DHT22 as a humidity sensor, SEN-0232 as a noise sensor, and D6F-
V03A1 as an airflow velocity sensor. More details regarding the designed device are 
shown in the following Fig. 5. 

Figure 5 shows the designed incubator analyzer device, which consists of: 

1. T1 temperature sensor 
2. External humidity sensor 
3. Mattress temperature sensor 
4. T2 temperature sensor 
5. Noise sensor 
6. Internal humidity sensor, 
7. T5 temperature sensor 
8. Airflow velocity sensor 
9. T3 temperature sensor 
10. TFT display 
11. T4 temperature sensor 

In this study, a web application was made to receive measurement data from ESP32 
to be then displayed to a web page. Verification of the environmental conditions in 
the baby incubator can be done by operating the incubator analyzer as usual. First, 
the operator places the incubator analyzer in the baby incubator compartment, then 
the operator can view a graph of the sensor readings via a web page. After the 
temperature is stable, the operator can record the measurement results via the web 
and the system will automatically save the measurement results to the database. 
After the measurement result data are saved, the operator can print the report result 
or download the report result into a PDF file. The display of the web application is 
as shown in the Fig. 6.

Section (a) displays a page for adding sensor readings to the measurement work-
sheet. The page displays the measurement values, which consists of air temperature
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(b)(a) 

Fig. 6 The display of web application

T1-T5, mattress temperature, humidity, noise, and airflow velocity. There is a button 
to add measurement results to the database table. 

Section (b) displays a graph of the temperature sensor readings T1–T5 and 
humidity in real-time. This page is also equipped with an indicator when the web 
page receives data from ESP32. The indicator will be green if data are received and 
red if transmission is not in progress. 

4.2 Compliance with Standards 

In measuring air temperature, mattress temperature, humidity, and noise, the Fluke 
INCU II Tester was used as a comparison device. And in measuring airflow velocity, 
a DC fan with three-speed levels was used, which was focused at a distance of 30 cm 
to the sensor as an air flow generator, and an anemometer was used as a comparison 
device. Table 1 and Fig. 4 show the mean (average) of the measurement results of 
the design and the standard incu analyzer. The largest errors were obtained, namely 
at T1 of 0.22%, T2 of 0.38%, T3 of 1.2%, T4 of 1.68%, T5 of 0.33%, TM of 
0.37%, humidity of 3.24%, and noise level of 2.09%. Meanwhile, at airflow velocity 
parameter, the largest error of 3.26% was obtained at level I (low) fan speed. The 
percentage of error obtained is still less than 5%. Complete data related to module 
compliance with the standard are presented in the Table 1.

Figure 7 shows the average temperature sensor measurement values T1 to T7 and 
the mattress temperature of the module and standard at 32°C and 36°C temperature 
settings. The highest difference value is T4 at 32°C temperature setting, which is
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Table 1 Comparison of measurements of T1, T2, T3, T4, T5, T mattress, humidity, and noise 
between the design and the standard incu analyzer at two incubator temperature settings (32 °C and 
36 °C) 

Parameter Set point of 32 °C Set point of 36 °C 

Mean Error(%) Mean Error(%) 

T1 Design 32.40 −0.22 35.53 0.11 

Standard 32.33 35.57 

T2 Design 31.77 −0.02 34.87 0.38 

Standard 31.76 35.01 

T3 Design 31.54 0,37 34.53 1.20 

Standard 31.66 34.95 

T4 Design 31.70 1,68 35.13 −0.58 

Standard 32.24 34.93 

T5 Design 32.38 −0.33 34.76 −0.17 

Standard 32.27 34.70 

TM Design 32.42 −0.25 35.39 0.37 

Standard 32.34 35.53 

Humidity Design 32.40 3.24 35.53 0.51 

Standard 32.33 35.57 

Noise Design 31.77 0.77 34.87 2.09 

Standard 31.76 35.01

0.54°C or 1.68% of the standard value. the error value is less than 5%. So it can be 
concluded that the sensor module accuracy value is good.

Figure 8 shows the average humidity measurement values of the module and 
standard at 32°C and 36°C temperature settings. The highest difference value is at 
the temperature setting of 32°C which is 1.42%RH or 3.24% of the standard value. 
However, the error value is less than 5%. So it can be concluded that the sensor 
module accuracy value is good.

Figure 9 shows the average noise measurement values of the module and standard 
at 32°C and 36 temperature settings. The highest difference value is at the 36°C 
temperature setting, which is 0.92dBA or 2.09% of the standard value. However, the 
error value is less than 5%. So it can be concluded that the accuracy of the noise 
sensor module is good.

In testing the air flow velocity, a DC fan with 3 speed levels is used. The mModule 
reading value is compared to an anemometer. The largest error was obtained at 3.26% 
in the level 1 fan speed setting. The complete data is shown in Table 2.

Figure 10 shows the average value of the airflow velocity measurement of the 
module and the standard fan speed settings for level 1 (low), 2 (medium) and 3 
(high). The highest value difference is the fan speed setting level 1, which is 0.05 m/s 
or 3.26% of the standard value. However, the error value is less than 5%. So it can 
be concluded that the accuracy of the airflow velocity sensor module is good.
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Fig. 7 Comparison of measurements of T1, T2, T3, T4, T5 and T mattress between the design and 
the standard incu analyzer at two incubator temperature settings (32 °C and 36 °C)
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Fig. 8 Comparison of measurements of humidity between the design and the standard incu analyzer 
at two incubator temperature settings (32°C and 36°C)

The results of the readings of the incu analyzer module on the airflow velocity 
parameter are shown in Fig. 11. It can be seen that the sensor reading values are 
unstable, where the reading values fluctuate significantly.
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Fig. 9 Comparison of measurements of noise level between the design and the standard incu 
analyzer at two incubator temperature settings (32°C and 36°C)

Table 2 Comparison of 
measurements of airflow 
velocity between the design 
and the standard incu 
analyzer using a DC fan with 
three-speed levels. Note: In 
this study, the calibrator used 
was an anemometer 

Parameter Mean Error (%) 

Level 1 Design 1.36 3.26 

Standard 1.41 

Level 2 Design 1.758 −0.11 

Standard 1.756 

Level 3 Design 1.97 1.37 

Standard 2.00
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Fig. 10 Comparison of measurements of airflow velocity between the design and the standard incu 
analyzer (anemometer) using a DC fan with three-speed levels
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Fig. 11 The results of measurements of airflow velocity value using the INCU Analyzer module 
at three fan speed levels
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Table 3 percentage 
interpretation criteria 

Percentage (%) Category 

<40 Low 

40–70 Medium 

>70 High 

Table 4 Results of 
measurements of quality in 
use 

Indicator Percentage (%) Category 

Task completion 100 High 

Task effectiveness 95 High 

Error frequency 1,54 Low 

Time efficiency 77,13 High 

4.3 Effectiveness and Efficiency 

After obtaining the results of the compliance measurements, the researchers asked 10 
people to be the participants in the module test. Participants were asked to measure the 
baby’s incubator using the designed incu analyzer module. From the measurement 
results of each participant, an analysis of effectiveness and efficiency was carried 
out using the ISO:25022 standard with quality measurement indicators including 
Task completion, Task Effectiveness, Error Frequency, and Time Efficiency. After 
the analysis, the percentage of each quality measurement indicator was obtained. 
Based on the percentage obtained, the results are interpreted into 3 categories (low, 
medium and high) according to the ISO:25022 standard with 3 ordinal scales (1– 
3: Low, 4–6: Medium, 7–9: High) [30]. So, the interpretation of the percentage of 
effectiveness and efficiency of the test results can be made as shown in the Table 3. 

After the analysis of the experimental results by 10 participants for testing the 
baby incubator using the designed module (device), the results of measurements of 
quality in use are as shown in the Table 4. 

All tasks assigned to 10 participants were completed. So, the percentage obtained 
was 100%. Based on the classification table, task completion is included in the high 
category. 

Based on the experimental results by 10 participants, there were writing errors or 
typos, so each point was deducted by 5% and from the whole task, the percentage 
of task effectiveness was 95%. Based on the classification table, task effectiveness 
is included in the high category. 

In measuring error frequency, out of 130 assigned tasks, only 2 errors occurred, so 
the % error frequency was 1.54%. Based on the classification table, error frequency 
is included as the low category. 

Time efficiency relates the level of effectiveness achieved with the quantity of 
resources expended. Efficiency is generally assessed by comparing the average time
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required to complete a task with a target time of 150 min. So, based on the time effi-
ciency calculation, the percentage obtained was 77.13%. Based on the classification 
table, time efficiency is included in the high category. 

5 Discussion 

The results showed that the designed module (device) can be used to measure the 
parameters of the baby incubator. This module used DS18B20 to measure air and 
mattress temperatures, DHT22 to measure humidity, SEN0232 to measure noise 
level, and D6F-V03A1 to measure airflow velocity. All parameters are displayed on 
a 5 inch TFT screen and measurement data is sent to a web server using an internet 
connection so it can be monitored by several devices directly. The measurement 
results are displayed on a web page in the form of real-time graphs. Furthermore, 
the user can record the condition of the baby incubator by adding measurement data 
to the calibration menu as shown in Fig. 10. The results of the recording will be 
displayed in the form of a measurement report, as shown in Fig. 11. 

The designed device was then compared with the Fluke INCU II Tester unit cali-
brator to validate measurements of air temperature, mattress temperature, humidity, 
and noise. The smallest error in measurements of air temperature is -0.02% at param-
eter T2 with a temperature setting of 32°C and the largest error is 1.68% at parameter 
T4 with a temperature setting of 32°C. Whereas, the smallest error in measurement 
of mattress temperature is -0.08% at a temperature setting of 32°C and the largest 
error is 0.37% at a temperature setting of 36°C. In the measurement of humidity, 
the smallest error is 0.51% at a temperature setting of 36°C and the largest error is 
3.24% at a temperature setting of 32°C. Meanwhile, in the measurement of noise 
level, the smallest error is 0.34% at a temperature setting of 32°C and the largest error 
is 2.09% at a temperature setting of 36°C. Finally, in measurement of airflow velocity, 
the designed device was compared with an anemometer to measure three-speed levels 
of the DC fan and obtained the smallest error of -0.11% at medium speed levels and 
the largest error of 3.26% at low-speed levels. From measurement of compliance 
with the standard, the error value obtained is not more than 5%, so it can be stated 
that the designed incu analyzer device has met the standard requirements. 

The ISO:25022 standard was used to measure the quality of the web-based 
incu analyzer system. The test was conducted by 10 participants who were asked 
to complete measurements of the baby incubator. There are several indicators to 
measure effectiveness and efficiency according to the ISO:25022 standard. First, 
Task Completion, which is the percentage of tasks completed correctly. Of the 10 
tasks given, participants could complete all of them. So, measurement of task comple-
tion obtained a value of 100%. Second, Task Effectiveness, which is a measurement 
of the level of success and correctness of an assignment goal. The measurements of 
the designed incu analyzer aimed to record the conditions of the baby incubator into 
a measurement report form. Each parameter was verified to see whether any data is 
missing, misplaced, or mistyped (typo). If there is a missing, the value is reduced by
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50%, if there is a misplacement, the value is reduced by 20%, and if there is only a 
typo or writing error, the value is reduced by 5%. From 10 measurements, there was 
a writing error in the noise parameter where the decimal value was written as 2 digits 
where it should only be 1 digit. For this reason, measurement of task effectiveness 
obtained a value of 95%. Third, Error Frequency, which is calculated based on errors 
that occur during the operation of the device. From a total of 130 program steps, 
only 2 errors occurred. So, measurement of error frequency only obtained a value 
of 1.54%. Finally, Time Efficiency, where the time from each task completion is 
measured and averaged. The time is then compared with the target time of 150 min. 
From 10 trials, the average task completion time of 34.3 min was obtained. From the 
calculation exemplified by the ISO:25022 standard, measurement of time efficiency 
obtained a value of 77.13%. From the results of quality testing, the designed incu 
analyzer has met the quality test requirements for effectiveness and efficiency. 

The limitation of this study is that the results of measurement of airflow velocity 
are still unstable, where the reading values fluctuate significantly. Also, sending 
sensor readings to a web server requires an internet connection, so if the internet 
connection is lost, the sensor readings cannot be sent. Then, the system can only 
be used for 1 incu analyzer device. Moreover, the incu analyzer device is also not 
equipped with a real-time clock. 

The web-based incu analyzer design can be applied to verify the conditions of the 
baby incubator both during calibration and routine inspections. The implementation 
of web can speed up the process of recording the conditions of the baby incubator. 
The calibration unit can present digital calibration certificates more quickly without 
complicated operations compared to the conventional calibration system. 

6 Conclusion 

In this study, a web-based incu analyzer was designed to verify the conditions of the 
baby incubator. This study aimed to measure the effectiveness and efficiency of the 
web system applied to the incubator analyzer when compared to the conventional 
calibration system. To achieve this objective, a hardware design was developed using 
an ESP32 microcontroller so that the device can send measurement data to the web. 
The use of a web system helps speed up the recording process of the baby incubator. 
Measurement of effectiveness and efficiency carried out also yielded good values. 
For further development, other procedures can be added according to the working 
method of the baby incubator, such as reviewing the physical condition and electrical 
safety [31], so the system can be applied to the baby incubator calibration process. 
The web system must also be developed further, so it can be used in more than 1 
incu analyzers simultaneously. The addition of a real-time clock will be very useful 
for displaying real-time on the TFT screen and entering time data on each data sent 
to the web-server.
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Abstract Respiration Rate (RR) is the number of respirations or movements that 
determine inspiration and expiration calculated in breaths per minute (BrPM). The 
Respiration Rate Signal can be extracted from an electrocardiogram signal (ECG-
Derived Respiration). There have been many studies to extract the respiration rate 
signal from the ECG signal but there has been no study on the effectiveness of 
extracting the respiration rate signal with a digital filter, therefore, this study aimed 
to determine the effectiveness of the Infinite Impulse Response (IIR) digital filter in 
the design of the Butterworth Filter and the Chebyshev I filter based on the selection of 
different orders, namely orders 4, 6, and 8 to extract the Lead II Electrocardiogram 
signal-based Respiration Rate signal. This study used the AD8232 ECG module, 
Arduino Nano, Ms. Excel, and MATLAB. The method used to analyze the signal 
was the Fast Fourier Transform (FFT) method. The tricks were to determine the 
components of the mean frequency, the mean power frequency, and the mean power 
frequency respiration rate obtained from the use of the IIR digital filter on respondents 
which would be compared with the gold standard in the form of phantom. The results 
were analyzed using a correlation analysis where in the Butterworth filter, the highest 
correlation value is 0.996 in order 6 while in the Chebyshev I filter, the highest 
correlation value is 0.999 in order 8. It can be concluded that the Chebyshev I digital 
filter of order 8 has the best effectiveness value. 
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1 Introduction 

Carbon dioxide and oxygen are exchanged in the body during respiration, a crucial 
physiological activity [1, 2]. Respiration Rate (RR) is the number of respirations 
or movements that determine inspiration and expiration calculated in breaths per 
minute (BrPM) [3, 4]. Normal breathing for adults is in the range of 12–20 times 
per minute [5], if there is a condition of RR > 27 then it indicates abnormalities in 
the heart system [6, 7]. Chronic obstructive pulmonary disease (COPD), congestive 
heart failure (CHF), and abnormal respiratory waveforms are a few disorders that 
can be detected early using respiration rate [6, 8–10]. 

The respiration rate signal can be obtained from the extraction of ECG or PPG 
signal [4, 11–15]. Signal extraction from ECG is called the ECG-derived respiration 
(EDR) technique. This EDR technique utilizes from single lead (Lead II) ECG signal 
leads by using gel electrodes when mounting on subjects [6, 10, 16, 17]. In this study, 
the focus was on extracting the respiration rate signal from the ECG signal (EDR) by 
utilizing the filter process. The filter functions to pass the cool signal frequencies and 
withstand unwanted signal frequencies. In the process of extracting, the filter signal 
used can be analog filters or digital filters. In analog filters, there is a disadvantage, 
namely, there is still much noise during the filtering process of the respiration rate 
signal from the ECG signal. Whereas, in digital filters, the noise produced is not as 
much as in analog filters [18, 19]. Digital filters are better in the use of the process 
of decreasing the signal respiration rate of the ECG, and in terms of the level of 
accuracy and precision, digital filters are more accurate and precise. 

Heman Sharma, et al., in 2015, conducted a study on respiration rate signal subduc-
tion from a single lead ECG using homomorphic filtering methods (discrete Fourier 
transform (DFT) and discrete cosine transform (DCT)) with a frequency from 0.2 
to 0.8 Hz. The results obtained based on the Kaiser window on the extraction of 
respiration rate signal showed that the use of the Butterworth filter was better than 
those of the Chebyshev I and FIR filters. This study still needs to be continued to 
carry out further analysis regarding the selection of filters and orders in the extraction 
of respiration rate signal [20]. 

Next, Preeti Jagadev, et al., in 2019 [21], conducted a study by using thermal 
cameras to monitor respiration rate with the algorithm method of Ensemble of regres-
sion trees, which is a method of comparing the performance of several IIR digital 
filters and an FIR filter. The results obtained showed that the extraction of respiration 
rate using the Butterworth filter was better, and the filter performance is good every 
time there is an increase in the filter order. A study by Christna Orphannidou in 2016, 
used the algorithm method of EEMD in IMF2 and IMF3 to retrieve EDR/PDR signal. 
An FIR filter was set on a band pass filter with a frequency from 0.1 to 0.6 Hz. The 
results obtained showed that the performance of the ECG was better than the PPG, 
although there was no significant difference. Respiration rate showed a mean absolute 
error of 1.8 bpm and a mean average error of 10% [4]. A study by Subhadeep Basu, 
et al., in 2020, compared the Butterworth digital filter with the Chebyshev I filter to
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see the effect of orders and cut off frequency on the ECG signal [18]. However, these 
filters have not been applied to analyze the respiration rate signal. 

Based on the previous studies, the researchers of this study were interested in 
conducting a study on ECG-free respiration rate signal extraction using the Infinite 
Impulse Response (IIR) digital filter in the design of the Butterworth filter and the 
Chebyshev I filter in orders 4, 6, and 8 with the Baseline Wander method using a 
Band Pass Filter with a Cut Off frequency from 0.1 to 0.5 Hz, based on the frequency 
of respiration rate signal [22]. The data would be processed on a personal computer 
using MATLAB software and analyzed using frequency-based features such as mean 
frequency and mean power, and median frequency of the signal. This study aimed 
to investigate the IIR filter performance to extract the EDR signal. 

2 Material and Methods 

2.1 Theoretical Background 

ECG-derived respiration. ECG-derived respiration (EDR) is an ECG-based respi-
ration rate signal extraction technique and is a non-invasive method for monitoring 
respiratory activity when the respiration rate signal is not recorded [16, 20]. In the 
clinical world, this method provides convenience because it allows for simultaneous 
monitoring of cardiac and respiratory signals from the ECG signal that has been 
recorded. The EDR technique has a category of methods, namely the multiple lead 
method based on the Angle of Mean Electrical Axis variation, the single lead method 
based on the R-wave amplitude (AM) frequency modulation (FM), and the baseline 
wander (BW), in addition to the heart rate-based method, discrete wavelet transform 
method, and band pass filter method [9, 22–25]. 

Of the several categories of methods used by the EDR technique above, the 
researchers applied the single lead method based on the baseline wander (BW) [2, 11, 
12]. This baseline wander method uses a band pass filter with a cut off frequency from 
0.1 to 0.5  Hz  [10, 22, 23]. The following Fig. 1 shows the ECG-Derived Respiration 
(EDR). 

Figure 1 shows the Approach to the Baseline Wander method as a way to obtain a 
respiration rate signal from an ECG (EDR) signal. Baseline wander is when expansion 
and contraction of the chest cavity occur in the breathing process, resulting in the

Fig. 1 ECG-derived 
respiration (EDR) 
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movement of the electrodes relative to the heart that will cause baseline wander on 
the ECG signal [15, 26, 27]. 

Electrocardiogram Leads. Leads using 3 electrodes are commonly used for 
simple monitoring, while leads using 2 electrodes are for active monitoring. The 
Lead II configuration can be obtained by placing the electrodes using the Einthoven 
triangle system, namely, the electrodes are placed at the torso, namely the Right arm 
(RA), Right Leg (RL), and Left Leg (LL) [26, 28, 29]. 

Filter Infinite Impulse Response. Digital filters of a certain type, such as the 
infinite impulse response (IIR) filter, are employed in DSP applications. The benefit 
of using IIR filters is that they demand less efficiency for steep frequency response, 
which cuts down on the amount of processing time [30]. Therefore, a digital filter is 
needed to extract the respiration rate signal based on the ECG signal from the IIR 
filter design type, namely the Butterworth filter (BF) and the Chebyshev type I filter 
(CT1F). The following Eqs. 1 and 2 show the formula for BF and CT1F [21]: 

y(n) = b0x(n) + b1x(n − 1) +  · · ·  
+ bM x(n − M) − a1y(n − 1) −  · · ·  −  aN y(n − N ) (1) 

And, the IIR filter transfer function given is 

H (z) = 
Y (z) 
X (z) 

= 
b0 + b1z−1 +  · · ·  +  bM z−M 

1 + a1z−1 +  · · ·  +  aN z−N 
(2) 

where the M numerator and N denominator coefficients, respectively, are bi and ai. 
The z-transform functions of the filter input x(n) and filter output y(n) are  Y (z) and 
X(z), respectively. 

|Hn( j ω)| = 1 /
1 + E2

(
ω 
ωc

)2n 
(3) 

where, n is the filter order, ω is the angular frequency, ωc is the cut off angular 
frequency, and E is the maximum band pass gain. The CT1F filter transfer function 
given is 

|Hn( j ω)| = 1 /
1 + R2 

f T 
2 
n

(
ω 
ωc

) (4) 

where, Rf is the ripple factor, and Tn is the Chebyshev polynomial of order n. 
Fast Fourier Transform. In the sectors of education, business, and the military, 

the Fast Fourier Transform (FFT) is a crucial method for solving all sorts of issues.
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This technique was first introduced by Gauss in 1805. However, FFT received atten-
tion during a seminar by Cooley and Tukey in 1965, where they found the main disci-
plines of digital signal processing [31]. The Fast Fourier Transform (FFT) transforms 
an analog time-domain signal into various frequencies using a complex exponential 
function [27]. Fast Fourier Transform can be defined by the following Eq. 5. 

S( f ) = 
∞∫

−∞ 

s(t)e− j2π f t  dt  

S( f ) = 
∞∫

−∞ 

s(t) cos(2π f t)dt  − j 
∞∫

−∞ 

s(t) sin(2π f t)dt (5) 

where, S( f ) is a signal in the frequency domain, s(t) is a signal in the time domain, 
and s(t)e− j2π f t dt  is the signal value constant. 

Fast Fourier Transform has an effective algorithm for computing Discrete Fourier 
Transform (DFT). The time it takes to evaluate the DFT on a computer mainly 
depends on the number of multiplications involved. DFT requires N2 multiplication. 
FFT only takes N log2 (N). This algorithm’s fundamental idea is the understanding 
that a discrete Fourier transform of a series of N points can be represented in two 
discrete Fourier transforms of length N /2. So, if N is a power of two, it is possible 
to apply this decomposition recursively until a Discrete Fourier Transform of single 
point is obtained. 

In digital signal processing (DSP) software, there are three classes of FFT 
commonly used, namely Decimation in Time (DIT), Decimation in Frequency (DIF) 
and Split Radix. Another type of FFT that has been used is parallel FFT uses parallel 
computing to sequence data so that the transformation process will be faster. FFT has 
a resolution of f s/N where f s is the value of the sampling rate and N is the number 
of sampled data. With computer limitations, the above equation, especially for the 
real part, can be approximated by the following Eq. 6. 

∞∫
−∞ 

s(t) cos(2π f t)dt  → 
Σ 

n 

x(nΔt) cos(2π f nΔt)Δt 

= 
Σ 

n 

x(nΔt) cos(2πnmΔtΔ f )Δt 

= 
Σ 

n 

x(nΔt) cos(2π 
nm 

N 
)Δt (6) 

where, m and n are integers, in the time domain, the signal is defined as T = N Δt , 
while in the frequency domain, Δ f = fs 

N where Δ f is the value of interval between 
frequency and fs = 1 

Δt = N Δ f. Thus, the equation ΔtΔ f = 1 
N is the link between 

the time domain and the frequency domain. If the number of data N is smaller than 
the sampling frequency, the resulting frequency will not be precise. The sampling



638 H. Hasrifah et al.

frequency value must be greater than or equal to 2 times the maximum frequency 
value to avoid frequency aliasing [31]. 

Power Spectrum Density (PSD). The power present in a signal as a function 
of frequency is described by its power spectral density (PSD). When the signal is 
described just in voltage and there is no specific power connected with the amplitude, 
a PSD is typically stated in watts per Hertz (W/Hz). In this case, “power” is only 
considered in terms of the square of the signal, as its value will always be proportional 
to the actual power delivered by that signal within a given impedance. So, one can 
use the units V2 Hz−1 for PSD and V2s Hz−1 for ESD (Energy Spectrum Density) 
even though no power or energy is defined. Signal power intensity in the frequency 
domain is measured by a power spectral density, or PSD. The FFT spectrum of a 
signal is used to calculate a PSD. The amplitude and frequency content of a random 
signal can be characterized using information from a PSD [32]. A PSD can be defined 
using the following Eq. 7. 

Sxx  (ω) = lim 
τ →∞ 

E

[|xT Δ 

(ω)|2]
τ 

(7) 

where, Sxx  (ω) is the result of a power spectral density, xT 
Δ 

(ω) is the fast fourier 
transform of the Respiration Rate signal. 

Frequency Domain Feature. Power Spectral Density is commonly used to extract 
the frequency domain information (PSD). Welch is employed in this study to calculate 
the power spectral density. The frequency domain features employed are represented 
by the mathematical Eqs. (8), (9), and (10). 

Mean Frequency. The mean frequency is the average (mean) frequency calculated 
as the sum of the power spectrum products of the Respiration Rate signal and the 
frequency divided by the total number of spectrum intensities. The mean frequency 
defined using the following Eq. 8. 

MNF = 
MΣ 

j=1 

f j Pj / 
MΣ 

j=1 

Pj (8) 

where, f j is the spectrum frequency, Pj is the power of the Respiration Rate signal, 
and M is the length of the signal frequency. 

Median Frequency. The median frequency is the frequency at which the spectrum 
is divided into two regions of equal amplitude. The median frequency can be defined 
using the following Eq. 9. 

MDFΣ 

j=1 

Pj = 
MΣ 

j=MDF 

Pj = 
1 

2 

MΣ 

j=1 

Pj (9) 

where, MDF is the median frequency value, Pj is the power of the Respiration Rate 
signal, and M is the length of the Respiration Rate signal.
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Mean Power. The Mean Power (MNP) is the average (mean) value of the power 
spectrum of the Respiration Rate signal, defined by the following Eq. 10. 

MNP = 
MΣ 

j=1 

Pj /M (10) 

where, MNP is the mean power value, Pj is the power of the Respiration Rate signal, 
and M is the length of the Respiration Rate signal. 

2.2 Data Set 

This study was carried out by taking data on the phantom as a gold standard signal, 
data retrieval on the phantom was carried out with settings of 15, 20, and 30 brpm 
and heart settings of 80, 90, and 100 bpm, in each respiration rate setting with 
10 recordings of each setting. The amount of data obtained from the recording of 
phantom signal was 90 data, the time required was approximately 2 h. Then, data 
on 10 respondents with an age range of 20–30 years for 10 times per respondent 
was taken. Respondents were positioned to sleep on their backs with a relaxed state 
without speaking, gel electrodes were placed in the Lead II ECG position on the 
chest, namely RA, RL, and LL [6, 26, 28, 29]. Figure 2 shows how data were taken 
on the phantom and respondents. 

(b)(a) 

Fig. 2 Data collection a phantom b respondent



640 H. Hasrifah et al.

Respiration 
Signal 

Digital Filter(IIR) 
Bandpass Filter
 (0,1 -0,5 Hz) 

Data Acquisition 

AD8232 Arduino Nano 

Fig. 3 Flowchart of experimental procedure 

2.3 Experimental Procedure 

This study used the AD8232 ECG Module to generate an ECG signal, Arduino 
Nano to be used as a microcontroller, MS. Excel to be used for signal recording, and 
MATLAB to be used for signal data processing [27, 33]. 

Figure 3 shows the research flowchart, where the output of the signal recorder by 
the AD8232 ECG Module is in the form of an ECG signal in the form of analog data 
that were processed on the Arduino. Arduino was used in this study as a microcon-
troller to forward the ANALOG ECG signal to a computer or PC to be displayed, 
recorded, and stored on MS. Excel. The stored analog signal was then be processed 
using MATLAB to extract the respiration rate signal based on the ECG signal using 
the Infinite Impulse Response (IIR) digital filter in the design of the Butterworth 
filter and the Chebyshev I filter in orders 4, 6 and 8. 

2.4 Data Processing 

Figure 4 shows the research framework, where the AD8232 ECG module output 
generates a lead II ECG signal. The ECG signal was recorded on MS. Excel with 
a sampling frequency of 100 Hz. Furthermore, the ECG signal was then processed 
in MATLAB software to go through the extraction process of the respiration rate 
signal.

The extraction process of the respiration rate of the ECG signal used the FFT 
method. This method will look at the frequency component of the ECG signal. After
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ECG Signal Lead II FFT Method 

Butterworth Chebysev I 

FFT Method FFT Method 

Phantom Spectrum Comparator 

AD8232 

Fig. 4 Research framework

extracting the respiration rate, the signal was filtered using the IIR digital filter in the 
design of the Butterworth filter in orders 4, 6, 8 and the Chebyshev I filter in orders 4, 
6 and 8. The signal that has been processed using the filters was then be reanalyzed by 
the frequency component using the FFT method. Furthermore, the results from the 
FFT analysis were processed using a spectrum comparator to see the effectiveness 
of the filters in extracting the respiration rate signal from the ECG. The effectiveness 
analysis process was carried out by comparing the shape and components of the 
respiration rate signal from the Butterworth filter and the Chebyshev I filter with 
the reference respiration rate signal derived from the phantom using a spectrum 
comparator. 

2.5 Data Analysis 

Mean. The calculation of the mean value is carried out to determine the trend of 
the heart rate measurement value and the respiration rate on the drowsiness level. 
The following Eq. 10 shows the mean value formula to be used in the data analysis 
process. In this equation, x is the mean data, 

Σ
xn is the data value, and n is the total 

data. 

mean(x) = 
Σ xn 

n 
(11) 

Relative Error. The relative error is used to determine the level of accuracy of 
the sensor reading to the actual value. The formula for the percent error or relative 
can be defined in the following Eq. 11.
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εe = 
xn − x 
xn 

× 100% (12) 

where, Xn is the standard mean and X is the research module mean. 
Correlation. A correlation is intended to explore the degree of relationship 

between two variables. A correlation coefficient is the measure for determining the 
degree of relationship between variables. The correlation coefficient can be defined 
using the following mathematical Eq. 13. 

R = n
(Σ 

XY
) − (Σ 

x
)
.
(Σ 

y
)

/
n 

Σ 
x 2 − (Σ 

x
)2 

.n
(Σ 

y2
) − (Σ

y2
) (13) 

where, n is the sum of the observations, x is the measurement of variable 1, y is 
the measurement of variable 2, Σxy is the sum of both variables, Σx is the sum of 
variable 1, Σy is the sum of variable 2, Σx2 is the sum of the squared values of 
variable 1, and Σy2 is the sum of the squared values of variable 2. 

3 Results 

3.1 Module Test Result 

The results of the tool making are presented in Fig. 5, namely the front of the tool 
and the inside of the tool consisting of the AD8232 ECG Module and Arduino Nano. 
The ECG module used in this study is the type of “Fully integrated single-lead ECG 
front end” AD8232. The circuit of the AD8232 module has 3 inputs that can later be 
utilized for input from the electrodes. The 3-electrode configuration used is designed 
to monitor ECG waveform which operates at a voltage of 2.0–3.5 V. The Arduino 
Nano is a small, complete, and breadboard-friendly board based on the ATmega328 
(Arduino Nano 3.x). It lacks only a DC power jack and works with a Mini-B USB 
cable instead of a standard one. An ADC (Analog to Digital Converter) is a type of 
analog-to-digital converter that converts a continuous analog waveform into a digital 
representation. The ADC pins on the Arduino Nano are 8 pins used in the study, 
namely the analog pin A4, the input voltage used is between 7 and 12 V, and the 
maximum current is 40 mA [33].

Figure 6 shows the sensor output in the form of an ECG signal displayed on the 
Digital Oscilloscope with a Time/DIV setting of 500 ms and Volt/DIV of 100 mv, 
so a sensor output amplitude of 120 mV is obtained. Figure 7 shows the testing 
of sampling frequency to determine the size of the Arduino sampling frequency. 
Testing is important, considering that the data from this testing are needed in the 
filter design process that will be used on the tool. To find out the sampling frequency, 
the researchers used the ADC reading program using analog pins and DigitalWrite
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(b)(a) 

Fig. 5 a Module b inside of module

on the digital pin as output which will be measured by a digital oscilloscope with a 
Time/DIV setting of 5 ms and Volt/DIV of 2 V, so an Arduino sampling frequency 
of 100.148 Hz is obtained. 

Fig. 6 Output of AD8232 ECG module on the oscilloscope
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Fig. 7 Testing of sampling frequency on the oscilloscope digital 

3.2 Research Results 

Results of the Butterworth filter on the phantom 

Figure 8 shows a graph of the mean dominant frequency yielded from the analysis 
using the FFT method on the phantom data with respiration rate settings of 15, 20, 
and 30 Brpm of the Butterworth filter in orders 4, 6, and 8.

Results of the Chebyshev I filter on the phantom 

Figure 9 shows a graph of the mean dominant frequency yielded from the analysis 
using the FFT method on the phantom data with respiration rate settings of 15, 20, 
and 30 Brpm of the Chebyshev I filters in orders 4, 6, and 8.

The shape of Respiration Rate signal on the phantom 

Figure 10a shows the shape of the ECG signal before filtering and Fig. 10b shows  
the shape of the Respiration Rate signal based on the extraction from the lead II ECG 
signal using the Butterworth filter in orders 4, 6, and 8.

Figure 11a shows the shape of the ECG signal before filtering and Fig. 11b shows  
the shape of the Respiration Rate signal based on extraction from the lead II ECG 
signal using the Chebyshev I filter in orders 4, 6, and 8.
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Fig. 8 Mean frequency FFT of the Butterworth filter on the phantom
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Fig. 9 Mean frequency FFT of the Chebyshev I filter on the phantom

Table 1 shows the results of the number of Respiration Rate signal, error values, 
standard deviations, and type values of the Butterworth and Chebyshev I filters in 
Order 4. Then, Table 2 shows the results of the number of Respiration Rate signal, 
error values, standard deviations, and type values of the Butterworth and Chebyshev 
I filters in Order 6. Finally, Table 3 shows the results of the number of Respiration 
Rate signal, error values, standard deviations, and type values of the Butterworth and 
Chebyshev I filters in Order 8.

Results of the Butterworth filter on respondents 

Figure 12 shows a graph of the mean dominant frequency yielded from the analysis 
using the FFT method on Respondent data using the Butterworth filter in orders 4, 
6, and 8.



646 H. Hasrifah et al.

Fig. 10 a ECG signal. b Shape of the Butterworth filter signal on the phantom

Results of the Chebyshev I filter on respondents 

Figure 13 shows a graph of the mean dominant frequency yielded from the analysis 
using the FFT method on Respondent data using the Chebyshev I filter in orders 4, 
6, and 8.

The shape of Respiration Rate signal on respondents 

Figure 14a shows the shape of the ECG signal before filtering on Respondents and 
the filter result of order 4. Figure 11b shows the shape of Respiration Rate signal 
based on the extraction from the lead II ECG signal using the Butterworth filter in 
orders 4, 6, and 8.

Figure 15a shows the shape of the ECG signal before filtering on respondents and 
the filter result of order 4. Figure 15b shows the shape of Respiration Rate signal 
based on the extraction from the lead II ECG signal using the Chebyshev I filter in 
orders 6 and 8 (Fig. 15).

Table 4 shows the results of the number of Respiration Rate signal and error values 
of the Butterworth and Chebyshev I filter in each order. The data were obtained 
from the calculation of the peak count signal EDR. From the data, information was



Effectiveness Analysis of Infinite Impulse Response Digital Filter … 647

Fig. 11 Shape of the Chebyshev I filter signal on the phantom

Table 1 Results of the respiration rate on the phantom in order 4 

Phantom (BPM) Order 4 Error 

BF CT1F BF (%) CT1F (%) 

15 27.17 29.97 81.1 99.8 

20 20.97 24.17 4.8 20.8 

30 30.27 30.60 0.9 2.0 

Mean 26.13 28.24 28.9 40.9
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Table 2 Results of the respiration rate on the phantom in order 6 

Phantom (BRPM) Order 6 Error 

BF CT1F BF (%) CT1F (%) 

15 15.73 15.63 4.89 4.22 

20 20.57 20.33 2.83 1.67 

30 30.33 30.23 1.11 0.78 

Mean 22.21 22.07 2.94 2.22 

Table 3 Results of the respiration rate on the phantom in order 8 

Phantom (BRPM) Order 8 Error 

BF CT1F BF (%) CT1F (%) 

15 15.57 15.53 3.78 3.56 

20 20.47 20.23 2.33 1.17 

30 30.17 30.13 0.56 0.44 

Mean 22.07 21.97 2.22 1.72
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Fig. 12 Mean frequency FFT of the Butterworth filter on respondents
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Fig. 13 Mean frequency FFT of the Chebyshev I filter on respondents
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Fig. 14 a, b The shape of Butterworth filter signal on respondents

obtained that the smallest error value of the Chebyshev I filter in order 8 was 4%, 
and the largest error value was obtained in order 4. This is because in order 4, the 
resulting signal has a lot of noise so that the peak count has a large error value. This 
proves that the higher the order of the signal, the better the results, so the error of 
measuring the respiration rate using the peak count is smaller. Figure 16 shows the 
graph (boxplot) of the value of the respiration rate signal in respondents, and it can 
be seen from the graph that order 8 data distribution is more centralized from both 
the Butterworth and the Chebyshev I filter.
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Fig. 15 a, b The shape of Chebyshev I filter signal on respondents

Table 4 Respiration rate error value on respondents 

Order Setting (BRPM) Filter type Error % 

BF CT1F BF (%) CT1F (%) 

4 21.1 71.4 70.1 238.4 232.2 

6 36.3 27.3 72.0 29.4 

8 23 21.9 9.0 3.8
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Fig. 16 Respiration rate error value on respondents 

3.3 Correlation Analysis 

The correlation value (r) ranges from 1 to −1; the value closer to 1 or −1 means 
that the relationship between the two variables is getting stronger, on the contrary 
the value closer to 0 means that the relationship between the two variables is getting 
weaker. A positive value indicates a unidirectional relationship (X goes up then Y 
goes up) and a negative value indicates an inverse relationship (X goes up then Y goes 
down). According to Sugiyono [34], the guidelines for providing interpretation of the 
correlation coefficient are 0.00–0.199 for very low, 0.20–0.399 for low, 0.40–0.599 
for medium, 0.60–0.799 for strong and 0.80–1.000 for very strong. 

Butterworth filter. The PSD components were yielded from the phantom and 
respondents signals using the Butterworth filter with different orders, namely orders 
4, 6, and 8 with Respiration Rate settings of 15, 20, and 30 brpm and heart rate settings 
of 80, 90, and 100 bpm. Furthermore, the component values taken include Mean F, 
which is a table of mean frequency value, Mean P, which is a mean power value, and 
Median F, which is a middle value of frequencies. Then, the data were analyzed using 
a correlation analysis between the phantom values and respondent values. Table 7 
shows the results of correlation between the phantom and respondents in orders 4, 
6, and 8. Based on the results of the correlation analysis values for the phantom and 
respondents using the Butterworth filter, the highest (strongest) correlation value is 
0.996982309 in order 6. 

Chebyshev, I filter. The PSD components were yielded from the phantom and 
respondent signals using the Chebyshev I filter with different orders, namely orders 4, 
6, and 8 with Respiration Rate settings of 15, 20, and 30 brpm and heart rate settings 
of 80, 90, and 100 bpm in Orders 4, 6 and 8. Furthermore, the component values 
taken include Mean F, which is a table of mean frequency values, Mean P, which is 
a mean power value, and Median F, which is a middle value of frequencies. Then, 
the data were analyzed using a correlation analysis between the phantom values and
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respondent values. Table 8 shows the results of correlation between the phantom and 
respondents in orders 4, 6, and 8. Based on the results of the correlation analysis 
values for the phantom and respondents using the Chebyshev I filter, the highest 
(strongest) correlation is 0.999669555 in order 8. 

4 Discussion 

Figures 8 and 9 show graphs of the mean dominant frequency yielded from the 
FFT method after using the Butterworth and Chebyshev I filters with a respiration 
rate of 15 Brpm on the phantom, showing the same result of 0.2563 Hz in each 
order. Furthermore, a respiration rate of 20 Brpm on the phantom showed a result of 
0.3418 Hz in each order. Then, a respiration rate of 30 Brpm on the phantom also 
showed the same result of 0.5127 Hz in each order. Figure 12 shows a graph of the 
mean dominant frequency of the respiration rate signal yielded from the FFT method 
after using the Butterworth filter on respondents, showing the same result of 0.31 Hz 
and Fig. 13 shows a graph of the mean dominant frequency of the respiration rate 
signal yielded from the FFT method after using the Chebyshev I filter on respondents, 
showing the same result of 0.32 Hz in each order. In the Butterworth and Chebyshev, 
which I filter in each order, both from the phantom and respondents’ data, it is shown 
the frequency value of the respiration rate signal that had been extracted from the 
ECG signal, namely the frequency range of 0.1–0.5 Hz. 

Tables 1, 2, and 3 show the results on MATLAB processing based on the phantom 
data in the form of a Respiration Rate signal extracted from an ECG signal, showing 
the smallest error value in the Chebyshev I (CT1F) filter in order 8 of 1.72%. Then 
Tables 4, 5, and 6 show the results on MATLAB processing based on respondents’ 
data in the form of a Respiration Rate signal extracted from the ECG signal, showing 
the smallest error value in the Chebyshev I (CT1F) filter in order 8 of 3.8%. It can 
be concluded that the extraction results of the Respiration Rate signal based on the 
ECG signal with the Butterworth and Chebyshev I filter in orders 4, 6, and 8, the best 
result was found in the Chebyshev I (CT1F) filter in order 8 from both the phantom 
and respondents’ data. 

The correlation between the phantom and respondents with Mean F, Mean P, 
and Median F components in the Butterworth filter, namely in Table 7, showed the 
highest (strongest) correlation result, namely in order 6 of 0.996982309. Meanwhile,

Table 5 Correlation coefficient in the Butterworth filter 

Correlation between the phantom and 
respondents 

Correlation coefficient Correlation category 

Order 4 0.568053032 Medium 

Order 6 0.996982309 Very strong 

Order 8 0.415058226 Medium
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Table 6 Correlation 
coefficient in the Chebyshev I 
filter 

Correlation 
phantom and 
respondents 

Correlation 
coefficient 

Correlation 
category 

Order 4 0.95936178 Very strong 

Order 6 0.99858902 Very strong 

Order 8 0.999669555 Very strong

the correlation between the phantom and respondents with Mean F, Mean P, and 
Median F components in the Chebyshev I filter, namely in Table 8, showed the 
highest (strongest) correlation result, namely in in order 8 of 0.999669555. This 
suggests that the Chebyshev I filter of order 8 is better than the Butterworth filter 
because the correlation value obtained reaches 0.999. 

The results of this correlation are positive results (positive correlations), which 
means the correlation between the two variables, in this case are the phantom and 
respondents, is in the same direction. That is, if variable X increases then variable 
Y also increases or vice versa. It can be concluded that the correlation value is very 
strong. It can prove the effectiveness in extracting the Respiration Rate signal based 
on the ECG signal, namely the Chebyshev I filter in order 8. 

When compared to the previous studies [20, 21], this study has succeeded in 
comparing the effectiveness of the use of IIR digital filters with an increase in orders 
where the most effective filter to extract respiration rate signal from ECG signal was 
obtained, namely the Chebyshev I filter of order 8. This is shown from the results of 
the error value of the respiration signal from a gold standard and respondents which 
are smaller than the previous studies [4]. 

5 Conclusion 

This study was conducted to determine the effectiveness of the use of the Infinite 
Impulse Response (IIR) digital filter in the design of the Butterworth Filter and the 
Chebyshev I filter with an increase in orders 4, 6, and 8 in extracting the respiration 
rate signal based on the ECG signal. The results of this study showed that the Cheby-
shev I filter of order 8 was better than the Butterworth filter based on the analysis 
of the highest (strongest) correlation from the phantom to respondents, and based 
on the smallest error values of both the phantom and respondents’ respiration rate 
signals. 

The disadvantage of the research that has been carried out is that, it has not been 
able to calculate the Respiration Rate in real time and there is no display in the 
form of a signal processing software on MATLAB. It is hoped that this study can 
add insight and knowledge about the Respiration Rate Signal extraction Method, 
especially using the digital filters on MATLAB, and can be used as a reference for 
subsequent studies.
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Analysis of Finite Impulse Response 
(FIR) Filter to Reduce Motion Artifacts 
of Heart Rate Signal Based 
on Photoplethysmography 
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Bambang Guruh Irianto, Triwiyanto, Endang Dian Setioningsih, 
Triana Rahmawati, and Awotunde Joseph Bamidele 

Abstract Currently, heart rate monitoring method using photoplethysmography 
has attracted a lot of attention because of its advantages. However, the results of 
photoplethysmography (PPG) recordings are susceptible to interference with motion 
artifacts (MA) that can reduce the accuracy of their readings. This study aimed to 
determine the performance of the Finite Impulse Response (FIR) filter by analyzing 
the filter type and order in reducing the motion artifacts of the photoplethysmog-
raphy heart rate signal. This research was conducted using SKU sensors: SEN0203 
to get PPG signal because it has specifications to be used for reading heart rate signal, 
Arduino Nano, and MATLAB to design FIR filter. Furthermore, FFT and PSD which 
consist of frequency-based features and use skewness value were also employed in 
order to know the performance of the filter. The study was conducted on 10 respon-
dents in their relax condition and moving condition in the forms of bending finger. 
The results showed that mean frequency and skewness value had a strong correla-
tion to the PPG signal. By using a filter, the mean frequency error value could be 
reduced from 10 to 0.23% and the error skewness value could be reduced from 74.9 
to 21.69%. Based on several performances, we concluded that FIR filter least square 
on order 50 could reduce MA with good performance among the other filter that 
we have been tested. This study is useful as a framework for finding out the right 
features in the PPG signal classification method and selecting the appropriate type 
of filter for future application. 
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1 Introduction 

Monitoring vital signs of the human body is very important because changes in vital 
signs such as heart rate can determine health conditions and can indicate several 
serious diseases such as heart failure, severe pneumonia [1]. The heart rate parameter 
can be measured using ECG and has the advantage of high accuracy and resistance 
values [2]. However, measurements using ECG require the placement of several 
electrodes on the patient’s body so that it can cause discomfort, especially when the 
patient moves. In addition to using ECG, heart rate signals can be obtained using 
Photoplethysmography techniques. Photoplethysmography (PPG) is a non-invasive 
technique that provides an image of the pulsed peripheral blood flow waveform using 
an optical sensor [3]. By using Photoplethysmography, the monitoring process does 
not require the placement of many electrodes [4–9]. 

Several research and development projects of PPG-based heart rate monitoring 
tools have been carried out starting from research using wireless networks such as 
the Internet of Things (IoT) to facilitate remote monitoring [10–15]. However, the 
design and implementation of the system that have been made still has shortcomings 
where the research has not been equipped with a detection and reduction system 
or elimination of motion artifacts when the patient is moving. Other studies have 
shown that the recorded signal is susceptible to interference with motion artifacts 
which results in an error value of up to 10% [13] and the estimated heart rate cannot 
be calculated on the workstation [12]. This proves that motion artifacts can reduce 
the level of accuracy and validation of data from heart rate monitoring [16, 17]. 
Therefore, motion artifacts on heart rate monitoring tools need to be reduced so that 
heart rate readings have high accuracy. 

Research on the reduction and cancellation of motion artifacts has been developed 
by applying certain methods and algorithms to the signals resulting from monitoring. 
In his research, Shao Hanyu uses statistical analysis methods to reduce motion arti-
facts and increase the accuracy of blood oxygen saturation readings. However, this 
method has not been applied to heart rate monitoring device [16]. 

Abdul Q. Javaid et al. conducted a study using Empirical Mode Decomposition 
(EMD) technique to perform denoising on Seism cardiography (SCG) signals. The 
results showed that this method can significantly increase the SNR value of SCG 
during running activities. However, this method only focused on denoising SCG 
signals; in addition the authors themselves provided input for applying this method 
to PPG signal denoising [6]. Another study used a fusion method to reduce motion 
artifacts in PPG signals. In this study, the stopband filter was designed using an 
FIR filter with an order of 100 and a frequency of 0.4–6 Hz. The results showed 
this method could reduce the heart rate error from 2.1 heart rate to 0.8 heart rate. 
However, this research has not been completed with the identification of the effect 
of the order of the stopband filter on the level of accuracy of the PPG signal and 
filters have not been implemented in the heart rate monitoring device [2]. Another 
study was also carried out to compare the performance of FIR, IIR, and adaptive 
digital filters to reduce motion artifacts in ECG signals. In this study, Xiang Ann
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used a hamming window function with a High-Pass FIR filter. However, the use of 
FIR obtained a delay result at a value of 1.65 s and has not been implemented on 
PPG signals [17]. 

Another study on PPG signals was conducted by Wei et al. [18]. This study aimed 
to find efficient pre-processing algorithms and features for PPG signal processing. In 
this study, the authors applied the 21st order Hamming Window FIR filter in the pre-
processing process of PPG signal extraction and to remove baseline from respiratory 
signals. The results showed that after preprocessing the signal, noise from breathing 
can already be eliminated. However, this study has not conducted an analysis of the 
use of other types of FIR and the effect of order on MA reduction. 

Based on this, the authors intended to conduct research in the form of FIR filters 
application to reduce motion artifacts of heart rate signals obtained, and carried out 
development by analyzing FIR filters performance based on certain types and orders 
in reducing MA on PPG signals so that monitoring results can have an accuracy 
above 95%. Another purpose of this study was to know a better FIR filter type to be 
applied on PPG Signals. The FIR filter was chosen because this type of filter has a 
constant level of stability and delay compared to the IIR filter [17]. 

2 Material and Methods 

2.1 Theoretical Background 

Photoplethysmography Signal. Photoplethysmography (PPG) is a photoelectric 
method for measuring tissue blood volume based on changes in blood volume. PPG 
is a unique non-invasive technology with the advantage of ease of use compared 
to the existing methods. PPG is widely used to detect various basic physiological 
characteristics such as detection of blood oxygen level, heart rate, respiration, and 
blood pressure [18]. Since the PPG signal is generated from the pulsating peripheral 
blood flow, the heart rate (HR) can also be calculated. In addition, blood vessel 
flexibility and blood viscosity can also be known from the PPG signal. As a result, 
PPG signals can capture a lot of cardiovascular information. In this case, the PPG 
signal is shown in Fig. 1 below. 

Fig. 1 Photoplethysmography signal [18]
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In the PPG signal above, the part from the S to M points indicates the fast-flowing 
blood phase or when the heart contracts early, while the area from M to P represents 
the late phase. The main peak of the signal is at point M. Blood pressure (BP) is at 
its maximum throughout the M period. While the Q peak is a dicrotic wave that can 
indicate arteriolar compliance. The point P is known as the dicrotic notch. The time 
interval between the two main peaks (TPP) was used to calculate HR, while the time 
interval between M-Q was used as an indicator of arteriosclerosis. The heart rate 
(HR) on a clean PPG signal without motion artifacts had a dominant frequency of 
0.5–3.5 Hz, while the HR on a corrupted PPG signal can have a different dominant 
frequency [19]. 

Motion Artifacts. Motion artifacts are one of the disturbances in the measurement 
of bio signal. This can be caused by hemodynamic effects, deformation of body 
tissues, and changes in sensor position [2]. In PPG signals, the most significant 
motion artifacts are caused by changes in skin pressure on the sensor [20]. The PPG 
signal contaminated by motion artifacts can be seen from the dramatic changes in 
the morphology of the waveform such as changes in the frequency value and wave 
amplitude. This can jeopardize the quality of the signal that was used as a reference 
in analyzing the condition of a person’s body so that a signal processing algorithm 
system that is resistant to these motion artifacts is needed [21]. Figure 2 shows a PPG 
signal with motion artifacts interference and a PPG signal free from motion artifacts 
interference in the time domain. 

In the PPG signal recorded at rest, random movements originating from the hand 
cause the MA value to be aperiodic [23]. Therefore, motion artifacts have various 
frequencies from 0.1 Hz to higher frequencies than PPG signals [16]. Meanwhile, 
the bending finger movement resulted in a dominant frequency in the range of 12 Hz 
[24]. 

Filter FIR. Finite impulse response (FIR) filter is a type of digital filter that has 
a linear phase, high stability, and steep cut-off value compared to IIR filters. FIR 
filters are widely applied in digital signal processing, biomedical signal processing, 
and image processing. There is no feedback in this type of filter, so that the impulse 
response is “infinite”. The FIR filter can be described using the following Eq. 1 [25].

Fig. 2 PPG signal in time 
domain [22] 
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y(n) = 
M−1Σ

m=0 

bmx(n − m) (1) 

where bm is the filter coefficient value, m—is the order value of the filter, m is the 
filter length, x(n) is the input signal, and y(n) is the filter signal. 

The bm filter coefficient can be calculated using the windowing method and the 
windowing selection must meet the passband and attenuation requirements, then the 
filter coefficient value is defined based on the relationship between the filter length 
and the window transition width [17]. Futhermore, by applying the Z-transform on 
both side of Eq. 2 leads to Eq. 2 [25]. 

y(z) = b0X (z) + b1z−1 X (z) + ... + bkz−k X (z). (2) 

where b0(z) denotes filter coefficient after Z-transform, X represents input signal, and 
k represents FIR filter length. By factoring out X(z) on the right-hand side of Eq. 2 
and then dividing X(z) on both sides, we had the transfer function, which depicts the 
FIR filter, as Eq. 3 [25]. 

H (z) = 
Y (z) 
X (z) 

= b0 + b1z−1 + ... + bKz−K (3) 

Similarly, we can obtain FIR design equation for bandpass filter by using their ideal 
responses. In this case, Eq. 4 gives the formula for FIR filter coefficient calculations 
[25]. 

h(n) =
{

ΩH −ΩL 
π ,n=0 

sin(ΩH n) 
nπ − sin(ΩLn 

nπ ,n/=0,−M≤n≤M 
(4) 

where h(n) represents the ideal impulse response from FIR filter,ΩH is the frequency 
cutoff high pass, and ΩL denotes frequency cutoff low pass. 

Fast Fourier Transform. Fast Fourier Transform (FFT) is a fundamental tech-
nique used to solve various kinds of problems in the fields of education, industry, 
and military. This technique was first introduced by Gauss in 1805. However, FFT 
just received attention during a seminar conducted by Cooley and Tukey in 1965 
where the main disciplines of digital signal processing were found in this seminar 
paper [26]. Fast Fourier Transform (FFT) divides a time domain analog signal into 
different frequencies in a complex exponential function. Fourier Transform can be 
defined by the following Eq. 5 [27]. 

S(f ) =
∫ ∞ 

−∞ 
s(t)e−j2π ft dt 

S(f ) =
∫ ∞ 

−∞ 
s(t) cos(2π ft)dt − j

∫ ∞ 

−∞ 
s(t) sin(2π ft)dt 

(5)
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where S(f ) is a signal in the frequency domain, s(t) is a signal in the time domain, 
and s(t)e−j2π ftdt is the signal value constant. 

Fast Fourier transform has an effective algorithm for computing discrete Fourier 
transform (DFT). The time it takes to evaluate the DFT on a computer mainly depends 
on the number of multiplications involved. DFT requires N2 multiplication. FFT only 
takes N log2(N). The main insight leading to this algorithm is the realization that a 
discrete Fourier transform of a sequence of N points can be written in two discrete 
Fourier transforms of length N /2. So, if N is a power of two, it is possible to apply 
this decomposition recursively until we get a discrete Fourier transform of single 
points. 

In digital signal processing (DSP) software, there are three classes of FFT 
commonly used, namely Decimation in Time (DIT), Decimation in Frequency (DIF) 
and Split Radix. Another type of FFT that has been used is parallel FFT which uses 
parallel computing to sequence data so that the transformation process will be faster. 
FFT has a resolution of fs/N where fs is the value of the sampling rate and N is the 
number of sampled data. With computer limitations, the above equation, especially 
for the real part, can be estimated using the following Eq. 6 [27].

∫ ∞ 

−∞ 
s(t) cos(2π ft)dt →

Σ

n 

x(nΔt) cos(2π fnΔt)Δt 

=
Σ

n 

x(nΔt) cos(2πnmΔtΔf )Δt 

=
Σ

n 

x(nΔt) cos(2π 
nm 

N 
)Δt 

(6) 

where m and n are integers, in the time domain the signal is defined as T = N Δt, 
while in the frequency domain Δf = fs N where Δf is the value of interval between 
frequency and fs = 1

Δt = NΔf . Thus, the equation ΔtΔf = 1 
N is the link between 

the time domain and the frequency domain. If the number of data N is smaller than 
the sampling frequency, the resulting frequency will not be precise. The sampling 
frequency value must be greater than or equal to 2 times the maximum frequency 
value to avoid frequency aliasing [26]. 

Power Spectrum Density (PSD). The Power Spectrum Density (PSD) of a signal 
describes the power presents in the signal as a function of frequency. PSD is usually 
expressed in watts per hertz (W/Hz). In this case, the signal is defined only in voltage 
and there is no unique power associated with the amplitude. The term “power” is 
only considered in terms of the square of the signal, as its value will always be 
proportional to the actual power delivered by that signal within a given impedance. 
So, one can use the units V2 Hz − 1 for PSD and V2s Hz − 1 for ESD (Energy 
Spectrum Density) even though no “power” or “energy” is defined. 

Power Spectral Density (PSD) is a measure of signal power intensity in the 
frequency domain. PSD is calculated from the FFT spectrum of a signal. PSD 
provides useful information for characterizing the amplitude and frequency content 
of random signals and can be defined as the following Eq. 7 [28].
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Sxx(ω) = lim 
τ →∞ 

E

[|xT
Δ

(ω)|2]
τ 

(7) 

where Sxx(ω) is the result of the power spectrum density, xT
Δ

(ω) represents the fourier 
transform of PPG signal. 

Frequency Domain Feature. The frequency domain features were extracted 
extensively using Power Spectral Density (PSD). In this work, Welch was used to 
estimate Power Spectral Density. The following is a mathematical equation of the 
frequency domain features used. 

Mean Frequency 

The average frequency is the average frequency calculated as the sum of the power 
spectrum products of the PPG signal and the frequency divided by the total number 
of spectrum intensities. The mean frequency is defined in the following Eq. 8 [29]. 

MNF = 
MΣ

j=1 

fjPj

/
MΣ

j=1 

Pj (8) 

where, f j is the frequency spectrum, Pj is the power of the PPG signal and M is the 
length of the signal frequency. 

Median Frequency 

The median frequency is the frequency at which the spectrum is divided into two 
regions of equal amplitude. It is defined in Eq. 9 below [30]. 

MDFΣ

j=1 

Pj = 
MΣ

j=MDF 

Pj = 
1 

2 

MΣ

j=1 

Pj (9) 

where MDF is representing the value of median frequency, Pj is the power of the 
PPG signal, and M is the length of the signal PPG. 

Mean Power 

Mean Power (MNP) is the average value of the power spectrum of the PPG signal, 
defined by Eq. 10 below [29]. 

MNP = 
MΣ

j=1 

Pj

/
M (10) 

where MNP is the value of mean power, Pj is the power of the PPG signal, and M is 
the length of the signal PPG. 

Time Domain Feature. The time domain feature is extracted from the clean PPG 
signal and comes with the MA, making it easy to implement. The time domain feature
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perceives the data as a stationary signal. The time domain features are calculated from 
the signal amplitude values; the following are the widely used time domain features. 

Skewness 

Skewness measures signal asymmetry or a cumulative measure of a signal, and is 
defined as Eq. 12 [30]. 

skew = 

1 
n 

nΣ
i=1 

(xi − x)3 

std3 
(11) 

where skew mean skewness value, n represents PPG signal length, std means standard 
deviation, x represents mean of signal PPG, and xi denotes PPG signal in a segment 
i. 

2.2 Dataset 

The research was conducted on the data sampled collected from 10 people 10 times 
per data type, namely the data type for clean PPG and motion PPG. In order to get 
the appropriate value, the respondents were positioned to sit relaxed, and the sensor 
was attached to the index finger. Furthermore, the data collection was carried out for 
10 min, then the respondent will be conditioned to move the index finger vertically 
for 10 min. This data collection took about 30 min per respondent. 

2.3 Experimental Procedure 

The research used the PPG SKU sensor: SEN0203 as a heart rate value reader sensor, 
OLED TFT to display the readable heart rate value, Arduino Nano as a microcon-
troller, and MATLAB for signal data processing. Figure 3 below shows a block 
diagram for the experimental procedure where the bio signal was obtained from the 
results of the respondent’s finger leads.

The output of recording the bio signal by the SKU: SEN0203 sensor in the form 
of a PPG signal in the form of analog data was further processed on the Arduino. In 
this case, Arduino functions as a controller that forwarded PPG analog signals to a 
personal computer or PC to be displayed, recorded, and stored. The stored analog 
signal was then processed using MATLAB to determine the best FIR filter design 
to use. After the author obtained the appropriate filter, the filter was applied to the 
Arduino nano and the signal after the filter will be converted to a digital form to be 
displayed on the OLED display in the form of heart rate values.
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Finger 

USB SERIAL 
ANALOG SIGNAL 

LAPTOP/PC 

DIGITAL 
SIGNAL 

PPG 
SENSOR 

LCD OLED 

ARDUINO 
NANO 

Fig. 3 Block diagram of experimental procedure

2.4 Data Processing 

Figure 4 shows the research framework for data processing where the output of the 
SKU: SEN0203 sensor in the form of an analog PPG signal will be processed in the 
pre-processing signal block. At this stage, the signal was adjusted to the value of the 
sampling frequency by 100 Hz according to Nyquist frequency [25].

Furthermore, the signal was processed in the MATLAB application; the signal was 
then divided into signals without motion artifacts and signals with motion artifacts. 
Each signal was processed using FFT to determine the heart rate and MA frequencies 
contained in the signal. Signals with motion artifacts were processed using an FIR 
bandpass filter cut off 0.7 Hz according to the frequency of Motion signal from 
previous research [18] and 4 Hz according to the frequency of pulsatile component 
in the PPG signal [16]. Furthermore, in order to analyze the result of the research, 
the authors calculated the frequency-based features from the FFT method clean PPG 
signal as a control and from PPG signal before and after the filter. However, the signals 
before the FFT method were also processed by calculating the time domain-based 
features. 

2.5 Data Analysis 

Data analysis was carried out to find out the results of the data that had been obtained 
and ensured that these results could answer the objectives of this study. Stages of 
analysis were carried out from Frequency features domain using the PSD method
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Fig. 4 Framework data processing

and time domain feature using the skewness value. The data were then processed 
using the equation of the relative error value and the average value per feature before 
and after the filter process both in a relaxed and gesticulate state. Stages of analysis 
were carried out using the following method. 

Mean. The calculation of the mean value was carried out to determine the trend 
of feature measurement values in the clean PPG signal and PPG accompanied by 
Motion by the tool module obtained by the author. Equation 13 shows the average 
formula that will be used in the data analysis process. 

mean(x) =
Σ xn 

n 
(12) 

where x represents mean data,
Σ

xn is the value of data, and n is the amount of data. 
Relative error. The relative error was used to determine the level of accuracy of 

the sensor reading to the actual value. The formula for the percent error or relative 
error is given  in  Eq.  14. 

εe = 
xn − x 
xn 

× 100% (13) 

where xn is the mean of clean PPG and x is the mean of PPG with MA.
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Correlation. Correlation was intended to explore the degree of relationship 
between the variables. The Correlation Coefficient is a measure for measuring the 
degree of relationship between the variables. The correlation coefficient can be 
written in mathematical equations 14. 

R = n
(Σ

XY
) − (Σ

x
)
.
(Σ

y
)

/
n
Σ

x2 − (Σ
x
)2 · n(Σ y2

) − (Σ
y2

) (14) 

where n is the sum of the observations, x is the measurement of variable 1, y is the 
measurement of variable 2,Σxy is the sum of both variablesΣx is the sum of variable 
1, Σy = sum of variable 2, Σx2 is the sum of the squared values of variable 1 and
Σy2 is the sum of the squared values of variable 2. 

3 Results 

3.1 System Evaluation 

Figure 5 shows a tool that has been designed on the front view where the tool consists 
of an OLED LCD that functions to display the readable heart rate value, and a heart 
rate sensor. Meanwhile, Fig. 6 shows the inside of the tool which consists of Arduino 
nano, connectors for sensors, and connectors to OLED. 

Figure 6 shows the sensor output in the form of a PPG signal displayed on an 
oscilloscope. 

Meanwhile, in order to determine the exact value of the sampling frequency, the 
author also conducted a test using an oscilloscope and the mean value of the sampling 
frequency was ±100 Hz as shown in Fig. 7.

(b)(a) 

Fig. 5 a Module of heart rate monitoring based on PPG signal. b Inside of module
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Fig. 6 Output PPG sensor on oscilloscope
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Fig. 7 Frequency sampling test result 

3.2 Motion Artifact Test Results 

The results of the study were obtained from the respondent’s PPG recording signal 
processing. The results obtained from the value of the frequency domain feature 
(FFT) of the signal included the mean frequency, mean power, median frequency, 
median power, standard deviation [31], and skewness or signal tendency[32]. Based 
on the results obtained, the mean frequency and median frequency components had 
quiet strong correlation value to signal classification and the skewness value had a 
strong correlation value to the determination of signal classification with a correlation 
value of 0.58 [33]. The correlation value is shown in Table 1.

Meanwhile, in order to find out the value of motion caused by movement, a test 
was carried out using PSD and the obtained results as shown in the following Fig. 8. 
Based on Fig. 8, the MA obtained from the vertical movement of the fingers was at a
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Table 1 Correlation between features and classification signal 

Mean F Mean P Median F Median P Skewness Class 

Mean F 1.000 

Mean P 0.204 1.000 

Median F 0.760 0.324 1.000 

Median P 0.333 0.393 0.256 1.000 

Skewness −0.270 −0.294 −0.397 −0.186 1.000 

Class 0.338 0.007 0.216 0.116 −0.580 1.000

Fig. 8 PSD of MA on PPG signal 

frequency of more than 4 Hz. Furthermore, based on all data, the average MA value 
is 4,524 Hz. 

Figure 9 shows images of FFT motion, clear, and filtered signal. The Fig. 9 
indicates that the implementation of the filter can reduce the range of MA frequency, 
so that the FFT filtered approaches the Clean FFT.

Furthermore, Fig. 10 shows the images of PPG signals without motion and with 
motion artifacts. From Fig. 10 we can see that MA intervenes and changes the 
morphology of the signal so that the shape of the signal becomes aperiodic [34].

Other data are shown in Table 2 which contains the average value of the clean PPG 
signal components, PPG signal components with motion artifacts and error value. 
Mean F is a table of the average frequency value, Mean P is the average power value, 
the median F is the center frequency value, and the median P is the power center 
value. Based on the table, the clean PPG signal has an average mean frequency of 
0.128, an average mean power of 86.05, a median frequency of 0.094, a median 
power of 0.05, and a signal skewness of 0.95. The signal with motion artifact has 
a mean frequency value greater than the clean PPG signal with a value of 0.14, the
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Fig. 9 FFT clear, motion and filtered PPG signal

Fig. 10 Effect of motion on PPG signal

mean power 86.55, median frequency 0.1, median power 0.08, while skewness value 
decreased to 0.23. 

If we make the mean value of the clean PPG signal as a reference value, then we 
can obtain the relative error value for each component of the PPG signal caused by 
the presence of motion artifacts. The mean power was 21.74%, the median frequency 
was 9.92%, the median power was 168.15%, and the skewness was 74.94%.

Table 2 Relative error value of MA signal 

PPG type Mean F Mean P Median F Median P Skewness 

Clean 0.128 86.05 0.094 0.050 0.95 

Motion 0.14 86.55 0.10 0.08 0.23 

% Error 10.10 21.74 9.92 168.15 74.94 
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Table 3 Relative error value of each feature after filtered order 20 

Filter % Error 

Mean F Mean P Median F Median P Skewness 

Windowing 16 −33 0.372 96 82 

Constrained least square −0.51 98.85 −7.79 97.90 54.90 

Least square 15.13 40.26 −0.37 98 79.44 

3.3 Filter Test Result 

Table 3 shows the value of the signal component after filter order 20. According to 
these data, the constrained least square filter had the lowest error value for signal 
skewness where the error value of 77% can be reduced to 54.9%. However, the mean 
power value increases from 21.74 to 98.85%. Meanwhile, in the windowing type 
filter, the mean frequency error value increases from 10 to 16%; in this filter the 
relative error value that can be reduced only on the median frequency and median 
power features. This situation is like the results on the least square filter of order 20 
but, at least square of order 20, the skewness of the signal can still be reduced from 
74.94 to 74.44%. 

Table 4 shows the signal features values after filter order 50. In this order, filter 
windowing can reduce the relative mean frequency error to 0.23%. However, the 
relative error is in the mean power, median frequency is high while the skewness 
error value was 41%, indicating a lower value compared when using order 20. 

For the constrained least square type of filter, the mean frequency value was not 
much different from using order 20 where the relative error value obtained was 0.37%. 
However, in this order the relative error of other components was lower compared to 
order 20. For the least square filter of order 50, the error value in the mean frequency 
can be reduced to -8.32%. In other components, there was also a decrease with a 
significant decrease in the error value in the skewness component from 74.94 to 21, 
69%. 

Figure 11 shows a boxplot of the mean frequency of the net PPG signal, PPG with 
motion and after filter. From the diagram, the PPG signal with motion had a median 
frequency value above the clear PPG. The application of the filter on the PPG signal 
with motion can affect the value of the data distribution where, in the Windowing 
filter, the least square of order 20 and the median value of the PPG signal can be

Table 4 Relative error value of each feature after filtered order 50 

Filter % Error 

Mean F Mean P Median F Median P Skewness 

Windowing 0.23 33 −11 98 41 

Constrained least square 0.37 17.58 −10.54 62.7 42.05 

Least square −8.32 14.57 −31.34 97.22 21.69 
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lowered so that it is below the net PPG value. The use of the Least square filter of 
order 50 also makes the median of the PPG signal with downward motion but the 
median of the data is still above the net PPG signal. Meanwhile, the use of filter 
constrained least square order 20, 50 and windowing order 50 was able to reduce the 
median value and data from PPG with motion approaching the data on clean PPG. 

Figure 12 shows a boxplot of the frequency median. In the figure, the data distri-
bution of the median frequency of the PPG signal with motion had a data outlier 
value that was higher than the net PPG signal. In addition, the median value of the 
data was also above the net PPG signal. These obtained data show that the use of 
filter windowing 20 and least square 20 made the data distribution closest to the clean 
PPG signal but, in this filter, there were no outlier values. Meanwhile, the use of the 
least square 50 filter made the data distribution widen with a median value higher 
than the PPG motion signal. 

Figure 13 shows a boxplot diagram of the signal’s tendency or skewness. In the 
figure, the PPG signal with motion had a skewness value below the clean PPG signal.
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Fig. 11 Boxplot of mean frequency 
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Fig. 12 Boxplot median frequency 



Analysis of Finite Impulse Response (FIR) Filter to Reduce Motion … 673

-0.40

-0.20 

0.00 

0.20 

0.40 

0.60 

0.80 

1.00 

1.20 

Motion Clean Win 20 CLS 50 LS 50 CLS 20 LS 20 Win 50 

Sk
ew

ne
ss

 

Filter 

Boxplot Skewness Value 

Fig. 13 Boxplot of skewness signal 

The use of filters made the distribution of the data wider, and from the data it can 
also be seen that the use of a least square filter of order 50 made the median of the 
data closer to the data on a clean PPG signal compared to other filters.

Figures 14, 15, 16, 17, 18, and 19 show images of the PPG signal before and 
after the filter was applied. The images were taken using the same data. Based on 
the figure, the use of filters could reduce motion artifacts and made the PPG signal 
quality better. The filter could return the signal shape better at order 50 compared to 
order 20. 

In order to find out the best filter performance, the author conducted a correlation 
analysis between the feature values that have been obtained from the clean PPG 
signal and the signal after the filter. The results are shown in Table 5 where Clean is 
the correlation value for clean PPG, Win is for windowing filter results, CLS is for 
the constrained least square filter, LS for the least square filter, and the value behind 
it indicates the order used.

Table 5 indicates that the highest correlation value to the clean signal was obtained 
by the Least square filter of order 50, constrained least square of order 50, windowing 
order of 50 and windowing order 20. This is also supported by the graph shown in the

Fig. 14 PPG signal before and after windowing order 50
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Fig. 15 PPG signal before and after filter constrained least square order 50 

Fig. 16 PPG signal before and after filter least square order 50 

Fig. 17 PPG signal before and after filter windowing order 20

Figs. 19 and 20. While Fig. 20 gives the data according to frequency-based features 
domain, Fig. 21 gives the data according to the time domain feature.
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Fig. 18 PPG signal before and after filter constrained least square order 20 

Fig. 19 PPG signal before and after filter least square order 20

Table 5 Correlation between signal after filter and PPG clean as a control signal 

CLEAN Win 20 CLS 50 LS 50 CLS 20 LS 20 Win 50 

Clean 1.000 

Win 20 0.998 1.000 

CLS 50 1.000 0.998 1.000 

LS 50 1.000 0.998 1.000 1.000 

CLS 20 0.906 0.879 0.909 0.905 1.000 

LS 20 0.997 0.991 0.998 0.997 0.936 1.000 

Win 50 0.999 0.994 0.999 0.999 0.926 1.000 1.000

4 Discussion 

The data for the study were obtained from 10 respondents and each respondent was 
measured 20 times so that the total data obtained by the author was 200 data where 
respondents 1, 7, 9 and 10 were conditioned to carry out extreme movements by 
moving their fingers quickly. Among the 200 data recorded, the FFT results showed 
that the movement of the fingers had an average dominant frequency of 4,524 Hz.
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Fig. 20 Filter performance based on frequency features 
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Fig. 21 Filter performance based-on time domain feature

This value was smaller than the results in the previous studies [24] where MA finger 
movements Up and Down or vertically have frequency in the 12 Hz range. 

The results showed that by moving the hand quickly, the mean frequency and 
other features experienced a high increase from the rest state of 0.173–34.33 Hz in 
respondent 7. So, in this study, the presence of MA made an error in the relative 
features of the mean frequency of 10.10%, the median frequency was 21.74%, the 
mean power was 9.92%, and the median power was 168.15%. In addition to utilizing 
the features of the frequency, the authors also measured the skewness of the signal 
to determine the quality level of the PPG signal. 

After getting the data from these features, the authors conducted a correlation test 
between the frequency domain features on the labeling of the PPG signal and the 
results obtained that the mean frequency, median frequency, and skewness values 
had high correlation values. This means that these three features greatly affected the 
PPG signal with Motion Artifacts. The skewness value had the highest correlation
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according to previous research which states that the skewness value is very influential 
with the PPG signal quality index compared to other data [30]. In the results of the 
study, the skewness value also had a high relative error value between the MA signal 
and the net PPG signal, which is 74.94%. 

The results presented in “A Survey on Big Data Analytics for Load Prediction in 
Smart Grids” chapter also show that FIR digital filters could reduce motion artifacts 
in PPG signals and can reduce the relative error frequency features of the signal. 
The FIR constrained least square filter had the same performance to reduce the mean 
frequency error value both on order 20 and order 50 where, at order 20 the relative 
error value could be reduced to −0.51% and on order 50–0.37%. However, the results 
of Fig. 17 present that at order 20, the shape of the signal did not change significantly 
before and after the filter and the skewness value was less than filter order 50. The 
windowing type filter on order 20 has not been able to reduce MA because in some 
features there is an increase in the error value, such as the mean frequency from 
10.10 to 16%. At order 50, the filter has been able to reduce MA well, seen from the 
mean error frequency which has decreased to 0.23%, in other features there has also 
been a decrease in the error value. For the Least Square filter, the frequency feature 
has a high value of reduction in order of 50. However, from Fig. 20 we can see that 
least square order 50 has the great performance to normalize the skewness value of 
the signal according to another filter. 

By using a filter of order 20, the time delay value was 0.63 radians/Hz and in 
order 50, the time delay value was 1.57 radians/Hz. This value was smaller than the 
previous study which reached a delay of 1.65 radians/Hz [17]. 

Although the filter could reduce MA, using a filter alone is not enough to remove 
MA noise, especially if there was an MA signal that had the same frequency value as 
the heart rate frequency. Therefore, a better algorithm system is needed to eliminate 
MA. 

5 Conclusion 

This study aims to determine the performance of FIR digital filters Windowing, Least 
Square and Constrained Least Square order 20 and order 50 in reducing Motion 
Artifacts on PPG Signals. We use frequency-based features such as mean frequency, 
median frequency, and skewness value to conclude the performance of filter. 

Based on the research that has been done, FIR filters can be used to reduce MA 
and reduce the value of the relative error frequency feature (PSD) in the signal. FIR 
filter can also increase the value of the PPG signal quality index by reducing the 
skewness error value. The results of the MA relative error to the Clean PPG signal 
for the mean frequency value of 10.10%, median frequency of 9.92%, mean power 
of 21.74%, median power of 168.15%, and skewness value of 74.94%, respectively. 
Windowing filter 50 can reduce the relative error value until it reaches 0.23% at the 
mean frequency value, while the least square filter can reduce the error value on 
skewness to 21%, and the constrained least square filter works stably to reduce the
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relative error of the mean frequency on order 20 to −0.51% and order 50–0.37%. 
Referring to several data features, the author concludes that the least square filter can 
improve the quality of the PPG signal index better than other filters. The windowing 
filter has the quality to reduce the relative error of the mean frequency better than other 
filters on order 50 and the constrained least square filter has a stable performance 
where all features have decreased the relative error value well. 

Research can be developed further by conducting a deeper analysis of the accu-
racy of the tool equipped with a digital filter, conducting a deeper analysis of 
machine learning to be able to detect Motion Artifacts better and adding a gyro-
scope, accelerometer, or piezoelectric sensor to be a reference for the MA value 
formed from motion. 
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Analysis of Electrocardiogram 
and Photoplethysmogram Signals 
to Detect Car Driver Drowsiness Using 
the Threshold Method 
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Abstract Drowsiness in drivers can be detected through human physiological 
signals. Heart Rate and Respiration Rate are physiological parameters that can be 
used for detecting drowsiness. This study aimed to see the accuracy of the drowsi-
ness detection system using the threshold method with heart rate and respiration rate 
parameters. The sensors used were a MAX86150 and a pulse sensor to get ECG and 
PPG signals as it uses dry electrodes so that there is no need to attach electrodes 
to the driver’s body. To find out the drowsiness conditions in drivers, a subjective 
assessment with the Karolinska Sleepiness Scale (KSS) consisting of 9 sleepiness 
scales (levels) was used. The correlation value between the drowsiness condition 
levels and respiration rate is low, with a value of −0.26 and the correlation value 
between the drowsiness condition levels and heart rate is moderate, with a value of 
−0.49. The drowsiness detection system using the threshold method with heart rate 
and respiration rate parameters has a low accuracy value of 81% when drivers are in 
a condition between drowsy and not drowsy. Therefore, it is still difficult to apply 
to actual driving conditions. This study is very useful to find out the relationship 
between human physiological signals and drowsiness conditions when driving and 
to find out the most appropriate drowsiness classification method to apply to driving 
conditions, as seriously as possible, to help reduce the number of traffic accidents 
due to drowsiness. 
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1 Introduction 

One of the main causes of traffic accidents is the drowsiness conditions in drivers. The 
drowsiness conditions in drivers can be detected through several methods, namely 
monitoring the movement of the vehicle for example by measuring the speed, moni-
toring the movement of the steering wheel or the pressure on the gas pedal, recog-
nition of facial characteristics such as blinking of the eyes, and detection of human 
physiological signals [1–3]. Generally, human physiological signals are only used 
for diagnosis purposes but currently they are also used for other purposes, such as 
for special control in wheelchairs for people with spinal Cord Injury (SCI) to operate 
independently [4, 5]. 

Human physiological signals will provide accurate information because they 
provide direct information on the physical conditions of humans when driving [2, 6]. 
Human physiological signals in the form of ECG and PPG signals will provide infor-
mation related to changes in the heart rate and respiration rate which are physiolog-
ical parameters to detect drowsiness [7–11]. The conventional drowsiness detection 
system with ECG and PPG signals uses electrodes that are instructive, or attached 
directly on the driver’s body making it difficult to apply to actual driving conditions 
[12–15]. Therefore, an alternative drowsiness detection system uses non-instructive 
physiological signals so that the drowsiness detection system can be applied to actual 
driving conditions. 

In 2018, a study has been conducted by Serajeddin Ebrahimian Hadi Kiashari et al. 
The study measured the respiration rate in drivers when they are sleepy and not sleepy. 
It was found that the respiration rate from normal to severe drowsiness conditions 
decreased by 3.5 breaths per minute with a standard deviation of 0.70 breaths per 
minute. However, the study did not explain further regarding the classification of the 
drowsiness condition levels of a person [12]. In 2019, a study has been conducted 
by Hyeonjeong Lee et al. The study designed a sleepiness detection system with 
ECG and PPG signals by analyzing the heart rate variability (HRV). Heart rate 
variability (HRV) is a variation of the R-R intervals (RRIs). The study used the 
convolutional neural network (CNN) analysis method for the classification of the 
driver’s conditions, but the study still used sensors attached to the driver’s body, 
and it also used many types of feature extraction that were not explained in detail 
whether those features could be used for the classification of drowsiness conditions 
[16]. In 2020, a study has been conducted by Yaacob et al. The study designed a 
drowsiness detection system with EEG and ECG signals. The study analyzed the 
sub-bands of Alpha and Delta on the EEG signal and analyzed the frequency domain 
of the heart rate variability (HRV) of the ECG signal. The study used the support 
vector machine and KNN classifier classification methods. The results of the study 
showed a classification accusation with the KNN classifier method of 97.2% and 
the SVM method of 95.85% but in this study the electrodes of both EEG and ECG 
were attached to the driver’s body, so they caused a lot of noise. Also, the study did 
not show differences in the results of the EEG and ECG features and only analyzed 
the type of classification used [17]. In 2021, a study has been conducted by Sangho
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Jo et al. The study aimed to determine the changes in the driver’s heart rate when 
driving from not drowsy conditions to drowsy conditions. The results of the study 
showed a decrease in the driver’s heart rate of 9.3% from not drowsy conditions to 
drowsy conditions [18]. 

Although some studies conducted have been able to detect drowsiness, these 
previous studies still used sensors that must be attached to the body and did not 
explain the advantages and disadvantages of each feature used. For this reason, the 
researchers were interested to conduct a study on the analysis of electrocardiogram 
and photoplethysmogram signals to detect car driver drowsiness using thresholding 
method. The sensors used were a MAX86150 sensor because it can be used to get the 
ECG signal with dry electrodes, and a XD-58C pulse sensor because it has a sensor 
output in the form of an analog signal so that the respiration signal in the PPG does 
not disappear [19–21]. 

2 Materials and Methods 

2.1 Theoretical Background 

Drowsiness 

The drowsiness conditions in a person can be determined subjectively with the 
Karolinska Sleepiness Scale (KSS) method. The Karolinska Sleepiness Scale (KSS) 
method consists of 9 scales (levels) indicating the drowsiness conditions in a person 
[17, 22]. From not drowsy conditions to drowsy conditions, a person’s heart rate will 
decrease by 9.3% and the respiration rate will decrease by 3.5 breaths/minute [18]. 
The Karolinska sleepness scale (KSS) is presented in the following Table 1. 

Table 1 Karolinska 
sleepiness scale (KSS) 

Description Karolinska sleepiness scale 
(KSS) 

Extremely alert 1 

Very alert 2 

Alert 3 

Rather alert 4 

Neither alert nor sleepy 5 

Some signs of sleepiness 6 

Sleepy, but no effort to keep 
awake 

7 

Sleepy, but some effort to 
keep awake 

8 

Very sleepy, great effort to 
keep awake, fighting sleep 

9
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Electrocardiogram and Photoplethysmogram 

An electrocardiogram (ECG) is a simple test that can be used to check the heart’s 
rhythm and electrical activity. ECG displays a graph of the time and voltage data that 
myocardium generates during one cardiac pumping cycle. From the electrical activity, 
it can be known that the size of the number of heartbeats per unit of time, which is 
called the heart rate, is usually expressed in units of beats per minute (BPM) [13, 
14, 23]. A photoplethysmogram (PPG) is a photoelectric method for measuring the 
volumetric variations of blood circulation. PPG is a unique non-invasive technology 
with advantages in the form of ease of use when compared to the existing methods. 
PPG is widely used to detect various basic physiological characteristics, such as 
blood oxygen levels, heart rate, respiration rate, and blood pressure [15]. Generally, 
ECG and PPG signals are only used for diagnosis of heart defects or monitoring 
the physiological conditions of a person who has a heart defect and monitoring the 
physiological conditions of a person who has abnormalities in the respiration rate 
[24, 25]. 

Heart rate 

Heart rate is a measure of the number of heartbeats per unit of time, usually expressed 
in units of beats per minute (BPM). Heart rate is an important cardiovascular param-
eter because it can indicate the conditions of the human body. The heart rate value 
is obtained from the calculation of the R-R intervals in the electrocardiogram. The 
hart rate value can be formulated mathematically using the following Eq. (1) 

Heart  Rate  (BPM) = 60 

ECG peak to peak inter val 
(1) 

where, 60 is seconds, and the ECG peak to peak interval is the time difference from 
the first R peak to the second R peak. 

Respiration rate 

Respiration rate is one of the important vital signs. Respiratory rate can be obtained 
through ECG and PPG signals [9, 10]. There are several methods for obtaining 
respiration signals from ECG and PPG; these methods are baseline wander, amplitude 
modulation, and frequency modulation. In this study, to get a respiration signal, the 
frequency modulation method was used. Frequency modulation is a method based 
on Respiratory Sinus Arrhythmia. The heart rate accelerates during inhalation and 
decelerates during exhalation, which will be represented as a change in the interval 
between the peak R in the ECG signal and a change in the peak interval to the peak 
of the PPG signal. The result of the interval is called heart rate variability, and from 
this heart rate variability, a respiration signal will be formed [26–29]. The respiration 
rate value is obtained from the results of the peak to peak interval of the respiration 
signal, which can be formulated in the following Eq. (2):
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Respiration rate(Brpm) = 60 

Respiration signal peak to peak interval 
(2) 

where, 60 is seconds, and respiration signal peak to peak interval is the time difference 
from the first peak of respiration signal to the second peak of the respiration signal. 

Digital filter (FIR) 

Finite impulse response (FIR) filter is a type of digital filter that has a linear 
phase, high stability, and steep cut-off value compared to the IIR filter. FIR filter is 
widely applied in digital signal processing, biomedical signal processing, and image 
processing. In this type of filter, there is no feedback so that the impulse response is 
“infinite”. The FIR filter can be described using the following Eq. (3) [30]. 

y(n) = 
M−1Σ

m=0 

bm x(n − m) (3) 

where, bm is the filter coefficient value, m − 1 is the order value of the filter, m is the 
filter length, x(n) is the input signal, y(n) is the filter signal. 

The bm filter coefficient can be calculated using the windowing method, and the 
windowing selection must meet the band pass and attenuation requirements. Then the 
filter coefficient value is defined based on the relationship between the filter length 
and the window transition width [31]. Applying the Z-transform on both sides of 
Eq. 3 leads to the following Eq. (4) [30]. 

y(z) = b0 X (z) + b1z−1 X (z) + ... + bkz−k X (z). (4) 

where, b0(z) is the filter coefficient after Z-transform, X is the input signal and k is 
the FIR filter length. 

Factoring out X(z) on the right-hand side of Eq. 4 and then dividing X(z) on both 
sides, results in the transfer function which depicts the FIR filter, as presented in the 
following Eq. (5) [30]. 

H(z) = 
Y (z) 
X (z) 

= b0 + b1z−1 + ... + bK z−K (5) 

Similarly, we can obtain the FIR design equation for the band pass filter by using 
their ideal responses. The following Eq. (6) gives the formula for the calculation of 
the FIR filter coefficient [30]. 

h(n) =
{

ΩH −ΩL 
π ,n=0 

sin(ΩH n) 
nπ − sin(ΩL n 

nπ ,n /=0,−M≤n≤M 
(6) 

where, h(n) is the ideal impulse response from FIR filter, ΩH is the cutoff frequency 
of high pass, ΩL is the cutoff frequency of low pass.
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Peak detection. Peak detection aims to obtain peak to peak intervals of ECG, PPG, 
and Respiration signals. Peak detection uses adaptive threshold where the threshold 
value will follow changes in the increase or decrease in the signals, where, if the 
signal increases by 10% from the lower limit of the signal, it will have a peak value 
= 1, and if the signal decreases by 10% from the upper limit of the signal, it will 
have a peak value = 0. The intervals from peak to peak obtained from the difference 
in the time of appearance of the binary = 1. The peak detection can be formulated 
mathematically using the following Eq. (7): 

peak =
{
1, i f  signal  = 110% of  U  pper  T  reshold  
0, i f  signal  = 90% of  Bottom  T  reshold  

(7) 

where, the peak = 1 if the signal is above 110% of the lower threshold and the peak 
= 0 if the signal is below 90% of the upper threshold. The distances or intervals 
of peak to peak in the time domain will be calculated to obtain the peak to peak 
intervals, which can be formulated mathematically using the following Eq. (8). 

Interval = Tpeak(n+1)− Tpeak(n) (8) 

where T peak(n+1) is the period time of peak (n + 1) and Tpeak(n) is the period time for 
peak to n. 

Threshold Algorithm. Threshold Algorithm is an algorithm used to create a 
barrier between 2 conditions where the limiter is called the threshold value [32]. 
In this study, the threshold value was made based on a person’s drowsiness using 
the heart rate and respiration rate. The result of this threshold algorithm output 
illustrates the conditions of drivers, whether they are drowsy or not drowsy, and 
which calculation is presented in the following in Eq. (9): 

Drowsiness =
{

1, I f  H  R  ≤ THR  or R R ≤ TRR  

0, I f  H  R  > THR  and R R > TRR  
(9) 

where, the system will classify into drowsy conditions if the Heart rate is below the 
threshold heart rate or the respiration rate is below the threshold respiration rate while 
if the heart rate is above the threshold heart rate and the respiration rate is above the 
threshold respiration rate, the system will classify into not drowsy conditions. 

2.2 Dataset 

This study used subjects with normal conditions as respondents. The age of these 
respondents ranged from 18 to 25 years old. These respondents were randomly taken 
from the Health Polytechnic of Surabaya. Initial testing was carried out to test the 
results of the prototype system with a patient monitor as a standard that has the
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(b)(a) 

Fig. 1 a Testing the research modul with patient monitor. b Testing the research modul for 
drowsiness detection 

ability to measure the heart rate and respiration rate. Testing was performed on 15 
respondents. Second testing was carried out to test the drowsiness detection system. 
One day before the data collection was carried out, it was confirmed that respondents 
have avoided factors that could affect drowsiness outside their physiological causes 
by conducting interviews and controlling their sleep time, which should not be less 
than 6 h at night  so  that  the same sleep  time was  obtained  for  each respondent. Then, 
data collection was carried out in 3 different time periods, namely in the morning at 
07.00, in the afternoon at 13.00, and in the evening at 22.00 in each respondent. This 
data collection aimed to see the correlation or relationship between the heart rate 
and and the respiration rate values with the KSS sleepiness scale and to determine 
the accuracy value of the drowsiness detection system. The data collection process 
is presented in the following Fig. 1. 

2.3 Experimental Procedure 

This study was designed to obtain data from the heart rate and respiration rate when 
driving in drowsy (sleepy) conditions, as well as to test the accuracy of the drowsiness 
detection system using the threshold method. This study used a steering wheel as a 
simulator of the actual driving conditions. On the steering wheel, there would be a 
sensor to get ECG and PPG signals. The flowchart of the module is presented in the 
following Fig. 2.

In this study, there were three inputs in the form of MAX86150 and XD-58C 
pulse sensors and the KSS scale. The MAX86150 input in the form of an ECG signal 
is then processed on the Arduino where the result of the sensor reading will then be 
given a digital filter to eliminate noise. After the digital filter, the result of the sensor 
reading is obtained from the R-R intervals value. The result of the R-R intervals is
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Arduino 

Karolinska Sleepiness 
Scale 

Threshold 

Steering wheel 

XD-58C Pulse 
Sensor(PPG) 

Signal Processing 

MAX86150 
(ECG) 

Interval Peak to 
peak(respiration) 

Respiration 
Signal(FM) 

Interval Peak to 
peak(PPG) 

Peak Detection 

Interval R-R 

Digital 
filter(FIR) 

Heart Rate(HR) 

Respiration 
Rate(RR) 

Average(HR) 

Average(RR) 

AlarmClassification 

Fig. 2 Flowchart of the module

used to obtain the heart rate (HR) value so that the average (mean) heart rate value 
can also be obtained. The XD-58C pulse sensor input in the form of a PPG signal 
is then also processed on the Arduino where from the result of the sensor reading 
the peak to peak intervals of the PPG signal was obtained. From the peak to peak 
intervals there will be a modulation frequency to the heart rate due to the respiration



Analysis of Electrocardiogram and Photoplethysmogram Signals … 689

process. From the result of the modulation frequency a respiration signal will be 
prepared. From the respiration signal, the peak to peak intervals of the respiration 
signal are obtained. The result of the peak to peak intervals of the respiration signal 
is used to obtain the respiration rate (RR) value so that the average respiration rate 
value can also be obtained. From these results, features in the form of averages of 
HR and RR are obtained. The features obtained, as well as the value of the KSS scale 
are used to determine the threshold value used for the classification of drowsiness 
conditions, if a person is in drowsy conditions, there will be a warning alarm as an 
output. 

2.4 Data Processing 

Figure 3 is a flowchart of Input threshold formulation. The process starts from initial-
ization, then it is continued to entering the drowsiness level input, consisting of 1–9 
sleepiness scales (levels). 

Start 

Extraction  HR dan RR 

Initialitaion 

Read Sensor 

Raw Data 

Average HR and RR value 
Enter Drowsiness Level 

Save the first  HR and RR 
Value 

Threshold Formulation 

A 

Fig. 3 Flowchart of input threshold formulation
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The next process is reading the MAX86150 sensor and XD-58C sensor values 
and get the raw data. From the raw data, signal extraction will be carried out to 
obtain heart rate (HR) and respiration rate (RR) features so that the averages of heart 
rate (HR) and respiration rate (RR) can also be obtained. After that, the process is 
continued to storing the averages of heart rate and respiration rate which are used 
to calculate the threshold value of the drowsiness conditions. In the calculation to 
obtain the threshold value of the drowsiness conditions, the threshold is influenced 
by the initial drowsiness condition level, as well as the initial heart rate (HR) and 
respiration rate (RR) conditions. If the initial drowsiness condition is level 1 then the 
threshold heart rate value is the initial heart rate (HR)—12% the initial heart rate, 
while the threshold respiration rate value is the initial respiration rate (RR)—4, if 
the initial drowsiness condition is level 2 then the threshold heart rate value is the 
initial heart rate (HR) is10% the initial heart rate, while the threshold respiration rate 
(RR) value is the initial respiration rate (RR)—4, if the initial drowsiness condition is 
level 3 then the threshold heart rate value is the initial heart rate (HR)—8% the initial 
heart rate, while the initial threshold respiration rate value is the initial respiration 
rate (RR)—4, if the initial drowsiness condition is level 4 then the threshold heart rate 
value is the initial Heart rate (HR) is 6% of the initial heart rate, while the threshold 
respiration rate value is the initial respiration rate (RR)—2, if the initial drowsiness 
condition is level 5 then the threshold heart rate value is the initial heart rate (HR) 
is 4% of the initial heart rate, while the initial threshold respiration rate value is the 
initial respiration rate (RR)—2, if the initial drowsiness condition is level 6 then 
the threshold heart rate value is the initial heart rate (HR) is 2% of the initial heart 
rate, while the threshold respiration rate value is the initial respiration rate (RR)— 
2, if the initial drowsiness condition is level 7 then the threshold heart rate value 
is the initial heart rate (HR), while the threshold respiration rate value is the initial 
respiration rate (RR), if the initial drowsiness condition is level 8 then the initial heart 
rate threshold value is the initial heart rate (HR), while the threshold respiration rate 
value is the initial respiration rate (RR), if the initial sleepiness condition is level 9 
then the threshold heart rate value is the initial heart rate (HR), while the threshold 
respiration rate value is the initial respiration rate (RR). The flowchart of the threshold 
value formulation is presented in Fig. 4.

Based on Fig. 5, after obtaining the heart rate and respiration rate threshold values, 
the process is continued to classifying the drowsiness conditions, where in this clas-
sification OR logic is used. If one or both parameter values, namely the heart rate 
(HR) or respiration rate (RR) are below the threshold, it is classified into drowsy 
conditions, while if both parameter values are above the threshold, it is classified 
into not drowsy conditions.

2.5 Data Analysis 

Mean. The calculation of the average (mean) value was carried out to determine 
the trend of the measurement of the heart rate and respiration rate value on the
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Fig. 4 Flowchart of the threshold formulation
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Fig. 5 Drowsiness detection
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drowsiness condition level. Equation (10) shows the mean formula used in the data 
analysis process, where x is the data mean,

Σ
xn is the data value and n is the data 

amount. 

mean(x) =
Σ xn 

n 
(10) 

Relative error. The calculation of relative error was carried out to determine the 
level of accuracy of the sensor reading to the actual value. The formula for the relative 
error or percent error is presented in the following Eq. (11). 

εe = 
xn − x 
xn 

× 100% (11) 

where, Xn is the standard mean and X is the module mean. 
Correlation. The calculation of correlation was carried out to determine the 

degree of relationship between the variables. The Correlation coefficient is a measure 
for determining the degree of relationship between the variables. The correlation 
coefficient can be formulated mathematically using the following Eq. (12):
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where, n is the sum (total) of the observations, x is the measurement of variable 1, 
y is the measurement of variable 2, Σxy is the sum of both variables, Σx is the sum 
of variable 1, Σy is the sum of variable 2, Σx2 is the sum of the squared values of 
variable 1 and Σy2 is the sum of the squared values of variable 2. 

Accuracy. The calculation of accuracy was carried out to determine the exact 
value of the drowsiness detection system classification using the threshold method. 
Accuracy is determined by calculating the True number of the drowsiness detection 
system against the entire data. The accuracy can be formulated mathematically using 
the following Eq. (13): 

accuracy (%) =
Σ

TΣ
N 

· 100% (13) 

where, T is the sum of True and N is the sum of the entire data 

3 Results 

3.1 Device Evaluation 

The result of the module development consisted of two parts, namely the steering 
wheel of the car and the parts of the overall circuit. On the steering wheel of the car, 
there are 3 components, namely 1 XD-58C sensor which is a PPG sensor and 2 dry 
electrodes that diffuse as ECG leads on both hands of the driver. The Steering wheel 
of the car is presented in the following Fig. 6.

In addition to the 3 main components in the overall circuit, there are several 
other components, namely several buttons as inputs and battery indicators as this 
drowsiness detection system uses batteries, as well as an LCD display that can be 
seen in Fig. 7.

3.2 Results of Parameters Test 

The results of the patient monitor test are presented in Table 2. The results of this 
test are in the form of error values of the module to the patient monitor and relative 
error values of the module to the patient monitor.
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Sensor XD-58C(PPG) 

Dry 
Electrode(ECG) 

Fig. 6 Simulation of car steering wheel

 Battery 
Indicator 

Enter Button Silent Button 

Select Button 

Reset Button 

Display 

Fig. 7 Button and display

3.3 Results of Drowsiness Test 

The results of the drowsiness detection system test were obtained from 5 respon-
dents to get the heart rate and respiration rate values for 3 testing periods for each 
respondent. The results of these 5 respondent tests resulted in 1800 data on heart rate 
and respiration rate. The heart rate and respiration rate values obtained were seen for 
the value of changes and the distribution of heart rate and respiration rate data to a
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Table 2 Results on the patient monitor test 

No Error values of 
heart rate (BPM) 

Error values of 
respiration rate 
(Brpm) 

Relative error 
values of heart 
rate (%) 

Relative error 
values of 
respiration rate 
(%) 

1 0.33 1.53 0.38 7.56 

2 0.03 0.13 0.03 0.68 

3 1.20 0.70 1.40 3.29 

4 1.47 1.10 1.39 4.95 

5 0.4 0.47 0.47 2.55 

6 0.13 0.30 0.14 1.72 

7 0.17 0.03 0.18 0.16 

8 3.17 1.23 3.25 6.31 

9 0.47 0.17 0.54 0.83 

10 0.33 1.33 0.34 6.84 

11 0.20 1.03 0.22 5.76 

12 2.40 0.13 3.20 0.71 

13 1.60 2.37 2.12 10.67 

14 1.10 0.13 1.27 0.83 

15 1.37 1.20 1.5 6.14 

Mean of error 
values 

1.002 0.927 

Relative error 
values (%) 

1.167 4.419

person’s drowsiness conditions, which is illustrated in the following box plot chart. 
Figure 8 shows the distribution of heart rate data. 

In addition to the distribution of heart rate data in Fig. 8, there was also the 
distribution of respiration rate data, which is also illustrated in the form of box plot
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Fig. 8 Distribution of heart rate data on drowsiness condition levels 
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Fig. 9 Distribution of respiration rate data on drowsiness condition levels 

Table 3 Correlation coefficient 

Correlation relationship between- Correlation coefficient Correlation category 

Heart rate and drowsiness condition levels −0.49 Mid 

Respiration rate and drowsiness condition levels −0.26 Low 

chart. From these box plot charts, it can see the distribution of data by looking at the 
maximum, minimum, lower quartile, upper quartile, and median values so that the 
trend line of the heart rate and respiration rate of each drowsiness condition levels 
can be known. 

In addition to looking at the distribution of heart rate and respiration rate data, in 
this study, a correlation coefficient calculation was also carried out to see the degree 
of relationship between the heart rate and the drowsiness condition level, as well 
as the relationship between the respiration rate and the drowsiness condition levels 
(Fig. 9). The results of the calculation of the correlation coefficient are presented in 
the following Table 3. 

Drowsiness classification testing was carried out to determine the accuracy of the 
drowsiness detection system, where in the test, the parameters tested were alarm 
sounds on the drowsiness condition levels. In this drowsiness detection system, a 
person will be said to be drowsy when it is at levels 7–9 and a person will be said to 
be not drowsy when it is at levels 1–6. Therefore, this test was carried out to find out 
the sound of an alarm. If the alarm goes off at levels 7–9 then the alarm is true but if 
it goes off at levels 1–6 then the alarm is false. The accuracy value is obtained from 
the number of true values on the alarm on the entire data. The results of the accuracy 
at each measurement period are presented in the following Fig. 10.
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4 Discussion 

Based on the results of the patient monitor test—in which it is a standard tool where 
the result of the patient monitor reading is considered as the actual value—it was 
found that the largest absolute error value of the heart rate is 2.4 BPM and the smallest 
absolute error value of the heart rate is 0.03 BPM, while the average (mean) of the 
absolute error value is 1 BPM. Also, it was found that the largest absolute error 
value of the respiration rate is 2.97 Brpm and the smallest absolute error value of the 
respiration rate is 0.03 Brpm, while the average of the absolute error values is 0.93 
Brpm. Based on these absolute error values, the relative error values were obtained 
where the average of the relative error value of the heart rate is 1.167% and the 
average of the relative error value of the respiration rate is 4.491%. 

The results of the heart rate data distribution chart are presented in Fig. 6. It  
can be seen from the entire drowsiness condition levels, the heart rate value shows 
a decreasing trend line where on each drowsiness condition level the median value 
tends to decrease and the largest data distribution value is on the drowsiness condition 
level 3 because the minimum and maximum values on the KSS scale have a very long 
range compared to other drowsiness condition levels. Likewise with the distribution 
of respiration rate data chart which is presented in Fig. 4, it can be seen from the entire 
drowsiness condition levels, the respiration rate value shows a decreasing trend line 
where on each drowsiness condition level the median value tends to decrease and 
the largest data distribution value is on the drowsiness condition level 4 because the 
minimum and maximum values on the KSS scale have a very long range compared 
to other the drowsiness condition levels. 

To determine the relationship between the drowsiness condition levels and heart 
rate, and the relationship between the drowsiness condition levels and respiration 
rate, correlation testing was carried out on these parameters. The correlation value 
(r) ranges from 1 to −1, the value of closer to 1 or −1 means that the relationship 
between the two variables is getting stronger, on the contrary, the value of closer to 
0 means that the relationship between the two variables is getting weaker. A positive 
value indicates a unidirectional relationship (X goes up then Y goes up) and a negative
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value indicates an inverse relationship (X goes up then Y goes down). The results 
of testing the correlation of heart rate, respiration rate, and drowsiness condition 
levels is presented in Table 1. Based on Table 1, it can be seen that the correlation 
value between the drowsiness condition levels and respiration rate is −0.26 while 
the correlation value between the drowsiness condition levels and heart rate is of 
−0.49 which means that the correlation value between the drowsiness condition 
levels and respiration rate is in the low correlation range while the correlation value 
between the drowsiness condition levels and heart rate is in the medium correlation 
range. The two correlation relationships are negatively valued, which means that 
the two relationships have an inverse relationship, namely the greater the drowsiness 
condition levels, the smaller the respiration rate and heart rate. This results are similar 
to the chart of the distribution of heart rate and respiration rate data. Based on the 
results of correlation testing, it can be concluded that the two parameters, namely 
the heart rate and respiration rate, have an inverse relationship with the drowsiness 
condition levels even though the respiration rate correlation value is included in the 
low correlation range. 

The next is drowsiness classification testing which was carried out to determine 
the accuracy of the drowsiness detection system. This test was carried out by looking 
at the true and false values of the output alarm in the drowsiness detection system. 
The results of this test are presented in Fig. 5. Based on the results of the drowsiness 
classification testing, it was found that the largest accuracy value was obtained at a 
value of 90.5% in the morning and the smallest accuracy value was obtained at a 
value of 81% in the evening. This was because in the morning, people are usually 
in a low drowsiness conditions so that the drowsiness detection system will always 
detect respondents as people who are not sleepy, unlike the condition found in the 
evening, where the drowsiness detection system will have a low level of accuracy 
because in the evening (at night) people usually are in a high drowsiness condition 
so that the drowsiness detection system often experiences misclassification when 
switching from a non-drowsy condition to a drowsy condition. This accuracy value 
is caused by the correlation values between the drowsiness condition levels and heart 
rate which is only moderate, and the drowsiness condition levels and respiration rate 
which is low. 

When compared to previous studies [17], the accuracy of the drowsiness detection 
system with the threshold method is still much lower than with the machine learning 
method. But, this study has succeeded to measure the heart rate and respiration 
rate with sensors that are non-instructive [17, 33]. Based on these results, it can 
be concluded that the accuracy results of the drowsiness detection system with the 
threshold method have poor results if applied to their actual conditions because it 
still has a fairly low accuracy value.
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5 Conclusion 

This study was conducted to determine the accuracy of the drowsiness detection 
system using the threshold method with heart rate and respiration rate parameters 
and to create a drowsiness detection system that is not instructive in drivers. The 
results showed that the correlation value between the drowsiness condition levels 
and respiration rate is low, with a value of −0.26 and the correlation value between 
the drowsiness condition levels and heart rate is moderate, with a value of −0.49, but 
these two values show a negative correlation value which means that every increase 
in the drowsiness conditions will make the heart rate and respiration rate decrease. 
The drowsiness detection system using the threshold method with heart rate and 
respiration rate parameters has a low accuracy value when drivers are in a condition 
between drowsy and not drowsy. Therefore, it is still difficult to apply to the actual 
driving conditions. However, this study has succeeded to develop a non-instructive 
drowsiness detection system for drivers, so it is hoped that subsequent studies will use 
a machine learning sleepiness classification system by using non-instructive sensors 
so that they can improve the accuracy of the sleepiness detection system and apply 
it to actual driving conditions. 
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Comparing Machine Learning and Deep 
Learning Approaches to Diagnose 
Epilepsy Disease 

Shahed Salehzehi, Elyas Irankhah, and Maryam Sabet 

Abstract Even though, epilepsy is recognized as a component of brain disease, and 
seizures in these diseases vary from person to person. This study aimed to imple-
ment some procedures based on machine learning and deep learning on EEG signal 
frequency, where they were compared with each other. Accordingly, to extract more 
accurate statistical features such as the Short-Time Fourier Transform (STFT) envi-
ronment in terms of which artificial intelligent algorithms are the most effective 
applications for early diagnosis in epilepsy disease, is the significant point of the 
research. After removing the noise from the EEG signal, it entered the STFT envi-
ronment, where its spectrogram was determined. In the STFT environment, the statis-
tical features of the signal have been extracted, which are segmented at a frequency 
sampling rate of 173.61 Hz in the form of triangular windows. Finally, seven segmen-
tations have been obtained, in each of which four features have been extracted, for a 
total of 28 statistical features. Technically, in terms of the deep learning algorithm, 
feature extraction is done by performing CNN models such as Xception, Efficient-
NetB0, ResNet50, and VGG16, which are given as inputs to a simple model with 
the label of being healthy or an epileptic patient, and then the classification of two 
classes has been applied. In addition, in the machine learning algorithm, basically, 
the EEG signals were transferred from the time domain to the STFT domain while 
they were placed next to each other, where we applied an ANOVA feature selection, 
and extracted 10 main features, which are given to the model as inputs. Furthermore, 
K-Fold Validation was performed in the dataset evaluation and division section, and 
eventually, the results were computed in the Support Vector Machine (SVM) model, 
which equaled 95%, Linear Discriminant Analysis (LDA) equaled 97.5%, and K-
nearest neighbors (KNN) equaled 90%. As a conclusion, the study has been figured
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out that the deep learning algorithm has better performance than the machine learning 
algorithm in order to early diagnose epilepsy disease. 

Keywords Epilepsy disease · Machine learning · Deep learning · EEG signals 

1 Introduction 

In the human world, the impact of machine learning models is felt more than ever 
in human lives, which means machine learning has presented a great assistant to 
humans, especially in treatment environments as new sciences are being discov-
ered [1]. Actually, by making progress in science, the deep learning model, is more 
complex. According to this truth, brain disorders can be different in humans, and 
seizures caused by epilepsy are also able to occur in several ways of spectrum. These 
spectra, which have been created through the electrical activities in the brain, have 
characteristics that can be potentially effective in either improving or diagnosing. 

Nowadays, many approaches are applied to diagnose the disease, such as Machine 
Learning, Deep Learning, utilizing different Neural Networks, etc., although, the 
significant point in these procedures is how to implement them and how to extract 
features from them. In addition, it should be stated that, in some of the mentioned 
approaches, researchers are working to get the best, most optimal novel procedures. 
For example, Yang Li published a study that brain signals can be classified using 
the LPP algorithm. Of course, such a work is not able to figure out and classify 
epileptic seizures definitively, however, it can be increasingly effective. In addition, 
G. Shahraki has proposed that the mixture of EEG signals data with MRI images are 
practical in early diagnosis. Conversely, this study emphasized about existence of a 
relationship between the image and the signals, which are progressing the process of 
diagnosis in the disease [2–4]. One of the issues to consider in the field of artificial 
intelligence, which is known as deep learning, can be seen in H. Li’s study that 
has gained the adequate results by implementing the classification of EEG signals 
through deep learning models [5]. 

Actually, how to extract the EEG signals is one of the most important points that 
is typically emphasized in diagnosis even in clinical works. Particularly, to obtain 
optimal accuracy in terms of machine learning features, some studies have focused 
on EEG frequency, which is the appropriate environment to extract more details 
[6, 7]. 

As regards machine learning models, it should be considered that diagnosing brain 
diseases require to intervene human generally, but by machine learning techniques 
this issue would be removed, where the machine learns how to perform with the 
scripts [8, 9]. Many works recently have been done by utilizing deep learning algo-
rithms, for example, in the study of the entire part of the process implemented by 
Xception networks with an accuracy percentage of 98.47%, which is compared to the 
current study this number has reached 100% diagnosis of the epilepsy disease. These 
days, recent research has proven that engineers and MD doctors in the field of artificial
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intelligence have not yet achieved a coherent and definitive procedure in the treat-
ment of epilepsy or its early diagnosis, and they are looking for the implementation 
of algorithms to achieve that as soon as possible [10, 11]. 

The cited studies believe that the implementation and applying of deep learning 
algorithm is an advantageous way to carry out diagnostic purposes in the human 
brain diseases. Although, this path is delighted, but benefiting from other paths such 
as machine learning algorithms along with deep learning have shown a proof to 
demonstrate the superiority of each of them. 

In the continuation, it would be appeared to see how machine learning has been 
applied in this study by STFT, also how to take out the results by feature selection 
tools. Additionally, it should be noted that this issue clearly shows how, based on 
other studies and research, there is a relationship between the implemented methods 
that can improve their ideas and methods. 

2 Materials and Method 

2.1 Dataset 

The dataset used in this work was prepared in collaboration with the University of 
Bonn,1 Germany, and was analyzed in three cases. The first condition is normal 
people who have subtitles A and B, the second condition includes people who had 
epilepsy but did not have seizures, which is included in the C and D subgroups; 
and eventually, the third condition includes people who have epilepsy and seizures, 
who have been placed in the E subgroup. Technically, it has been considered only 
healthy people in A group with severe people in E group while we were comparing 
the feature extraction results with each other in these groups. Frequency sampling 
equaled 176.3 by a single channel in the 100 cases in each group. Figure 1 represents 
the EEG signal for the normal and epileptic groups in the time domain.

2.2 De-noising EEG Signal 

The modification of noise removal methods has been proposed in order to reduce the 
distortion of the signal. Actually in these methods, the effects of frequency correction 
are adjusted in such a way that by leaving a certain amount of initial noise, a certain 
improvement in the signal-to-noise ratio is achieved, and instead, the distortion of 
the signal is minimized [12]. By applying a parameter, the benefits of several noise 
removal methods are adjusted to achieve a certain level of noise removal. In fact,

1 https://www.ukbonn.de. 

https://www.ukbonn.de
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Fig. 1 Shown the frequency EEG signal in time domain (from above, respectively, normal people, 
epileptic people)

de-noising EEG signals by transferring them to the wavelet environment uses two 
filters, which are: the average filter and the detail filter [13]. 

2.3 Short-Time Fourier Transform (STFT) 

According to the studies, one of the cons of the classical Fourier transform is that 
it does not reflect the local behavior of the signal. Technically, a simple way to 
overcome this problem is to compare the signal with basic functions localized in 
both time and frequency domains [14]. Actually, short-term Fourier transform, or 
STFT, is one of the primary methods of comparing signals with these preliminary 
functions, which are defined as follows (1): 

STFT(t, ω) = 
+∞∫

−∞ 

s(τ )γ ∗ 
t,ω(τ )dτ (1) 

where STFT(t, ω) indicates the window function, s(τ ) indicates the signal which 
is transformed. In the above expression, γ(t) is a time function with limited length
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called the window function where the short-term Fourier transform is the windowed 
Fourier transform of the signal in different time intervals. This conversion is also 
written as follows also (2): 

STFT(t, ω) = 
+∞∫

−∞ 

s(τ )γ ∗(τ − t)e− jωτ dτ = <s(t), γ  (τ − t)e jωτ > 

γt,ω(τ ) = γ (τ − t)e j ωτ (2) 

where the variables such as γt,ω(τ ) are discrete and quantized. 

2.4 Spectrogram Images 

Nowadays, research has shown that the power of a signal over time would be 
displayed at different frequencies as a waveform by a spectrograph. Thus, spec-
trograms are able to be displayed as two-dimensional graphs with a third variable 
represented by colors. Plus, the same applies to 3D graphs with a fourth color gamut. 
Based on the following figures, the spectrogram of normal people as well as epileptic 
group are plotted as shown in Figs. 2 and 3. 

Fig. 2 Spectrogram images in normal people
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Fig. 3 Spectrogram images in epileptic patients 

2.5 Machine Learning 

Machine learning algorithms perform computational and statistical approaches to 
learn directly from data rather than using a predetermined equation that might operate 
like a model. The efficiency of machine learning algorithms improves by increasing 
the number of samples and data during the learning process [15–17]. For an example 
in this context, “deep learning” is a subset of machine learning that trains computers 
to imitate human characteristics. Basically, deep learning has provided better perfor-
mance parameters than conventional machine learning algorithms [18, 19]. Based 
on the input data and issues including whether they are labeled or unlabeled, the 
machine learning algorithm makes an estimate of a pattern in the data. At this stage, 
a decision must be made regarding the type of data, the algorithm execution method, 
and the problem-solving approach that should be selected. In addition, if the model 
can correlate well with the data in the training dataset, the weights are adjusted to 
reduce the accuracy difference between the previously known models and the newly 
created model estimate [20, 21]. The machine learning algorithm iterates this opti-
mization as well as an evaluation process where it automatically updates the weights 
until the desired goal is reached. Technically, based on the machine learning algo-
rithm, three significant classifiers have been applied on the dataset which are: Linear 
discriminant analysis (LDA), Support Vector Machine (SVM), and k-nearest neigh-
bors. As it mentioned clearly in the Table 1. In the result section, the highest accuracy 
percentage founded on dataset classification is in LDA model.
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Table 1 The accuracy/sensitivity/specificity of classifiers by machine learning models 

Machine learning model Accuracy (%) Sensitivity (%) Specificity (%) 

K-nearest neighbors algorithm (KNN) 90 85 95 

Support-vector machines (SVM) 95 100 90 

Linear discriminant analysis (LDA) 97.50 100 95 

2.6 Deep Learning 

Deep learning is a multi-layered algorithmic machine learning method inspired by 
the neural network of the human brain. Like the deep neural networks in our brains, 
deep learning architecture plays an important role in complementing the processed 
information in the field of artificial intelligence. Concretely, the word “deep” refers 
to the number of layers through which data is transformed during processes. By 
using deep learning, it is possible to teach machines the tasks that humans usually 
do [22, 23]. 

Since this work is applied CNN, these deep neural networks, which work specif-
ically with things like image classification, mimic the neural network found in the 
brain’s visual cortex. As a result, CNNs provide unique insights into the processing 
of specific data. CNNs are networks used when analyzing data including images, 
audio files, and video clips. An input and output layer as well as several hidden 
layers make up the structure of a CNN [24]. 

As mentioned before, one of the most significant deep learning models for 
computer vision and its applications in related fields is convolutional neural networks. 
Convolutional neural networks include a set of “Convolution Layers” and “Pooling 
Layers” that enable the deep learning model to extract relevant features (for modeling 
and decision-making) from “Visual Data” such as images. Due to the existence of 
such “multi-layer architecture” in convolutional neural networks, these networks will 
be able to learn powerful “hierarchical” (hierarchical) features in the image. This class 
of learned features is unaffected by “spatial invariant,” “rotational invariant,” and 
“translational invariant” changes; in other words, this class of methods is unaffected 
by these spatial factors; rotational and translational invariant [25, 26]. 

According to the above description, in this work, it has been attempted to perform 
convolutional neural network weights such as ResNet50, VGG16, EfficeintNetB0, 
and Xception, which are implemented so that the feature extraction process is 
used after the processes [27, 28]. Potentially, the input labels were imported into 
two classes: normal and epileptic patients, for classification into the implemented 
model. In Table 2, the accuracies are computed in order to compare with each other. 
Obviously, the highest accuracy equaled 99% for both VGG16 and EfficeintNetB0.
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Table 2 The accuracy/sensitivity/specificity of classifiers by deep learning models 

Pretrained network Accuracy (%) Sensitivity (%) Specificity (%) 

Xception 98 100 96 

EfficientNetB0 99 98 98 

VGG16 99 98 100 

ResNet50 98 96 96 

3 Results 

In general, as mentioned in the previous sections, the principal goal of this study 
was to compare the outputs of artificial intelligence approaches, which these days 
are playing a significant role in the early diagnosis and treatment of brain diseases. 
According to the results obtained from the machine learning model, the classifiers 
have shown that the lowest accuracy percentage is for KNN which is equaled 90% 
and the highest percentage is obtained by LDA which is also equaled 97.5%. 

In the deep learning model, the spectrogram photos in two classes, normal and 
epileptic patients, are divided into training and testing data, then using the models 
mentioned in Fig. 4 the weights that have already been seen on the ImageNet dataset 
in the form of training, features have been extracted for each image. Eventually, 
the features are entered with their class type as input to the two-class classification 
model while the training model sees, by re-calling the model for the test data, and the 
above evaluation results are obtained, which is the lowest percentage for Xception 
and ResNet50 the highest is for VGG16 as well as EfficeintNetB0. As is obvious, 
the performance of the deep learning algorithm has been better compared to the 
performance of the machine learning algorithm (Figs. 5, 6, 7, 8 and 9). 

Fig. 4 Deep learning algorithm block diagram
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Fig. 5 Deep learning architecture 

Fig. 6 Confusion matrix for machine learning models
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Fig. 7 The accuracy, sensitivity, specificity of classifiers by machine learning model 
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Fig. 8 The accuracy, sensitivity, specificity of classifiers by deep learning model

4 Discussion 

In general, the diagnosis of epilepsy is basically one of the most challenging brain 
diseases and is usually discussed among scientists and MD doctors. In this regard, 
some engineering-science procedures would be beneficial to MD doctors for early 
diagnosis. As stated in the study, machine learning and deep learning algorithms that 
apply classifiers have shown significant effectiveness [29]. Since one of the main 
effects in the occurrence of epilepsy is the disorder of brain electrical activity, which 
is called seizures, they should be controlled as much as possible. This issue can 
be predicted to some extent through recording the electroencephalography, or EEG 
signals. Classifiers are able to be performed in line with the accuracy of data output, so 
that, as the study mentioned, the results have been compared with new deep learning 
models such as neural networks. Eventually, results were obtained for the two classes,
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95.92, and 98.08%, respectively. In another study, applied machine learning and 
deep learning methods are used to diagnose psychiatric disorders including bipolar 
disorder by EEG signals. Overall, four models of the machine learning algorithms 
were implemented, which are: an extreme gradient boosting (XGB), k-nearest neigh-
bors (KNN), decision tree (DT), Gaussian Naïve Bayes (GNB), and support vector 
machine (SVM), while the best percentage obtained was equal to 94% by XGB [30]. 
It is worth noting that based on the previous evidence and research, the studies whose 
accuracy percentage is above 90% have better performance in terms of processing 
and diagnosing the disease. On the other hand, some researchers, believe that auto-
matic deep learning algorithms can play a significant role in clinical reports and 
related analyses. In this research, in addition to pointing out the important notes in 
this direction, the VGG-16 neural network model has been applied to validate the 
data for the diagnosis of epilepsy, that the output equaled 98%. It is quite clear that 
compared to the output of the VGG16 neural network implemented in this research, 
which is equal to 98.55, the performance of the trained neural network has been 
better. Accordingly, the study performance in comparison to the others shows the 
better efficiency where the authors have attempted to improve the results as well as 
optimize them. Finally, this issue proved that, to achieve the purpose of early diag-
nosis of epilepsy disease, it is necessary to develop and implement the deep learning 
algorithms [21]. Since the review of the implemented models in voluminous dimen-
sions has not been done in terms of datasets, it is important to note that the diagnosis 
of brain diseases and disorders through artificial intelligence algorithms is highly
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dependent on pre-recorded clinical datasets. In fact, these algorithms are meant to 
facilitate the processing of high volumes of clinic data. According to the statistical 
community of epileptic patients, data creation is a costly method with a long dura-
tion to be able to gather the patient’s clinical data in a comprehensive and complete 
manner. Although, today with the existence of specialized centers in these fields, this 
has become easier, but there are still data creation problems. 

5 Conclusion 

In this study, the original purpose is to compare the outputs of two substantial algo-
rithms in artificial intelligence. As it was shown in this result comparison that in the 
feature extraction stage, verity of the features which are not extracted by the user, 
are extracted with the algorithm in which this issue shows the disadvantage of this 
algorithm, so that in the deep learning algorithm extraction, the feature is going to 
extract automatically. All these descriptions are based on the numerical results which 
is LDA equaled 97.5% by machine learning and 98.08% by deep learning. In future 
work, this will be attempted by applying algorithms such as GNN networks or graphs 
neural network in order to better and more accurately diagnose the disease. 
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