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Abstract Presently due to technological advancement in computational logic based 
on intelligent computing using neural networks, ANN has become one of the solu-
tion techniques which gives adaptability and self-learning capability to the antenna 
system. A technique of antenna parameter adaptation under different conditions has 
been carried out in this work. The present technology of machine learning and neural 
network computations give good support to various antenna parameters, design in an 
optimized manner. Demand for fast and highly accurate computations are often satis-
fied using the models of artificial neural network. The ANN training algorithms help 
in the simulation of the results to minimize the error with high-accuracy geometric 
dimensions. Various EM simulators are available for designing microstrip patch 
antenna, but they all need a number of iterations and time-consuming processes to 
get actual data and develop the real prototype. Artificial Neural Networks have the 
capability as a fast and flexible solution to EM modelling, simulation and optimiza-
tion also has the ability to respond precisely to the inputs which are in the interval 
or having inequality constraints. This chapter presents the artificial neural network 
modeling of rectangular microstrip patch antenna in an X-band region and analysis 
of the ANN model by using nftool in MATLAB through three different kinds of 
training algorithms. The best validation and training performances are observed and 
noted with various epochs and varying the number of hidden neurons. The minimum 
error values and best regression plots are also observed. To verify this observation 
rectangular microstrip patch antennas are designed and studied. The results show the 
usefulness of the antenna in the X-band region.
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Introduction 

The microstrip patch antenna design requires a set of complex requirements, which 
are calculated through some equations. The resonant frequency of MPA is a very 
important parameter related to its geometry which consists of the length, width of 
patch and dielectric constant of the substrate. Due to the compactness and excel-
lent radiator, MPA has wide area usefulness in recent mobile antenna, aircraft, 
remote sensing and satellite communication. Various EM simulators are available 
for designing MPA, but they all need a number of iterations and time-consuming 
processes to get actual data and develop a real prototype. Though neural networks 
have the capability as a fast and flexible solution to EM modelling, simulation and 
optimization. Artificial neural network accurately respond to a new data set in a deter-
mined interval of interest, which is defined during the training phase. They are also 
able to provide results closer to the reality, once calculated data set is used (Güney 
et al. 2001; Haykin 2001; Silva 2006; Karaboga et al. 1999). MLP is a multi layer 
perception is very suitable for modelling high-dimensional and very non correlated 
problems.The multi layer perception mainly has three layers, which include one or 
more hidden layers.. The design of a rectangular patch antenna has been done using 
MLP (Ali Heidari 2011). A detailed study of multilayer perceptron neural networks 
has been conducted in Kala et al. (2013). Artificial Neural Network design of a 
microstrip antenna is clearly explained in Tamboli and Nikam (2013), Turker et al. 
(2004) and Thomas et al. (2014) displays the entire neural network toolbox concept. 
Levenberg–Marquardt (LM) algorithm, Bayesian Regularization(BR) training algo-
rithm and Scaled Conjugate Gradient(SCG) training algorithm are generally used to 
train the multi layer perception for modelling. A stacked antenna with 2 radiating 
patches using neural network training algorithm has been proposed to find resonant 
frequencies (Jain et al. 2009). The network takes the various design parameters of the 
patch antenna as input and gives both upper resonant frequency and lower resonant 
frequency (Bisht and Malik 2022; Pandey et al. 2022; Vishnoi et al. 2023). In this 
chapter RMPA for the X-band region has designed with HFSS and S11 parameters 
and maximum gains are discussed. It also analyzed through ANN modelling and their 
performances are compared through different training algorithms, such as Leven-
berg–Marquardt training algorithm, Bayesian Regularization training algorithm and 
Scaled Conjugate Gradient training algorithm.
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Methods of Analysis for Proposed Model 

Artificial Neural Network is basically composed of several computational units 
known as neurons. They are mainly multiple processing units and connected through 
communication channels called links, associated with their respective weights. The 
weights used for storing the knowledge also represent the biological synapses 
of neurons, which are the existing connections between them. The model of an 
individual neuron consists of following components:

. Weights which are a set of synapses.

. A function that combines the weighted input signals.

. An activation function to limit the amplitude of the signal output of the neuron. 

There are so many methods available for the design of microstrip patch antenna. To 
get proper result, it is very difficult to develop real prototypes for specific applications. 
So the ANN technique is the best option to get the design parameters. 

From the physical parameters of microstrip antenna, the resonant frequency can 
be estimated to use a model. Other parameters like radiation pattern, bandwidth and 
directivity can also be calculated. Some methods commonly used are the transmission 
line, cavity and full wave. The transmission line method (TLM) is an approximate 
method which is considered to be the simplest method and it provides good insight 
of mechanism of radiation, however, is the least accurate (Turker et al. 2006). 

In order to generate the network learning a training database has to create which 
must contain both the network input and the required output. In the proposed method 
of ANN design, one model has been analyzed as shown below in Fig. 15.1. 

The analysis of proposed models has been developed by using the Levenberg– 
Marquardt training algorithm, Bayesian Regularization training algorithm and Scaled 
conjugate gradient training algorithm with MATLAB17. The data set is calculated 
from microstrip patch calculator. The generated data is used for training and testing 
of ANN for both the analysis model. In our case the database contains 25 examples.

Fig. 15.1 The MLP3 ANN 
architecture at X-band 
frequencies 
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Table 15.1 Range validity of 
the proposed ANN model 

Parameter of MSA Minimum range Maximum range 

resonant frequency(fr) 8 GHz 12 GHz 

Permitivity of dielectric 
substrate(er) 

2.2 4.4 

Height of substrate(h) 0.5 mm 2.5 mm 

Length of radiating 
patch(L) 

4.615 mm 12.398 mm 

Width of radiating 
patch(W) 

7.557 mm 14.823 mm 

Considering this ANN technique as an effective tool for nonlinear approximations has 
been used in this work to identify the relationship between the physical parameters 
of antenna system and its performances. In the analysis design as shown in Fig. 15.1, 
input data are resonant frequency(fr), permitivity of dielectric substrate(er) and height 
of substrate(h). The output data are length(L) and width(W) of a radiating patch 
antenna, whose ranges are given in Table 15.1. 

Statistical Analysis of Proposed Method 

In this proposed model, three statistical indices such as Levenberg–Marquardt, Scaled 
conjugate gradient and Bayesian Regularization training algorithms are used for the 
accuracy evaluation of the performances and results.

. Levenberg–Marquardt training algorithm: It is damped least square(DLS) used 
to solve the generic curve fitting problems with the local minimum finding which 
may not be the global minimum, shown in Eq. 15.1. 

S(α) =
.n 

j=1

[
y j − f (x j , α

)]2 
(15.1) 

where n is a given set of independent and dependent variable (xj,yj). The 
algorithm find the parameter α of the model curve f(x,α) so that sum of squares 
of deviations S(α) is minimized.

. Scaled conjugate gradient training algorithm: SCG algorithm is a feed-forward 
and supervised algorithm for Artificial Neural Network which shows that in 
connections there are no loops between the units, shown in Eq. 15.2. 

Sk = [E(Wk + σk Pk)E(Wk)]
/

σk (15.2)

. Bayesian Regularization training algorithm: BR algorithm reduces the need for 
lengthy cross-validation and it is more robust than the standard back-propagation 
methods, where to solve non-linear least squares problems, shown in Eq. 15.3.
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X = argMax  P(Cb)π np
(

yi 
Cb

)
. (15.3) 

The neural fitting tool of MATLAB is mainly used to analyze the performances 
and results. 

Antenna Designs 

Within X-band 8–12 GHz four rectangular microstrip patch antennas are designed 
in HFSS with the Permitivity of dielectric substrate 2.2 for 8 GHz, 9 GHz, 10 GHz 
and 2.94 for 8.5 GHz as mentioned in Table 15.2.

The design of antenna which is operating in 8 GHz with inset fed is shown in 
Figure 15.2.

Results and Discussion 

The proposed ANN model is trained with three different types of training algorithm, 
considering the number of hidden neurons 10,20,30,40 and 50. All are tested with 
two categories of number of data samples. In first category out of 25 samples, 17 
samples are taken as training data, 4 samples are taken as validation data and 4 
samples are considered to testing data. The performance with number of epoch, 
gradient, regression and zero error point values are noted and mentioned in Table 
15.3. The average value of performances and average zero error point, for all 3 
training algorithms are calculated.

All the readings for 3 training algorithms are taken from the respective plots, 
for the analysis. The best validation performance values are taken from the plot 
of mean square error vs number of epochs. With hidden neurons 10, for category 
I, the LM training algorithm gives the best validation performance as 0.12796 at 
epoch 5 as shown in Figs. 15.3 and 15.4 shows the gradient as 1.2112e-8. The error 
histogram diagram with 20 bins is shown in Fig. 15.5, for the three steps of training 
data, validation data and testing data in ANN modelling. The zero error has come at 
0.006322 and illustrated with a yellow standing line in the graph with 35 instances in 
training set. The regression value comes best as 0.99764 for the same and shown in 
Fig. 15.6. With 40 hidden neurons in the same case, error comes to very minimum as 
−0.0171. Though its regression is 0.91083 less than the previous case but it is a good 
value. The average of performance with LM training algorithm is 1.9906. Similarly 
the average performance value for BR and SCR training algorithm are 1.21e-08 
and 1.790274 respectively. Performance of LM training algorithm is better than BR 
and SCR training algorithm whereas error is minimum in BR training algorithm as 
compared to others.
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Fig. 15.2 RMPA with 
resonant frequency 8 GHz 
with er = 2.2

The number of epochs are very large in the Bayesian regularization training algo-
rithm as compared to LM and SCR training algorithm. So regression is near about to 1 
and error is also minimum in BR alg. Figure 15.7 shows the best training performance 
of category I with the Bayesian Regularization algorithm with 10 hidden neurons. 
When hidden neurons are 30, the zero error comes at −6.5e-5 shown in Fig. 15.8.

Similarly in the second category out of 25 data, 15 samples are considered for 
training data, 5 samples are for validation and 5 samples for testing. All of their 
performances with various epochs, gradient, regression and zero error point values 
are mentioned in Table 15.4. The number of epochs in BR is large as compared to 
SCR and LM algorithm. Regression values are near to 1 with less values of error. 
In this case average performance of SCR training algorithm is 9.654902 which is 
maximum as compared to other two training algorithm, but average zero error point 
value is minimum in the BR training algorithm as compared to LM and SCR training 
algorithms.

The S11 parameters of all four designed antennas are−28.8 dB,−10.8 dB,−11 dB 
and −18.7 dB for 8Ghz, 8.5 GHz, 9 GHz and 10Ghz respectively as mentioned in 
Table 15.2. The best value for S11 parameter comes for 8 GHz as shown in Fig. 15.9. 
Similarly the simulated maximum gain for designed antennas is 7.9 dB, 7.6 dB, 
7.4 dB and 6.8 dB for 8Ghz, 8.5 GHz, 9 GHz and 10Ghz respectively. The best value 
for maximum gain is 7.9 dB for 8 GHz resonant frequency as shown in Fig. 15.10.

Conclusion 

The physical parameters of rectangular microstrip patch antenna in X-band(8– 
12 GHz) region are considered as the dataset for ANN modelling in which input 
data are resonant frequency(fr), permitivity of dielectric substrate(er) and height of 
substrate(h). The output data are length(L) and width(W) of radiating patch antenna.
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Fig. 15.3 Performance of 
data set in category I with 
LM algorithm with 10 HN 

Fig. 15.4 Gradient in 
category I with LM algo with 
10 HN 

Fig. 15.5 Error histogram diagram showing zero error in category I with LM algo with 10 hidden 
neurons
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Fig. 15.6 Regression curve diagram in category I with LM algo with 10 hidden neurons

The model is analyzed with three different kinds of training algorithm such as Leven-
berg–Marquardt training algorithm, Bayesian Regularization training algorithm, and 
Scaled conjugate gradient training algorithm with MATLAB17. The analysis has 
been carried out by considering different numbers of data sets for training, valida-
tion and testing in two catagories. In each case a number of hidden neurons are 
varying for each of the three algorithms. For all cases performances with number 
of epochs, gradients, regression and error values are observed. The average value 
of performance and zero error point for all three training algorithms are calculated. 
RMPA is designed for different resonant frequencies within X band and simulated 
S11 parameters and maximum gains are observed.



15 ANN Modeling and Performance Comparison of X-Band Antenna 199

0 100 200 300 400 500 600 700 800 900 1000 

1000 Epochs 

10-8 

10-6 

10-4 

10-2 

100 

102 
M

ea
n 

S
qu

ar
ed

 E
rr

or
  (

m
se

) 

Best Training Performance is 3.7479e-08 at epoch 1000 

Train 

Test 

Best 

Fig. 15.7 Category I with BR algo with 10 hidden neurons 

Fig. 15.8 Error histogram diagram in category I with BR algo with 30 hidden neurons



200 S. Pani et al.

Ta
bl
e 
15
.4
 
Pe
rf
or
m
an
ce
s 
of
 c
at
eg
or
y 
II
 

Ty
pe
s 
of
 tr
ai
ni
ng
 

al
go

ri
th
m
 

C
at
eg
or
y-
II
 

T
ra
in
in
g 
da
ta
-1
5 
sa
m
pl
es
 

V
al
id
at
io
n 
da
ta
-5
 s
am

pl
es
 

Te
st
in
g 
da
ta
-5
 s
am

pl
es
 

N
o 
of
 

hi
dd
en
 

ne
ur
on
s 

pe
rf
or
m
an
ce

A
ve
ra
ge
 v
al
ue
 

(p
er
fo
rm

an
ce
) 

ep
oc
h

G
ra
di
en
t

R
eg
re
ss
io
n

Z
er
o 
er
ro
r 

po
in
t 

A
ve
ra
ge
 z
er
o 

er
ro
r 
po
in
t v

al
ue
 

L
ev
en
be
rg
–M

ar
qu
ar
dt
 

tr
ai
ni
ng
 a
lg
or
ith

m
 

10
0.
02
2

7.
44

5
1.
04
71
e-
8

0.
96
20
6

0.
01
78
3

0.
00
41
38
 

20
0.
42
49
1

3
8.
81
39
e-
14

0.
96
57

−0
.0
46
71
 

30
6.
62
9

3
1.
83
85
e-
14

0.
87
85
9

−0
.1
84
9 

40
6.
92
83

1
9.
89
57
e-
8

0.
82
5

0.
17
82
 

50
23
.1
98
2

3
1.
11
45
e-
12

0.
68
38
6

0.
05
62
7 

B
ay
es
ia
n 
re
gu

la
ri
za
tio

n 
tr
ai
ni
ng
 a
lg
or
ith

m
 

10
2.
41
08
e-
9

8.
53
e-
09

10
00

2.
68
29
e-
6

0.
99
99
9

−0
.0
01
01

−9
.5
e-
05
 

20
7.
08
93
e-
10

10
00

3.
15
21
e-
6

0.
99
99
8

0.
00
22
46
 

30
8.
87
33
e-
16

99
7

2.
46
92
e-
7

1
−0

.0
00
22
 

40
3.
95
26
e-
8

58
2

7.
57
11
e-
7

0.
99
99
8

−0
.0
01
79
 

50
5.
57
39
e-
16

70
5

7.
68
48
e-
6

0.
99
99
9

0.
00
02
98
 

Sc
al
ed
 c
on

ju
ga
te
 g
ra
di
en
t 

tr
ai
ni
ng
 a
lg
or
ith

m
 

10
0.
79
94
1

9.
65
49
02

8
0.
48
59

0.
93
22
2

0.
06
99
8

−6
.1
3e
-0
2 

20
9.
55
08

10
0.
83
77
4

0.
74
41
5

0.
09
68
2 

30
2.
47
37

50
0.
11
88
4

0.
93
41
4

−0
.0
81
4 

40
19
.8
75
5

10
1.
67
8

0.
78
14
6

0.
17
96
 

50
15
.5
75
1

4
3.
14
67

0.
30
14
4

−0
.5
71
3



15 ANN Modeling and Performance Comparison of X-Band Antenna 201

Fig. 15.9 S11parameter of RMPA at 8 GHz resonant frequency 

Fig. 15.10 Maximum gain of RMPA at 8 GHz resonant frequency
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