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Abstract The polycystic ovary syndrome diagnosis is a problem that can be lever-
aged using prognostication based learning procedures. Many implementations of 
PCOS can be seen with Machine Learning but the algorithms have certain limi-
tations in utilizing the processing power graphical processing units. The simple 
machine learning algorithms can be improved with advanced frameworks using 
Deep Learning. The Linear Discriminant Analysis is a linear dimensionality reduc-
tion algorithm for classification that can be boosted in terms of performance using 
deep learning with Deep LDA, a transformed version of the traditional LDA. In this 
result oriented paper we present the Deep LDA implementation with a variation for 
prognostication of PCOS. 
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1 Introduction 

The use of medical research data for various statistical tasks has been done from a 
prolonged period of time. The data after having consistent number of records can 
be utilized for deriving inference using prognostication methods. The methods that 
fall under the area of inferential statistics [1] which are extended with applied areas 
of statistics can be used, one of which can be used is Machine Learning [2]. Task 
of prognostication based on data can be done by learning patterns from the data 
using machine learning. The dataset that we have used in this paper is pertaining 
to polycystic ovary syndrome [3] diagnosis, which falls under the classification [4] 
category. Classification has 2 sub-divisions, viz. Binary and Multi-Class where the 
data used in this paper falls under binary classification [5] precisely. The methods 
using Machine Learning have already been performed on polycystic ovary syndrome
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abbreviated as PCOS using logistic regression [6], bagging ensemble methods [7], 
discriminant analysis [8], stacked generalization [9], boosting ensemble methods 
[10] and deep neural networks [11]. The use of deep learning is evident and we want 
to focus on the more variations that can be brought into the current state-of-the-art 
system. Deep Learning [12, 13] provides more depth of learning as compared to 
machine learning and is used when the amount of parameters in dimensions are 
high. The PCOS dataset has over 41 dimensions which are enough for instating 
the use of deep learning. The variation we wanted to perform was related to some 
machine learning algorithm that can be leveraged with power of deep learning. The 
implementation of any machine learning algorithm using a library like scikit-learn 
[14, 15] meets limitations in terms of utilization with GPU processing power. For 
the same reason, using a mature framework like Tensorflow [16] can definitely bring 
change to the working. This is where we decided to work with parametric learning 
method which works with simple and definite procedures. The parametric learning 
method we focused on using was discriminant analysis [17, 18] which has variations 
in it where we focused on Linear Discriminant Analysis [19]. This actually accounted 
for an idea that training the linear discriminant analysis with deep learning style 
will yield us Deep Linear Discriminant Analysis [20, 21] which has been already 
been discovered and we decided to proceed with out implementation using it. The 
variations that we brought in the network will be explained in further sections of this 
paper. 

2 Methodology 

This section of the paper gives detailed insights about the implementation and 
approach we have taken to solve the problem. The model considering the implemen-
tation with respect to Deep LDA [20, 21] revolves around the idea of the convolu-
tional neural networks [22–25]. The modification can be done to work with numerical 
values. This has been implemented by various developers and names of the developers 
are given in the acknowledgement section of the paper. The Deep LDA is basically 
an implementation of latent representations in linearly separable method. The Deep 
LDA is an extensive implementation of the traditional Linear Discriminant Analysis 
which was intended for dimensionality reduction based classification methods. The 
implementation consists of 2 phases, first phase consists of linear discriminator as 
the deep neural network and second phase consists of support vector machine for 
detailed classification. 

2.1 First Phase 

The Fig. 1 gives depiction of first phase of the implementation. The input layer takes 
41 dimension of features from the data. This is passed on to one dense layer that has



Deep Linear Discriminant Analysis with Variation for Polycystic Ovary… 27

Fig. 1 First phase with LDA 
implementation 

1024 hidden neurons. The L2 regularization [26] is applied as a kernel regularization 
for the layer. The activation function is used sigmoid [27]. The rectified linear unit 
abbreviated as ReLU [28] is the activation function commonly used for deep learning 
methods but using sigmoid ensures linear based system such as developed for linear 
discriminant analysis. The parameters learned from the first hidden layer are 43,008. 
Similar type of hidden layers are repeated twice, where second hidden layer learns 
1,049,600 parameters and third hidden layer also learns same amount of parameters. 
The output layer consists of 1 hidden neuron with sigmoid activation function and 
learns 1025 parameters. The network learns total of 2,143,233 parameters where 
all the parameters are trainable. The loss function used is binary cross-entropy that 
differs from the original implementation of deep LDA paper. The loss optimizer used 
is Adam [29] optimizer with learning rate of 1 ∗ 10−5 that roughly denotes 0.00001. 
The implementation is done using Keras [30] over Tensorflow [16] back-end trained 
for 100 epochs with 64 as batch size. 

2.2 Second Phase 

The Fig. 2 depicts the second phase implementation. This is done using Support 
Vector Machine [31] implementation with neural network inclination. The input 
layer is connected to hidden layer with 100 hidden neurons with ReLU [28] activation 
function. This layer learns 200 parameters. This layer is connected to dropout [32] 
layer with 50% threshold and does not learn any parameters. The output layer has 
1 hidden neuron and has sigmoid activation function for binary classification and 
learns 101 parameters. The total parameters learned are 301 and the network uses
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Fig. 2 Second phase with 
SVM implementation

binary cross-entropy. The loss optimizer used is Adam [29] optimizer with 1 ∗ 10−5 

that approximately denotes 0.00001 learning rate. The network is trained with 100 
epochs and 64 as batch size. 2.3 Complete Network (Fig. 3). 

The complete network is accumulation of first and second phase where the output 
of the first phase is the input for second phase. The output of the first phase is 1-
dimensional array from 41-dimensional output. This is given as an input to the second 
phase of the network and final prediction which is 1-dimensional is achieved. The 
both phases are trained independently and the output is retained from first phase and 
given as second phase. The results of the network will be given in succeeding section 
of the paper. 

3 Results 

3.1 Accuracy and Loss for First Phase 

The training and validation accuracy graph can be seen from Fig. 4 and the infractions 
between the training and validation accuracy seem a bit wider but the values for 
training are 98.35% and validation 90.909% respectively. Considering the loss, the 
validation loss has some infraction that can be seen with different metrics the training 
loss is 6.79% whereas the validation loss is 38.05% respectively.

3.2 Accuracy and Loss for Second Phase 

The second phase contains support vector machine and not necessarily the graph 
depiction is right measure but we have included the graph. The inference can be
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Fig. 3 Complete network

drawn as there are no significant changes in the accuracy or loss. All the metrics are 
learnt from the trained parameters of the first phase and it does not make much sense 
to make mappings out of it. The training accuracy for the support vector machine 
phase is generated as 98.354% and validation accuracy is obtained as 90.909% which 
is similar to the first phase training and validation accuracy. The training loss is 6.79% 
and validation loss is 38.052% which is again similar to the first phase. The better 
inference can be generated from different metrics intended for classification and 
not just the graph depictions of the training and validation accuracy as well as loss 
(Fig. 5).
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Fig. 4 Accuracy and loss for the first phase

Fig. 5 Accuracy and loss for the second phase 

3.3 Precision 

The precision [33] is dependent on total number of samples that are predicted to be 
positive among all the set of samples. This is a popular metric for prognostication 
algorithms and requires basic elements of a confusion matrix [34], viz. true positives, 
true negatives, false positives and false negatives. The precision score obtained in 
88.88% which is very close to 1 as expected. 

3.4 Recall 

The recall [33] is a metrics which states all the positive elements from the every single 
predicted element. The recall also utilizes every single element from the confusion
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matrix same as precision. The recall generated for the model is 80% which is again 
a very good score and gives inference that model has performed adequately. The 
recall is not only metric that gives the final inference and more precise metric can be 
obtained. 

3.5 F-Score 

This is a subtle metric that gives the overall flow of how efficiently does the model 
perform. The building blocks of F-score [33, 35] are precision and recall. The F-
Score we got for the model is 84.21%, which is adequately good and proves that 
model performs better on average. 

4 Conclusion 

The idea of entire paper revolves around an experimentation that can be performed for 
polycystic ovary syndrome diagnosis problem. We proved a point that simple machine 
learning algorithms can be leveraged using deep learning for efficient performance 
based inclination. The Deep Linear Discriminant Analysis idea was proven in this 
paper. We also introduced some of our personal variations in implementation and 
they turned out to be effective from the results section of the paper. The paper can 
definitely sum up many lost ideas into practical implementation and enforce many 
young researchers for better development perspective. 
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