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Preface 

“International Conference on Intelligent Computing and Networking (IC-ICN-
2022)” is a platform for conducting conferences with the objective of strengthening 
the research culture by bringing together academicians, scientists, and researchers 
in the domain of intelligent computing and Networking. 

The 14th annual event IC-ICN-2022 in the series of international conferences orga-
nized by Thakur College of Engineering and Technology (TCET) under the umbrella 
of MULTICON ever since the first event of International Conference and Workshop 
on Emerging Trends in Technology was conducted online and offline on 25th and 
27th February 2022. The IC-ICN-2022 event is organized with the insightfulness of 
providing not only a great platform to think innovatively, but also bringing in sync 
the theory and applications in the field of Intelligent Computing and Networking for 
the students, faculty, scientists, researchers from the industry as well as the research 
scholars. This platform is an efficacious link for the students/authors/researchers to 
collaborate and enhance the network with peer universities and institutions in India 
and abroad in the respective domain. The basic aim is to hold the conference where the 
participants present their Research Papers, Technical Papers, Case Studies, Best and 
Innovative Practices, Engineering Concepts and Designs so that the applied study or 
research can be sop up into the real world. Technological development in the domain 
of intelligent computing and Networking is the need of the hour, which will simplify 
our life in an eco-friendly environment with better connectivity and security and this 
conference facilitates the pathway to the purpose. 

Not just inculcating the research culture, IC-ICN 2022 has gained wide publicity 
through website, social media coverage as well as the vigorous promotion by the 
team of faculty members to the various colleges. The IC-ICN-2022 has an affiliation 
with Scopus Indexed journals for intelligent systems, leading publication house and 
conference proceeding with ISBN number. 

Participants applauded TCET for making the event successful and appreciated 
its sound belief in building a strong relationship and bonding by taking care of 
each and every participant’s requirement throughout the event. The two days event 
comprises conferences and workshops with multiple tracks. During these two days, 
there were 200 presentations by national as well as international researchers and
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industrial personnel. Also, the idea presentations with deliberation by the delegates 
were part of the event. We are grateful for the efforts of all the members of the 
organizing and editorial committee for supporting the event and extending their 
cooperation to make it a grand success. 

Team-ICICN-2022 

Arad, Romania 
Bhopal, India 
Mumbai, India 

Valentina Emilia Balas 
Vijay Bhaskar Semwal 

Anand Khandare
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Implementation of a PID Controller 
for Autonomous Vehicles with Traffic 
Light Detection in CARLA 

Shivanshu Shrivastava , Anuja Somthankar , Vedant Pandya , 
and Megharani Patil 

Abstract In the last decade, self-driving cars have witnessed a meteoric rise in 
popularity due to exceptional research in the fields of Edge Computing and Artificial 
Intelligence. Nowadays, autonomous vehicles use elaborate mathematical models 
in tandem with sophisticated Deep Learning techniques to navigate safely. PID 
Controllers have been used ubiquitously by researchers for autonomous vehicles. 
Deep Learning techniques like YOLO allow autonomous vehicles to be able to detect 
a wide range of objects in their surroundings leading to better responses. In this paper, 
a PID controller has been implemented to navigate a vehicle in CARLA Simulator. 
A Custom Traffic Light detection model has also been integrated with the controller 
to respond to traffic lights in the path of the vehicle. 

Keywords PID Controller · Object Detection · Deep Learning · Autonomous 
Vehicle · Traffic Light Detection · CARLA Simulator 

1 Introduction 

Vehicles that are equipped with advanced technologies that assist humans to control 
the vehicle or control the vehicle autonomously such that no human interaction is 
required are called Autonomous vehicles [1, 2]. The control decision that is gener-
ated by an Autonomous Vehicle are Speed or Throttle, Steering Angle, Brake, Lane 
Changing, and Parking concerning the requirements of the trajectory and the percep-
tion of the environment [3, 4]. As per the National Highway Traffic Safety Admin-
istration in America 2013, the automation of the vehicle can be classified into five 
levels [5]. 

1. Level 0 (No Automation)—There is no automation and the driver controls the 
vehicle using brakes, steering angle, and throttle.

S. Shrivastava (B) · A. Somthankar · V. Pandya · M. Patil 
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2. Level 1 (Function Specific Automation)—It includes functions related to controls 
like brakes or stability or any other specific function 

3. Level 2 (Combined Function Automation)—This includes a combination of 
multiple controls like lane maneuvering with cruise control. 

4. Level 3 (Limited Self-Driving Automation)—In this level, the entire vehicle can 
navigate autonomously under the monitoring of the driver for occasional control. 

5. Level 4 (Full Self-driving Automation)—This level of automation only expects 
the start and endpoint for the journey else everything will be controlled by the 
autonomous vehicle itself. 

Nowadays, Level 2 automated vehicles are already present in the industry which 
can easily perform tasks like cruise control for maintaining speed and lane centering, 
with research still ongoing for improving their performance. 

There are 4 common steps that are followed to achieve this autonomy, as stated 
in [6]: 

1. Perception—Understanding the surroundings. 
2. Planning—Taking decisions about the appropriate trajectories. 
3. Control—Mapping the interactions in terms of force and energy in the real world. 
4. Co-ordination—Sharing trajectories with other autonomous vehicles to make 

navigation safer. 

Perception in AV via Camera is done by Object Detection which can be done by 
various Deep Learning Techniques. One of the techniques is CNN i.e., Convolution 
Neural Networks have been extensively applied to tasks of image classification and 
computer vision and they have proven very useful [7] CNN architecture progres-
sively develops features via backpropagation where the last layer consists of the 
output [8]. CNN models are very difficult to train in both the parameters i.e., data 
and computational power, hence one uses pre-trained CNN architectures to design 
novel architecture using transfer learning [9]. The operational environment of AV is 
dynamic, as CNN is robust to both transitional invariance and rotational invariance, 
they become a suitable fit for the task at hand. 

YOLO i.e. You Only Look Once algorithm [10] is one of the object detection 
model architectures that can be used in real-time with high accuracy. Various versions 
of YOLO are available and with every version, the speed and the accuracy are 
improved [11]. 

2 Related Work 

Authors in [12] explain the automation of car in five basic steps, which are percep-
tion, localization, planning, control, and system management using technologies 
like LiDAR, Radar, and Vision. [13] grouped multiple deep learning autonomous 
driving systems and introduced deep learning methods for visual localization while 
comparing the two most popular sensors, LiDAR and Vision. In [14], a survey was
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conducted which mapped the socio-economic standards of the respondents. The 
survey was made comparable with international studies. DeepPicar: A Low-cost 
Deep Neural Network-based Autonomous Car was developed by [15]. 

According to [6], Engineers continued to eliminate the Steady Error term by reset-
ting the point to some hypothetical value as long as the error wasn’t zero. Proportional 
Integral Controller was the term coined for the part of resetting the integrated error. 
As mentioned in [16], in 1940, TIC introduced a controller with a derivative action 
that reduced overshooting issues. It became known as PID pneumatic controller. PID 
controllers are not an entity that is only related to vehicles, they are used in various 
sec-tors of mechanical automation. PID controllers play a significant role in solving 
any control problem. 

The You Only Look Once (YOLO) algorithm was presented in [17], the field 
exploded due to the algorithm giving much better results. To date, there have been 5 
versions of YOLO, where YOLOv5 has the highest accuracy and speed, according to 
[10]. In YOLOv5, this selection process was integrated into the algorithm. The task 
of object detection is a vital one for autonomous vehicles. Detection of the traffic 
light, vehicles, and lanes must be done for the vehicle to run in a real environment. In 
[18], DeepTLR is proposed. It was the very first method to propose CNN for traffic 
light recognition. [19] describes a hierarchal DeepTLR for traffic light recognition. 
It is based on one end-to-end trainable CNN, that does not commit itself to a feature 
extraction network and uses tiling layers to augment final output granularity. 

CARLA simulator is an open-world simulator concerning vehicle navigation, it 
has support for various Maps i.e., interaction environment and detailed control over 
that environment is also available [20]. 

Papers likes [21] and [7], performed well on the KTTI dataset, by introducing 
better algorithms like YOLO and Vote3Deep respectively. Most of the papers 
reviewed, consisted of CNN/RNN Deep Neural Networks, for performing Object 
Detection Tasks. Papers like [5] and [22], on the other hand, used Feedback based 
system and Adaboost Cascaded Classifier, for performing Object Detection. Papers 
like [2, 21], and [10], also made use of 3-D Camera Projections, to create a better 
perception of the environment. Many papers did not make use of “Off Device 
Storage/Cloud” for storing models with the exceptions of Paper [23] and [24]. Barring 
Paper [4, 6], and [22], all other papers have considered Hard-ware Integration while 
proposing an approach. Except for Papers [1, 6, 25], and [24], all other papers propose 
an AI/Perception Approach. 

3 Methodology 

In this paper, a combined PID Controller [26] and Traffic Light Detection Model 
were implemented for navigating a vehicle in CARLA Simulator. For implementing, 
the below steps were followed: 

1. Implementation of PID Controller.
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2. Traffic Light Detection. 
3. Combined Framework. 

4 Implementation of PID Controller 

PID Controller is used to steering a vehicle along a given path with specified veloc-
ities. Any PID Controller needs a list of waypoints to follow and the speed of the 
vehicle at that waypoint. For this paper, we used the autopilot function of CARLA 
Simulator to get the list of waypoints and the instantaneous velocities. CARLA’s 
autopilot feature navigates a vehicle in the simulator automatically. After setting 
the car in autopilot, a program was used to note down the coordinates of the path 
followed by the vehicle and its velocity at that instant in a CSV file. Table 1 shows a 
snipped of the generated CSV for a path in Town 02 of CARLA Simulator. As seen 
in the snippet, the first two columns depict the X and Y Coordinates of the vehicle 
and the third column depicts the speed of the vehicle. 

This CSV file is then used by our PID Controller to help navigate the vehicle in 
the simulator. In our implementation, we are using two PID Controllers [27]: 

1. Lateral PID Controller. 
2. Longitudinal PID Controller. 

Lateral PID Controller 

The lateral PID Controller is used to control the vehicle’s steering angle to follow 
a given set of waypoints. A PID controller minimizes the error between the current 
value and the target value. In the case of steering angle, the error is calculated using 
the following formula: 

err = cos−1 v · w 
|v||w| (1)

Table 1 Trajectory CSV snippets 

X Y Speed 

89.31 −46.71 26.58 

89.45 −46.57 26.53 

89.59 −46.43 26.61 

Table 2 Model training result 

Model Training Testing 

Precision Recall Precision Recall 

YOLOv5 0.976 0.931 0.945 0.913 
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where v is the forward vehicle vector and w is the target vector 
Using the error calculated, the value of steer at any given instant is given by the 

following formula: 

steer = K p ∗ err + Kd ∗ Δerr

Δt 
+ Ki ∗

Σ
err (2) 

where Kp, Kd and Ki are the proportional, derivate, and integral constants. 
The value of steer is then clipped to make sure it lies in the interval [−1,1]. The 

vehicle is then navigated using the calculated steering value. In this way, the car is 
steered along the given path following the list of waypoints. 

Longitudinal PID Controller 

The longitudinal PID Controller is used to control the speed of the vehicle. This 
controller tries to minimize the error between the current vehicle velocity and the 
target velocity. Figure X, shows the formula for calculation of error in case of speed: 

err = v − w (3) 

Using the error calculated, the value of throttle at that instant is calculated using: 

throttle  = K p ∗ err + Kd ∗ Δerr

Δt 
+ Ki ∗

Σ
err (4) 

The calculated throttle is then clipped in the interval of [−1,1]. In the case of a 
negative throttle, a brake is applied with the same magnitude. Using this, the speed 
of the vehicle is controlled to match the list of target speeds. 

Combined PID Controller 

To navigate a vehicle, we need to control its steering angle and control its speed using 
the throttle. For this task, two independent controllers viz. a Lateral PID Controller 
and a Longitudinal PID Controller can be used to determine the vehicle’s steering 
angle and throttle value respectively. In this paper, a combined Longitudinal and 
Lateral PID Controller were developed and it was made to follow a trajectory taken 
by the vehicle in autopilot mode in CARLA simulator. Figure 1 presents the steps 
followed to navigate a vehicle using the controllers in CARLA Simulator:

5 Traffic Light Detection 

In this paper, Traffic Light Detection was implemented using a custom dataset made 
up of images of traffic lights in CARLA simulator. This dataset is then used to 
train a YOLOv5 Object Detection model [28] and is then deployed on Town-02 in
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Fig. 1 Combined PID controller

CARLA Simulator. Figure 2, shows the steps followed for developing the Traffic 
Light Detection Model. 

Capture images via manual control 

In order to be able to detect traffic lights more accurately, images of traffic signals 
were captured directly from CARLA simulators. For this purpose, cameras were 
spawned on the dashboard of vehicles, and images were taken at regular intervals.

Fig. 2 Traffic light detection 
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The images captured were of RGB format and were uploaded to Roboflow [29] for  
annotation. 

Annotate Images on Roboflow 

After images were uploaded, the Roboflow API was used for manually annotating the 
images. The traffic lights were highlighted manually and the color of the traffic light 
was set as the class. For this paper, only red and green traffic lights are considered. 
Figure 3, shows the results of the annotations. 

Dataset Loading and Images Resizing 

The custom dataset consists of 146 images containing traffic lights of red and green 
color. Figure 4 shows the distribution of the dataset. It can be seen that out of 146 
images, 67 images are of red color and 79 images are of green color. The dataset is 
then split into training and testing set of 116 and 30 images respectively. The images 
ere then resized to 416 × 416, which were then fed to the model. 

Fig. 3 Annotation example 

Fig. 4 Dataset distribution
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Model Loading and Testing 

For object detection, You Only Look Once (YOLOv5) model was used. Before 
starting the training, the model was loaded with pre-trained weights. The model was 
trained with a batch size of 16 for 100 epochs. For measuring the performance two 
metrics were used, viz: Precision and Recall. 

Hyperparameter Tuning and Deployment 

A callback function was implemented to use the best weights obtained in the last 
10 epochs to increase the performance. After successful training, the model weights 
were saved. These weights were then used on a model deployed on CARLA simulator 
and its performance was evaluated. 

6 Combined Framework 

The PID controller and the traffic light detection model were combined in a single 
framework to navigate a vehicle along a given path while also responding to traffic 
lights in the path. Figure 5 shows the steps followed in the combined framework.

As seen in the flowchart, the vehicle is first spawned in the simulator. This is 
followed by reading the trajectory CSV file and also initializing the YOLOv5 model 
and the PID controller. A camera is also spawned on the dashboard of the vehicle. 
For identifying when to apply the brake, a boolean variable is initialized to false. 
The images from the dashboard camera are then regularly passed to the traffic light 
detection model. If the model detects a red light, the boolean is set to true and brakes 
are applied immediately. As soon as a green light or no light is detected in the picture, 
the boolean is set to false and the combined PID controller is used to navigate the 
car along the path. These steps are followed till the vehicle reaches the end of the 
trajectory. 

7 Result and Discussion 

7.1 PID Controller 

Figure 6 shows the results of the combined PID controller. The blue graph represents 
the reference path and reference speed, whereas the orange graph represents the 
actual path followed by the vehicle and its speed. It can be observed that the PID 
controller was able to follow an almost identical path while also closely matching 
the target speed.
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Fig. 5 Combined framework

8 Traffic Light Detection 

The results of training of YOLOv5 model can be seen in Fig. 7. It can be observed 
that the training graph represented in blue color is very close to 1 for both precision 
and recall. The orange graph which represents the testing graph is initially increasing 
for both precision and recall. However, around 85–90 epochs, it started to plateau. 
Hence the model training was stopped after 100 epochs.
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Fig. 6 Results of combined PID controller

Fig. 7 YOLOv5 model training graph 

9 Combined Framework 

The combined framework was deployed in Town-02 in CARLA simulator with 
YOLOv5 and combined PID controller. Figure 8 shows the results of the combined 
framework. As seen in the graph, the vehicle was able to closely follow the list of 
waypoints. It can be observed that at the point a red light is detected, brakes are 
applied and the velocity of the vehicle is zero. As soon as the light turns green, it 
can be seen that the velocity of the vehicle starts to gradually increase to match the 
target velocity.

10 Conclusion 

In this paper, a combined framework consisting of Longitudinal and Lateral PID 
controller to control speed and steering angle respectively, and a YOLOv5 model to 
detect traffic lights was deployed on CARLA simulator. The results from combined
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Fig. 8 PID controller + traffic light detection graph

Lateral and Longitudinal PID controller show that they can be used to navigate an 
autonomous vehicle in a simulator without traffic very closely to the actual trajectory. 
The traffic light detection model was trained with both precision and recall values 
reaching more 90%. This model was able to identify traffic lights of red and green 
color in the CARLA simulator with ease. The combine framework was able to safely 
maneuver around the map while stopping at the red lights. The vehicle was able 
to detect red lights from a distance and stopped immediately when it detected it to 
be red. Once a green light or no traffic light is detected, the vehicle was able to 
successfully continue following the path using PID controllers. 

This paper uses a simplistic PID controller for controlling the vehicle. However, 
complex PID controllers can be used for improving the performance. Different algo-
rithms can also be used for finding the optimal values of the constants for the 
PID controller. The traffic light detection model can be improved by using a more 
comprehensive dataset which can also include instances of other objects like cars, 
pedestrians, etc. 
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Binary Classification for High 
Dimensional Data Using Supervised 
Non-parametric Ensemble Method 

Nandan Kanvinde, Abhishek Gupta, Raunak Joshi, and Pinky Gerela 

Abstract High dimensional data for classification does create many difficulties 
for machine learning algorithms. The generalization can be done using ensemble 
learning methods such as bagging based supervised nonparametric random forest 
algorithm. In this paper we solve the problem of binary classification for high 
dimensional data using random forest for polycystic ovary syndrome dataset. We 
have performed the implementation and provided a detailed visualization of the data 
for general inference. The training accuracy that we have achieved is 95.6% and 
validation accuracy over 91.74% respectively. 

Keywords Bagging · Ensemble Methods · Random Forest 

1 Introduction 

Machine Learning [1] technique performs predictive analysis and works with 
different dimensions of data. The high dimensional data is problematic for some 
of the basic machine learning algorithms. Data can be particularly intended for clas-
sification [2] or regression [3] tasks, but high dimensions in the data are independent 
of the factor. In this paper we try to consider the classification task, especially binary 
classification [4] task. Considering the binary classification for high dimensional 
data we require learning procedure that is not quite basic. Considering a basic linear 
learning classification algorithm such as Logistic Regression [5], the binary clas-
sification is better because the algorithm is intended for it yet after training over 
high dimensional data with multiple categorical variable, the performance might 
degrade to a greater extent. The improved algorithms like K-Nearest Neighbors [6], 
Support Vector Machines [7] and CART [8] are good in context as compared to
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Logistic Regression yet have some or the limitation considering the high dimen-
sional data. This is where use of ensemble learning [9] procedures can prove to 
be a better solution which is practically an accumulation of weak-set of learners 
that yield a good result. The main divisions in the area of ensemble learning are 
bagging [10] and boosting [11]. This paper covers the bagging process in detail and 
boosting is out of context. Now the main task that further requires attention is the data 
used. Considering the points pertaining to our problem statement, binary classifica-
tion dataset which high dimensional with categorical variables which will be handled 
using feature engineering techniques. We contemplated implementing the”Polycystic 
Ovary Syndrome”[12] diagnosis dataset. The primary task of the paper is proving 
that bagging ensemble learning method can prove to be much efficient with high 
dimensional data and provides a more generalized result as compared to some of the 
traditional learning procedures. 

2 Implementation 

Bootstrap Aggregation [13] is other terminology for bagging [10] ensemble learning 
methods. Random Forest [14] is the most commonly used bootstrap aggregation. 
The process of bootstrap aggregation states segregating the data into pieces with 
set of rules and later performing an aggregation. The random forest is a supervised 
non-parametric learning system. Hence it is ensemble learning, it considers the accu-
mulation of weak learners with the bootstrap aggregation system. The basic structure 
of the random forest uses a set of decision trees [15] which are considered as Estima-
tors in the random forest implementation. The estimators when used in large numbers 
increase the time complexity of the model for learning process. The decision trees 
by themselves are inefficient as they go into high variance problem when trained on 
high dimensions. The random forest tackles that problem effectively. The number of 
decision trees used are influenced by the depth parameter, which indicates the depth 
of tree starting from the first node. The depth of the random forest can be considered 
as logarithmic value of the number of estimators. The estimators in random forest 
for the last layer are considered as 2 times the number of estimators. The random 
forest is primarily used for generalization [16] of error using out of bag [17] score 
as a parameter. The samples which are not trained nor tested are used by the out of 
bag score for checking the efficiency of data. Considering the parameters used in the 
implementation using scikit-learn [18, 19] for random forest, the maximum depth 
of the forest used is 8, estimators which are also known as decision trees are 100, 
minimal sample split is 23 and minimum sample leaves are 2 respectively.
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3 Results 

3.1 Analysis of Data 

Many implementations of the PCOS is done using boosting methods [20], discrimi-
nant analysis [21], stacked generalizations [22] and deep learning [23], but analysis of 
the data is done most precisely in this paper. Analysis of the data in varied processes 
that can derive the inferences is important. Visualizations[24] are necessary because 
they can point out very subtle points in the dataset. The Fig. 1 visualizes the follicles 
with its correlation where the correlation is considered from left to right where darker 
the color, higher the correlation. The follicles that are affected by PCOS are given 
in Fig. 2 where the affected PCOS values can be depicted as orange in the figure 
whereas blue for not affected. 

The physical activity has influence over the affected PCOS. The Fig. 3 depicts 
affects of PCOS when examined with physical activity and junk food consumption. 
The section where the utilization of junk food is good and regular physical activity 
is negative, PCOS does affect the highest.

The Fig. 4 is depiction of a Bi-variate KDE [25] Graph. It provides one the 
continuous PDF curve in specific dimensions for distributions. It is comparatively 
simple for interpreting than comparing along line scatters. This could be further 
applied for giving graphs with respect to the classes.

The Fig. 5 provides the Bi-variate KDE graph for follicles in accordance to the 
classes. The understandability is perceivable as one can certainly infer the affected 
range of PCOS under the distribution.

Fig. 1 Follicles correlation
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Fig. 2 Follicles affected correlation

3.2 Precision and Recall 

The Precision and Recall [26] are basic metrics for all classification problems. Confu-
sion Matrix [27] focuses on the rudimentary elements like true positives, false posi-
tives, true negatives and false negatives for p and r abbreviations for precision and 
recall (Table 1).

Precision and Recall have 2 different types known as macro and weighted average. 
The macro considers all the individual classes into consideration with the unweighted 
average (Table 2).

3.3 F-Score 

F-Score [28] is the precision and recall harmonic average. Even F-Score has macro 
and weight averages. The Table 3 provides precise depiction of the F-score.

Same as different classes observations were available in Table 2, depiction for 
separate classes are present for F-score. The Table 4 does provide precise F-score 
with respect to all the single classes. Separate classes depict the results observations 
on individual levels. Combination does make a difference in long run.
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Fig. 3 PCOS exercise effects

3.4 Receiver Operating Characteristic 

The Receiver Operating Characteristic [29] abbreviated as RoC Curve is graph-
ical depiction for binary classification only that provides the algorithm, quality for 
surpassing specific threshold values. The area that falls above the threshold is consid-
ered as Area Under Curve [30]. Values closer to 100% are considered to be good and 
closer to 0% are considered weakly performing. The basic elements that form the 
RoC Curve are true positive rate [31] and false positive rate which are basically the 
sensitivity and specificity. The Fig. 6 shows the random forest performed with RoC 
curve. The solid scarlet color line that bypasses through middle is threshold which 
once crossed indicates a good metric for consideration of RoC. The random forest 
in this case performs good and gives the score 98% area under curve.
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Fig. 4 Follicles KDE

Fig. 5 Labeled Follicle KDE

Table 1 Macro and weighted 
averages for P and R 

Types Precision Recall 

Macro 0.93 0.87 

Weighted 0.91 0.91
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Table 2 Individual labels for 
precision and recall 

Types Precision Recall 

Class 0 0.89 0.99 

Class 1 0.96 0.75

Table 3 F-score for macro 
and weight average 

Metric Macro Weight 

F-score 0.89 0.90

Table 4 Individual labels 
F-score 

Metric Class 0 Class 1 

F-score 0.94 0.84

Fig. 6 RoC curve and AuC 

4 Conclusion 

If we consider the binary classification problem with high dimensional data the use 
of bagging ensemble method proves to be effective at generalizing the model and 
also covering the drawbacks of traditional algorithms. This paper covers a perfect 
implementation of the random forest for polycystic ovary syndrome dataset. The 
paper gives a detailed visualization based analysis of the data along with varied 
metrics that cover the reach of the algorithm. This paper will definitely enlighten 
many researchers on subtle topics and their implementations which we are proud to 
be a part of it.
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Deep Linear Discriminant Analysis 
with Variation for Polycystic Ovary 
Syndrome Classification 

Raunak Joshi, Abhishek Gupta, Himanshu Soni, and Ronald Laban 

Abstract The polycystic ovary syndrome diagnosis is a problem that can be lever-
aged using prognostication based learning procedures. Many implementations of 
PCOS can be seen with Machine Learning but the algorithms have certain limi-
tations in utilizing the processing power graphical processing units. The simple 
machine learning algorithms can be improved with advanced frameworks using 
Deep Learning. The Linear Discriminant Analysis is a linear dimensionality reduc-
tion algorithm for classification that can be boosted in terms of performance using 
deep learning with Deep LDA, a transformed version of the traditional LDA. In this 
result oriented paper we present the Deep LDA implementation with a variation for 
prognostication of PCOS. 

Keywords Deep Learning · Deep LDA · Linear Discriminant Analysis 

1 Introduction 

The use of medical research data for various statistical tasks has been done from a 
prolonged period of time. The data after having consistent number of records can 
be utilized for deriving inference using prognostication methods. The methods that 
fall under the area of inferential statistics [1] which are extended with applied areas 
of statistics can be used, one of which can be used is Machine Learning [2]. Task 
of prognostication based on data can be done by learning patterns from the data 
using machine learning. The dataset that we have used in this paper is pertaining 
to polycystic ovary syndrome [3] diagnosis, which falls under the classification [4] 
category. Classification has 2 sub-divisions, viz. Binary and Multi-Class where the 
data used in this paper falls under binary classification [5] precisely. The methods 
using Machine Learning have already been performed on polycystic ovary syndrome
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abbreviated as PCOS using logistic regression [6], bagging ensemble methods [7], 
discriminant analysis [8], stacked generalization [9], boosting ensemble methods 
[10] and deep neural networks [11]. The use of deep learning is evident and we want 
to focus on the more variations that can be brought into the current state-of-the-art 
system. Deep Learning [12, 13] provides more depth of learning as compared to 
machine learning and is used when the amount of parameters in dimensions are 
high. The PCOS dataset has over 41 dimensions which are enough for instating 
the use of deep learning. The variation we wanted to perform was related to some 
machine learning algorithm that can be leveraged with power of deep learning. The 
implementation of any machine learning algorithm using a library like scikit-learn 
[14, 15] meets limitations in terms of utilization with GPU processing power. For 
the same reason, using a mature framework like Tensorflow [16] can definitely bring 
change to the working. This is where we decided to work with parametric learning 
method which works with simple and definite procedures. The parametric learning 
method we focused on using was discriminant analysis [17, 18] which has variations 
in it where we focused on Linear Discriminant Analysis [19]. This actually accounted 
for an idea that training the linear discriminant analysis with deep learning style 
will yield us Deep Linear Discriminant Analysis [20, 21] which has been already 
been discovered and we decided to proceed with out implementation using it. The 
variations that we brought in the network will be explained in further sections of this 
paper. 

2 Methodology 

This section of the paper gives detailed insights about the implementation and 
approach we have taken to solve the problem. The model considering the implemen-
tation with respect to Deep LDA [20, 21] revolves around the idea of the convolu-
tional neural networks [22–25]. The modification can be done to work with numerical 
values. This has been implemented by various developers and names of the developers 
are given in the acknowledgement section of the paper. The Deep LDA is basically 
an implementation of latent representations in linearly separable method. The Deep 
LDA is an extensive implementation of the traditional Linear Discriminant Analysis 
which was intended for dimensionality reduction based classification methods. The 
implementation consists of 2 phases, first phase consists of linear discriminator as 
the deep neural network and second phase consists of support vector machine for 
detailed classification. 

2.1 First Phase 

The Fig. 1 gives depiction of first phase of the implementation. The input layer takes 
41 dimension of features from the data. This is passed on to one dense layer that has
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Fig. 1 First phase with LDA 
implementation 

1024 hidden neurons. The L2 regularization [26] is applied as a kernel regularization 
for the layer. The activation function is used sigmoid [27]. The rectified linear unit 
abbreviated as ReLU [28] is the activation function commonly used for deep learning 
methods but using sigmoid ensures linear based system such as developed for linear 
discriminant analysis. The parameters learned from the first hidden layer are 43,008. 
Similar type of hidden layers are repeated twice, where second hidden layer learns 
1,049,600 parameters and third hidden layer also learns same amount of parameters. 
The output layer consists of 1 hidden neuron with sigmoid activation function and 
learns 1025 parameters. The network learns total of 2,143,233 parameters where 
all the parameters are trainable. The loss function used is binary cross-entropy that 
differs from the original implementation of deep LDA paper. The loss optimizer used 
is Adam [29] optimizer with learning rate of 1 ∗ 10−5 that roughly denotes 0.00001. 
The implementation is done using Keras [30] over Tensorflow [16] back-end trained 
for 100 epochs with 64 as batch size. 

2.2 Second Phase 

The Fig. 2 depicts the second phase implementation. This is done using Support 
Vector Machine [31] implementation with neural network inclination. The input 
layer is connected to hidden layer with 100 hidden neurons with ReLU [28] activation 
function. This layer learns 200 parameters. This layer is connected to dropout [32] 
layer with 50% threshold and does not learn any parameters. The output layer has 
1 hidden neuron and has sigmoid activation function for binary classification and 
learns 101 parameters. The total parameters learned are 301 and the network uses
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Fig. 2 Second phase with 
SVM implementation

binary cross-entropy. The loss optimizer used is Adam [29] optimizer with 1 ∗ 10−5 

that approximately denotes 0.00001 learning rate. The network is trained with 100 
epochs and 64 as batch size. 2.3 Complete Network (Fig. 3). 

The complete network is accumulation of first and second phase where the output 
of the first phase is the input for second phase. The output of the first phase is 1-
dimensional array from 41-dimensional output. This is given as an input to the second 
phase of the network and final prediction which is 1-dimensional is achieved. The 
both phases are trained independently and the output is retained from first phase and 
given as second phase. The results of the network will be given in succeeding section 
of the paper. 

3 Results 

3.1 Accuracy and Loss for First Phase 

The training and validation accuracy graph can be seen from Fig. 4 and the infractions 
between the training and validation accuracy seem a bit wider but the values for 
training are 98.35% and validation 90.909% respectively. Considering the loss, the 
validation loss has some infraction that can be seen with different metrics the training 
loss is 6.79% whereas the validation loss is 38.05% respectively.

3.2 Accuracy and Loss for Second Phase 

The second phase contains support vector machine and not necessarily the graph 
depiction is right measure but we have included the graph. The inference can be
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Fig. 3 Complete network

drawn as there are no significant changes in the accuracy or loss. All the metrics are 
learnt from the trained parameters of the first phase and it does not make much sense 
to make mappings out of it. The training accuracy for the support vector machine 
phase is generated as 98.354% and validation accuracy is obtained as 90.909% which 
is similar to the first phase training and validation accuracy. The training loss is 6.79% 
and validation loss is 38.052% which is again similar to the first phase. The better 
inference can be generated from different metrics intended for classification and 
not just the graph depictions of the training and validation accuracy as well as loss 
(Fig. 5).
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Fig. 4 Accuracy and loss for the first phase

Fig. 5 Accuracy and loss for the second phase 

3.3 Precision 

The precision [33] is dependent on total number of samples that are predicted to be 
positive among all the set of samples. This is a popular metric for prognostication 
algorithms and requires basic elements of a confusion matrix [34], viz. true positives, 
true negatives, false positives and false negatives. The precision score obtained in 
88.88% which is very close to 1 as expected. 

3.4 Recall 

The recall [33] is a metrics which states all the positive elements from the every single 
predicted element. The recall also utilizes every single element from the confusion
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matrix same as precision. The recall generated for the model is 80% which is again 
a very good score and gives inference that model has performed adequately. The 
recall is not only metric that gives the final inference and more precise metric can be 
obtained. 

3.5 F-Score 

This is a subtle metric that gives the overall flow of how efficiently does the model 
perform. The building blocks of F-score [33, 35] are precision and recall. The F-
Score we got for the model is 84.21%, which is adequately good and proves that 
model performs better on average. 

4 Conclusion 

The idea of entire paper revolves around an experimentation that can be performed for 
polycystic ovary syndrome diagnosis problem. We proved a point that simple machine 
learning algorithms can be leveraged using deep learning for efficient performance 
based inclination. The Deep Linear Discriminant Analysis idea was proven in this 
paper. We also introduced some of our personal variations in implementation and 
they turned out to be effective from the results section of the paper. The paper can 
definitely sum up many lost ideas into practical implementation and enforce many 
young researchers for better development perspective. 
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Improved Helmet Detection Model Using 
YOLOv5 

Premanand Ghadekar, Shreyas Mendhekar, Vallabh Niturkar, 
Sanika Salunke, Abhinav Shambharkar, and Kshitij Taley 

Abstract This report is about detecting motorbike riders without a helmet and also 
the pillion rider with the use of YOLO object detection algorithm. We introduced the 
updated approach for helmet detection. This approach is an upgradation of YOLO 
object detection algorithm which detects not only the rider’s helmet but also the 
helmet of the pillion rider. Primary objective is Detection of helmet of rider and pillion 
rider in that targeted image and Increase the accuracy of the YOLOv5 algorithm 
by adding one layer for detection of small details in an image. In this proposed 
model a new layer has been added for detection of smaller objects having smaller 
features. This has been done by changing the configuration of YOLOv5 architecture. 
The helmet detection using this proposed model has been carried out for a dataset 
containing images with maximum 3 people, with no helmets, 1 helmet each or 2 
wearing it. 
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1 Introduction 

In India, two-wheeler is one of the mostly used mode of transport for shorter or some-
time longer distance travelling. The reason behind this is two-wheeler have compara-
tively low maintenance, easy handling and less price. But, there is one concern about 
the this vehicle is the physical security issue [1]. If we compare the damage due to 
two-wheeler accidents and the other vehicle accidents then we will get that damage 
in two-wheeler is more insane and deadliest. In last 15 years accidents were increased 
extensively, in that specifically two-Wheeler accidents are comparatively more than 
other transport vehicles such as bus, car and also the majority about 90% of the rider 
didn’t wear the helmet so that they were seriously injured or at some serious cases 
death occurred [2], so that use of helmet for the rider and also the pillion rider is 
must. 

The new innovation for helmet detection and road safety is the smart helmet i.e. 
if a rider doesn’t wear the helmet then that bike or two-wheeler won’t start, but this 
implementation in real world is not that cost effective and the optimum solution [3]. 
The special feature of smart helmet is it can call contacts from emergency contact 
list whenever that helmet senses the considerable impact at the time of unfortunate 
accident. The system nowadays used to detect the helmet is manual; it means the 
traffic police need to capture the image for proof, but this the age of AI, machine 
learning and deep learning so that, in India some major metropolitan cities the high 
resolution cctv cameras are used to detect illegal activities, speed violations and 
also helmet detection purpose [4, 5]. The algorithm available for specifically helmet 
detection are not that much optimized and not able to detect the helmet of pillion 
rider [6]. The proposed model in report is focused on YOLOv4 (object detection 
model), other version of YOLO are good but not accurate as YOLOv4 [7]. This 
YOLO is actually a deep learning algorithm in which there are many convolution 
layers, addition of some more layer to detect the smaller details [8, 9]. 

2 Literature Survey 

Wen et al. [10] proposed a model in that they used the technique like Image Descrip-
tors and Classifiers for helmet detection purpose. Specifically For vehicle classifi-
cation, wavelet transform. The HOG 9 i.e. Histogram of oriented gradient and CHT 
i.e. Circular Hough Transform is mainly used for feature extraction of input images. 

The accuracy is high i.e. 97.66% for the vehicle classification and for helmet 
detection it is about 91% [11]. 

Hu et al. [12] proposed a model, which mainly focuses on the detection of mask, 
helmet and number plate detection and this paper is published in 2021. They used 
the YOLO algorithm Version 3 and canny edge detection technique. 

Now, the accuracy of the model is a very important constraint. Their accuracy 
through YOLOv3 [13] is about 95% for the vehicle classification which is decent,
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but the accuracy is 90% for the helmet detection which is less as we compare to other 
models and the mask detection accuracy is about 99% [14]. But, one more concern 
is that it requires large datasets for training and testing purposes, it is very much 
time consuming. The detection of helmet and mask of pillion rider is not done in this 
paper [15]. 

Hu and Li [16] proposed a model which uses Yolov4’s deep neural network 
architecture for the helmet recognition and also the accuracy is pretty much good i.e. 
95%, this paper mainly focuses on the helmet detection of construction site workers. 

They used a data set for the practically visible light which is sensitive to the human 
eye. For this they commit some changes in the properties of the images like noise, 
intensity, brightness to understand situations in real time data. They used different 
image enhancement techniques like first the input image undergoes some process 
like (scaled, flipped and clipped) to increase the accuracy of the proposed model. 
They also mentioned that when dealing with image occlusion, target overlap etc. 
[17]. They are using random erase and grid mask and other techniques which are the 
same as the avoidance of unnecessary ROI in the process of feature extraction and 
then selection of most appropriate rational part in the image area [18]. 

Raju et al. [18] proposed the model of object detection using YOLO v1. In which 
they modified the yolov1 algorithm. They mainly focused on improvement in 3 areas 
like loss function, inception structure and spatial pyramid pooling layer [19]. 

For the analysis of modified models, they prefer pascal VOC dataset [20], but the 
average accuracy was about 65% which is better than the basic model of yolov1. 

Krishna and Reddy [21] proposed the model for automatic detection of helmets on 
a real time video [22]. They approached the problem in the simplest manner i.e. they 
converted the image to grayscale, then subtracting the background data and targeted 
on ROI (region of interest). For classification purpose they prefer the SVM because 
of the robustness of that classification algorithm. The accuracy they got was about 
93% which was impressive with the basic model. 

3 Architecture of YOLOv5 

The crucial and very useful contribution of YOLOv5 is to translate the analysis done 
by Darknet [23] (which is the most important architectural part of the framework 
as it contains configuration files) to the PyTorch framework. The darknet frame-
work is developed entirely in C and provides first-class fine-grained control over the 
network’s activities. YOLOv5 composes the model configuration in .yaml, as contra-
dictory to .cfg files in Darknet. The main difference between these two formats is that 
the .yaml file is built to enumerate the varied layers that the network comprises and 
then multiply those by the total number of layers in each block [24]. This updated 
yaml format sense like the following: 

YOLO architecture is based on 3 items: 
Backbone—It is CNN (Convolutional Neural Network) that gathers and generates 

image options at numerous granularities.
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Neck—This is a sequence of layers to combine and mix image options to pass 
them forward to prediction. 

Head—Collects the options from the neck and takes bounding boxes and 
sophistication predicting steps. 

4 Proposed System 

As we have mentioned the architecture for the YOLOv5l above, In the proposed 
model for adding a new layer, the head and the backbone parameters in the Yaml 
configuration file for YOLOv5l are changed. Previously the head consisted of three 
feature maps 52 * 52 * 255, 26 * 26 * 255, 13 * 13 * 255. In the proposed technique 
a 104 * 104 * 255 feature maps have been added for the detection of extra small 
features. After experimenting with the proposed model this model can also detect 
whether the pillion rider is wearing a helmet or not with the help of an extra added 
layer. So the model also works for 3 people sitting on the vehicle and detects whether 
they are wearing helmets or not. The proposed model is efficient and convenient for 
any OpenCv developer for specific reasons. Figure 1 shows improved architecture 
of YOLOv5.

5 Results and Discussion 

5.1 Experimental Environment 

Experimental environment used for this project: Intel(R) Core i5-9300H CPU 8 GB 
RAM, GPU NVIDIA GeForce GTX 1650, 64 bit operating system. 

5.2 Dataset 

Experimental dataset contains images of riders wearing helmets and riders who don’t 
wear helmets and their annotations into YOLOV5 format. This proposed model used 
data which was gathered from Kaggle, Google and used some random images for 
the experimentation part. Experimental dataset contains 555 images for training and 
their annotations and 63 validation images and their annotations. Training and testing 
data is given in Table 1.

As there is no sufficient data available for bike rider helmet detection, this proposed 
model uses some images for bicycle riders also for more accuracy and as there is so 
much similarity between bike helmets and bicycle helmets. Figure 2 shows training 
dataset.
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Fig. 1 Improved architecture of YOLOV5

Table 1 Training and testing 
data 

Number of training images 555 

Number of testing images 63

5.3 Results 

This proposed model mainly focuses on detection of rear person helmets. For detec-
tion of the rear person’s helmet one detection head is added to the architecture of 
YOLOV5 and it gives results as follows. This proposed model gives better results 
for helmet detection and non-helmet detection also. Detection of helmet results are 
given in Fig. 3.

This proposed model gives precision and recall graphs as shown in Fig. 4. These 
results/graphs show precision and recall values for 100 epochs. After each epoch it 
will calculate value and Fig. 4 is a graph for that precision and recall values. In the 
Fig. 5, the accuracy and mAP values are shown. The proposed model gives accuracy 
about 89% for helmet detection as mAP value is about 0.89. This proposed model 
has given 100 epochs for training. Precision and recall values are also taken under 
consideration. Figure 4 shows precision and recall graph over 100 epochs.



40 P. Ghadekar et al.

Fig. 2 Training dataset

mAP value which gives accuracy measure shown in Fig. 5. In Fig.  6 Box loss and 
Object loss are shown. It helps much in the proposed model for YOLOV5. Results are 
based on detection of the pillion rider helmet. Accuracy for helmet detection is about 
89% and accuracy for non helmet detection is about 75% as this model contains two 
classes helmet and non-helmet.

6 Conclusion 

The proposed technique focuses on producing a ROI region of interest detector 
model. The output that we get by using YOLOv5 modified algorithm is better as 
compared with different object detection techniques [19, 25]. Pytorch procedure for 
the training is extensively useful for the enhancement in the performance of YOLOv5, 
at the same time the yolov5 and yolov4 are similar architecture wise. Proposed model 
gives accuracy about 89% for helmet detection of rider and pillion riders as mAP 
value is about 0.89 and for non-helmet rider detection is about 75% for riders as well 
as pillion riders. 

The helmet is a very important safety guard for the workers, two-wheeler drivers 
and also for cyclist. Due to the lack of awareness and not taking seriously about 
wearing the helmet become the reason of many accidents. To help the traffic depart-
ment by digitally monitoring the helmet we proposed this improved model YOLOv5.
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Fig. 3 Detection of helmet results

After that the gathered data set was annotated and the YOLOv5 model was trained 
and tested using different parameters. The experiment result displays that yolo v5 
have better detection speed which is about 110 FPS for the real time helmet detection 
[26]. 

The YOLOv5 is currently a new and evolving technology in object detection 
techniques. There is scope for improvement in accuracy and some minor modifica-
tion in the architecture part of YOLOv4 which is similar to YOLOv5 architecture 
wise [27]. We are planning to use optimized and updated dataset for more accurate
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Fig. 4 Precision and recall 
graphs over 100 epochs 

Fig. 5 mAP value which 
gives accuracy measure

Fig. 6 Box loss and obj loss

detection. This algorithm can be optimized to use in complex object detection. Opti-
mized version of YOLOv5 [28] is very useful in CCTV cameras (upto 60 fps camera 
resolution) for precise detection of riders with or without helmet.
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Abstract The Stock Market Prediction and Analysis has always been one of the most 
challenging tasks (Polamuri and Mohan in A survey on stock market prediction using 
machine learning techniques, 2019; Parmar et al. in First international conference 
on secure cyber computing and communication (ICSCCC), pp. 574–576, 2018). The 
variety of influences and unpredictability beats even the heavyweights to ground 
when it comes to successfully analyzing Stock Price data. In the proposed System, 
we have designed and successfully built a Machine Learning model using Long-
Short Term Memory (LSTM) algorithm which helps for prediction of stock price 
data. We have done experimentations for better training, accuracy and results, on 
used data. The proposed system is also deployed on a web application which helps 
eliminate/reduce the difficulty of its use for the users. The model also works on 
the real-time data as we are using Yahoo finance API for getting updated data for 
model training and prediction. Lastly, The Indian stock market prices are also heavily 
driven by public sentiments which have for providing a better public opinion upon 
a particular stock. To help our users tackle this, we have added twitter sentiment 
analysis as a feature which provides us results in term of percentages of positive 
and negative sentiments within the tweets in the public domain at present about 
a particular stock, achieving a better opinion on a particular stock for the users.
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The resulting model successfully gives us a prediction graphs as an output when 
given a particular stock on the proposed web application. We obtained least error in 
prediction, for Asian Paints data for the split of 80:20, using 75 epochs. 

Keywords Stock market prediction · LSTM · Yahoo finance · Sentiments · Twitter 

1 Introduction 

For business analysts and researchers, forecasting the stock marketplace rate is 
usually a task. Stock market costs estimation isn’t most effective, a thrilling however 
additionally tough vicinity of studies [1, 2]. Predicting the stock market with complete 
accuracy may be very tough as external entities such as social, mental, political, and 
financial have a top notch and large impact on it. The characteristic of the data 
related to the stock market is commonly time version and nonlinear. Prediction of 
inventory marketplace performs a crucial position in stock enterprise. If traders lack 
enough information and knowledge, then their funding can go through the greatest 
loss. Traders must expect the destiny stock fee of agencies a good way to attain 
excessive earnings. Diverse prediction techniques were developed to do predictions 
on the stock market as it should be. This model considers a company’s former equity 
share value and uses the RNN method called as LSTM. The data set was obtained 
directly from Yahoo Finance. The proposed approach uses a share’s historical data 
and makes predictions on a given attribute. Attributes of a share can be day high, 
day low, opening price, prior day opening and close price, day of trading, total trade 
quantity and turnover are all characteristics of shares. The said model apply time 
series analysis to foretell the share price over a given time span. Long Short-Term 
Memory (LSTM) is one of many forms of Recurrent Neural Networks (RNN) that 
can capture input from previous stages and use it to predict the future. Given the effect 
of social media on our daily lives, understanding public sentiment of a stock market 
company through various social media platforms has become a need in today’s world. 
It’s crucial to track public opinion while making a decision with respect to them and 
deciding the next step. For doing the same, social networking websites are a good 
place to start. Twitter is popular platforms for candid public sentiment analysis on 
a variety of topics. With the use of Tweepy, TextBlob, and Data Frame by pandas 
this study intends to examine public mood via Tweets from Twitter of any particular 
Stock in recent time. Then Later indicate the positivity, negativity, and neutrality of 
a tweet based on the Polarity score and visualize the data to gain a clearer picture of 
the attitude that dominates. This research project seeks to analyze social media data, 
with a focus on Twitter, in order to compute sentiment scores and depict them, with 
the goal of explaining people’s social media sentiment of any particular stock or a 
listed company.
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2 Literature Survey 

In  the work [3], researchers used KNN and nonlinear regression for stock price 
prediction. They used data of 6 companies from Jordanian stock exchange to help all 
the stakeholders. Their experience says that KNN is robust, reasonable and coherent 
method in this case. It also gives small error ratio. Mehtab and Sen [4] have shown  
that how LSTM can be employed in practice for foretelling stock prices of NIFTY 
50 changes on the National Stock Exchange (NSE) of India. It is among the most 
recent ideas in this work domain. The authors created three forecasting models using 
daily stock prices. The models’ prediction accuracies were then assessed due to their 
ability to predict the perturbation patterns of NIFTY index’s nearer value over a one-
week time horizon. Authors used NIFTY, fifty index values in the span, Jan 2018 
to Jun 2019, for testing [4]. The work proposed in [5], uses Convolutional Neural 
Networks (CNN) and multivariate time series data for stock prediction. The authors’ 
suggested prediction model combines a CNN’s learning capacity with prediction 
validation to achieve a high degree of accuracy in expecting future index values of 
NIFTY and the trend in movement. The authors offer three distinct CNN designs, 
each with a different number of variables utilized in predicting, count of systems 
sub-models and input data size for model training. The CNN-based multivariate 
foretelling prototype was considerably worthy in predicting the weekly movement of 
NIFTY index values, according to the experimental data. LSTM networks have also 
been proposed for stock price prediction. Use of LSTM [9] in stock price foretelling 
is described in [5]. In the study [6], the comprehensive procedure of evolving a stock 
price foretelling model utilizing the ARIMA model is given. A stock price prediction 
algorithm is integrated with available data from New York Stock Exchange (NYSE) 
and the Nigerian Stock Exchange (NSE). The results showed that the ARIMA model 
has a lot of potential for largely short-term prediction and might compete well with 
conventional stock price prediction strategies. This can guide stock market investors 
for taking profitable investment decisions. ARIMA models may compete quite well 
with developing forecasting approaches in short-span foretelling based on the find-
ings obtained [6]. This paper [7] has proposed a hybrid model that combines the 
benefits of a CNN and a LSTM approach they talk about the different works related 
to pattern reading and prediction, providing us the comprehensive view about the 
prediction techniques. We also studied the way they combined the models which is 
interesting and inspirational for our approach towards our model. 

The main outcome of this study is, suggested CNN-LSTM model beat 17 base-
line time series forecasting algorithms for test as well as foretelling data, along with 
least average values of RMSE, MAPE and RRMSE. Finally, while individual CNN 
and LSTM models predict verified COVID-19 occurrences time series well and effi-
ciently, combining these two models in projected CNN-LSTM encoder decoder struc-
ture greatly increases performance of forecasting. In addition, the suggested model 
exhibited acceptable predication demonstrated that the suggested model produced 
acceptable predicting results with limited of Date 2022-01-14 Words 744 Characters 
5121 Page 1 of 2 data was available. This proposed technique has helped achieve
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improved accuracy for the COVID-19 cases prediction, and we may apply it to our 
stock market prediction model as well, but we will have to careful at the same time 
honoring the exclusivity of both the applications [7]. 

3 Dataset 

3.1 Yahoo Finance 

Collection of data is most crucial task in the research. The dataset is collected from 
Yahoo finance which affords monetary news, statistics and statement together with 
stock charges, press releases, monetary reports, and unique content. This dataset is 
perfect as you can view historic price, dividend, and cut up information for most 
quotes in Yahoo Finance to forecast the destiny of an organization or advantage 
marketplace perception (Fig. 1). 

3.2 Twitter Sentiment Analysis 

Twitter is a large dataset, for working with sentiment evaluation using twitter statis-
tics [8, 10]. The statistics extraction is critical. Twitter gives access to tweets using 
their APIs. The data set accumulated from Twitter API to apply tweets sentiment 
evaluation for the statistics is collected as positive, negative or neutral tweets. This 
is done with the help of polarity analyzer this is a technique of identifying attitudes 
in textual content statistics about a subject of interest. Its miles scored the use of 
polarity values that variety from 1 to −1. Values toward 1 suggest more positivity, 
while values closer to −1 indicate extra negativity [8] (Fig. 2).

Fig. 1 Price of stock 
(dataset) snap 
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Fig. 2 A sample tweet 

3.3 Standardization 

Standardization is the data transformation with respect to mean value and scaling it 
dividing their variance. Post standardization mean and the variance becomes 0 and 
1, respectively. Standardization helps to improve model performance too. 

The standardization (Z) formula is as given in (1) for N samples. 

Z = x − μ 
σ 

(1) 

where mean and variance are computed as in (2) and (3), respectively. 

μ = 1 
N 

N∑

i=1 

(xi ) (2) 

σ = 
┎||√ 1 

N 

N∑

i=1 

(xi − μ)2 (3) 

4 Work Flow Diagram 

Following Fig. 3 indicates the flow diagram of trend prediction and Fig. 4 shows 
planned work flow of twitter analysis.
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Fig. 3 Trend prediction 
work flow diagram 

Fig. 4 Twitter analysis 
workflow diagram
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5 Methodology 

5.1 Stock Trend Predication 

Data Splitting 

The dataset is divided in to disjoint training and testing sets. The model learns with 
supervised training set and reason for the test set. Test dataset is used to evaluate the 
accuracy of our model’s predictions. We used, both, 70–30% and 80–20% data split 
for the experimentation. 

Long Short-Term Memory (LSTM) 

Given the problem statement, we understand that prediction in the stock market take 
place using pattern creation and iterations of those patterns historically and serving 
the exact purpose we have the “Real-Time Recurrent Learning” (RTRL), but when 
looked throughout, it has a major issue which has to be addressed. 

The Conventional RTRL when dealing with errors which go backwards in time 
either leads to oscillations of weights or learning to bridge up a gap takes a lot of 
time lag, which hints us to the solution and the used model i.e., LSTM. 

The LSTM is a kind of recurrent network in conjecture with the gradient-based 
learning. The original developed model promised to keep short-term memory as 
long as 1000 consecutive inputs. One of the important components which contribute 
majorly to the Architecture is Memory Cells and Gate Units. To eliminate the possi-
bility of perturbation by irrelevant inputs, multiple input gate units and output gate 
units have been introduced expanding the constant error carrousel, result is a more 
complex unit know as a memory cell. Given below in Fig. 5, is the figure which 
represents the memory cell. 

The Memory Cell has 3 doors to be generalised, entrance, door with a view and an 
info door. This cell collects data at appropriate set timings which serves as the long 
short-term memory of our model [9]. A significant thing to understand and decrypt 
is that overhead door has both the responsibility to loads and capacity to start up the 
state cell. Also, Memory from the past cell can be allowed to pass as it is, rather than 
expanding and decreasing exponentially at each layer of network, and loads can have 
their ideal quality as quick as possible. This also solves issue-as a value put in cell 
is not adjusted every time, the inclination will not be hampered towards our Indian 
trading entities i.e. NSE and BSE (Fig. 6).

Fig. 5 A memory cell of 
LSTM, referred from the 
context of “LSTM by Sepp 
Hoch Reiter & Jurgen 
Schmid Huber” 
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Fig. 6 LSTM model 

5.2 Twitter Sentiment Analysis 

Tweepy will be used to extract data in order to perform sentiment analysis. Tweepy 
is a Python module that allows you to access the Twitter API, which allows you 
to extract and access data on a range of topics. To use the Twitter API, you must 
first create a developer account and get it accepted by twitter through an application 
procedure. Once we obtain the access to it and have authorisation for a developer 
account, we generate consumer tokens and access tokens and define them as variables. 
We also utilise OAuthHandler and set_access_token to check the access tokens and 
authenticate the account. The same is demonstrated in Fig. 7. 

The tweets search function is then used to scrape tweets, and we further search for 
tweets using a certain hashtag, language, and time. We must also specify the number 
of tweets to be extracted. When tweets are successfully extracted, they are stored in 
a Data Frame and labelled appropriately.

Fig. 7 LSTM model 
implementation 
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We begin cleaning the tweets after the data has been scraped and placed in a data 
frame. Manipulation of any type of textual data should be approached with caution, 
as changing incorrect data might lead to biased analysis and, ultimately, false results. 
We then do data purification to remove various symbols and usernames from the 
tweets in order to ensure more accurate sentiment analysis computations. 

Following data cleansing, we employ Text Blob’s sentiment function to compute 
Subjectivity and Polarity scores, which are critical for classifying the extracted 
tweets.

● Polarity is a float value between −1 and 1 that indicates whether a text is positive 
or negative. In a nutshell, the Polarity score aids in the analysis of a text’s emotion 
or attitude.

● Subjectivity is a float value between 0 and 1 that determines whether a text is more 
subjective or objective. A subjective sentence is a piece of literature with a tone 
that leans more towards an opinionated expression. An objective sentence is a type 
of textual material with a tone that favours factual expressions. The Polarity score 
is also used to categorise tweets into positive (> = 0), neutral (=0), and negative 
(=0) categories. By categorising tweets into the supplied tags, we visualise our 
final results in order to evaluate trends from our textual data [10]. 

6 Experimental Results 

After training the model, result of our testing has shown different results with number 
of epochs and train-test split. The data is of stock ASIAN PAINTS from “1/1/2010” 
to “1/12/2021” with total of 2939. The model is trained and test with 2 combinations 
of spilt i.e., 70:30 (train: test) and 80:20 (train: test). 

To evaluate model, we use Root Mean Square Error (RMSE), which is a de-facto 
way to measure error in predicting data. It is defined in (4) for n values. 

RM  SE  =
/∑n 

i=1(y
∆

i − yi )2 
n 

(4) 

where ŷi represents the predicted values and yi are test values for i = 1, 2, ..., n 
(Fig. 8).

In Table 1 the RSME of predicate value is given with respect to epochs. First with 
split of 70% (2057) train and 30% (882) test we can observe that with increasing no. 
of epochs, the RSME first decreases than increases. This is because of overfitting 
model.

When a model is trained with a large amount of data, it begins to learn from the 
noise and inaccuracies in the data set. The model then fails to predicate the input due 
to too many details and noise. This is known as Overfitting of model (Fig. 9).

In Table 2 the RSME of predicate value is given with respect to epochs. First 
with split of 80% (2352 samples) train and 20% (587 samples) test we can observe
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Fig. 8 Epochs versus RSME

Table 1 Epochs versus 
RSME versus time 

Split 70:30 (samples 2057:882) 

Epochs RSME Time taken to run epochs 

100 170.10 2030 

75 151.5 2325 

50 131.43 1120 

25 139.02 375

Fig. 9 Epochs versus RSME

that with increasing no. of epochs, the RSME decreases drastically. In Epoch-75 we 
achieved lowest RSME value (122.42).

With the use of numerous charts imported from Matplotlib, various trends and 
conclusions are presented based on the sentiment computations that have been 
calculated. The retrieved texts are tokenized, and the words with the highest usage 
frequency are presented in the form of a word cloud.
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Table 2 Epochs versus 
RSME versus time 

Split 80:20 (samples 2352:587) 

Epochs RSME Time taken to run epochs 

100 152.89 2360 

75 122.42 2550 

50 126.85 1050 

25 148.35 540

Fig. 10 Visual 
representation of 
classification of tweets 

As previously stated, the Subjectivity score is a number between 0 and 1 that 
defines if a tweet is more opinionated or factual, and the Polarity score is a number 
between −1 and 1 that classifies a tag as positive, negative, or zero. 

Figure 10 depicts the distribution of various tweets depending on the count of 
tweets based on emotion tags assigned by Polarity scores. The visualization pie-chart 
reveals a nearly equal distribution of neutral and negative tweets, with a significant 
number of positive tweets. We may make a major conclusion from this, namely that 
while there appeared to large negative tweets as well as positive tweets, indicating 
people’s interest. 

The trend predicated form test data set with respect to time and different epochs 
and split are plot below. Figures 11, 12, 13 and 14 are for the split of 70–30% and 
Figs. 15, 16, 17 and 18 are for splits of 80–20%.
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Fig. 11 Price versus time for 25 Epochs (split 70–30) 

Fig. 12 Price versus time for 50 epochs (split 70–30) 

Fig. 13 Price versus time for 75 epochs (split 70–30)
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Fig. 14 Price versus time for 100 epochs (split 70–30) 

Fig. 15 Price versus time for 25 epochs (split 80–20) 

Fig. 16 Price versus time for 50 epochs (splits 80–20)
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Fig. 17 Price versus time for 75 epochs (split 80–20) 

Fig. 18 Price versus time for 100 epochs (split 80–20) 

7 Conclusion 

This paper proposes LSTM model built to forecast future trend of STOCK and 
Sentiment Analysis model for determining the sentiment of asset trough twitter data 
feed. Model achieved the lowest RMSE in 75 Epochs with 80:20 (test: train) split 
of data set. Hence, we conclude that 75 epochs with 80:20 split predicate best trend 
predication of price with lowest error rate. 

This can assist investors in gaining a significant financial benefit while maintaining 
a stable stock market environment. Investor can avoid huge draw down in finical 
market by using models in significant manner. In future work multiverse time series 
can be done by adding important feature in data set which will further improve the 
model.
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A Study on MQTT Protocol Architecture 
and Security Aspects Within IoT 
Paradigm 

M. Nimavat Dhaval and G. Raiyani Ashwin 

Abstract In the Internet of Things (IoT) paradigm, boundless solutions have been 
designed and implemented to do effective and secure communication among it’s 
smart objects and it’s network. The outcome of effective and secure communication 
always relies on which IoT protocol has been used at the application layer. Generally 
IoT devices communicates using various IoT push protocols such as XMPP (Exten-
sible Messaging and Presence Protocol), MQTT (Message Queuing Telemetry Trans-
port), AMQP (Advanced Message Queuing Protocol) among which MQTT protocol 
is widely used protocol within IoT platform because it requires nominal resources 
as it’s lightweight and efficient, it also support bi-directional communication among 
smart objects and cloud and MQTT also guarantees and support reliable message 
delivery through 3 Quality of Service (QoS) levels. This research paper focuses 
on key concepts on MQTT protocol architecture, basic security fundamentals such 
as identity, authentication, authorization and MQTT advance security fundamen-
tals which includes X.509 client certification authentication, OAuth 2.0 and payload 
encryption. 

Keywords IoT ·MQTT · Security 

1 Introduction to MQTT Protocol 

1.1 MQTT Protocol Architecture 

MQTT is an open source and light-weight protocol for communication between 
smart objects and it’s network over (Transmission Control Protocol) TCP. As MQTT 
is light weight, it’s energy consumption is very less compared to other push protocols,
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and also supports low bandwidth communication. MQTT Protocol also ensures up 
to 3 levels of Quality of Service (QoS), Which is capable of managing how much 
data is transmitted and which types of handshakes are needed. MQTT is a widely 
used protocol in the IoT paradigm [1–3] (See Fig. 1). 

MQTT uses the following fundamental concepts to transmit or receive data over 
network and connected smart objects.

● Topics. It identifies the category of data or message to be sent. It is about 
identifying and applying labels to the type of communication that takes 
place among publisher and subscriber. Such as if a temperature sensor 
senses change in environment, the topic or label might be allotted as 
“WEATHER_CHANGE_UPDATE”, and the sensed data will be transmitted as 
label “WEATHER_CHANGE_UPDATE” [2, 4, 5].

● Publishers. It is defined as a smart object which is connected to sensors and 
responsible for transmitting messages over TCP. Ex. Arduino or Raspberry Pie 
where different sensors are connected to it [2, 4, 5].

● Subscribers. It identifies the receiver who is interested to receive data or messages 
for specific one or more interested topics. Ex. Clients who subscribe to the 
“WEATHER_CHANGE_UPDATE” topic, will receive notification whenever 
changes will be detected [2, 4].

● Broker. It refers to a server which is responsible to connect publisher and 
subscribers as per the topics which subscriber had subscribed to. It is also defined 
as an agent [2, 4].

Fig. 1 MQTT architecture 
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1.2 Why MQTT? 

Majority within the IoT environment, MQTT protocol is widely used because 
of certain reasons, as MQTT protocol occupies and consumes less energy from 
connected IoT devices which makes it lightweight and efficient protocols. It also 
support bi-directional communication between smart objects and it’s network over 
TCP. 

MQTT can be subsidize millions of connected smart objects over unreliable 
networks as well. About security aspects, it also ensure identity, authentication 
and authorization using advance security mechanism which includes which includes 
X509 client certification authentication, OAuth 2.0 and payload encryption [2, 3]. 

As far as server utilization is concern, hereby we can observe the statics that 
depicts mean response time taken or utilize by various protocols such as CoAP, 
MQTT, AMQP and XMPP [6, 7]. 

Figure 2 shows MQTT and XMPP protocols utilize very nominal server 
processing. It’s due to skipping handshakes while connecting to the clients, which 
results into less mean response time [8, 9]. 

Figure 3, depicts the comparison between CoAP and MQTT. As far as performance 
is concern, CoAP depends upon UDP for communication to preform well at server 
utilization but required more mean response time compare to MQTT. On other side 
by using MQTT protocol, we can decrease server utilization within minimum mean 
response time [7, 8, 10].

Figure 4, depicts the comparison between XMPP and MQTT, by using this 
approach, XMPP protocol use less server utilization as it directly communicate

Fig. 2 Mean response time—IoT protocols 
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Fig. 3 Mean response time—MQTT versus CoAP

to client without handshaking. While MQTT protocol use marginal server utiliza-
tion more compare to XMPP as it perform handshaking while communicating with 
clients. Thus, MQTT mean response time increase due to performing handshaking 
while managing each client communication [8].

2 Security Aspects Within MQTT 

Mainly three aspects within MQTT protocol impacts on such as identity, authenti-
cation, and authorization. 

2.1 Identity 

Subscriber needs to establish a connection with a broker to communicate for 
requested topics. MQTT protocol ensures each subscriber by identifying subscriber 
id while requesting for a connection. Most of the subscriber has a unique client iden-
tifier, which recognized as universal unique identifier (UUID) or a MAC address of 
the subscriber used to connect with publisher.
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Fig. 4 Mean response time—MQTT versus XMPP

As brokers get requests from subscribers, it ensures that the subscriber is autho-
rized to receive data using identifying valid subscriber id, username, and password 
[1, 11, 12]. 

2.2 Authentication 

For secure authentication along with username and password, MQTT ensures authen-
tication along with a X.509 certificate. Certificate X.509 is a digital certificate which 
works on public key infrastructure to ensure that public key must belong to each 
subscriber [13]. 

X.509 certifies the identity of each subscriber while performing a handshake 
process between publisher and subscriber. During the handshaking process, the 
subscriber provides a digital certificate to broker with identity and public key. Brokers 
need to verify submitted subscriber certificates to the certification authority for further 
verification. After confirmation, the broker identifies the subscriber as genuine and 
validated subscriber within subscriber username and public key. MQTT brokers 
must support the utilization of X.509 certification to ensure secure communication 
[13, 14]. 

For subscriber authentication using X.509 digital certificates, certificates must 
be created at TLS (Transport Layer Security) using advanced encryption methods. 
TLS encryption ensures a secure communication channel for TCP/IP for resisted 
subscribers.
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2.3 Authorization 

Once connection gets established with a broker, connected objects can publish and 
subscribe to one or more topics. Topics play a key role to authorize the subscriber, 
else clients would be able to subscribe and publish to any topics available within a 
broker. 

Authorization deals with RBAC (Role Based Access Control) and ACL (Access 
Control List). RBAC ensures the level of abstractions among subscribers and topics-
based subscription [15]. ACL encompasses a list of subscribers with a list of permis-
sions. Permissions lead to the secure policy on which topics, client can publish or 
subscribe [16]. 

MQTT broker configured topics along with permissions. Meanwhile brokers 
ensure the valid topics, types of operations and level of Quality of Services (QoS). 
If any subscriber performs unauthorized activity, the broker performs certain actions 
such as invalidating the digital certificate of the subscriber, so the subscriber would 
be unable to publish or subscribe to the given topic. For permissions, access token 
provided to each subscriber. By validating a token, IoT can be prevented from unau-
thorized access to publish or subscribe data that may have an inauspicious effect on 
connecting smart objects of the IoT paradigm. 

Alternative to ensure authorization with a broker is to provide a third-party source 
to confirm authorization connected with a subscriber based on access token and 
unique identity. For secure communication, additional identification is provided with 
a username field. Access tokens can be distributed using several ways, but a widely 
used way is OAuth2.0 [14, 16, 17]. 

3 X.509 Client Certificate Authentication Within MQTT 

MQTT brokers ensure the identity of each subscriber during TCL handshaking, and 
it can abort the handshake if the identity of the client certificate fails. Basically, the 
process of authenticating the secure communication between clients, publishers and 
subscribers. 

Client certificate offers benefits such as verification of identity of subscriber, 
authentication of subscriber (at transport layer) and invalidate clients before MQTT 
CONNECT message sent. These X.509 client certificates must be implemented 
within MQTT protocol [12, 13]. 

These additional security approaches at the cost of provisioning certificates and 
revocation mechanisms that must be identified in communication policy.
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Fig. 5 Public key infrastructure 

3.1 Certificate Provisioning 

Public Key Infrastructure (PKI) would be the key element to ensure provisioning 
certificates to subscribers. Without PKI, it becomes challenging to maintain digital 
certificates for each client (See Fig. 5) [18]. 

3.2 Certification Revocation List 

To ensure malicious clients form utilizing fake client certificates, brokers must iden-
tify invalid certificates and prevent clients that request to establish connection. To 
implement this, CRLs are used. CRL is a list of all invalidate certificate repositories 
(See Fig. 6) [19] 

Fig. 6 Certification 
revocation list



68 M. Nimavat Dhaval and G. Raiyani Ashwin

Fig. 7 Code depicts how permission can be added to certificate 

3.3 X.509 Certificate for Authentication and Authorization 

Using this digital certificate, we can ensure authentication and authorization both. 
The below code of fragment depicts how permission can be added based on certificate 
(See Fig. 7) [20]. 

To manage challenges of certificate lifecycle management, within MQTT protocol 
X.509 client certificates would be more useful. To ensure the secure communication, 
another layer of security is much needed within MQTT such as application-based 
authentication and client certificate authentication [12, 13, 21]. 

3.4 OAuth2.0 Within MQTT 

In IoT, to add more layers of security, OAuth 2.0 would play a key role within 
MQTT protocol. OAuth 2.0 is all about an authorization framework which enables 
subscribers to access resources that are subscribed by a client without disclosing 
their unencrypted credentials. For example, currently, various mobile applications 
are accessing Google profiles for sign up and sign in process. Client does not need 
to provide Google password to each application, rather than login via Google and 
authorized applications will access Google information on client behalf [17, 22]. 

Key elements of OAuth 2.0 are client, resource owner, resource server and 
authorization server. Client can be defined as an application that requests access 
to resources from publishers. Resource owner is referred to as a publisher who owns 
or is responsible to publish data over TCL. Resource server supplies the resources 
that are required to be protected and can only be accessed by a valid user. Autho-
rization server maintains and grants access to available resources. The authorization 
server and resource server must subsidies one another to ensure security [23, 24] (See 
Fig. 8).

OAuth2.0 commonly works with JSON (JavaScript Object Notation) Web Token 
(JWT), identifies and communicates by base64 encoding standards. JWT token 
consists of header, pay and signature. Header contains details about which crypto-
graphic algorithm is used for encryption and to generate signatures. Payload contains 
information such as publisher, publish date, expiry time, subscriber and topics.
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Fig. 8 OAuth 2.0—authorization process

Payload information can be customized or modified as per publisher need. Each 
JWT token is signed by the authorization server, so the resource server would be 
able to ensure the publisher is trusted [23, 25]. 

Future JWT tokens can be classified as refresh tokens and access tokens. Access 
token controls the permission on specific resources. But as it is a short-living token, 
it expires within one day. Where refresh tokens have longer life compared to access 
token, which request for fresh access token from the server as previous token gets 
expired. 

OAuth 2.0 is an open source protocol which enables secure authorization using 
standard cryptography methods. It is also known as a framework that empowers third 
party applications to access assigned resources within the IoT environment. 

Additionally, MQTT broker also need to validate using access tokens, to authorize 
the clients. Client Authorization leads to two different scenarios such as authorization 
within topic subscription and third party authorization [26, 27]. 

4 Payload Encryption 

Payload encryption adds another layer of security within a trust-less IoT environ-
ment. Payload encryption is also defined as a cryptography method used to encrypt 
topic specific data at application level. This method supports end- to-end encryption 
between publisher, subscriber and MQTT broker. During transmission, metadata 
remains intact while only the payload message is being encrypted. Generally MQTT 
payload encryption is applicable to MQTT publisher packets only, which ensures 
that no client side mechanism is required at the broker end to decrypt data [24].

● Payload encryptions generally focus on
● PUBLISH topics
● CONNECT username and password
● SUBSCRIBER topics
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Fig. 9 End-to-end encryption process 

● UNSUBSCRIBED topics 

4.1 E2E (End-To-End)Encryption 

MQTT broker works with unencrypted metadata packets for quality service handling 
and routing, only application or topic based data gets encrypted and even broker can 
not decrypt the encrypted topic based packet data. 

So even an unauthorized client that gets access to an MQTT packet can not decrypt 
the information without having a public/private key. E2E encryption is not dependent 
on the MQTT broker, the publisher can apply encryption to any topic as per need 
[24] (See Fig. 9). 

4.2 Client to Broker Encryption 

In client to broker encryption paradigm encrypted payload of packet is decrypted by 
broker before publishing, as a result all subscribers would receive unencrypted infor-
mation. In this method, the broker decrypts the message on the fly (while transmitting 
the message) (See Fig. 10).

Payload information ensures end-to-end encryption and adds another layer of 
security for specific topics within push protocol architecture [24]. 

5 Conclusion 

In growing IoT fields, security always remains challenging for effective and secure 
communication among their smart objects and its network. To ensure effective
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Fig. 10 Client to broker encryption process

communication and to achieve security within IoT architecture, it always depends 
upon protocols used for transmitting and receiving data over TCL. Various IoT push 
protocols such as XMPP, MQTT, AMQP ensure the communication at TCL among 
which MQTT protocol is widely used protocol within IoT platform because it requires 
nominal resources as it’s lightweight and efficient. This survey provides a contribu-
tion to how MQTT protocol can be strengthened by approaching advanced security 
concepts such as client certification authentication using X509, authorization by 
using OAuth 2.0 paradigm and lastly payload encryption methods. 
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Compartive Analysis of Different Block 
Chain Technology to Improve 
the Security in Social Network 

Niki Modi 

Abstract Social networking sites have given users unprecedented opportunities for 
the generation and dissemination of content. Block chain Technology as defined the 
decentralized system for distributed registers which are used to record data transac-
tions on multiple computers. So a variety of social networking sites exist for different 
purposes, to afford users a range of anonymous and non-anonymous options for self-
expression, and the ability to be a part of a virtual community. Sometimes a misinfor-
mation, propagated by users and group can create chaos or in some cases, might leads 
to cases of riots. Therefore, a robust and new system is required to check the infor-
mation authenticity within the network, to stop the propagation of misinformation. 
In this paper, propose of block chain based framework is for sharing the information 
securely at the peer level. In the block chain model, a chain is created by combining 
blocks of information. I analyze real data by exploiting one of the most well-known 
DApps sites (decentralized applications), and also compare current technologies in 
order to get better algorithm or tool to secure our information. such as Facebook. 

Keywords Decentralized applications · Block chain · Facebook · Dissemination ·
Networking · Authenticity 

1 Introduction 

Sharing is a fundamental human experience, and the rise and spread of social 
networking sites (SNSs) has served to open unprecedented avenues for achieving 
this experience. Recent statistics show that 30% of all time spent online is on social 
media, with teens leading the pack by spending an estimated nine hours online each 
day. Content on social media has often been satirized for the breadth of revealed 
content, ranging from everyday life occurrences such as meals, fitness, personal 
thoughts and family stories, workplace milestones and challenges, to broader calls
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for prayers, funds, recommendations, and sharing of news [1]. An incorrect infor-
mation may be termed as rumor related to public interest. Nowadays social network, 
like Facebook, Twitter is very common for communication among people to do 
collaborative action [2, 3]. 

Therefore, the relation between the dynamics of information and the structure of 
the underlying network is crucial in many real cases, e.g., the spreading of worms in 
a computer network (e.g., ransom virus on technological networks), [4] viruses in a 
human population (e.g., zika virus spreading in human), information propagation in 
the online social network. 

The block chain technology has developed for the financial transaction of bit coin 
with trusted and secured contract between two communicating parties at the peer 
level. Also new platforms were born to implement various types of business models, 
called previously decentralized online social networks (DOSNs) [5] because they 
were based on P2P networks. There are another method to solve social network issue 
there is emergence of distributed OSNs (DOSNs) can solve this privacy issue, yet 
they bring inefficiencies in providing the main functionalities, such as access control 
and data availability. There is secure hash algorithm. So based on each technique 
will compare and analyze the better way to secure our information while using social 
network. 

2 Literature Review 

Block chains have shown tremendous potential to transform the user experience 
in governance, finance, and health informatics [2]. Therefore, intensive research is 
required for information dynamics in which, correct information should be propa-
gated as well as misinformation or false information should be blocked to stop the 
chaos [6]. 

Therefore, a new technique or method is required to solve the problem of infor-
mation dynamics considering verification and authentication of information, near 
to the initial period of the starting of the information, in the social network so that 
immediate action should be taken to remove the unverified information. In addition, 
each user in a social network creates trust with its neighbors at peer level before 
sharing the information. Trust is a measure of confidence in social networks and it 
provides the information about the neighbors with whom, what type of information 
one share/accept with others [7]. 

Block chain is based on a peer-to-peer architecture, guaranteeing that data is 
duplicated and distributed to all the nodes of the network. !is way, information is 
made practically unassailable, being no longer in the hands of a single operator but 
being duplicated and spread among all the participants to the network. The records 
are stored in a linear chain. Pointers and linked list data structures are used in block 
chain for the block representation. Blocks are arranged in sequence and lined with 
each other, using a linked list. Pointers are used to point the location of the next block 
[8].
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A block is a collection of data that stores transaction details, such as the timestamp 
and link to the previous block, which is generated by a secure hash algorithm. Many 
existing works on DOSNs have focused on solving the problems of storage, access 
control, and providing services [9]. 

3 Proposed Methodology 

First, here they describe the network model as a decentralized network and evaluate 
the trust value by considering network parameter like the degree of a node of a given 
network. Trust in the network may be defined as the agreement to believe that some 
node (user in a social network) is good and honest and will not harm you, or that 
something is safe and reliable. Based on this trust, we define the credibility score of 
each node according to the message type. Credibility may be called as the fact that 
someone can be believed or trusted. 

The aim of introducing trust among the nodes is to find the suitable user to validate 
or invalidate the information in order to propagate the information. Each user, will 
keeps track of a trust value with each of its neighboring users, Trust may be considered 
in two ways, one is private trust (or local trust) between two communicating nodes 
and, the other is the public trust (or global trust), in which a source node broadcasts 
the information in the network about the type of information. 

Another Methodology is for the BEV-SNS model. User activities in SNSs are 
stored in the block chain, along with queries for the data that are generated by system 
application programming interfaces (APIs). The block chain stores information about 
user content, preferences for sharing rewards for sharing content, and records about 
data access. This framework for content generation and by enabling secure transac-
tion processing and record keeping as given in below Figs. 1 and 2. There are two 
components to this framework: the user data, and the enhanced block chain-based 
digital ledgers that contain algorithms for selecting sharing and reward-generation 
mechanisms.

4 Security Process Using SNS Model Dapps, & BCOSN’s 
Architecture 

Trust, the inherent architecture of block chains ensures that the user can tweak the 
parameters of sharing and rewards in BEV-SNS frameworks for a secure, trusted, 
and rewarding networking experience. To illustrate this framework, we provided 
examples of its use with SNSs that lie along the spectrum of anonymity and showed 
that the framework could be scaled for future use in a variety of collocated spaces. 

We elaborated the data collected in order to better understand the status of current 
DApps and compared them with the data collected in 2019 from the same site, Fig. 3
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Fig. 1 System architecture and data model for BEV-SNS

shows the status of the DApps by grouping them into the categories in which the 
DApps is built in 2019. As we expected, there are several DApps concerning the 
financial and game DApps; as concerns the social scenario, social DApps are within 
the top 5 DApps categories, which describes the importance of DApps in the social 
environment. The trend of the DApps is increasing year by year, as we can see in 
diagram social DApps have increased from about 250 proposals in 2019 to about 
300 proposals in both 2020 and 2021. This means that the scenario has big interest 
and potential by considering the new block chain proposed. Indeed, the scenario 
concerning the block chain technology applied to social DApps have completely 
changed from 2019 to 2020 and 2021, as we can see in diagram Figs. 4, 5 and 6.
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Fig. 2 System model and data flow

Fig. 3 Status of DApps (information collected from the site www.stateofthedapp.com the 14th of 
May, 2021). a List of DApps (2019)

Also analyze the top 5 blockchains, considering Fig. 6 in the social category, in 
order to understand the characteristics of the blockchain technology tailored in the 
social scenario. 

There are a number of social DApps built on top of the most used blockchain, 
such as Ethereum, EOS, Steem, and so on. Some of them are always active, which

http://www.stateofthedapp.com
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Fig. 4 List of DApps (2020) 

Fig. 5 List of DApps (2021)

means that there are, at the time of writing, new transactions corresponding to those 
DApps, while some of them have seemingly been dead for a long time. 

In this methods, described the most used blockchain by analyzing the list of 
the DApps from the last two years, collected from the site www.stateofthedapps. 
com (accessed on 1 September 2021). We found that almost all the social DApps 
are based on Ethereum. Other important block chains are Steem and Hive, which 
are born to be social; for this reason, they provide a set of social features that are 
not provided by other block chains. The other block chains used in this scenario are 
EOSIO and Klaytn, even if they are not so well investigated in the social environment. 
As suggested in this work, scalability and transaction fees are the most important 
points in choosing a block chain. 

Here the designed system is a block chain-based framework for decentralized 
OSN termed BCOSN as shown in above Fig. 7. Combining with smart contracts,

http://www.stateofthedapps.com
http://www.stateofthedapps.com
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Fig. 6 Block chain used by 
DApps considering the social 
category. (information 
collected the 14th of May, 
2021) a Overview of the 
Social DApps (2019); b 
Overview of the Social 
DApps (2020); c Overview 
of the Social DApps (2021)
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Fig. 7 Overview of the BCOSN’s architecture 

also taken the block chain as a trusted server to implement the functionalities that are 
used to be provided by central servers in traditional OSNs. Compared to the existing 
DOSNs, the BCOSN can provide efficient, safe, and privacy-aware functionalities 
of authentication, newsfeed notification, and friend recommendation. Meanwhile, 
it also provided users with fine-grained encryption to protect data privacy. A series 
of algorithms has been designed based on smart contracts to construct a concrete 
scheme under the framework of the BCOSN. In addition, the experimental results 
have shown the effectiveness of the BCOSN. 

5 Comparison of Different Security Features in Blockchain 
for Social Network 

Feature Peer level 
algorithm 

BEV-SNS 
algorithm 

BCOSN 
algorithm 

Decentralized 
based 
application 

Third party 
Authentication/information 

We no longer 
require a 
third party 
for 
information 
Verification 

Control over 
data access 

Fine-grained 
encryption to 
protect data 
privacy 

Promotes user 
privacy 

Accuracy 83% Less than peer 
level 
algorithm 70% 

Accuracy is more 
as compare to 
other two 

More than 
85% 

Efficient & flexible This gives 
the user a 
very high 
level of 
protection 
against being 
compelled to 
disclose its 
contents 

Efficient task 
execution. & 
ML algorithms 
to better 
understand 
sharing 
preferences and 
reward 
mechanisms on 
various kinds of 
SNSs 

The experimental 
results shows the 
effectiveness of 
the proposed 
BCOSN and 
verify that the 
friend 
recommendation 
can be 
implemented 

An app 
requires 
significant 
computations 
and overloads 
a network,  
causing 
network 
congestion 

Also We can compare block chain social media versus Popular social media 
network.
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Fig. 8 Various financial applications of block chain across world in 2016 

● The app publishes real videos and events, and other users upvote the content to 
receive ‘Karma’. Earn enough Karma points, and it gets converted into real money 
which you can withdraw at the end of the day.

● On the other hand, we have Instagram, where you can share a photo or a video with 
other users. It’s like the simplified version of Facebook, with a strong emphasis 
on visual sharing. If you are a business owner, you can post your product images 
on Instagram or maybe use an Instagram influencer to give a shout-out to your 
business. These efforts may direct traffic to your site but the post itself won’t 
generate any money. The Karma app, however, can help you make money with 
the post itself. 

Therefore, the Karma app comes with its own secure wallet, direct messaging, 
and charity integration. You can buy stuff from other Karma users directly, unlike 
Instagram, which is yet to embrace the in-app shopping feature also given in terms 
of gpie chart in below diagrams Figs. 8 and 9.

6 Conclusion 

The main purpose of our paper is to secure social network using block chain tech-
nology, Application, algorithm and improve security based on authorization, token id,
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Fig. 9 Statistics in terms of increase in number of users of blockchain wallet

session id. The traditional method of fake information detection is unable to find the 
source of the message generator in the social network. We have simulated the infor-
mation propagation using the block chain protocol, also The design of ML algorithms 
to better understand sharing preferences and reward mechanisms on various kinds of 
SNSs are areas of potential research. In this paper, we introduced BOSMs from the 
technical point of view by taking into account the issues concerning current block 
chains and determining which properties are the most important ones for choosing 
a suitable block chain. In this regard, one possible solution in the future is to store 
user data in the block chain anonymously rather than pseudonymously. 

Blockchain-based social media represent a good alternative to current OSNs. 
Users gain full control of their content and are rewarded in order to encourage 
engagement, participation, and, in particular, the production of valuable content [5]. 
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Euphonia: Music Recommendation 
System Based on Facial Recognition 
and Emotion Detection 

Eliganti Ramalakshmi, Huma Hussain, and Kritika Agarwal 

Abstract Emotions can be challenging to describe and interpret, which is why music 
has been proposed as an art. In recent times, music can be used as a mood regulation 
mode, to assist someone balance, understand and deal with their emotions better. 
‘Euphonia’ is intended at easing that process. The purpose of ‘Euphonia’ is to use 
real-time facial recognition to acquaint the machine with abilities to recognize and 
examine human emotions. With this, the machine will be trained to provide the user 
with suitable songs for that particular mood. Besides this, the machine will also 
recommend the user with a general playlist pertaining to the user’s likes and dislikes 
which they can access whenever they wish to. Machine learning concepts and the 
available datasets have been utilized to classify a vast set of music that is stored 
using automatic music content analyses. It was implemented using Python, Pandas, 
OpenCV, and NumPy. 

Keywords Music · Emotions · Classification · Computer Vision · Facial 
expression · Recognition 

1 Introduction 

Music is the art of arranging different types of sounds using various resources to 
create soulful and peace-giving melodies. It is one of the universal cultural aspects 
of all human societies and is known for altering the listener’s emotion. An emotion 
is a complex psychological state that describes what a person feels at all points in 
their lifetime. In common words, it is a feeling originated from one’s circumstances. 
Positive emotions dominate musical experiences. Pleasurable music may result in 
the discharge of neurotransmitters that release happiness-inducing hormones like 
dopamine. When one listens to music, their mood is bound to be altered and stress 
is relieved. Mental health, though has always been important, has received a vast 
amount of focus in the last few years. Due to this, more and more individuals make
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extra efforts to take care of their mental health. We were pushed to create a project 
like this since music can act as a catalyst to make one’s mood better. One needs 
to know how they feel and know when they need to calm down and relax. This 
project aims at that. One can see an exponential change in their mental health when 
good music is involved. On a wider scale, this reduces the additional time and labor 
normally required to manually do this. People often specify their moods, especially 
with facial expressions. Music has continually been recognized to modify the temper 
of a human. Encapsulating and spotting the emotion portrayed by the person and 
suggesting suitable songs suiting one’s temper may calm the thoughts of a person 
and result in a pleasant and enhanced experience. This project pursues the emotion 
expressed via their facial expressions. Facial and emotion recognition technology, 
which has widely gained traction due to its colossal application value and potential, 
has been implemented in this project (Fig. 1). 

By using libraries in Python like TensorFlow, OpenCV, NumPy, and Panda, the 
music system is trained to retrieve and identify one’s mood through the system’s 
web camera. The program captures a snapshot of the user. Following this alongside 
the assiatnce of image classification, it extracts several features from the user’s face 
and attempts to discover the emotion that the person is undergoing. In various cases, 
temper alteration may additionally assist in battling conditions like melancholy and 
sorrow. Using the resource of expression evaluation, many psychiatric dangers may 
be prevented, and additionally, there can be attempts that can assist the user to bring 
their temper to a healthy and better stage. This project aims at lightening the mood 
of the user. When it comes to your mental health, music can help you rest better, lift 
your mood, reduce stress, and help you comprehend your emotions better. It helps 
one tackle anxiety and it can act as a coping mechanism.

Fig. 1 Music’s impact on 
human psychology 



Euphonia: Music Recommendation System Based on Facial … 87

2 Literature Survey 

Artificial intelligence is a prominent, and imperative domain that has taken over 
the world in recent times. As an apparent result, several music recommendation 
systems are being built and a few of them have become extremely popular. These 
systems take various factors into account for providing the best recommendations 
to the users. Some of them use the most frequently listened to songs as the basis of 
recommendation while others make use of factors like the user’s favorite artist or 
their preferred genre. Many existing systems can recognize emotions through facial 
analysis. On the other hand, numerous existing systems recommend music. 

One of the first proposals of the venue-recommender system is by Cheng and 
Shen [1] who proposed a venue-recommender system, for identifying suitable songs 
for different venues. 

S Matilda Florence [2] provided recommendations to the users by considering 
users’ choices by proposing a music recommendation system, accordingly. 

Hardik Sharma, Shelly Gupta, Yukti Sharma, Archana Purwar [3] used Russell’s 
scale which predicts arousal and valence, rather than emotion via Multi-linear 
Regression, and studies the model using various data mining techniques. 

Vincenzo Moscato, Antonio Picariello, and Giancarlo SperlIı [4] proposed 
the design and implementation of a music recommender system based on the 
identification of personality traits, moods, and emotions of a single user. 

Wenjuan Gong and Qingshuang Yu [5] developed a music recommendation 
algorithm that utilized a deep learning algorithm, dance motion analysis applied 
quantitative measures to evaluate it. 

Madhuri Athavle, Depali Mudale, Upasana Shrivastav, Megha Gupta [6] used  
convolution neural network for the purpose of emotion detection and PyGame and 
Tkintee for music recommendation system. 

Yading Song, Simon Dixon, and Marcus Pearce [7] used user modelling, 
item profiling, and match algorithms that uncovered the two basic techniques in 
recommendation, that is, collaborative filtering and content-based modeling. 

Vuong Khuat [8] implemented a recommendation model using collaborative 
filtering with an enhanced runtime by the use of a more effectual data-representation 
scheme and considering a partial part of the dataset. 

Aldiyar Niyazov, Elena Mikhailova, Olga Egorova [9] used two approaches of 
building a content-based music recommender system are considered in this paper. 
One used acoustic features analysis and another incorporated deep learning and 
computer vision methods application aimed at improving the efficiency and accuracy 
of the recommender system. 

Steve Lawrence, C. Lee Giles, Ah Chung Tsoi [10] generated a hybrid neural-
network which compared favorably with other techniques when it came to facial 
recognition. The system combined local image sampling, a self-organizing map 
(SOM) neural network, and a convolutional neural network.
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3 Problem Statement 

To create and train an effective and accurate model that keenly classifies images, 
predicts the current mood of the user, and plays songs according to the emotion 
identified by the model. Thus, it is considered to be an image classification model. 

4 Architecture 

This project is aimed to design, implement, and analyze a system that would recom-
mend music to the user on the basis of their current feelings. The suggested technique, 
in comparison to other algorithms utilized in earlier systems, is capable of handling 
large pose variations. 

Large pose variations tend to wreak havoc on pre-existing algorithms. To decrease 
the size of the image, a standard image input format is used. Few systems identify 
faces first, then detect them. Other algorithms, on the other hand, rarely recognize 
and locate faces at the same time. Every face detection method has a set of processes 
in common. 

The purpose is to use real-time facial recognition to acquaint the machine with 
abilities to recognize and examine human emotions. It is a coalesce of both music 
suggesting applications and emotion detecting applications that extracts the best from 
both worlds. 

To begin, we established a response time, and then executed data dimensioning. 
Using data dimensions as a starting point, a few algorithms extract facial measures 
and then react to a specific facial region. The proposed algorithm benefits from using 
a static image and has a significant advantage when it comes to the problem of pose 
variations. The existence of identifying components such as spectacles or a beard, 
the quality of static photos, and unidentifiable facial gestures were the three most 
common issues when it came to facial emotion detection. 

Through the emotion detected, the system identifies a song according to the 
emotion of the user. The intricacies of the face recovered from the image are used 
by the classifier to discover the emotion felt. It will provide easy access to any song 
the user wants to listen to according to his/her spirits (Fig. 2).

5 Algorithm 

This project is based on the concept of Computer Vision and Emotion detec-
tion. Computer vision has been specifically used to detect the emotion a person 
is exhibiting. Through the emotion detected, the system identifies a song playlist 
according to the mood of the user. It will provide easy access to any song the user 
wants to listen to according to his/her mood thus decreasing the work of switching
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Fig. 2 Flow of the proposed system

to apps for the particular songs. This technology is used simultaneously with the 
causation of playing desired music based on the mood predicted. 

It majorly implements a classification algorithm to classify images into their 
respective moods. 

The proposed mechanism first distinguishes a face from a static picture by inval-
idating all non-required objects in the image. When the information picture is 
perceived and valid, the picture is further used for analysis. The picture is exposed to 
an image classifier to perceive the feeling displayed by the face. The feeling predicted 
by the emotion recognizer will in turn result in an appropriate song being played. 
The songs are already stored with respect to the mood they correspond to. Once the 
mood is reported by the model, the songs concerning the mood are played by the 
music player. 

The project begins with a dataset comprising images for various emotions (angry, 
happy, neutral, or sad). Each picture has been keenly chosen which makes it compli-
cated for the model to identify the face in the image, thus making it more efficient. 
The model created will be trained over these images to be able to make better predic-
tions of one’s emotions. The dataset also comprises of a set of songs classified into 
each mood. These songs will be played and be most suitable when the user feels 
the song’s corresponding emotion. The model uses image classification to train itself 
with the images present in the dataset. The model can easily manage to detect the face 
of the person within the frame of the picture taken and resize the picture down to just 
the facial features of the user. It uses the graph-plotting technique and classification
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to categorize these facial expressions into emotions. The project also makes use of 
the operating system present on the device to access the system’s webcam to capture 
the face of the user. 

6 Results and Discussion 

We train the model using a special program in TensorFlow called Retrain.py written 
for accurately and efficiently training the model on the given dataset. While being 
trained, the command prompt returns the training accuracy, cross-entropy, and 
validation entropy of the model. 

Next, run the label.py file. It detects the face using cv2 (OpenCV) using Haar 
Cascade which is an ML methodology where several positive and negative images 
of different contexts are used to train the classifier. Then, the image of the face is 
provided to label_image.py which returns the detected emotion. It predicts and stores 
emotions 10 times for a single image, thus increasing accuracy. 

The model checks the emotion with the highest count, it then maps the integer to 
the correct emotion as per the dictionary defined in the beginning. 

Based on the emotion the model concludes, it checks for the resultant emotion’s 
corresponding.csv file. This.csv file contains all the songs that are appropriate to 
listen to in that particular mood. 

From the songs listed in the.csv file, the model reads a random song and provides 
its path to the operating system which then plays the corresponding song present in 
the songs folder. Thus, the song based on the person’s mood is played. 

The command prompt will also display necessary logs like resume, pause, exit, 
or stop to have better access to the song that is being played. 

The figure below is the model’s process to classify the image and display the key 
of the emotion that the model has predicted. The output below is of neutral or sad 
emotion (Figs. 3, 4).

When the face is analyzed and happy emotion is detected then the output below 
for happy emotion is shown (Figs. 5, 6).

7 Conclusion 

After extensive testing and the final validation, it was concluded that the project is 
successful in carrying out all the functionalities mentioned throughout this report. 

We were successful in proposing a music recommendation system based on user 
emotions. We take the human face as input and extract facial expression from it which 
then detects the emotion based on which music is played automatically. It suggests 
music by extracting different facial emotions of a person: Happy, angry, sad, or 
neutral. For feature extraction, we used the machine learning image classification



Euphonia: Music Recommendation System Based on Facial … 91

Fig. 3 Face recognition and emotion detection 1 

Fig. 4 The song played after detecting emotion sad

Fig. 5 Face recognition and 
emotion detection 2
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Fig. 6 The song played after detecting emotion happy

algorithm and for model training we used OpenCV, both provided promising results 
with the desired accuracy. There is a scope for further upgrades and enhancements. 

In the future, other emotions can also be added and our application can be extended 
and trained accordingly. 

A graphical user interface can be made for a visually better experience for the 
user. 

The application could allow the user to request recommendations manually and 
interact with the server to receive recommendations. 

The application could gather information about the user and use the songs they 
listened to for providing better recommendations. 

There could be a server-side for adding new songs to the list as and when required. 
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Improvement of Makespan and TCTime 
in Dynamic Job Ordering and Slot 
Utilization for MapReduce Workloads 

Tanmayi Nagale 

Abstract The amount of data generated in today’s environment is increasing at 
an exponential rate. These data are structured, semi-structured, or unstructured in 
some cases. Processing vast amounts of data is a difficult task. MapReduce is a 
technique for processing large amounts of data. For storing big data sets, Hadoop 
data file system (HDFS) is employed. A MapReduce workload is made up of a 
number of jobs, each of which has multiple map tasks and numerous reduce tasks. 
In this paper, we propose the Shortest Task Ordering (SJA) algorithm for optimising 
Mkspan (Makespan) and TCTime (Total completion time) for MapReduce Work-
loads using dynamic job ordering and slot design. We conducted a comparison anal-
ysis on data sets of various sizes. By comparing objective measurements such as 
Mkspan and TCTime, the experimental results show that performance in terms of 
speed has improved. Each set of jobs, such as WordCount, CharCount, LineCount, 
and Anagram, displays comparative improvement in our work. When compared to 
previous algorithms such as MkJR and MkTctJR, the results demonstrate an improve-
ment in time efficiency, slot usage, and execution speed. In terms of Mkspan and 
TCTime, the Shortest Task Assigned (SJA) method for job ordering yielded results 
that were up to 95% better than MkJR. In comparison to the previous algorithms 
MkSfJR and MkTctSfJR, there is also an increase in slot usage. In terms of Mkspan 
and TCTime, the Shortest Job Assigned (SJA) algorithm achieved results that were 
up to 150 percent better than MkSfJR. 

Keywords MapReduce workloads · Hadoop · Scheduling algorithms · Job order ·
Slot configuration 

Abbreviations 

HDFS Hadoop Data File System 
SJA Hadoop, Shortest Job Ordering

T. Nagale (B) 
Thakur College of Engineering and Technology, Mumbai, Kandivali (E)Maharashtra, India 
e-mail: tanmayinagale13@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
V. E. Balas et al. (eds.), Intelligent Computing and Networking, Lecture Notes in Networks 
and Systems 632, https://doi.org/10.1007/978-981-99-0071-8_9 

95

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0071-8_9&domain=pdf
mailto:tanmayinagale13@gmail.com
https://doi.org/10.1007/978-981-99-0071-8_9


96 T. Nagale

MkSpan MakeSpan 
TCTTime Total Completion Time 
MkJR Makespan using Johnson’s Rule 
MkTctJR Makespan and total completion time using Johnson’s Rule 
MkSfJR Makespan for slot configuration using Johnson’s Rule 
MkTctSfJR Makespan and total completion time for slot configuration using 

Johnson’s Rule 

1 Introduction 

MapReduce [1] is used for refining a huge collection of data or information. A map 
function is specified by user that processes a key/value pair which is used for gener-
ating a set of inter-mediate key/value pairs. A reduce function combines all interme-
diate values associated with the same intermediate key [2]. Workload is considered as 
the size of the data for a job. The workload may vary within a job between different 
tasks. MapReduce and Hadoop support batch processing for jobs submitted from 
multiple users (i.e., MapReduce workloads). There are several benchmark applica-
tions such as WordCount, LineCount, CharCount, Anagram Jobs, etc. These applica-
tions are considered as workloads [3]. There are two key performance factors [1] such 
as Makespan (Mkspan) and Total Completion Time (TCTime). Mkspan is defined as 
the time period since the start of the first job until the completion of the last job for a 
set of jobs. It considers the computation time of jobs and is often used to measure the 
performance and utilization efficiency of a system. In contrast, TCTime is defined 
as the sum of completed time periods for all jobs since the start of the first job. The 
system improves the time efficiency and slot efficiency. 

The job sequence optimization uses Greedy algorithm based on Johnson’s Rule i.e. 
MkJR for sequencing of jobs. System uses Bi-criteria optimization algorithm such as 
MkTctJR to optimize the job ordering and improved the Mkspan and TCTime over 
MkJR. The proposed job ordering algorithm such as SJA that can optimize Mkspan 
and TCTime. The SJA for job sequencing algorithms will speed up the execution of 
our system as compare to MkJR and MkTctJR. It improves the system performance 
in terms of Mkspan and TCTime as well as resolving the time efficiency problem. 

In case of slot optimization module, the MkSfJR algorithm will minimize slots 
configuration for map slot and reduce slots. MkTctSfJR algorithm provides better 
improvement over MkSfJR. The proposed slot utilization algorithm such as SJA 
(Shortest Job Assigned) for slots can optimized Mkspan and TCTime under speci-
fied slots. It improves the slot allocation of the system as compare to MkSfJR and 
MkTctSfJR as well as resolving slot efficiency problem.
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2 Related Work 

Shanjiang Tang, Bu-Sung Lee, and Bingsheng [1] have proposed job-scheduling tech-
niques that reduce the makespan and TCTime. They show that even if some MapRe-
duce servers fail during execution, the optimal orders generated by job ordering 
algorithms do not alter. The suggested enumeration techniques for map/reduce slot 
configuration optimization indicate that the optimal map/reduce slot configurations 
have a proportionate connection for any two alternative total slot sizes. It is critical 
to handle the suggested enumeration algorithms’ time efficiency problem for a high 
number of total slots. 

A new abstraction [2] such as MapReduce has designed by Jeffrey Dean and 
Sanjay Ghemawat allows expressing the simple computations. It hides the messy 
details of parallelization, fault-tolerance, data distribution and load balancing in a 
library. The user specified map and reduce operations which allow us to paralleliza-
tion large computations easily and to use re-execution as the primary mechanism for 
fault tolerance. 

DynamicMR: A Dynamic Slot Allocation Optimization Framework [3] has 
proposed by Shanjiang Tang, Bu-Sung Lee, and Bingsheng improves the performance 
of a single operation at the price of cluster efficiency For balancing the performance 
tradeoff between a single work and a batch of jobs, they devised the Speculative 
Execution Performance Balancing approach. They presented Slot PreScheduling, a 
novel approach that can increase data locality while having no effect on fairness. 
Finally, DynamicMR was established as a result of combining these two approaches, 
which enhances the performance of MapReduce workloads while retaining fair-
ness. The goal of Dynamic Hadoop Slot Allocation is to maximise slot usage by 
dynamically assigning map (or reduce) slots to map and reduce activities. 

The new technique MROrder: Flexible Job Ordering technique [4] proposed by 
Shanjiang Tang, Bu-Sung Lee, and Bingsheng which is used to dynamically optimize 
the job order for online MapReduce workloads. MROrder is designed to be flexible 
for different optimization metrics, e.g.,Makespan and TCTime. This work improved 
the system performance by up to 31% for makespan and 176% for TCTime. 

Abhishek Verma, Ludmila Cherkasova, and Roy H. Campbell [5] have introduced 
a simple abstraction where each MapReduce task is represented as a pair of map and 
reduce stage durations in this basic abstraction. The Johnson algorithm was created 
to help you create the best employment schedule possible. This methodology tests 
the created schedule’s performance advantages using a large number of simulations 
with a range of realistic workloads. 

By using simple absraction technique, the result was achieved up to 10%–25% 
of makespan improvements by simply processing the jobs in the right order. They 
have designed a novel heuristic, called BalancedPools [6], which improves Johnsons 
scheduling algorithm results (up to 15%–38%), exactly in the situations when it 
produces suboptimal makespan. Overall, they observed up to 50% in the makespan 
improvements with the new BalancedPools algorithm.
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G. J. Kyparisis and C. Koulamas [7] considered a scheduling problem in a two-
stage hybrid flow shop, where the first stage consists of two machines forming an open 
shop and the other stage has only one machine. The main objective is to minimize 
the makespan, i.e., the maximum completion time of all jobs. They first show that 
the problem is NP-hard in the strong sense, then they present two heuristics to solve 
the problem. Computational experiments show that the combined algorithm of the 
two heuristics performs well on randomly generated problem instances. 

S. Tang, B. -S. Lee, and B. He [8], have proposed Dynamic slot allocation 
technique for mapreduce clusters. They proposed Dynamic Hadoop Fair Sched-
ulers(DHFS) to improve the utilization and performance of MapReduce clusters 
while guaranteeing the fairness. The core technique is dynamically allocating map 
(or reduce) slots to map and reduce tasks. Two types of DHFS were presented, namely, 
PI-DHFS and PD-DHFS, based on fairness for cluster and pools, respectively. The 
experimental results show that our proposed DHFS can improve the perfonnance and 
utilization of the Hadoop cluster significantly. 

There is another one slot allocation technique such as Flex [9]. Flex is a flexible 
and intelligent allocation scheme for MapReduce workloads. It is flexible in the sense 
that it can optimize towards any of a variety of standard scheduling metrics, such 
as average response time, makespan, stretch, deadline based penalty functions, and 
even Service Level Agreements (SLAs). This technique has proposed by J. Wolf, D. 
Rajan, K. Hildrum, R. Khandekar, V. Kumar, S. Parekh, K. -L. Wu, and A. balmin. 

Another optimization approach that forms a realistic model for non-preemptive 
scheduling in MapReduce systems is the Flexible Flow Shop (FFS) [10] issue. 
The longest-processing-time-first heuristic is utilised for machine allocation in this 
approach. The difficulty of selecting an appropriate loading sequence is solved using 
a genetic algorithm. B. Moseley, A. Dasgupta, R. Kumar, and T. Sarlos devised this 
approach.. 

T. Nykiel, M. Potamias, C. Mishra, G. Kollios, and N. Koudas [11] introduced a 
framework called MRShare that merges tasks into groups and evaluates each group 
as a single query, transforming a batch of queries into a new batch that would 
be completed more efficiently. They design an optimization issue based on our 
MapReduce cost model and give a solution that determines the best grouping of 
queries. 

S. R. Hejazi and S. Saghafian [12] considered a flowshop problem with a makespan 
criterion and it surveys some exact methods (for small size problems), constructive 
heuristics and developed improving metaheuristic and evolutionary approaches as 
well as some well-known properties and rules for this problem. 

T. Condie, N. Conway, P. Alvaro, J. M. Hellerstein [13] present an overview of 
the Hadoop MapReduce architecture in Section. They design of HOP’s pipelining 
scheme keeping the focus on traditional batch processing tasks. They also shows how 
HOP can support online aggregation for long-running jobs and illustrate the potential 
benefits of that interface for MapReduce tasks. They describe support for continuous 
MapReduce jobs over data streams and demonstrate an example of near-real-time 
cluster monitoring.
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K. Howard, S. Siddharth and V. Sergei [14] have proposed PRAM model of 
computation. They describes evaluations methods of a wide class of functions using 
the MapReduce framework. They developed connectivity methods for computing 
some basic algorithmic problems. 

D. W. Jiang, B. C. Ooi, L. Shi, and S. Wu [15] have introduced about MapRe-
duce programming model and current power enhancement methodologies for clus-
ters that run MapReduce jobs.. They presented MapReduce capabilities, limitations, 
and current research efforts that aim to enrich MapReduce to manipulate with its 
limitations. They illustrated how performance of MapReduce can be enhanced by 
managing skew of data. 

3 Proposed System 

The proposed system is divided into two parts such as job sequence optimization and 
slot configuration optimization. In the existing system the job sequence optimization 
uses Greedy algorithm based on Johnson’s Rule i.e. MkJR for sequencing of jobs. As 
well as it uses Bi-criteria optimization algorithm such as MkTctJR to optimize the 
job ordering and improved the Mkspan and TCTime over MkJR. The proposed job 
ordering algorithm (SJA) optimizes Mkspan and TCTime. We are applying the SJA 
algorithm for job sequencing. It will speeds up the execution of proposed system as 
compare to algorithms MkJR and MkTctJR used in existing system. It will improve 
the system performance in terms of Mkspan and TCTime as well as time efficiency. 
In case of slot optimization, the MkSfJR algorithm of existing system minimize 
slots configuration for map slots and reduce slots. MkTctSfJR algorithm has better 
improvement over MkSfJR algorithm of existing system. For slot utilization proposed 
algorithm SJA (Shortest Job Assigned) will optimize Mkspan and TCTime under 
specified slots. It will improve the slot allocation of the system as compare to existing 
algorithms MkSfJR and MkTctSfJR as well as slot allocation efficiency. 

Figures 1 and 2 shows flow of Job ordering algorithm and slot configuration 
algorithm respectively.

Figure 3 shows architecture of system. Architecture consist of two parts Job 
ordering optimization and slot configuration optimization.

In this paper, we look at four optimization issues, which are as follows:

i. Create an ordering sequence to execute a specific number of tasks in such a way 
that Mkspan is reduced. 

ii. Create an ordering sequence for jobs that will simultaneously increase Mkspan 
and TCTime under the stated slot configuration. 

iii. Identifying the map phase and reduction phase allocation of slots, as well as the 
ordering sequence for executing the tasks so that Mkspan is reduced under a 
given total slot value.
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Fig. 1 Flow of Job ordering algorithm

iv. Identification of map phase and reduction phase slot allocation and ordering 
sequence for executing tasks that maximise Mkspan and TCTime under a given 
total slot value.Experimental Setup 

Software Requirements 

1. Operating System: Ubuntu 14.04 or higher 
2. Developing language: Java (JDK 1.8) 
3. IDE: Eclipse Kepler 
4. Hadoop: Hadoop 2.7.1 
5. Hbase: Hbase 1.2.6 

Hardware Requirements

1. Intel processor i3 or higher 
2. 16 GB RAM or higher
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Fig. 2 Flow of slot configuration algorithm

3. 500 GB or more hard disk 
4. Proposed Algorithm 
(1) Shortest Job Ordering (SJA) for sequencing of jobs 

Input

● J: The map reduce workload
● SM: The number of map slots
● SR: The number of reduce slots 

Output

● J’: The optimized job order
● MkSpan: Makespan
● TCTime: Total completion time 

Steps

1. Job Ordering by MkJR 
2. Arrange job in such a way that shortest Job will Assigned First using their 

execution time as weight
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Fig. 3 System architecture

3. Repeat MkJR Algorithm, MkJR(J,SM,SR) 
4. J’, MkSpan, TCTime. 
(2) Shortest Job Ordering (SJA) for slot utilization 

Input

● J: The map reduce workload
● SM: The number of map slots
● SR: The number of reduce slots 

Output

● J’: The optimized job order
● MkSpan: Makespan
● TCTime: Total completion time 

Steps 

1. Slot allocation by MkSfJR.
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2. Allocate the slots to each set of job. 
3. Repeat MkSfJR Algorithm, MkSfJR(J,SM,SR). 
4. J’, MkSpan,TCTime. 

4 Experimental Results 

We considered four benchmark applications such as WordCount, LineCount, Char 
Count, AnagramJob. 

1. Word Count: Computes the occurrence frequency of each word in a document. 
2. Line Count: Computes the occurrence frequency of lines in a document. 
3. Char Count: Computes the occurrence frequency of each characters in a 

document 
4. Anagram Job: A word or phrase that is made by rearranging the letters of another 

word. 

Figures 4, 5 shows Map and Reduce Phase time for jobs like Anagram, Charcount, 
Wordcount, Linecount, etc. 

Fig. 4 Map phase time 

Fig. 5 Reduce phase time
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Fig. 6 Job ordering using 
MK_JR 

Fig. 7 Job ordering using 
MK_TCT_JR 

Figures 6, 7 shows job ordering using Mk_JR and Mk_TCT_JR for jobs like 
Anagram, Charcount, Wordcount, Linecount, etc. 

Figure 8 shows improvement in system performance in term of MkSpan for 
each set of jobs using MkJR and MkTCTJR algorithm. Using MkTCTJR there is 
improvement of 15 to 95% in terms of Makespan.

Figure 9 shows improvement in system performance in term of MkSpan for each 
set of jobs using MkJR and SJA algorithm. Using SJA there is improvement of 45 to 
150% in terms of Makespan.

Figure 10 shows improvement in system performance in term of TCTime for each 
set of jobs using MkJR and MkTCTJR algorithm. Using SJA there is improvement 
of 45 to 150% in terms of TCTime.

Figure 11 shows improvement in system performance in term of TCTime for each 
set of jobs using MkJR and SJA algorithm. Using SJA there is improvement of 45 to 
150% in terms of TCTime.

To evaluate job ordering with workload, we use SJA for jobs to compute the 
makespan as well as total completion time. The Shortest Job Assigned (SJA) algo-
rithm is used for sequencing of jobs as well as to optimize the Makespan (Mkspan) and 
Total Completion Time (TCTime). It speeds up the execution of system and improves 
time efficiency. The proposed Shortest Job Assigned (SJA) algorithm produce the 
results that are up to, 15—95% better than existing Greedy algorithm based on 
Johnson’s Rule (i.e.MkJR) in terms of Mkspan as well as TCTime.
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Fig. 8 Makespan speedup using MKJR versus MKTCTJR

The following Table 1 and Fig. 12 shows that comparative analysis of different file 
size inputs such as 160 MB, 322 MB, 467 MB, 768 MB, 1GB under Job Sequencing 
Optimization.

To evaluate slot utilization with workload, we use SJA for slots to compute the 
makespan as well as total completion time. The Shortest Job Algorithm (SJA) is 
used for utilizing slots as well as to optimize the Makespan (Mkspan) and Total 
Completion Time (TCTime). It speeds up the execution of system and improves slot 
efficiency. The proposed Shortest Job Assigned (SJA) algorithm produce the results 
that are up to, 45–150% better than existing Search algorithm for optimized slot 
configuration and job submission order (MkSfJR) in terms of Mkspan as well as 
TCTime. 

The following Table 2 and Fig. 13 shows comparative analysis of different file size 
inputs such as 160 MB, 322 MB, 467 MB, 768 MB and 1 GB under Slot Utilization 
Module.
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Fig. 9 Improved Makespan speedup using MKJR versus SJA

5 Conclusion and Future Work 

The comparative result analysis of proposed algorithm SJA with the algorithm used 
in existing system to optimize job sequencing for MapReduce workloads as well 
as to optimize slot configuration and its utilization improves significantly. The SJA 
algorithm for job ordering of MapReduce Workloads improved results up to 15 
to 95% than MkJR and MkTctJR in terms of MkSpan as well as TCTime. The 
SJA algorithm for slot configuration and its utilization of MapReduce Workloads 
improved results up to 45 to 150% than MkSfJR and MkTctSfJR in terms of MkSpan 
as well as TCTime. 

In future, we can work on different schedulers for improving the performance of 
system in terms of speed. As well as we can use different algorithms of job sequencing 
and slot optimization. We can also work on on-line workloads too.
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Fig. 10 TCT Speedup using MKJR vs MKTCTJR

Fig. 11 Improved TCT Speedup using MKJR vs SJA



108 T. Nagale

Table 1 Job sequencing optimization 

Job sequencing optimization 

Inputs MkJR and MkTCTJR MkJR Vs SJA 

File Size Mapper Reducer Optimized 
makespan (%) 

Optimized 
TCT (%) 

Improved 
makespan (%) 

Improved TCT 
(%) 

160 MB 5 3 62 91 94 95 

322 MB 3 1 84 96 98 98 

467 MB 8 5 42 45 62 59 

768 MB 6 1 87 96 98 98 

1GB 8 5 50 84 90 91 

Fig. 12 Comparative result analysis of proposed algorithm SJA with existing algorithm to optimize 
job sequencing for MapReduce workloads
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Table 2 Slot configuration optimization 

Slot configuration optimization 

Inputs MkJR and MkTCTJR MkJR Vs SJA 

File Size Slots Optimized 
makespan (%) 

Optimized TCT 
(%) 

Improved 
makespan (%) 

Improved TCT 
(%) 

160 MB 5 172 46 314 152 

322 MB 5 89 43 142 97 

467 MB 5 111 29 125 64 

768 MB 5 172 46 314 152 

1 GB 5 180 21 248 57 

Fig. 13 Comparative result 
analysis of proposed 
algorithm SJA with existing 
algorithm to optimize Slots 
for MapReduce workloads
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Identification and Detection of Plant 
Disease Using Transfer Learning 

Neelam Sunil Khasgiwala and R. R. Sedamkar 

Abstract Many researchers have recently been inspired by the success of deep 
learning algorithms in the field of artificial intelligence to improve plant disease 
detection performance. Deep learning’s main goal is to teach computers how to solve 
real-world problems using data or experience. Detecting diseases is a critical task for 
farmers. They take shortcuts such as using chemical pesticides, which have negative 
effects on consumable foods. So, in this paper, we used deep learning algorithms 
to detect plant diseases. Deep learning is a popular trend in which technological 
benefits can be imparted to the agricultural field. Detecting plant diseases with deep 
learning techniques is less expensive than using chemical pesticides. This paper 
reviews existing techniques and recommends the best technique that farmers can use 
to identify disease faster and at a lower cost. 

Keywords Plant Disease · CNN · Disease Recognition · Image Processing ·
Agriculture · Deep Learning 

1 Introduction 

India, being a vast country with multiple cities and towns proves to employ large 
proportion of its population in rural areas. With an approximate figure of 60% the 
total land area is used for cultivation and feeding purpose of human and livestock 
[1]. The agriculture in today’s time is heavily reliant on technology and tends to 
focus on maximizing profits from the selected crops, which in the long run degrade 
the soil’s physical and biochemical properties. On the other hand, various measures 
can also be taken to maximize land yields while maintaining soil fertility. Hence 
this becomes a way for sustainable agriculture. In recent times, organic food is 
considered to be the urgent food, providing nutrition to billions of people across 
the globe. However, certain surveys have also been conducted that focuses on weed 
tracking and cultivation practices.
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In the sector of agriculture practices of machine learning and non-destructive 
screening are considered to be very important. Also since machine learning is consid-
ered to be as one of the most enthralling branches of computer science it is majorly 
used in multiple domains for the same. The capability of machine learning is that 
it tends to think and act similar to that of a human when it is being provided with 
multiple historic data. This data is later fed into the system so that processing might 
take place in the initial stages. Machine learning tends to advance the overall accu-
racy of the system and traditionally tends to set rule algorithms. Hence, it is said that 
they are capable of analyzing large number of results in shortest span of time. The 
entire working of machine learning is based on developers input which it gives to the 
programing language. Also these algorithms are capable to analyze any situation by 
feeding combination of such conditions so that it can forecast the future and measure 
the extent of signification. CNN is majorly used as one of the deep learning tech-
niques that make use of feature extraction and data reduction. Apart from this certain 
convolutional parameters are also being put to use by extracting salient features from 
the data. CNNdiffers from ANN in image classification due to feature extraction and 
dimensionality reduction. Traditionally, statistical analysis and models were used to 
forecast such parameters. In terms of computational potential, models based on deep 
learning are very much reliable and optimized in comparison to statistical models. 
On the other hand, the execution of plant leaf disease detection necessitates a large 
and diverse dataset for image classification of plants. Hence, the detection of plant 
diseases becomes important in agriculture as farmers frequently decide whether the 
crop they are harvesting is good enough or not. However this decision is critical to 
make as it might lead to serious problems in plants which in turn would lead to plant 
productivity. Diseases in plants often results into disease outbreaks on a regular basis 
that would resulting large scale deaths; thereby impacting the overall economy of 
the country. Hence, these issues must be addressed so that the lives of people can 
change drastically and be saved. On the other hand, the automated analysis of plant 
pathogens tends to become an important filed of research in this domain as it tends 
to monitor huge expanses of crops and further detect clinical signs that might appear 
on the leaf in the early stages. This result the exiting algorithms to perform image 
based automatic inspection with low labor incentive involved along with less price. 
This approach further allows all the plant related diseases to be identified in the early 
stages and further prevent them from occurring on a larger scale. 

This Sect. 2 paper includes literature reviews of previously published papers. 
Section 3 contains a comparative study. Section 4 includes the conclusion. Section 5 
discusses Deep Learning techniques in general, and Sect. 6 discusses future research 
and experiments in plant leaf disease detection, as well as the conclusion.
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2 Literature Survey 

In recent times, multiple papers and research work has been published that are 
completely based on the identification of plant diseases. In one of the presented 
research works by S. Ramesh et al. [2] the author proposed four common diseased 
found in plants and worked and contributed his work onto detecting those diseases. 
His work primarily focused on building an algorithm based on the concepts of DNN 
that could not only classify but also recognize the presence of the disease in similar 
plants. The images of the diseases leaves were directly captured to fulfil the purpose 
of creating a dataset. These images were further sent for the pre-processing stages; 
wherein the RGB images were converted to HSV images and later the binary images 
were used to generate diseases portions of plants. In the later stages, a clustering 
method was also adopted to detect and classify these portions. According to the 
results so obtained the overall accuracy so obtained was 92% for a healthy leaf and 
96% for a diseased leaf. In another work by Reddy in [3] he proposed to detect 
the diseases in plants and further classified it as healthy and diseased. The author 
implemented the model in stages of pre-processing and feature extraction. He further 
segmented the plant images on the basis of various diseases the leaf underwent and 
performed image cleaning techniques. In the later stages he proposed a machine 
learning based model that could high light the spots on the diseased leaves. This 
was done by resizing the image. For the purpose of segmentation the author used 
three segmentation techniques namely: K means, HSI and Otsu ”s classification. The 
author then transported the images which were RGB based into the labs where the 
image could be pre-processed before segmentation could be performed on it. In the 
feature extraction stage, the author implemented the extraction strategy using contrast 
and pixel correlation of the images. The final classification was being made and the 
leaves were labelled as either healthy or diseased. This classification was performed 
by machine learning models namely: K means and SVM. In the execution phase, 
the implementation of the model using SVM outperformed the implementation of 
K means. The overall accuracy the model achieved using SVM was 96% and using 
K means was 85%. In another research study by Konstantious in [4] the author 
proposed a similar model for disease detection amongst plants. However he made 
use if the CNN model to classify and detect the same. The author implemented the 
image dataset on various pattern recognition techniques. This dataset contained a 
total of 87,848 images of plant leaves that was used to model the complex process 
of pattern recognition. This method was used to classify and detect 25 various other 
plants and further classify it as healthy or diseased. The model obtained an overall 
accuracy of 98%. This model however was used to detect similar other cases using 
the fundamentals of deep learning. 

In another work by Juncheng Ma in [5] the author implemented the classification 
model using the concepts of DNN and also worked upon the identification of four 
kinds of disease commonly found in plant leaves. Once the disease was diagnosed, 
the author performed data augmentation techniques so that the dataset could be 
expanded. The process of data augmentation leads to the generation of 14,000 plant
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images and the model proposed by the author was successfully able to achieve an 
overall accuracy of 93%. 

In another work by an author in [6] he proposed and presented a system that could 
determine the efficiency of the crop production in the agricultural domain. However 
the author made use of three datasets from multiple domains that included the details 
of soil, rainfall and yield dataset. He combined these three datasets into one and 
applied multiple machine learning algorithms on it in order to determine the overall 
accuracy of the system. This accuracy was obtained after performing the training and 
testing phase. Once all the machine learning algorithms were used, a comparative 
analysis was carried out amongst all the algorithms. In the later stages, while the 
author compared all the algorithms he induced the error rate and the accuracy range 
for the proposed model. However, the best results were obtained with the accuracy of 
the training model being higher than the error rate; and the error rate being as minimal 
as possible. The author also calculated the actual cost of the crop and further labelled 
it as high or low. In a similar work by the authors in [7] they developed a CNN based 
neural network that detect the presence of such diseases in the leaves of plants. The 
authors collected a set of leaf images and executed their model on them. They made 
use of various image processing techniques that was further capable to identify and 
classify the leaves as healthy or diseased (Fig. 1). 

In a similar work by authors in [2] they developed and created a method that could 
easily distinguish a plant leaf as healthy or diseased. This model was a bit different 
as it utilized a clustering algorithm based on fuzzy means that was able to detect 
the presence of disease in wheat leaves. However the authors achieved an overall 
accuracy of 96% for diseased images and 92% for healthy images. In a similar work 
the authors made use of DSIFT features that could automatically predict the disease

Fig. 1 Survey on application of machine learning in agriculture 
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in wheat leave. The authors combined its implementation with k means clustering 
and the DSIFT features were tested against the k means approach to implement the 
same. The authors managed to achieve an overall accuracy of 87% [3]. In a similar 
study of work, the authors developed a [4] robotic based system that could detect 
weed mapping that could be used for automating harvesting robots. 

3 A Taxonomy on Deep Learning 

After reviewing numerous methodologies, as discussed above in the survey section 
of this paper, we concluded that the machine learning technique is appropriate for 
solving this problem. This section focuses on a deep learning concept, which is a 
machine learning advancement inspired by human brain nervous system computa-
tion [5]. The term „deep’ refers to deep layers, as well as computation and inter-
pretation using statistical methods and vector operations. The data is held in the 
internal workflow of deep learning models, which consists of nodes; the arrow indi-
cates numerical operations on the data. Back propagation algorithm performs both 
forward and backward propagation in an artificial neural network, which is known 
as feed forward. 

A. Transfer Learning 

It is a concept where the information extracted and implemented on a given dataset 
can be applied to a new dataset with a much smaller population to train provided; 
both the datasets work on a similar task of CNN architecture [6]. In a conventional 
CNN, this process is executed by training initial parameters on large datasets. After 
successful training a CNN is capable to extract significant features. Based on the 
potential of a CNN to extract features, a specific model is selected for transfer learning 
[7]. This approach is called as feature extraction. The primary objective of this 
strategy is to retain both: Architecture of a CNN model and the neuron weights. This 
concept is generally used to compensate computational cost of developing a neural 
network from scratch. The second strategy involves, adopting one of the many CNN 
based variant models such as Alexnet, Densenet, Mobilenet, Inception and VGG-16, 
wherein certain parametric adjustments are made to the model, to achieve optimal 
results [2]. 

VGG is an acronym used for Visual Geometry Group and was released with two 
variants under the CNN model; VGG-16 and VGG-19 [3]. The fundamentals of this 
series were developed to be applied for image classification problems. All the 16 
layers of a conventional VGG-16 model are depicted in figure below (Fig. 2).

The comprehensive framework of the model includes 5 sets of convolutional 
layers, and a MaxPool layer. The convolution kernel has a size of 3 × 3, and the 
pooling kernel has a size of 2* 2. The most significant evolution to VGGNet is the 
minimised dimension of a convolutional kernel and an increase in the number of 
convolutional layers [4].
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Fig. 2 Layers of VGG-16

Transfer learning is a form of deep learning that makes use of previously trained 
network so that the same functions can be able to perform on the new task [5]. 
This concept is widely used in deep learning as it allows the networking model to get 
trained on a much smaller amount of data. The fundamentals of this network make use 
of previous knowledge and utilize this knowledge to take further decisions. These 
decisions are majorly used to contribute in increasing the accuracy of the overall 
system [6]. 

B. Convolutional Neural Network (CNN) 

CNN is more compatible than ANN because of Convolutional Neural Network 
feature extraction. ANN does not extract features while deep computing with deep 
hidden layers. Convolutional layers are filters that perform convolutional operations 
on given data to extract high level features [7]. Figure 3 depicts the CNN workflow. 

The convolutional layer’s job is to extract features. It learns to recognise spatial 
features in input images [2]. This layer is created by applying a variety of image filters 
to an input image. Convolutional kernels are the name given to these filters. A filter 
is a small grid of values that slides over an input image pixel by pixel to produce a 
filtered output image the same size as the input image. Different kernels will generate 
different filtered output images. If we have three different kernels, these three kernels

Fig. 3 Layers of CNN 
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will produce three different filtered output images. The basic idea is that each kernel 
will extract a different feature from an input image, and these features will eventually 
help in classifying the input image (ex: a cat or a dog). When these filters are stacked 
together, they form a convolutional layer. The convolutional kernels are in the form 
of matrices which are just grids of numeric values that modify an image. 

Figure 4 depicts the operation of the convolution layer for a 5 × 5 image input, 
with the result being a 3 × 3 filter that has been reduced in size. In addition, the 
figure depicts the filter shifting starting from the upper left corner of the input image. 
Thevalues for each step are then multiplied by the filter values, and the sum of the 
values is the result. The input image is used to create a new matrix with a smaller 
size. 

Pooling layer minimizes overfitting and reduces neuron size for the down-
sampling layer. Figure 5 depicts an example of a pooling operation. This layer reduces 
the size of the feature map, the number of parameters, the training time, the compu-
tation rate, and it controls overfitting. A model defines overfitting as achieving 100% 
on the training dataset and 50% on the test data. To reduce feature map dimensions, 
ReLU and max pooling were used.

Fig. 4 5 × 5 input and 3 × 3 filter operation of convolution layer 
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Fig. 5 Pooling layer 

Activation Layer is a non-linear ReLU (Rectified Linear Unit) layer used in each 
convolution layer. This layer also employs dropout layers to prevent overfitting. 

Fully Connected Layer this layer is majorly used to analyze the involved class 
probabilities with respect to the input of the classifier. Softmax is a well-known 
classifier generally used as an input. 

The dataset is initially divided into training and validation purpose with a total 
of 80 and 20% of data respectively. The augmentation settings are applied in the 
beginning of the implementation with each operation carrying a weighted proba-
bility of trained epochs. These operational settings include flipping and padding 
mode followed by zoom with crop operations. All the plant images are resized using 
a compress function and the model is further given for training purpose. For the 
classification, we used the concept of transfer learning. 

Figure 6 depicts the Input Dataset, Image Acquisition, Image Pre-processing, and 
Classification block diagrams.

4 Proposed Method 

A. Dataset 

The entire dataset used for the implementation of the study was taken from “The 
PlantVillage Dataset” that contained a total of 54,323 plant images. A specific number 
of classes from the dataset were chosen for every species. However, all the images 
were captured in a controlled environment. In the later stages, to access the dataset, a 
test data was generated containing a total of 50 images that were sourced from Google. 
These images were plant anatomy based with the background data containing various 
stages of the respective disease (Fig. 7).

Image Acquisition: The dataset of the image that was used to train the network was 
obtained from the Plant Village repository. The images used for the implementation 
of the study of plant diseases were downloaded from the repository using a Python
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Fig. 6 Sample dataset

script. The acquired dataset contains approximately 35,000 images of plant varieties 
anddiseases from 32 different classes. 

Image Pre-processing: Pre-processed images have their image size and cropped 
to fit a given input. It improves the obtained image to the required color scale. For 
processing, the study employs colored and resized images to 96 × 96 resolutions [3]. 

Classification: Fully connected layers are used for classification, while convolu-
tional and pooling layers are used for feature extraction. The classification process 
determines whether or not a plant leaf is infected with a disease, identifies the type 
of plant disease, and recognizes the plant variety. 

B. Model 1: CNN Implementation 

The execution of this model takes place in two parts, namely—feature extraction and 
classification. Initially the image of the plant is preceded through four layers of a 
convolutional network that is responsible to extract features that are further given as
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Fig. 7 Plant leaf detection 
and disease recognition 
methodology

inputs to the network for classification. The number of kernels in each convolutional 
layer is 64, 64, 128, 28, 256, 256 with the filter size of each kernel as 9 × 9. ReLu 
is used as the activation function on all layers followed by pooling layer, primary 
caps layer, digitCaps layer and dense layer. The compilation of the model is achieved 
with adam optimizer with 0.001 as the initial learning rate. To calculate margin loss 
function, the authors operate on the entities of the vector by measuring its length 
whether the probability of plant features of a particular class exists. The higher level 
layer CNN for a digit class k will have a long entity vector depending on the presence 
of a digit in a particular image. However, the overall accuracy of the model network 
is achieved to be 91.71% when implemented using CNN. 

C. Model 2: CNN + VGG16 Implementation 

As described in the taxonomy, VGG16 is a heavily trained CNN based model that 
is used to extract features in order to assess the efficiency of convolutional charac-
teristics. This model has the working principle of a VGG16 model that is built on 
the architectural concept of a CNN model. It is worthy to note here that after exten-
sive research it was witnessed that the VGG16 model tends to be a better choice in 
comparison to other models such as MobileNet and AlexNet. All the existing images 
are scaled down to 224 × 224 pixels and fed to the input layer of the VGG16 network. 
The working implementation is carried out through the VGG16 layers preceded by 
average pooling and dense layer. The compilation of the model is accomplished 
through adam optimizer accompanied with a batch size of 8 and is further executed 
for 30 epochs. However, the overall accuracy of the model network is achieved to be 
96.80% when implemented using VGG 16 (Fig. 8).
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Fig. 8 Block diagram of the working process 

5 Result & Conclusion 

In this study, the authors conducted a transfer learning analysis based on CNN model 
to identify the existence of plant diseases. The study, proceeds by implementing the 
fundamentals of deep learning along with concepts of CNN. However, through an 
intense survey it was observed that CNN’s do exhibit certain flaws and undergo 
specific limitations. The priority of the research is to detect the presence of infection 
in plants and further classify it as either infected or normal. This objective is achieved 
by executing the research study in two halves, using two models and concluding 
which model works better giving higher efficiency. Implementation of model 1 took 
place on capsule networks and model 2 on VGG16. Through parametric functions 
it was observed that model 1 attained an accuracy of 91%; and on the other hand, 
model 2 accomplished maximum accuracy of 96%. Therefore, on comparison it is 
observed that the VGG16 model works and performs better. 
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Blockchain Based E-Voting System 

Mahima Churi, Anmol Bajaj, Gurleen Pannu, and Megharani Patil 

Abstract The process of establishing democracy in a country is defined by elec-
tion. Elections might just be a significant event in today’s democracy, however 
many segments of population throughout the world lack faith in their electoral 
system, which is a major source of concern for democracy. Even the world’s most 
powerful democracies, such as the Republic of India, the United States, and Japan, 
have a flawed legal system. To eliminate these drawbacks of the electoral system, 
Blockchain Technology is considered as an ultimate solution. With the present surge 
in sales and use of blockchain technology for a number of purposes, including 
banking, medical, and identity, a lot of attention has been focused on the legal 
concerns rather than its practical uses in administration. In this paper, we discuss 
the concept of Blockchain in a detailed manner making the reader understand the 
working of blockchain, its characteristics etc. everything from the scratch, as well 
as how this concept can be implemented as an efficient solution for public voting 
and how it is more beneficial from the traditional voting methods, with the goal of 
eliminating the drawbacks of India’s current electoral system while also providing a 
better, more trustable, safe, and transparent means of public governance. Blockchain 
is really an emerging technology that promises to improve the resiliency of electronic 
voting systems. This method offers a way to profit from blockchain’s advantages, 
such as cryptological foundations and transparency, to achieve an efficient theme for 
the e-voting system. 

Keywords Distributed ledger · Hash value · Timestamp · Blockchain ·
Cryptocurrency 

1 Introduction 

Electoral integrity is important not just for democratic countries, but also for public 
voters’ transparency and trust. Political voting methods are crucial in this sense. From
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a government standpoint, electronic voting methods have the potential to enhance 
participation. Voter turnout and confidence are both increasing, and so are interest in 
the voting system, to meet all of these requirements, E-voting has shown to be the most 
effective way of satisfying voters’ rights while also providing elected members with 
a sense of fulfilment. Electronic voting is a voting method in which electronic devices 
are used to record or tally the number of votes cast. Such systems may be capable of 
carrying out a variety of activities, ranging from election setup through vote storage 
[1]. Apart from the benefits listed above, E-voting has significant drawbacks that 
have led to it being deemed faulty by the security community, particularly owing to 
physical security issues. Such Security issues with respect to e-voting systems have 
been the topic of concern that is extensively studied in Literature [2]. This is when 
blockchain technology may be seen as a benefit to the E-voting system, allowing 
it to become more efficient and effective. Blockchain is a new technology that has 
revolutionized the industry in recent years. Blockchain has recently gained popularity 
as a technique for increasing the efficiency of systems in a variety of industries. The 
first and most well-known use of blockchain technology was to keep track of bitcoin 
transactions. In Cryptocurrency, the fundamental blockchain technology plays a vital 
role through which another application of it such as an e-voting system comes into 
existence. Blockchain-enabled voting systems were proposed as the next generation 
of modern electronic voting systems because the immutable feature of the blockchain 
has made it a decentralized distributed ballot box [3]. 

2 Concept of Blockchain 

Election is a very major symbol of democracy activities but still a large portion of 
people in the world do not keep faith in their election system. Many countries are 
still using a centralized system for the election that can cause some discrepancies. 
Blockchain technology is one of the solutions, because it strains a decentralized 
system and the entire database system is owned by many users. The blockchain 
concept was initially proposed by Haber and Stornetta in 1991. The main purpose of 
designing this technology was to avoid tampering with documents. The first system 
based on blockchain is believed to be developed by Satoshi Nakamoto in 2008 [4]. 
Bitcoin is recognized as the first application of blockchain technology to create a 
currency that could be transacted among the related parties over the internet based 
on the cryptographic method to secure the transactions. 

Blockchain is a database of records which is distributed on the network, or we can 
say, it is a public ledger of all transactions that have been executed and are shared 
between every user on that blockchain network. A blockchain is a list of records 
which keeps on growing as new data is added, called blocks, which are linked using 
cryptographic algorithms. Each block contains a cryptographic hash value of the 
previous block, a timestamp, transaction data, and a hash for its own complete block, 
making it like a linked chain. A hash is basically a unique code which is given to 
every block in the chain [5].
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The blockchain is a distributed ledger which means it is completely open to 
anyone. It has an interesting property i.e. When some data is recorded inside a 
blockchain, it becomes very difficult to change it. If any changes are done inside the 
block it will lead to a change in the hash of the block. So blockchain secures itself by 
being distributed. Instead of using a central entity to manage the system, blockchain 
use Peer to Peer (P2P) networks where everyone is allowed to join. Here each node 
plays an important role and its main aim is to check whether data is tampered or not, 
by offering such a secure network Blockchain surely aims to improve the E-voting 
system. 

2.1 Working of Blockchain 

Whenever a block has some new data to store, it is added at the end of the blockchain. 
To add a new block to the blockchain, four things must take place [6]: 

1. A Transaction or a particular event takes place which is being recorded over the 
blockchain network. 

2. After a particular event occurs for example, a vote made by a person, this event is 
verified and in blockchain, the process of verification is done by the network of 
computers. These networks often consist of thousands or more computers spread 
across the globe. When an event occurs, that network of computers rushes to 
check whether that particular event happened in a way it is supposed to be done 
(Fig. 1). 

3. After the event (vote making) has been verified as accurate, and complete, it 
goes to the next step. The Voter’s ID, name, name of the party which is being

Fig. 1 Working of blockchain
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voted etc., are stored in a block. Here, this particular data is likely to be joining 
hundreds, or thousands, of other data like itself.

4. The block must be given a hash. Once all the data of a block has been verified, it 
must be given a unique, identifying code called a hash. The block is also given the 
hash of the previous block that was the most recent block added to the blockchain. 
Once the hash value is generated, the block can be added to the blockchain. The 
block becomes publicly available for anyone to view, as soon as, it is added to 
the blockchain. 

2.2 Characteristics of Blockchain 

Blockchain has introduced a whole new technique to combat security threats, and it 
is the sole solution to today’s security challenges. An electronic voting system must 
be user-friendly to each and every qualified voter, while also ensuring a high degree 
of security. However, ensuring the security of digital voting is always a challenge 
to the Voting systems [7]. However, this E-voting method is not without flaws, it is 
exposed to a variety of security risks and issues [8]. Blockchain has provided several 
new features to help with the problems and to make the technology stand out of the 
crowd (Fig. 2). 

(1) Decentralization: A database system that allows anybody connected to the 
network to access it. Votes are accurately, permanently, securely, and openly 
recorded. Furthermore, blockchain ensures that the participant’s identity is

Fig. 2 Characteristic of blockchain
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protected while yet allowing for public scrutiny. As a result, no one may alter 
or change votes [9, 10].

(2) Ambiguity: Blockchain has the potential to minimise ambiguity. For example, 
In the 2017 Virginia House of Delegates election, the winner was picked from 
a pot of paper votes. One vote wasn’t counted at first because the voter made a 
mistake by putting several ambiguous markings. Such ambiguity is less likely 
to lead to confusion with BEV [9, 10]. 

(3) Transparency: Online voting had been used in 23 nations as of 2017. Some 
voters may be perplexed by current online voting procedures. It’s difficult to 
tell whether the vote was cast in the intended manner or whether it was counted 
as cast [9]. Some electronic and online voting security mechanisms may have 
been created decades ago and are still in use today, unsecured against tampering. 
Blockchains’ transparent nature might undoubtedly prevent data from being 
tampered with or stolen [10]. 

(4) Anonymity: Since data is sent from node to node, the individual’s identity 
remains anonymous, resulting in a more stable and trustworthy system [10]. 
This might motivate more people to vote. 

(5) Autonomy: The blockchain system is unique and autonomous, which means 
that any node on the network may safely access, store, and update data, making 
it reliable and free of external interference [10]. 

3 Existing Methodology 

Voting systems currently in use in the current electoral system face significant tech-
nical challenges. Every voter must be registered to vote before the election, according 
to the current voting system. Their data must be stored in a secure, digitally protected 
format on a website, with the identity information kept private. 

3.1 Traditional Ballot Paper System 

Until the 1990s, India used paper ballots. As a result, in the ballot paper system, 
every voter must go to the polls and vote according to their motives. The results of 
the voting process are announced after the votes have been counted in person. There 
are several vulnerabilities in this system. As a result, it requires all voters to vote, 
and if someone does not vote, the situation may become enraged. Calculating the 
number of specific votes in an overcrowded country is also time consuming, costly, 
and difficult. The ballot paper system is very irresponsible because it replaces ballot 
boxes with duplicate paper, damages the ballot paper, and allows multiple people to 
vote.
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3.2 EVM 

The Electronic Voting Machine (EVM) is a mainstay in the electoral process, 
replacing the ballot box. The first time EVMs had been used was in a general election 
in Kerala in May 1982; however, due to the lack of a specific law mandating their 
use, the Supreme Court refuted that election. In 1999, the electronic voting machines 
(EVMs) were used for the first time in a general election (statewide) to the Goa 
assembly. Encouraged by the use of EVMs in all by-elections and state elections 
in 2003, the election commission decided to use EVMs in all 543 Parliamentary 
Constituencies in the country for the Lok Sabha elections in 2004 [11]. EVM, which 
comprises of 2 components, was introduced to overcome the problems associated 
with ballot paper systems: 

1. Control Unit: It stores and assembles votes, used by poll operators. 
2. Ballot Unit: It is placed in the polling place and is used by voters to cast their 

ballots. 

Votes are properly recorded using EVMs, and none of the problems associated 
with them, such as calculation, measurement, accuracy, prompt declaration of effects, 
and system robustness, have become noticeable. However, the serious problem lies in 
the verification of authenticity; the person voting may not be present as a legitimate 
individual. Other issues such as political parties holding booths, voting for the elderly, 
as well as fraudulent voting all seem to be possible. 

3.3 E-Voting 

Electronic voting has become very popular in place of the ballot paper system since 
the late 1990s/early 2000s. Electronic voting is widely used, and the majority of 
applications are extensively tested and used on a limited basis. Despite concerns 
about audits and authenticity, electronic voting remains popular. Furthermore, in 
democratic societies, the most essential element is a strong electoral process that is 
transparent and confidential. It does, however, have some disadvantages. This results 
in a loss of privacy and makes calculating votes more difficult. Elections may be 
jeopardised by automatic vote buying and internal attacks on the voting system. 

3.4 Blockchain a Better Technology for E-Voting 

Blockchain is a digital ledger in its most primitive sense. To verify, process, and 
record all transactions across the system, the technology engages into the power of 
its peers or nodes on the network. This ledger is never stored; instead, it is kept on the 
“chain,” which is supported by millions of nodes at once. Blockchain’s transaction
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database is incorruptible, and each record is easily verified, thanks to encryption and 
decentralisation. Because the network does not exist in a single location, it cannot 
be taken down or influenced by a single party. 

Not only can blockchain be used for financial transactions, but it can also be used 
for any type of data transmission. This type of system infrastructure is extremely 
beneficial for voting because a vote is a small piece of high-value data. Due to 
necessity, modern voting systems are largely stuck in the twentieth century, and 
those who want to vote must leave their homes and submit paper ballots to a local 
authority. As a result, some of them attempted to implement this system on an internet 
platform, but the results were unsatisfactory due to major security flaws. 

With blockchain, the various issues identified in these early attempts at online 
voting can be resolved. A blockchain-based voting application does not need to be 
concerned about the security of its Internet connection because any hacker with 
access to the terminal will be unable to affect other nodes. Voters can cast their 
ballots effectively without revealing their identities or political sentiments to the 
public. Because each ID can be linked to a single vote, no fakes can be made, and 
tampering is impossible, officials can count votes with absolute confidence [12]. 

A Genuine Democratic Republic: Blockchain is paving the way for direct democ-
racy, in which citizens make their own policy decisions rather than relying on elected 
officials. While the rules of a political election may need to be changed to accom-
modate such a transparent system, blockchain can also be used to guide financial 
decisions, general meetings, polling, and surveys, among other things [13]. 

4 Literature Review 

We shall look at numerous research articles and theses that looked into comparable 
subjects of study, such as Blockchain based electronic voting systems: 

1. Kshetri, Nir and Voas, J. (2018). “Blockchain-Enabled E-voting” research paper, 
proposed the importance of BEV in context to reduce the security issues and 
it also highlighted various BEV implementations alongside giving a survey of 
Blockchain-based solutions deployed for voting at the community, city, and 
national levels [14]. 

Residents of Moscow began voting on a blockchain in December 2017, and the 
results were publicly auditable [15]. Neighbours should be able to influence their 
living circumstances in a convenient atmosphere, according to city officials. The 
officials also thought that a blockchain would improve citizen-government confi-
dence [16]. Each community-discussed question was transferred to BEV. The results 
were released when the polling was completed [17]. 

The Ddabok Community Support Project was voted on using a BEV system 
in March 2017 in the South Korean province of Gyeonggi-do [18]. A blockchain 
platform established by the Korean financial technology firm Block that featured 
smart contracts was used to vote by 9,000 citizens. A blockchain was used to store
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the votes, results, and other pertinent data. This approach involves no management 
or central authority [19]. This was the first time a technique like this was used in 
South Korea. 

Estonian individuals and e-residents who own shares in the LVH Group, an 
Estonian technology business, may now utilise BEV to make corporate governance 
choices [20]. They can vote at LVH’s annual general meeting by logging up with 
their verified national online ID. The e-residency platform in Estonia verifies e-
resident shareholders [21]. Estonia intends to use blockchains in a variety of fields, 
including an e-residency programme (which permits foreign nationals to open busi-
nesses in Estonia) and healthcare (securing health data storage and allowing real-time 
monitoring of patient conditions). 

Agora, a Swiss blockchain firm, gave a partial count of election results in Sierra 
Leone’s general elections in March 2018 [22]. Agora was one of the approved 
observers who offered a comparable impartial count. Sierra Leone’s elections were 
regarded by Agora as a “use case” rather than a “complete deployment” of BEV. 

As a result, we carried out a detailed blockchain-based E-voting system survey, 
allowing us to better understand how far Blockchain’s roots have scattered and how 
critical its implementation in various sectors has been. 

2. The IRJET Journals published a research paper on “Blockchain-Based Secured 
E-Voting System to Remove the Opacity and Ensure the Clarity of Election of 
Developing Countries”, in which they proposed an e-voting system based on 
blockchain technology that meets the inevitable e-voting properties while also 
providing a degree of decentralisation and putting as much control of the process 
in the hands of the voters as possible. 

The Architecture was made in such a way that it meets the requirements like 
system integrity, data integrity, reliability, data confidentiality, and voter anonymity. 
The proposed architecture mainly consisted of four parts [23]:

. Voter Registration.

. Candidate Registration.

. Vote Casting Procedure.

. Result Publication (Fig. 3).

Because cell phones and smart cards are required in the given proposed system, 
the need for security to protect voter information is the primary concern. It utilizes a 
method called El Gamal Cryptosystem, which can produce a pair of keys as well as 
encrypt and decode data. It also employs the hash function (SHA-256) because it’s 
one of the most important aspects of blockchain. 

Despite the fact that the blockchain-based e-voting system is safer and more 
transparent, there were some drawbacks in the proposed system: 

Since the entire voting process has been digitized, it is nearly difficult for people 
to cast votes if they do not have access to the internet. 

The system may run slowly at times owing to workload because it is a highly 
secure and busy procedure.
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Fig. 3 Process of adding blocks in blockchain

Since the majority of people in impoverished nations have low literacy rates and 
little awareness of technology, it may be difficult for them to cooperate with this 
system. 

3. Adida, B., Helios (2008). “Web-based open-audit voting.”, in Proceedings of 
the 17th Conference on Security Symposium, ser. SS’08. Berkeley, CA, USA: 
USENIX Association, 2008. 

This paper proposes associated justifications for an adequate security model as 
well as comprehensibility criteria [24]. It also describes a web ballot theme, pretty 
understandable Democracy, and shows that it meets the adequate security model 
while being much more understandable than Pretty smart Democracy, which is 
currently the only theme that also meets the planned security model [25]. 

4. Chaum, D., Essex, A., Carback, R., Clark, J., Popoveniuc, S., Sherman, A. and 
Vora, P. (2008). “Scantegrity: End-to-end voter-variable optical- scan voting.”, 
IEEE Security Privacy, vol. 6, no. 3, pp. 40–46, May 2008.
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Scantegrity is the first independent E2E verification mechanism that keeps optical 
scan as the underlying voting system and does not interfere with a human recount 
[26]. 

5. Dalia, K., Ben, R., Peter Y. A, and Feng, H. (2012). “A fair and robust voting 
system by broadcast.”, 5th International Conference on E-voting, 2012. 

This paper proposes a recovery round to allow for the announcement of the election 
result if voters abort, as well as a commitment round to ensure fairness. Additionally, 
it provided a computational proof of ballot secrecy security [27]. 

Secure digital identity management is one of the most recent major technical 
challenges relating to e-voting systems, but it is not the only one. Before the elections, 
any potential voter should register with the electoral system. Their information should 
be in a format that can be processed digitally. Furthermore, their personal information 
should be kept private at all times. The following issues could arise if the old E-voting 
system is used:

. Anonymous vote-casting.

. Individualized ballot processes.

. Ballot casting verifiability by (and only by) the voter.

. High initial setup costs.

. Increasing security problems.

. Lack of transparency and trust.

. Voting delays or inefficiencies related to remote/absentee voting. 

Limitations of Existing system: 

(1) Anonymous vote-casting: Each vote, which may or may not include a choice 
for each candidate, should be anonymous to everyone, including system 
administrators, once submitted through the system. 

(2) Individualized ballot processes: The manner in which votes are represented in 
web applications or databases is still up for debate. A hashed token, on the other 
hand, is more likely to provide uncertainties and integrity than a transparent text 
message. Meanwhile, the vote should be untrustworthy, as the token resolution 
cannot attach it. 

(3) Ballot casting verifiability by (and only by) the voter: When an elector submits 
a vote, he or she should be prepared to see and verify his or her own vote. This 
is important to understand in order to prevent, or at the very least detect, any 
potential malicious activity. This justification, aside from providing pre signals, 
can certainly increase voters’ feelings of trust. In some recent applications, these 
issues are partially self-addressed. However, evidence suggests that e-voting is 
currently in use in a number of countries, including Brazil, the United Kingdom, 
Japan, and the Republic of Estonia. The Republic of Estonia should indeed be 
evaluated differently than the others because they provide a complete e-voting 
solution that is said to be equivalent to traditional paper-based elections. 

(4) High initial setup costs: While maintaining and operating online voting systems 
is much less expensive than traditional elections, initial deployments can be 
costly, especially for businesses.
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(5) Increasing security problems: Cyber-attacks pose a significant threat to public 
opinion polls. If a degree hacking attempt succeeds during an election, no one 
wants to take responsibility. DDoS attacks have been documented, but this is 
not the case in the elections. The United States’ citizen integrity commission 
recently filed an affidavit regarding the state of the elections in the North Amer-
ican country. As a result, Ronald Rivest expresses that “hackers have a wide 
range of ways to assault pick machines.” For instance, in the hacking method, 
barcodes on ballots and smartphones in specific locations may be used. Apple 
has consistently stated that we must not overlook the fact that computers can 
be hacked and that evidence will be erased. Double voting and voters from 
opposing regions are also common problems. 

To counteract these dangers, software mechanisms that provide the following 
benefits should be implemented:

. Avoiding the erasure of evidence.

. Transparency while maintaining privacy. 

Lack of transparency and trust: When everything is done online, how can people 
trust the results? Perceptual issues need to be addressed. 

Delays or inefficiencies in voting due to remote voting: In voting schemes, timing 
is critical; technical capabilities and infrastructures must be reliable and operate at 
peak performance in order for distant voting to be synchronous. 

5 Proposed System 

Working Process 

We have presented our proposed methodology with a user-friendly interface, as well 
as implementation of the blockchain idea at the back-end for the security of the voting 
process, in order to make the voting process easier and more efficient. The working 
process of the proposed system is mentioned in the following steps (Fig. 4).

Step 1: As the candidate would open the website, he would be directed to the 
login page, where he would put his credentials and would go to the main page of the 
website. 

Step 2: On the main page the user would be briefed about all the information 
regarding the elections held and also about the candidates and their progress through 
the dashboard. 

Step 3: Through the website the voter would register himself for the current 
elections by putting all the necessary details and by creating a password, and once 
the process is done the voter would get registered and a unique voter id would be 
generated for that particular user. 

Step 4: A specific transaction representing the Candidate will be the first trans-
action added to the block. This transaction serves as a starting point and will not 
be counted as a vote. The user’s information will be cross-referenced against the
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Fig. 4 System architecture

government database in the previous step. This is the final phase in the verification 
process. The procedure will not be able to proceed without verification. 

Step 5: After the registration process is completed, the user would go to the vote 
casting website where he would cast a vote by putting his username that would be 
the unique voter id generated and the password that the voter has set, after putting 
all the details the voter would be directed to the vote casting section. 

Step 6: In the vote-casting section, the voter will get the information about the 
candidates that are currently being selected for the election, the voter will vote for 
his desired candidate through the vote casting prompt and then the voting process 
will be completed. The candidate would not be able to change his vote and tamper 
the data once the vote is casted. 

Step 7: After the voting procedure is done, the votes will be encrypted using the 
SHA-1 one-way hash algorithm to protect them from outside influence. This also 
eliminates any manipulation of the user’s votes. The block will be given a timestamp 
and transmitted to the next checkpoint, which will be considered as a pointer for the
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last made update to the blockchain, as soon as the user’s block is encrypted. At the 
next checkpoint in the procedure, this timestamp will be verified. This phase entails 
linking this block to the node of the next checkpoint and adding it to the blockchain. 
This way the data would be added in the blockchain. 

Hardware and Software Requirements 

1. Frontend Requirements

. Code Editor

. Browser

. PHP 

2. Backend Requirements

. XAMPP

. My SQL

. PHP 

3. Blockchain Requirements

. Truffle framework

. Ganache

. Meta mask

. Solidity language. 

6 Result and Discussion 

As previously stated, the primary goal of incorporating blockchain into the E-Voting 
system was to achieve decentralization. Where everyone has a right and can come up 
with a single decision if anything changes, and where the majority of them can appeal 
if any issues arise. In this era of technological advancement, we must accept and adapt 
to change, and this is how we can take a step forward in the direction of improving 
our voting system. As we all know, tampering with ballots has occurred in the past, 
and by engaging in such behavior, the majority of people are losing interest and faith 
in the current voting system. To avoid such tampering and to rekindle public interest 
in voting, a Blockchain-based E-voting system is the best solution for today’s era, 
and now is the best time to implement one. Transparency and security are maintained 
with the help of blockchain technology. As we all know, the government spends a lot 
of money to hold elections, and with the help of technology, we can invest the money 
to greater use in different sectors for development. It has a wide range of applications, 
including corporate elections and opinion polls. So, the main goal would be and see if 
it has the potential to grow to the point where real-world problems can be addressed 
without resorting to the current voting system. As a result, the world requires a model 
in which optimal solutions are generated and improvements in their implementation 
can be applied by both the public and private sectors. We are also aware that we live 
in a country with a much higher percentage of youth than any other country on the
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planet. As a result, focusing on such a central issue can put our country ahead in 
terms of development. Because we are a diverse country, people from all walks of 
life can come together and contribute to such a cause (Figs. 5, 6, 7, 8, 9, 10, 11, 12 
and 13). 

This is Admin Login page where it will lead to main page. 

Fig. 5 Admin login page  

This Page consists of Dashboard 

Fig. 6 Dashboard
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This page shows the number of voters had registered. 

Fig. 7 Voters list 

This Page is all about the Positon for which election is going to occur. 

Fig. 8 Position

7 Conclusion 

Businesses all across the world are commenting on the technology’s possibilities and 
where it will go in the upcoming years. Blockchain, which is now a trendy topic, 
promises to improve the accuracy, efficiency, and security of business, government
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This page incorporates about Candidate who areappointed for the required  position. 

Fig. 9 Candidate list 

This page is for voters login in which have to join with their Unique Voter ID and Password. 

Fig. 10 Voters login

activities, and organizational activities, with its fundamental properties of persis-
tency, security, decentralization, and integrity. Blockchains have the potential to 
impact established industries and institutions. Traditional administrative systems 
must be replaced with newer and more advanced technology, such as Blockchain,
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This page is about to cast a ballot of their own choice 

Fig. 11 Vote casting 

The vote has been casted. 

Fig. 12 Casting of vote prompt

given the present rate of growth that our country is experiencing. A comprehen-
sive description of the blockchain idea was provided in this paper. An overview of 
blockchain technology, including how they function and their many characteristics, 
were also mentioned. We then examined the many conventional voting techniques 
used in our nation and how blockchain is the most efficient and successful of all
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The casted ballot has been submitted in the admin page. 

Fig. 13 Viewing casted ballot

of them. A few literature surveys showing the integration of blockchain in enter-
prises and organizations were also included. The uses, benefits, and drawbacks of 
Blockchain were also highlighted. As a conclusion, we propose a Blockchain-based 
E-Voting system that is more trustworthy, secure, and labor-saving. Such mechanisms 
will increase openness in Indian democracy, and we may anticipate our country to 
rank first in the World Democratic Index as a result of this system, as well as improved 
governance. 
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An Intelligent Voice Assistant Engineered 
to Assist the Visually Impaired 

Rishabh Chopda , Aayan Khan , Anuj Goenka , Dakshal Dhere, 
and Shiwani Gupta 

Abstract Visually handicapped people’s lives are subject to a multitude of unre-
lenting challenges because they’ve been made bereft of the gift of sight. The proposed 
solution is a wearable Smart Voice Assistant that is developed to accommodate 
the needs of the visually impaired to aid them in every aspect of their everyday 
lives. It takes advantage of recent breakthroughs in the fields of language processing 
and computer vision to provide a broad spectrum of applications, including emer-
gency response functionality, object recognition, and optical character recognition. It 
comprises hardware components that provide feedback in the form of sound, haptics, 
and speech to help with obstacle avoidance. The voice assistant also interacts with 
a smartphone application to enhance the user’s experience by enabling them to read 
the messages from their phone, send an SOS message to their closest connections 
in an emergency, customize the device settings through the mobile application, and 
find the device with the press of a button if it is misplaced. The proposed solution 
will enable the user to live a life in relative safety and comfort, which is essential for 
people suffering from varying levels of visual impairment. 

Keywords Voice assistant · SOS · Object avoidance · Object recognition · Optical 
character recognition 

1 Introduction 

As we approach a stage in human civilization where the average age of the popu-
lation is increasing at an unprecedented rate, human physical functions are failing, 
and that visual faculties are declining at a behooving rate. Globally, World Health 
Organization (WHO) [1] that 43 million people are visually disabled, with another 
295 million suffering mild to severe vision impairment. It was essential to create a 
gadget that assists them in traversing their environment and empowering them to do 
tasks that would otherwise be difficult or simply impossible.
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The condition of lacking vision is referred to as blindness, which is caused by a 
physiological or neurological imbalance. Despite tremendous advancements in tech-
nology, blindness remains a serious problem [2, 3]. Researchers have been concen-
trating on this topic to produce helpful tools or aides for those who are blind or 
visually impaired. For blind people, very few assistive tools and devices are already 
available, however, the efficacy of their applications is fairly limited by speed, scope, 
and above everything, the manner they have been implemented in. 

The previous works in the domain of assisting the blind have yielded fruition in 
various domains of the field. Functionalities related to OCR, fruit ripeness estimation, 
object detection, and identification, and navigation assist for the blind have been 
developed, albeit not necessarily to the point of utility, but to generate a solution to 
the many problems faced by the blind. S. M. Felix and the team [1] have created 
a mobile application that works to provide functionalities similar to the proposed 
system like voice assistant, OCR, and even image recognition. Safe navigation for 
the visually impaired [4, 5] has been worked on extensively using stereo-cameras 
[6] and GPS. Similarly, P. Bose [2], has developed a mobile-based application to 
work in assisting the blind to perform functionalities like speech recognizing and 
speech synthesis as the means of interaction through voice input to recognize text 
on a real-life object and provide audio feedback [7]. The related works [3, 8] are  a  
raspberry pi based smart device to assist the blind by providing object identification 
functionality and even obstacle detection and avoidance system. This is an idea 
involving the aforementioned hardware and machine learning based software. The 
premise for common object detection and identification is of a prime importance 
from a safety and utility standpoint and there is an abundance of related work in 
the object detection using Computer Vision [9–11]. Iyear [12] has used the current 
technology to increase the number of visually impaired users navigating the internet 
like reading articles or listening to music on Youtube, etc. 

Additionally, there are a variety of technologies available to help the sight impaired 
navigate both indoors and outdoors. All of these devices rely solely on the Global 
Positioning System (GPS) to determine their location to navigate your way around. In 
reference [13], the paper offers a system that makes use of stereo vision a sonification 
approach and image processing methodology Support navigation for the blind. The 
system that has been created includes stereo cameras as vision sensors and stereo 
cameras as wearable computers. All of the earbuds are fashioned into a helmet. 

To summarize, when considering the challenges of the visually handicapped, 
earlier attempts to solve this problem have focused on solving problems that have 
a limited range. Previous approaches have tended to solve only one key issue while 
leaving the others unaddressed. We hope to provide a one-stop solution to all the 
primary challenges that the visually impaired face with the proposed system. The 
proposed system not only assists the blind in walking by avoiding obstacles, but 
also allows them to read the newspaper, determine the maturity of fruits, and ask 
for assistance in an emergency. It is a significant improvement over prior art in 
that it addresses problems that were previously unresolved, provides a better user 
experience, and happens to be multifaceted.



An Intelligent Voice Assistant Engineered to Assist the Visually Impaired 145

2 The Proposed System 

This paper describes a smart wearable voice assistant that leverages machine learning 
and deep learning to help blind individuals identify obstacles to help them in walking, 
also providing them with other recognition functionalities like facial and text recog-
nition [14], which ultimately aims at decreasing the unfair challenges they encounter 
daily. When combined with Ultrasonic sensors, the device allows users to move freely 
without much caution as it alerts them of approaching impediments. Furthermore, the 
Voice Assistant will be used in combination with a companion app [15] that adds a 
slew of new functions to an already feature-rich device. The mobile app has a host of 
additional features that make the user’s life easier. It uses the Voice Assistant to keep 
the user updated on recent activity on their phone, but it most importantly functions 
as an integral part of the SOS functionality, which involves sending a distress signal 
to the user’s preferred emergency contacts. 

Largely, the proposed idea can be divided into three major parts: 

1. Wearable Wrist Device 
2. Voice Assistant 
3. Companion Mobile Phone Application. 

2.1 Wearable Wrist Device 

The proposed wearable wrist device is tailored to be as user-friendly as possible. 
The buttons are etched with symbols to make them distinguishable when felt by the 
user’s fingertips. The device is engineered to handle all the rudimentary tasks of an 
individual’s day-to-day life efficiently. Figure 1 shows the diagram of the proposed 
device that includes an embedded system module (Raspberry Pi 4 Model B) for 
handling all the computational tasks, an ultrasonic sensor that measures the distance 
to an object using ultrasonic sound waves wherein the user is alerted if an object 
lies within 40cms of the sensor’s radius, a rechargeable LiPo battery to power the 
device, a Raspberry Pi camera for accommodating all the functionalities involving 
computer vision, five buttons with a distinct set of functionalities and a vibration 
motor to provide haptic feedback. The functions of the buttons are as followed:

. The Activate button is used to activate and deactivate the voice assistant.

. The Volume Up button is used to raise the volume of the voice assistant.

. The Power button is used to turn on/off the voice assistant

. The Volume Down button is used to lower the volume of the voice assistant.

. The SOS button is used to activate and deactivate the ultrasonic sensor when 
pressed once and activate the SOS functionality when pressed thrice.
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Fig. 1 Structure for the 
proposed device

2.2 Voice Assistant 

The wearable wrist device includes Computer Vision-based functionalities like object 
recognition, fruit ripeness detection, and optical character recognition. After the user 
asks for the function through the voice assistant, the camera captures a snapshot of 
the desired subject, converts it to a vector, sends it to the central processing unit 
where it is identified, and the result is sent back to the user in audio format. 

At the user’s request, the voice assistant works in conjunction with its companion 
mobile application to read incoming messages from the paired phone. The voice 
assistant can perform the following key tasks in addition to the features listed above:

. Getting live cricket match scores by scraping data from the web using Beautiful 
Soup which is a Python package used for parsing HTML and XML documents.

. Describing weather conditions of the user’s location by fetching the user’s geolo-
cation from the phone and getting the weather data for the desired location using 
the OpenWeatherMap API.

. Carrying out a quick Wikipedia search based on the spoken keyword and reading 
out the article summary of the keyword using the Wikipedia python library which 
makes it easy to access and parse data from the Wikipedia website.

. Updating the user with the latest news headlines by fetching data from the News 
API which is a straightforward and easy-to-use REST API that returns JSON 
search results for current and historic news articles gathered from a multitude of 
sources.
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The results of the modules will be read out by the voice assistant upon the user’s 
request. 

2.3 Companion Mobile Application 

In the age where staying connected 24/7 has become more of an unspoken societal 
norm than an option, Cell phones have become a necessity for many individuals all 
around the world. They are becoming increasingly instrumental for a large variety 
of reasons. 

To give the Smart Voice Assistant a new dimension, we propose integrating a 
Mobile Application [16, 17] whose functionalities would communicate directly with 
the Voice Assistant Device’s features. The mobile app also facilitates composing text 
messages without having to interact with the phone along with a feature for the user 
to locate the phone. Additionally, an on-the-fly settings configurator allow users to 
alter the Voice Assistant’s settings directly from the app. The SOS functionality [18] 
intends to help the user if they find themselves in any of the following situations: 
Component failure or traumatic emergency. When these conditions are detected, 
a message is sent to 4 pre-determined contacts of user making them prompt in a 
possible emergency. 

Message enable connection with the consumer that’s less intrusive in nature. 
To overcome this stumbling block of no vision, we’ve integrated the connected 
phone’s messaging system with the Voice Assistant, allowing the user to summon the 
Assistant and request a message readout or compose a text message. Unfortunately, 
some of the information that your brain may consider unimportant may be required 
for you to remember where you put your keys, phone, or wallet, and if it has been 
erased, you will have to spend time attempting to locate some of your daily things. 
The feature of FindMyDevice helps in locating the device while it is not strapped to 
the user. Single button press, triggers the device to make sound for the user to locate 
it (Fig. 2).

3 Architecture and Algorithms 

3.1 Optical Character Recognition 

Optical character Recognition is a procedure that includes multiple sub-processes 
that must be completed as precisely as possible. The first subprocess in the process 
includes pre-processing the image for which we have used the OpenCV library. This 
library contains a lot of tools to help us pre-process the image with simplicity.

. Firstly, we read the image in a grayscale format which is the only format supported 
by the next two algorithms.
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Fig. 2 Flowchart depicting the voice assistant functionality

. Secondly, we use the bilateral filter algorithm [19] which is a picture smoothing 
filter that preserves edges while lowering noise. It uses a weighted average of 
intensity data from surrounding pixels to replace the intensity of each pixel. 
A Gaussian distribution can be used to calculate this weight. The weights are 
determined not just by the Euclidean distance between pixels, but also by the 
radiometric differences. Sharp edges are preserved as a result.

. Then we use a thresholding algorithm that converts blacks in the images to pitch 
black and white snow becoming white. We mainly chose a threshold value by 
calculating a mean of all the pixels in the image (pixels in a grayscale image 
range from 0 to 255), and any pixel above that threshold gets a value of 255 which 
is deepest black and anything below the mean gets a value of 0 which is lightest 
white. 

The next subprocesses include text localization, character segmentation, character 
recognition and post processing. Tesseract OCR [20] was chosen to do the above 
mentioned subprocesses. This engine uses the Long Short Term Memory (LSTM) 
[21] network, which is a form of Recurrent Neural Network (RNN) [22]. To use the 
tesseract engine for our code we use pytesseract [23] which is a wrapper class for the
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Fig. 3 MobileNetV2 architecture 

Tesseract OCR Engine. Preprocessed image when passed through this library returns 
a text as an output using the text localization, character segmentation, character 
recognition and post processing subprocesses and the LSTM algorithm. 

3.2 Fruit Ripeness Detection 

The fruit ripeness detection model was trained on a dataset that was scraped from 
the internet using Selenium [24]. The scripts are executed by a browser-driver on a 
browser-instance on your device. 

The first step is the data pre-processing. We will be going to use the ImageData-
Generator class in Keras. Images are converted to an input shape of 224, 224 since it 
is the acceptable input shape for our algorithm. The images are rescaled and divided 
by 255 which is mainly for normalization. 

The next step is building the model for which we use transfer learning [25]. This 
improves the learning in the new task greatly. For this purpose, we will use the 
tensorflow hub to load a pre-trained MobileNetv2 [26] model (Fig. 3). 

To this base layer of MobileNetV2, we add our global spatial average pooling 
layer, a fully connected layer and a logistic layer at the end. We use ReLu activation 
function in all the layers except the last one which is the logistic layer or the output 
layer. In that layer we use the sigmoid function which ret urns a probability for each 
class between 0 and 1. With 1 being the most probable class and 0 being the least 
(Figs. 4 and 5).

3.3 Object Detection 

Object detection is a computer technology that deals with finding instances of 
semantic items of a specific class (such as individuals, buildings, or cars) in digital 
photos and videos. To obtain more accuracy, computer vision models are becoming 
deeper and more sophisticated. However, these advancements increase the size and 
latency of the system, making it incompatible with systems that are computationally 
challenged. MobileNet comes in handy in these situations. This is a model created
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Fig. 4 Model training accuracy and loss chart 

Fig. 5 Result of fruit ripeness detection model



An Intelligent Voice Assistant Engineered to Assist the Visually Impaired 151

Fig. 6 MobileNetSSD architecture 

primarily for high-speed mobile and embedded applications. Although it provided 
good frames per second on low computation, it lacked accuracy. To counteract this, 
we used the MobileNetSSD [27] model (Fig. 6). 

MobilenetSSD is an object detection model that uses an input image to compute 
the bounding box and category of an object. Using Mobilenet as a backbone, this 
Single Shot Detector (SSD) object detection model may enable quick object detection 
optimised for mobile devices [28]. SSD requires only one shot to recognise many 
objects within an image, but RPN-based techniques such as the R-CNN [29] series  
require two shots, one for generating region suggestions and the other for detecting 
the item of each proposal. As a result, SSD is substantially faster than two-shot 
RPN-based techniques. 

4 Result and Discussion 

The proposed device will have modules ranging from object detection to voice assis-
tant, from SOS functionality to fruit ripeness estimation and OCR. All of these would 
need to be implemented so that they work seamlessly with each other and be tailored 
to suit the needs of the blind. The voice assistant that is integrated into the device 
is a smart bot that is designed to answer user queries like the latest news, current 
weather, score of the current match etc. 

The Fruit ripeness estimation works to determine whether a fruit is ripe enough 
or not and helps determine whether it’s buyable. The machine learning module was 
made based on a supervised learning model. The OCR module has to be able to read 
printed text on hard copies in order to convert it into voice output for the blind user to 
listen to. Additionally, the sos functionality is an emergency alert feature that can be 
activated on the device. The voice assistant even enables the user to ask for weather 
related information from the voice assistant.
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5 Conclusion and Future Scope 

In this paper, we propose and smart wearable device wherein the system comprising: 
An Ultrasound sensor, used to detect the optical obstacles, objects and person during 
the walking of the person; A camera unit, used to read text using OCR, identify 
objects placed in front, identify faces of people; A feedback unit, used to alert the 
person on presence of the obstacles, articles and person in path of the person and 
also respond to the voice queries of the user including but not limited to; whether 
conditions, current time and location; A mobile application containing GPS to send 
information about location to the device, an SOS functionality that can be activated 
remotely via the Device to send current location of the user to saved contacts on 
the phone; and A processing unit used to process the information received from 
the ultrasound sensor and the mobile application, where the processing unit sends 
the processed information to the alert unit, and thereafter the alert unit sends the 
information of the obstacles, reads out written script taken from the camera, responds 
to user queries with computer generated voice, this forms the part of the OCR module 
of the proposed device. The proposed device on its own is sufficient and enough to 
enable the visually challenged to lead a comfortable and safe life and even provide 
an opportunity to go beyond hamstrung opportunities that blindness presents them 
with (Fig. 7).

One of the primary problems that the proposed device deals with concerns the 
safety [30] of the user and aims to direct help to the user in the event of an emergency. 
In view of that, events that involve the user stumbling or falling because an object or 
hurdle, for example, a raised platform, could not be detected by the proposed device, 
need to be considered. And should such events be fatal, the closest contacts should 
be immediately intimated of such occurrence right away so that their help can be 
directed. This paves way for a system that can detect if the user has stumbled or even 
fallen. This module can be called the Fall Detection module. Under the Fall Detection 
module, the device can identify an event and send an alert to predetermined contacts 
of the user that the user has fallen down and might be in need of help. To realize this 
module, hardware consisting of a fall detection circuit will have to be implemented. 
These circuits primarily consist of accelerometers that are a type of low-power radio 
wave technology sensor, to monitor the movements of the user. Some advanced 
systems may even consist of gyroscopes, infrared sensors, acoustic sensors, etc. to 
make the fall detection even more accurate. Once a fall is detected, the device will 
rely on the information to the companion mobile app of the proposed device. The 
mobile application can then alert the saved contacts of the user a location of the user 
along with a message informing them of the fall. Events like the user being involved 
in a car accident or any other road accident would also trigger the alert being sent. 
Such a functionality would add an extra level of security to the lives of the user in 
the case of post event damage control (Fig. 8).

Moreover, the other wider domains like navigation while avoiding obstacles, voice 
assistant, OCR can be further improved by working on their speed and accuracy. In
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Fig. 7 Wearable top view

Fig. 8 a Home screen of the 
proposed mobile device 
application. b The SOS 
contacts screen in the 
application



154 R. Chopda et al.

the voice assistant module, additional functionalities like setting an alarm, etc. can 
be added. 
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Abstract Python libraries are a collection of essential functions that eliminate the 
need for users to develop code from scratch. Python is a plethora of libraries that 
serve a range of purposes and it has become a necessity to have sound knowledge 
of the best ones. Human and machine data production greatly outpaces humans’ 
ability to absorb, assess, and make complicated decisions based on that data. AI 
(Artificial Intelligence) is the foundation of all computer learning and the future of 
all intricate decision making. These technologies are being looked upon as tools and 
techniques to make this world a better place. It’s application ranges from various fields 
like healthcare, finance, transport, manufacturing, fraud detection and so on which 
evidently depicts its potential to transform the future. This paper intends to well verse 
the readers with the top libraries used to implement concepts of Artificial Intelligence 
like Machine Learning, Data Science, Deep Learning, Data Visualization and so on. 
It provides meticulous and unambiguous details about the essential building blocks 
necessary to execute and perform such ideas. It also includes a comparative analysis 
of various libraries to provide a detailed understanding and overview of them. 
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1 Introduction 

Artificial Intelligence (AI) is a group of mighty interrelated technologies that can be 
used to perform complex and multiplex tasks openly with little or no human guid-
ance. It is a vast topic of applied sciences and is used to demonstrate intelligence 
even beyond natural human intelligence. AI has progressed from data models for 
problem-solving to artificial neural networks, a computational model based on the 
structure and functions of human biological neural networks. Existing methodologies 
must be merged in order to convert vast amounts of data into value for individuals, 
businesses, and society. Furthermore, new barriers have evolved, not just in terms of 
magnitude (“Big Data”), but also in terms of the questions that should be answered. It 
encompasses broad topics like Experts Systems, Robotics, Machine Learning, Data 
Science, Neural networks, Fuzzy Logic, Natural Language Processing and so on 
which are booming rapidly in the times we live in. AI and DS are influenced by 
python. It helps to slow down the efforts of the human brain. From speech recog-
nition to data interpretation, python and its libraries have taken AI to the sky with 
remarkable success. Neural networks and machine learning are the branches of AI 
that illuminate the future of python. Python language focuses on the readability of 
the code. Python has incorporated mathematical libraries and functions, making it 
easy to calculate mathematical problems and perform data analysis. Python libraries 
are in great demand even in the IoT sector. It is widely used in home and office 
automation to speed up the work process easily. There are numerous tools, program-
ming languages and applications to build AI-based systems out of which Python is 
the most popular language for AI because of its flexibility, platform autonomy, better 
data visualisation and optimization options. The Python libraries are a powerful way 
to invent AI-based systems in a very efficient and pragmatic manner. This article 
aims to concentrate on and analyse the characteristics of the most popular Python 
libraries, as well as their potential for data mining and big data research. Throughout 
the paper, each of these techniques will be examined in-depth, with examples of their 
use in diverse domains. These libraries are the most frequently used and respected 
resources for solving real-world issues and developing high-tech systems. 

2 Tools in Python Aiding to Artificial Intelligence 

Python is a powerful interpreted language with a solid core foundation and a robust 
modular component that extends the language with external modules that provide 
new features. As a result, we now have an extensible language with tools for doing a 
particular operation as efficiently as feasible. Packages are frequently used to arrange 
modules. A package is a logical grouping of modules that all serve the same function.
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2.1 Numpy 

The Python programming language has a large number of high-level data structures 
available such as lists that enumerate collections of objects, dictionaries for building 
hash tables, and more. However, these structures are not ideally suited for high-
performance numerical calculations. All the fundamental operations in programming 
include mathematical tools such as arrays, matrices, integration tools, linear equation 
solvers, differential equation solvers, etc. Python provides the necessary tools to 
easily perform these complicated calculations and difficult mathematical operations 
in the form of its Numpy package. 

In the mid-nineties, an international team of volunteers began developing data 
structures for efficient array calculations [1]. This structure has evolved into what is 
now known as the N-dimension NumPy array. NumPy is a general-purpose array-
processing package. Its main object is the homogeneous multidimensional array. It 
is a table containing elements (commonly numbers) of the same type that are all 
indexed by a tuple of non-negative integers. In NumPy dimensions are called axes. 
The package provides a fast interface for storing and manipulating dense data buffers. 
NumPy arrays are similar to Python’s built-in list type in certain aspects, but NumPy 
arrays allow far more efficient storage and data operations as the arrays grow in size. 
NumPy arrays are at the root of basically the entire Python ecosystem of data science 
tools. Python NumPy arrays provide tools for integrating C, C++, etc. It is also useful 
in linear algebra, random number capability etc. The NumPy array can also be used 
as a multi-dimensional container for general data [1]. We can initialize NumPy arrays 
from nested Python lists and access its elements. The NumPy package, consisting 
of NumPy arrays and their corresponding set of mathematical functions, is widely 
used in academia, national labs, and industry in applications from games to space 
exploration. 

Here are the top four benefits that NumPy can bring to your code: 

1. More speed: NumPy uses algorithms written in C that complete in nanoseconds 
rather than seconds. 

2. Fewer loops: NumPy assists you in reducing loops and avoiding becoming 
entangled in iteration indices. 

3. Clearer code: Without loops, the code will look more like the equations which 
are being tried to calculate. 

4. Better quality: There are thousands of contributors working to keep NumPy fast, 
friendly, and bug free. 

Because of these advantages, NumPy has become the de facto standard in Python 
data science for multidimensional arrays, and many of the most popular libraries 
are built on top of it. It is a very important library on which almost every data 
science or machine learning Python packages such as SciPy (Scientific Python), 
Mat-plotlib (plotting library), Scikit-learn, etc. depend on to a reasonable extent. 
Learning NumPy is an excellent approach to lay a solid basis for furthering one’s 
expertise in more specialised fields of data science.
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Fig. 1 Basic matrix operations using NumPy 

The Numpy library uses multidimensional ndarrays to perform numerical 
processing by allowing broadcasting i.e. each and every element is processed one after 
another. It also allows wrapping codes of C, C++ and FORTRAN to compute core 
mathematical operations including linear algebra. NumPy operates on in-memory 
arrays using the central processing unit (CPU). To utilize modern, specialized storage 
and hardware, there has been a recent proliferation of Python array packages [2]. 
Numpy offers N-Dimensional arrays (ndarray), a storage object and a Universal 
Function Object (ufunc) for computing data efficiently. The ndarray consists of two 
essential pieces of information first being the size of the array (also referred as the 
shape of the array, it is a tuple of N integers containing the number of rows and 
columns) and second being the datatype of the items stored inside the Numpy array 
(Fig. 1). 

2.2 Pandas 

The pandas package is the most important data manipulation and analysis tool at the 
disposal of Data Scientists and Analysts working in Python today. Although advanced 
machine learning and fancy visualisation tools get all the attention, pandas is the foun-
dation of most projects and initiatives. Through pandas, one can get acquainted with 
their data by cleaning, transforming, and analyzing it. The library’s name springs 
from panel data, a general term for multidimensional data sets encountered in statis-
tics and econometrics. It is a Python library that includes a variety of knowledge 
structures and tools for working with structured datasets that are used in statistics, 
finance, social sciences, and a variety of other fields. The library is incorporated to
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conduct typical data processing and analysis of certain datasets, with user-friendly 
procedures. 

The panda library, which has been developed since 2008, aims to bridge the gap 
in the abundance of data analysis tools available between Python, general-purpose 
systems, and scientific computing languages, and many domain-specific statistical 
computing platforms and database languages. The aim is to provide equivalent func-
tionality and implement many features, such as automatic data alignment and hier-
archical indexing, which are not available in a tightly integrated manner like so in 
other libraries. 

Pandas is constructed on top of the NumPy package, which means that much of 
NumPy’s structure is used or recreated in Pandas. Pandas data is frequently used 
to feed statistical analysis in SciPy, graphing functions in Matplotlib, and machine 
learning algorithms in Scikit-learn. 

The Series and DataFrame are the two main components of pandas. A Series is 
just a column, while a DataFrame is a multi-dimensional table composed of Series. 
Exploring, cleaning, transforming, and visualizing data with pandas in Python is an 
essential skill in data science. Just cleaning wrangling data is 80% of the job of a 
Data Scientist. 

Operations after loading dataset in the Python Environment:

● You may compute the fundamental statistics of your dataset and answer typical 
inquiries such as what the mean, median, minimum, and maximum values are.

● A correlation between two or more columns in the dataset can also be discovered.
● Clean up the data by deleting missing or blank values and filtering entries based 

on a criterion.
● Use other modules to visualise the data, such as seaborn, matplotlib, and so on.
● Save the cleaned data frame to a CSV or database of your choosing. 

We believe that in the coming years there will be great opportunities to attract users 
in need of statistical data analysis tools to Python who might have previously chosen 
R, MATLAB, or another research environment [3]. By designing robust, easy-to-use 
data structures that cohere with the rest of the scientific Python stack, we can make 
Python a compelling choice for data analysis applications. In our opinion, pandas 
provides a solid foundation upon which a very powerful data analysis ecosystem can 
be established (Fig. 2).

2.3 MatPlotlib 

Representation of data in visual form is a necessity nowadays. As the amount of data 
is increasing day by day, it isn’t easy to manage and represent data in text. Human 
brains are more flexible and adjustable to visual representation, and this helps to 
comprehend, analyze, and make decisions for AI and ML. Matplotlib is a Python 
plotting tool that produces high-quality graphics. Matplotlib was created with the 
goal of allowing users to produce basic as well as complicated plots with only a
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Fig. 2 Data analysis using Pandas and plotting its graph

few instructions [4]. Jupyter notebooks and web application servers can also utilise 
Matplotlib. 

Graphs of production quality may be generated with Matplotlib’s Python module 
for 2D plotting. In addition, it can export pictures in a variety of output formats 
and offers both interactive and non-interactive plotting capabilities. In addition, 
it supports a broad range of plot kinds and can work with different window 
toolkits. Aside from that, it’s very customisable, versatile, and simple to use. Due 
to Matplotlib’s dual nature, it may be used both in interactive and non-interactive 
scripts. Use it in scripts without a visual display, in graphic apps, or in web pages. 
Python or IPython can also be used interactively with matplotlib. 

John D. Hunter initially wrote Matplotlib in 2003. It is open-source software and 
can be downloaded, used, and distributed freely. 

Key features 

Many different situations may be addressed using Matplotlib. Plots and pictures may 
be created interactively using the command-line, which is well-known to most users. 
A simple pop-up window is used to show and manipulate the data. The main plotting 
module of matplotlib, which is operating system and GUI agnostic, is the true power 
of the library [5]. Can be used as part of a webserver to produce plots and pictures 
in different hardcopy output formats, or it can be integrated in a more complete 
programme using one of many GUIs, running on one of several OSs.
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Pyplot—matplotlib.pyplot is a group of functions and commands that make 
matplotlib work like MATLAB. These commands are helpful to create figures, make 
changes in them, create plotting areas, and embellish the plots. 

Pylab: Pylab is an interface to matplotlib for object-oriented plotting. The Pylab 
module is installed alongside matplotlib. 

The types of plots include-Bar, Barht, scatter, stack, Box Plot, step, quiver, violin, 
Hist, hist2d, pie, plot, polar plot, stemplot. 

Axis functions like—Title (Add text to the axes), xlabel (Set the x-axis label of 
the current axis), xlim, xscale (Set the scaling of the x-axis), Axes (Add axes to the 
figure), Text (Add text to the axis), ylabel (Set the y axis label current axis), ylim 
(Get or set the y-limits of the current axes), scale (Set the scaling of the y-axis), are 
useful to embellish the plots. 

Figure functions like- Figtext, Figure, Show, Savefig, Close are important 
functions for the creation of plots. 

Matplotlib’s ease of usage is largely due to the following features:

● Open-source, thus there’s no need to pay for a licence: Students and teachers on 
a tight budget will find it intriguing.

● It’s an actual programming language: The MATLAB language lacks many of the 
features of a general-purpose language like Python.

● It’s much more complete: Python has many external modules that will help us 
execute all the functions we need to perform.

● With a simple interactive GUI, the plot window allows you to zoom in and out of 
the plot as well as remember the plot’s history and save it to hardcopy.

● The command-line interface is based on the MatLab interface, which is straight-
forward to use.

● Plot and picture support on many pages
● For the GD, Agg and Paint backends as well as PostScript, there are TrueType 

fonts that may be used.
● Mathematical text LATEX math mode is available whenever TrueType fonts are 

available.
● Resampled images are automatically resized to the figure’s dimensions.
● Assists in programming and development using a fully object-oriented design. 

Matplotlib is mostly used to create graphical applications. Python has a convenient 
graphing package. The Matplotlib library is ideally suited to developing an interac-
tive two-dimensional application, while the three-dimensional plots library is used 
to build a three-dimensional application. It may also be used to create high-quality 
photographs [6]. The features and the facilities of matplotlib are advancing day by 
day. Some of the new features include creating 3D plots using the mplot3d toolkit. 
Contour plots, wireframe plots, surface plots can also be made using matplotlib. 
Transformations in the coordinate axes can be quickly done and manipulated. 
Matplotlib can plot anything, however plotting non-basic plots or adjusting graphs 
to appear beautiful can be difficult (Fig. 3).
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Fig. 3 Plotting a 3-dimensional graph for the given data using Matplotlib 

2.4 Seaborn 

In this arena of data analysis and interpretation, visualisation of data is the best way 
to get insights and gain information from the data. For this purpose Seaborn is an 
excellent library for making statistical graphs in Python. It provides an excessive-
degree interface to matplotlib and is tightly integrated with the Pandas data structure 
[7]. 

The seaborn library functions expose a dataset-oriented declarative API that can 
easily convert questions about the data into charts. When a dataset and drawing 
specification is provided to produce, seaborn will automatically map the data values to 
visual attributes such as colour, size, or style, and calculate statistical transformations 
internally. Seaborn is designed to play a role throughout the life cycle of scientific 
projects. By generating complete graphs from a single function call with minimal 
parameters, seaborn can easily and quickly build prototypes and analyze exploratory 
data. By providing a wide range of customization options, in addition to exposing 
the underlying matplotlib objects, it can also be used to create polished shapes and 
visuals.
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Users interact with seaborn through a number of drawing functions. These drawing 
functions share common APIs for drawing specifications and provide many more 
specific customization options. These functions range from basic drawing types, 
such as scatter plots and line graphs, to functions that apply various transformations 
and abstractions, such as histogram fusion, kernel density estimation, and regres-
sion model fitting. Functions in seaborn are categorized as “axis level” or “figure 
level”. The behaviour of the Axes level function is similar to most plot functions in 
matplotlib-pyplot namespace. By default, they are linked to a state machine that tracks 
the “current” figure and appends a layer to it, but they can also accept objects from 
the matplotlib axis to control the position of the graph, similar to using matplotlib’s 
“object-oriented” interface. The Figurelevel function creates its own graphs when 
called, allowing them to “facet” the dataset by creating multiple conditional subplots 
and adding conveniences, such as placing the legend outside of the graph space by 
default. Each figure level function corresponds to several axis level functions for 
similar purposes, using a parameter to select the type of drawing to be performed. 
For example, the displot function can generate several different distribution repre-
sentations, including histograms, kernel density estimates, or empirical CDFs. The 
figure level function utilizes a seaborn class to control the layout of the figure and 
mediate between the axis layer function and matplotlib. These classes are part of the 
public API and can be used directly in advanced applications. 

Seabron is one of the most widely used python libraries. With Seaborn we can 
visualise both univariate and bivariate data. It provides rapid, detailed and accurate 
graphics. It has built-in functions and themes for embellishing the plots, plus has an 
edge over matplotlib. Seaborn is a complement to matplotlib. This library is easy to 
comprehend and implement (Fig. 4).

2.5 Scikit 

Scikit-learn is one of the most beneficial and a key python library which is a struc-
tured tool for machine learning and statistical modelling. It is an open-source and 
commercially available software. It is capable of performing numerous statistical, 
data mining and data analysis operations like- Classification, Clustering, Regression. 
Scikit-learn is straightforward in design, efficient and is easily approachable through 
non-experts. It first emerged through David Cournapeau as a Google summer time 
season code project in 2007. Fabian Pedregosa, Gael Varoquaux, Alexandre Gram-
fort and Vincent Michel, from FIRCA, took this project to the next possible degree 
and made the primary launch in 2010. 

The features of the package Scikit-learn are: 
Supervised Learning Algorithms—Nearly all supervised learning algorithms 

like, linear regression, Decision Tree, SVM (Support Vector Machine) belong to 
Scikit-learn. These algorithms help to estimate the outcomes for unforeseen data.
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Fig. 4 Plotting a heatmap using Seaborn

Unsupervised Learning Algorithms—This library also includes very popular 
unsupervised learning algorithms of clustering, PCA (principal component anal-
ysis), factor analysis which helps in performing more complex processing tasks 
[8]. It allows the model to work on its own, without any supervision and discover 
information and data. 

Cross Validation—It is used to verify the accuracy of supervised models on 
unseen data and helps in estimating the performance of models.
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Feature Extraction—It is used to extract features from the data consisting text 
and images in formats supported by machine-learning. It includes functions like-
DictVectorizer(), feature_name, CountVectorizer() and many more. 

Feature Selection—This module is used to recognize useful attributes to create 
supervised models. Feature selection methods are used for simplification of models, 
improve data compatibility, and make the data easier for the users to interpret. 

Dimensionality Reduction—This is used to reduce the attributes in the data 
for feature selection, summarisation and visualization. The transformed low-
dimensional space retains important features of the original data and is convenient 
to analyze and process using machine learning techniques. This can be done using 
the PCA functions like-PCA (n-components, svd_solver), pca.fit(). 

Scikit-learn uses an enormous and substantial variety of machine learning algo-
rithms. It supports machine learning in python and allows to build various machine 
learning models for predicting and deciphering abstract, unorganised and unexpected 
data. Scikit-learn is a set of successfully implemented machine learning algorithms 
that is well-documented and maintained by the community [9]. It is a useful tool 
to process large to small scale data. Both supervised and unsupervised learning 
methods can be adopted by using well suited and task-based interfaces. This enables 
assessment of methods and strategies for a given application (Fig. 5).

2.6 TensorFlow 

Tensors are groups of data with an arbitrary number (zero to infinity) of dimen-
sions. They can be arranged in scalars (dimensionless), vectors (unidimensional), 
matrices (2 dimensional), cubes (3 dimensional), sets of cubes (4 dimensional) and 
so on. TensorFlow is a platform for solving machine learning algorithms, and an 
implementation for such algorithms [10]. 

The flow of information between various tensors is controlled by thousands of 
parameters. In a neural network, elements in one tensor are bound to elements in the 
next. Tensor Algebra deals with this information flow between the various tensors. 

The TensorFlow open-source software library is a collection of tools developed 
by Google for numerical computation. It is commonly used by IT firms and giants to 
perform various computational tasks. Its library can be executed on various platforms, 
such as mobile platforms and distributed systems with very little or no modification 
[11]. 

A few salient features of the TensorFlow framework are as follows:

1. Python is the language of choice for Theano and TensorFlow. Mx Net also 
consists of some useful Python APIs. TensorFlow and Theano are very similar 
when it comes to Deep Learning systems, however TensorFlow is preferable for 
distributed systems as it has better support for them [12]. 

2. TensorFlow uses Automatic Differentiators which are different from numeric and 
symbolic differentiation. Automatic differentiators are very useful and efficient
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Fig. 5 Basic program for linear regression using SciKit learn

in neural networks and can be easily understood using the simple chain rule of 
differentiation.

3. TensorFlow is compatible with various platforms like Android, IOS, Cloud as 
well as architectures such as CPU and GPU. TensorFlow applications can easily 
be executed on these platforms and architectures. This is primarily due to the 
ability of TensorFlow to train neural models using its own designed hardware 
known as TPU’s (TensorFlow Processing Units) 

4. TensorFlow is very proficient in data abstraction. A defined view level is available 
for the user so that the programmer does not have to focus on the procedure to 
provide or receive inputs, rather more emphasis is given on understanding and 
implementing the logic behind the problem statement. 

5. TensorFlow is more effective to implement deep-learning models as the data 
structure tensor allows this framework to work with multidimensional arrays. 
A tensor can be categorized using the attributes rank, type and shape. [13] All  
tensors are immutable i.e., once some data is stored in a tensor it cannot be 
changed. To store new data, we need to define a new tensor all together (Fig. 6).
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Fig. 6 Demonstrating matrix addition using TensorFlow 

2.7 Keras 

Keras is a Python-based deep learning framework that makes it simple to design 
and train nearly any deep learning model. It is a high-level neural network API that 
can be used with Tensorflow, Theano, and CNTK. It was created to allow for quick 
experimenting. 

Keras relieves developer cognitive strain, allowing you to focus on the most 
important aspects of the problem. 

The Keras principle of progressive disclosure of complexity states that simple 
processes should be quick and straightforward, whereas arbitrarily sophisticated 
workflows should be feasible via a clear route that builds on what you’ve already 
learned. 

Keras is utilised by organisations and enterprises like NASA and YouTube to 
deliver industry-leading performance and scalability. 

Keras has the following features 

1. Convolutional and recurrent networks, as well as a mixture of the two, are 
supported.
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2. It can handle a wide range of network architectures, including multi-input and 
multi-output models, layer and model sharing, and so on. As a result, Keras 
may be used to create deep learning models ranging from generative adversarial 
networks to a neural Turing machine. 

3. Keras is a modular design. A model in the form of a graph or a sequence is 
considered. Keras gives you the option of saving the model you’re working on. 

4. Keras comes with a huge dataset that has been pre-defined. It gives you access 
to a range of datasets. You may use this dataset to import and load it directly. 

5. Keras includes a number of models that have already been trained. Keras may be 
used to import these models. Applications. These models are useful for extracting 
features and fine-tuning them. 

6. Keras is a Python library in its entirety. It employs all of Python’s well-known 
ideas. It is a library built in the Python programming language. Keras delivers a 
user-friendly environment because it is Python-based. 

7. Keras includes a number of functions for data pre-processing. 

Keras is a human-centric API, not a machine-centric API. Keras adheres to best 
practises for decreasing cognitive load by providing consistent and straightforward 
APIs, minimising the amount of user activities required for typical use cases, and 
providing clear and responsive feedback in the event of user error. 

Keras is thus simple to understand and use. As a Keras user, you are more produc-
tive, allowing you to attempt more ideas than your competition, faster, which helps 
you win machine learning competitions. 

This simplicity does not come at the expense of flexibility: because Keras inte-
grates strongly with low-level TensorFlow capabilities, it allows you to create highly 
hackable workflows in which any piece of functionality is customizable. Keras makes 
it simple to convert models into final products. 

Keras uses a strong and clear deep learning library built on top of Tensor-
Flow/Theano to give high-level neural networks. Keras is an excellent addition to 
TensorFlow because its layers and models work with pureTensorFlow tensors [14]. 

Keras is simple to understand and use as a result of this. Keras users are more 
productive, allowing them to test more ideas faster than their competitors, which 
helps them win machine learning contests. 

Keras is a human-centric API. Keras adheres to best practices for minimizing 
cognitive load, such as providing consistent and straightforward APIs, decreasing 
the number of user steps necessary for typical use cases, and providing clear and 
responsive feedback in the event of a user error. 

2.8 Theano 

Python is a potent and pliant programming language for machine learning and in 
addition involves plenty of complex mathematical calculations, algorithms, arith-
metic computations and mainly large matrices of multiple dimensions. To build such
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complex machine learning algorithms and to advance the mathematical expressions 
Theano is a structured and ideal python library. This library can be run on CPU or GPU 
[15]. It is an open source software and released under a BSD license. For building 
different algorithms and codes Theano requires mainly the support of Numpy, SiPy, 
BLAS. 

Features of Theano 

Theano permits to define, optimize and evaluate mathematical expressions. It effi-
ciently facilitates the development of Machine Learning models. Generating compu-
tational graphs is a key feature of Theano which helps in expressing and calculating 
a mathematical expression. There are also various data types in Theano like- Scalers, 
Tensor, Matrix, Vectors, Arrays, Plural Constructors, Complex, Double, Float, Byte, 
16-bit integers, 32-bit integers and 64-bit integers. These data types are used in 
Theano with proper and structured syntax. It also involves variables and shared vari-
ables. Theano functions are bridges for interacting with symbolic graphs. Some parts 
of the code are compiled in C. The compiled code is then provided input to Theano 
function [16]. In this way an optimum code is executed. But creating complex set of 
codes and algorithms using Theano is possible due to-

● Stability Optimization- Theano is not just used for integrating mathematical 
expressions but can be used also to stabilize the unstable expressions in order 
to get optimum results.

● Faster Execution Speed- Theano utilizes current GPU’s and can execute the 
expressions much faster. Plus it produces dynamic C code which helps in 
evaluation of expressions faster.

● Symbolic Differentiation- Theano is capable of automatically generating 
symbolic graphs for computing gradients. It performs derivatives of functions 
with one or many inputs. 

Building Machine Learning models incorporates rigorous and complex compu-
tations. For this Theano is an excellent platform. It is a beneficial tool to enhance the 
execution time and perform repetitive computations of mathematical expressions. 
It can be used for deep learning and solving real-world problems. Theano is well 
developed and accepted world-wide by industries and academics (Fig. 7).

2.9 PyTorch 

Traditionally, deep learning frameworks have prioritised either usability or speed, 
but rarely both. The machine learning toolkit called PyTorch demonstrates that these 
two aims may coexist. PyTorch provides an imperative and Pythonic programming 
language that allows code as a model, makes debugging easy while being efficient and 
enabling hardware accelerators such as GPUs. PyTorch, like Python, is a fantastic 
introduction to deep learning as well as a tool that can be used in sophisticated 
real-world applications [17].
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Fig. 7 Demonstrating matrix multiplication using Theano

Facebook, Inc. created PyTorch, an open source machine learning and deep 
learning library. It’s Python-based, as the name implies, and attempts to be a faster 
NumPy alternative [17]. 

Uber’s Pyro probabilistic programming engine is built on it. Using the same 
core C libraries for the backend code as Torch, PyTorch re-designs and implements 
Torch in Python using the same C libraries. To make Python run as efficiently as 
possible, PyTorch engineers optimised the backend code. Lua-based Torch retained 
the GPU-based hardware acceleration as well as the extensible capabilities that made 
it famous. 

PyTorch key features

● Front-end: Using PyTorch, a user-friendly and flexible front-end is created, which 
seamlessly transitions from diagram format to C++ execution contexts for speed, 
optimization, and operability.

● Dispersed training: C++ and Python provide native asynchronous imple-
mentation of cooperative processes and peer-to-peer communications, which 
improves speed in both exploration and production.

● Tools and libraries: Scientists and innovators have collaborated to create an 
extensive network of tools and libraries to help disseminate PyTorch and 
advance research in fields such as Reinforcement Learning.

● Cloud partners: PyTorch is extremely well supported on the most popular 
cloud platforms, enabling not only frictionless development but also stress-
free scaling with large scale preparation on GPUs, the ability to track models 
in a construction scale setting etc.

● Programming: Every time PyTorch reads a line of code, it does computations. 
In many ways, this is the same as running a Python application. Imperative 
programming is a term used to describe this type of programming. It also has 
the advantage of making it easier to debug and programme the logic.
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● Dynamic Graphing: It is said that PyTorch is defined by run, which implies that 
execution time is when the real computation graph for neural network design is 
generated. However the major value of this characteristic is that it provides an 
elastic and programmable execution interface, which makes it possible to create 
or modify whole system structures through the use of process-linking tech-
niques. PyTorch is a great framework for creating dynamic computing graphs, 
which may be modified during operation. If you don’t have the memory to 
create a neural network model, this can be incredibly helpful. A new computa-
tional graph is created at each PyTorch advancing pass. TensorFlow’s approach 
is significantly different. Inventors are often faced with reworking, training, 
adaptability, and scalability problems. All of these duties take a lot of time, 
and they demand a lot of work. This is why PyTorch was created to assist 
innovators and researchers in these fields with its sophisticated capabilities. 

By combining an emphasis on usability with thorough performance considera-
tions, PyTorch has become a popular tool in the deep learning research community. 
Pytorch offers a lot of customizability with minimum code, in addition to continuing 
to support the newest trends and developments in deep learning. While it may be 
difficult to grasp how the entire ecosystem is organised using classes at first, it is 
ultimately just Python (Fig. 8).

2.10 NLTK 

Processing and understanding human language data are crucial for any interactive AI 
to function properly, provide more value and solve problems. NLP (Natural Language 
Processing) is a domain that focuses on understanding, processing and implementing 
human language data effectively to solve real world problems by ensuring that the 
computer–human interaction takes place smoothly. NLTK is implemented as a large 
collection of minimally interdependent modules, organized into a shallow hierarchy 
[18]. The Natural Language Toolkit (NLTK) was created in 2001 at the University of 
Pennsylvania in connection with a computational linguistics course. Assignments, 
demonstrations, and projects were the three pedagogical uses in mind when it was 
created. 

NLTK (Natural Language Toolkit) is a python package which is predominantly 
used for NLP. NLTK preprocesses unstructured data containing human language 
references using computational linguistics, NLP data types and animated algorithms. 
NLTK also provides problem sets and tutorials to make the user familiar with this 
python library. Natural language processing functions are drawn up as transforma-
tions on Tokens [19]. NLTK is very beneficial for the students or programmers who 
are learning NLP or conducting research on the same topic. 

Run the following instructions in your terminal to install NLTK 

sudo pip install nltk.
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Fig. 8 Basic operations on tensors using Pytorch
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Then, on your terminal, type python to launch the Python shell and run the 
following instructions. 

import nltk. 
nltk.download(‘all’). 
Since NLTK is completely written in python, it has the following features:

● Easier and convenient to learn.
● Exceptional at string-handling.
● Well defined syntax.
● Data encapsulation is possible and data can be reused multiple times. 

NLTK Implementation:

● Chatbots
● Machine Translation
● Speech Recognition
● Text Summarization
● Recommendation Engine
● Sentiment Analysis for Customer Reviews 

NLTK has been effectively utilised as a teaching tool, as a tool for individual 
study, and as a platform for prototyping and developing research systems. NLTK 
offers a simple, versatile, and consistent framework for assignments, projects, and 
class presentations. It’s well-documented, easy to understand and utilise. The most 
popular tool for teaching NLP is NLTK. It’s also commonly used as a prototype and 
research tool [20]. 

3 Comparative Analysis 

See Tables 1, 2 and 3. 

Table 1 Matplotlib versus seaborn 

Features Matplotlib Seaborn 

Utility Developed for basic plotting and 
extends MATLAB 

Extends Matplotlib and 
specializes in statistics 
visualization 

Flexibility Highly customizable Includes default themes 

Handling multiple figures Multiple figures can be opened Automates creation of 
multiple figures 

Dependency Uses Numpy majorly for plotting Uses Pandas heavily for 
plotting
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Table 2 Comparative analysis of libraries 

Parameters Keras Tensorflow PyTorch 

Open source Yes Yes Yes 

Level of API High-level API Both high- and 
low-level APIs 

Lower-level API 

Speed Slower Fast Equivalent to 
Tensorflow 

Architecture Simple architecture Not easy to use Complex 

Debugging Less frequent need to 
debug simple networks 

Difficult to perform 
debugging 

Better debugging 
capabilities 

Datasets Small datasets Large datasets Large datasets 

Popularity 1st in popularity 2nd in popularity 3rd in popularity 

Trained models Yes Yes Yes 

Programed in Python Python, C++, CUDA Lua 

Community Smaller community 
support 

Large community 
support 

Stronger community 
support 

Ease of deployment Deployment can be 
done with TensorFlow 
or flask 

Easy to deploy 
TensorFlow serving 

Deployment is easy but 
not as much as 
Tensorflow 

Table 3 Matplotlib versus 
Seaborn 

Plot type Matplotlib Seaborn 

Spectrogram Yes No 

3D plot Yes No 

Pair plot No Yes 

Heat map No Yes 

Polar plot Yes No 

Regression plot No Yes 

4 Conclusion 

Python’s libraries, modules, and frameworks have made it very simple to implement 
Artificial Intelligence ideas. Python machine learning libraries have evolved into 
the most widely used language for building machine learning algorithms. Under-
standing Python is essential for building conceptual knowledge of Artificial Intel-
ligence and specialising in it. Python libraries are crucial in developing machine 
learning, data visualisation, data science, image and data processing, and other appli-
cations. This paper properly discussed, compared, and emphasised the critical and 
necessary Python Programming Libraries involved in researching the vast topic of 
Artificial Intelligence.
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Annual Rainfall Prediction 
of Maharashtra State Using Multiple 
Regression 

Loukik S. Salvi and Ashish Jadhav 

Abstract This paper presents a study of Indian rainfall and prediction of the annual 
rainfall in the state of Maharashtra and Konkan. The decreasing trends in seasonal 
rainfall and post-monsoon rainfall and increasing occurrence of the deficit rainfall 
years indicates the probable intensification of water scarcity in many states and sub 
divisions of India. Rainfall serves a major source of water only when it is conserved, 
thus a proper analysis and estimation of rainfall globally is of utmost importance. In 
an agricultural country like India, where the majority of agriculture is rain dependent 
rainfall prediction can help to understand the uncertainty in rainfall pattern which 
may affect the overall agricultural produce. The present study consists a descriptive 
analysis of annual rainfall in India from 1950–2020, this visualization may prove 
helpful for deciding the right model for prediction. This study is aimed at finding the 
most apt model for making accurate prediction for the rainfall dataset. Two machine 
learning model and a neural network model are implemented and their results are 
compared. The performance of the results was measured with MSE (mean squared 
error), RMSE (root mean square error), MAE (mean absolute error). The machine 
learning models showed high level of deviation as the time series data in use was 
highly inconsistent, on the other hand the neural network showed better efficiency 
due to the local dependency in the model which helps it to learn and perform better. 

Keywords Rainfall forecasting · SVR · ANN · Linear regression 

1 Introduction 

The process of analyzing and predicting the probability of precipitation and fore-
casting of rainfall in future along with estimating the amount of rainfall in specific
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regions is called Rainfall Prediction. Alongside the likelihood of precipitation in that 
particular district, it likewise considers the precipitation volume assessment, exact-
ness of forecast, mistake in expectation and. It is ready by the forecasters through 
social occasion, researching, affirming, showing, reproducing and investigating the 
different meteorological data and limits available. Precipitation is one of the six 
intrinsic bits of environment assumption and is moreover the most basic parts in the 
hydrologic. Storm in India is critical as it gives shape to its farming and economy. 
Because of the intrinsic intricacy of the actual cycles related with the forecast of 
Indian Summer Storm Precipitation (ISMR), it is perhaps the most confounding 
logical errand. However, research related to monsoon has improved and advanced 
significantly due to the ever increasing amount of data made available from the satel-
lites, improved understanding of the processes, and enhanced computing resources. 
As an impact of changing climate, the spatiotemporal distribution of precipitation is 
getting modified since the last few decades. This has resulted into frequent droughts 
and floods within a spatial distance of a few hundred kilometers. Quantitative fore-
cast of every day precipitation is a difficult assignment and is huge for a considerable 
length of time and functional applications. Over the most recent thirty years, the preci-
sion of rainstorm gauges has improved and the methodical mistake with conjecture 
length in the medium reach has decreased. In any case, the worry for precipitation 
conjecture for the Indian rainstorm locale stays as the capacity for jungles is still 
lower when contrasted with mid-scopes [1]. The expectation of the precipitation 
can be partition into two sections one being the transient forecast which considers 
month to month expectation and also the drawn out forecast which considers yearly 
expectation which ordinarily is troublesome as a result of high unconventionality 
and reliance of precipitation on different boundaries of precipitation. AI models are 
typically known to yield better proficiency in expectation in situations where the 
informational collection has assorted boundaries and has critical degree of consis-
tency, though the precipitation information being a period variation and conflicting 
which is the reason the AI models normally don’t perform well. The coming of 
profound learning and neural organization has filled in as a well-suited answer for 
such issues. The different degree of learning and neighborhood conditions in the 
neural organization model assist them with performing great on such fluctuating 
dataset with less boundaries. Please note that the first paragraph of a section or 
subsection is not indented. The first paragraphs that follows a table, figure, equation 
etc. does not have an indent, either. 

2 Literature Review 

(Table 1).
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Table 1 Review of relevant literature 

Sr. No. Title of the paper/journal/year Findings 

1 Annual and Non-monsoon Rainfall 
Prediction Modelling Using SVR-MLP: 
An Empirical Study From Odisha [1], 
IEEE Access, 2020 

In this paper Odisha has been considered as 
the study area, the monsoon and 
non-monsoon rainfall prediction has been 
carried out using a proposed SVR-MLP 
model. The non-monsoon rainfall being 
unpredictable has been given utmost 
importance and proper modelled dataset 
has been used to ensure higher efficiency 

2 Deep Learning Approach for Multi Step 
Ahead Daily Rainfall Prediction using 
GCM simulation [2] 

In this paper the authors have proposed the 
Deep learning and neural network models 
for predicting the rainfall. The paper states 
that the DL and NN models show better 
efficiency over the traditional ML models 
for predicting the rainfall. The suggested 
model has also integrated the GSM 
simulator as the rainfall dataset has many 
meteorological variables 

3 Forecasting of nonlinear time series 
using ANN [3], Future Computing and 
Informatics Journal (2017) 

This paper imparts the importance of fuzzy 
logic over the common neural networks for 
recognizing the behavior of nonlinear or 
dynamic time series, in the proposed study 
the NARMA and ARNN are deployed and 
results are compared 

4 Multi-model Prediction of 
Monsoon Rain Using Dynamical Model 
Selection [4], IEEE Transactions, 2016 

In this paper the author has proposed a 
dynamic ensemble model for rainfall 
prediction, rainfall data being non-linear 
and time variant would need a dynamic 
model to study the irregularities 

5 Summer Monsoon Rainfall Variability 
Over Maharashtra, India [5], Article in 
Pure and Applied Geophysics, 2012 

This article presents a brief study of rainfall 
in Maharashtra for the last 30 years. The 
study has been conducted on the basis of 
the rainfall data from the meteorological 
stations in Maharashtra and the satellite 
images of cloud study. It has been observed 
that the rainfall has been irregular in the 
past ten years 

3 Regression 

Regression is module of data science which takes a statistical approach to solve 
the problems. Regression is categorized under the supervised learning approaches 
where strategies are made to predict the future variables. While calculating the future 
(unknown) variables, the known quantities and their relationships are taken into 
consideration and connections with the unknown variable are build. Simple regres-
sion is given by A = X + X1(B), where An is the reliant variable, whose worth is to
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be anticipated and B is the free factor whose esteem consistent worth and X1 is the 
improved coefficient. 

3.1 Support Vector Machines (SVM) for Regression 

The utilization of SVM for relapse is known as Support Vector Regression (SVR) 
[5]. This calculation consequently changes ostensible qualities over to numeric qual-
ities. Input informational collection must be standardized prior to preparing start, 
either consequently (by apparatus arrangement or prearranging) or physically by the 
client (informational collection standardization). SVR observes a best fit line which 
decreases the mistake of the expense work. Just those occasions (Support Vectors) 
in the preparation informational collection are picked which are closest to the line 
with least expense. An edge must be made around the line for better change of fore-
cast and afterward the information might be projected into higher layered space for 
better expectation and adaptability. The expense work limits the boundaries over the 
dataset. 

Bit Functions are utilized to deal with the high dimensionality of the component 
space. Appropriate choice of Kernel capacity can create more powerful outcome 
or exactness in least time in this way expanding productivity of the model. Weka 
instrument utilizes different parts to accomplish this errand [2]. 

3.2 Artificial Neural Network 

Artificial Neural Organization involves various processors working in equal and 
organized in levels. The principal level acknowledges the crude information. Rather 
than crude info, each successive level gets the result from the level going before it. 
The last level creates the result of the framework. The two significant conversations 
against ANN is that its asset concentrated and its results are difficult to decipher. 

ANN is considered whenever the computational assets are not a constrictive 
and cost-restrictive. The ANN functions admirably when the informational collec-
tion utilized for preparing is colossal which the situation in precipitation dataset is 
normally. Besides the ANN model has stowed away layers and critical measure of 
neighborhood conditions which assists it with learning the conflicting examples and 
perform better on the time series information. 

4 Study Area 

The area of Maharashtra lies on the western side of India. Maharashtra lies between 
19° 36' 4.2984'' N scope and 75° 33' 10.7244'' E longitude. The state is bifurcated
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into 35 area and four meteorological locales. These sub divisional bifurcations are 
(1) Vidarbha (2) Madhya Maharashtra (3) Marathwada and (4) Konkan. The Konkan 
sub-division lies on the windward side of the Ghats and the other sub-divisions lie on 
the leeward side. Within a piece of the state is semi-very dry. Colossal assortments 
in precipitation in different areas of the state achieve a wide extent of climatic condi-
tions. In light of geological Maharashtra gets most outrageous precipitation in July 
(33% of SW storm precipitation) followed by August (28% of SW rainstorm precip-
itation). 89% of yearly precipitation gets during southwest tempest precipitation 
(June–September). Most outrageous precipitation gets during the SW storm season 
over the districts in Konkan region (2361–3322 mm) while bits of Madhya Maha-
rashtra and Marathwada get least precipitation (454–600 mm). During the entire year 
there is an immense development in Blustery days in Nandurbar, Jalgaon, Raigarh, 
Kolhapur and Bhandara regions. However there is a basic reducing in Turbulent 
days in Pune, Solapur, Kolhapur, Ahmednagar, Aurangabad, Jalna, Beed, Hingoli, 
Nanded, Yavatmal, Wardha districts. During the period June to September there is 
an enormous development in Profound precipitation days in Nandurbar, Jalgaon, 
Raigarh, Kolhapur and Bhandara area. While it is also observed that there is an enor-
mous decrease in significant rainy days in Pune, Solapur, Kolhapur, Ahmednagar, 
regions. According to the meteorological and climatic variations in. 

(1) Pre-monsoon seasonal rainfall (March–May). 
(2) South-west monsoon season or monsoon season rainfall (June–September). 
(3) Post monsoon season rainfall (October–November). 
(4) Rainfall in winter season (December-February). 

In our study we have considered the annual rainfall for the state of Maharashtra 
from 1950 to 2020, with the annual rainfall we have also taken into consideration 
the normal monsoon season period which consists of June–September (4 months) 
since this is the period when the state of Maharashtra receives the majority of rainfall. 
Along with the above-mentioned period, a time period of further 8 months comprising 
of 5 months of January–May and 3 months of October–December is considered as 
the non-monsoon rainfall period. 

5 Data Collection 

The primary data collected for this study consists of the annual rainfall data for 
India for a time period between 1950–2020 from IMD. Data-set in use has 36 sub 
divisions and 19 attributes (individual months, annual, combinations of 3 consecutive 
months according to the monsoon and non-monsoon period). All the attributes have 
the amount of rainfall in mm.
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6 Analysis of Rainfall Pattern 

Many key parts of earth and human existence are subject to precipitation straightfor-
wardly or in a roundabout way. The progressions in worldwide environment have a 
solid relationship with the yearly precipitation. It has been seen that the precipitation 
design off of late has been exceptionally unpredictable which has upset the agrarian 
and water the board universally. It is vital to investigate the precipitation design to 
comprehend and moderate the conditions of the boundaries which are straightfor-
wardly or by implication impacted by the yearly precipitation. In the introduced study 
a dataset of Yearly precipitation of India from 1950–2020 has been dissected and the 
investigation has been addressed in the structure Reference diagrams showing appro-
priation of measure of precipitation, Conveyance of measure of precipitation yearly, 
month to month, gatherings of months, Circulation of precipitation in developments, 
areas structure every month, gatherings of months.The visualization of rainfall helps 
to make observations which can be used for creating or choosing the right predictive 
model for further experimentation. 

Observations made from the visualization: 

1. Histograms in Fig. 1 show the circulation of precipitation over months. It is Seen 
that there is expansion in measure of precipitation over months July, August, 
September all through

2. The two charts in Fig. 2 shows that how much precipitation is sensibly great in 
the long stretches of Spring, April, may in eastern India.

3. Scatter graph in the Fig. 3 shows the conveyance of precipitation on yearly 
premise, high measure of precipitation is Seen in 1950s.

4. Heat-Map in Fig. 4 shows the co-relation (dependency) between the measures of 
precipitation over months.

5. From above representations obviously on the off chance that measure of precip-
itation is high in the long periods of July, august, September then how much 
precipitation will be high yearly. 

6. It is additionally seen that assuming measure of precipitation in great in the long 
stretches of October, November, December then the precipitation will be great 
in the general year. 

7 Methodology 

In the presented study firstly the analysis of rainfall was carried out followed by the 
prediction of annual rainfall. Three models for prediction were used and tested over 
the annual rainfall dataset.

1. The input data set originally had monthly and annualized rainfall for each year 
from 1950–2020. Data integration was performed by adding the Monsoon and 
Non Monsoon rainfall parameters in form of the Monthly divisions namely Jan– 
Feb, Mar–May, Jun–Sep, Oct–Dec.
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Fig. 1 Total rainfall distribution month wise from 1950–202

Fig. 2 Monthly rainfall in various sub-divisions of India

2. All the parameters were verified and the the missing data was augmented wher-
ever necessary. The available data was then analyzed to create a visualization of 
the rainfall trends over the years. The dataset was then split into 80% train and 
20% test data.
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Fig. 3 Scatter plot of rainfall over the months

Fig. 4 Heat map for monthly and annual rainfall

3. The Linear regression model, SVR and ANN are used for making annual predic-
tions on the dataset Two types of trainings were done once training on complete 
dataset and other with training on only Maharashtra and Konkan. 

4. The ANN model used has been run with 10 epoch so as to yield better efficiency 
as it is known to have better accuracy for inconsistent data if executed with more 
number of epoch than usual. 

5. All three models’ parameters, MAE, MSE, RMSE and R2_Score are compared 
to find the best rainfall prediction model for annual rainfall in Maharashtra and 
Konkan. The models were evaluated on the basis of above-mentioned metrics. 

8 Results Analysis and Discussion 

The study aims at long term prediction of rainfall in Maharashtra state, which is 
done with the help of regression modeling. It was found that due to the long-term 
prediction modelling the accuracies of the models leveraged showed distinct results.
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It has been observed that the long-term prediction usually is uncertain because of 
the data size and time accumulation and lack of information. In the long term time 
series prediction there are many limitations ranging from the dearth of data to less 
accurate results, but the deep learning techniques can be leveraged to introduce 
localization and improve the impact of the long term prediction. The deep learning 
models leveraged were able to learn directly the complex and arbitrary mapping in 
the input side and support and supplement the hypothesis on the output end (Table 
2). 

The tabular comparative result analysis mentioned in the following table shows 
the parametric performance of the three algorithms. The predictions made were on 
the basis of the annual rainfall, monsoon and non-monsoon sub-divisions The MAE 
values for the three models show the deviation of the predicted values from the actual 
value, which is higher for linear regression and SVR whereas ANN has showed 
comparatively less deviation. Similarly, the RMSE value tells us that the predictions 
made by LR and SVR are discrete and away from the best fit line. ANN has a 
better efficiency of prediction as the even the R2_Score for this model is nearer to 1 
which is considered ideal for any predictive model. The rainfall data is discrete and 
nonlinear which is why the two machine learning models have showed less efficiency 
in prediction, the efficiency for ANN is better but can’t be said satisfactory (Figs. 5, 
6 and 7). 

Table 2 Prediction performance 

Sr. No. Algorithm (model) MAE MSE RMSE R2_Score 

1 LR 96.324 21,919.821 148.05 0.405 

2 SVR 127.160 41,470.85 203.64 –0.1243 

3 ANN 76.324 19,490.114 139.44 0.6726 

Fig. 5 Prediction of Year 2005, 2010, 2015 for Maharashtra and Konkan using Linear Regression
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Fig. 6 Prediction of Year 2005, 2010, 2015 for Maharashtra and Konkan using SVR 

Fig. 7 Prediction of Year 2005, 2010, 2015 for Maharashtra and Konkan using ANN 

9 Conclusion 

Forecasting rainfall often can be helpful to make decisions regarding agro-based 
fields, having prior knowledge about the rainfall can help mitigate and foresee prob-
lems. In this paper a long term forecasting of rainfall in Maharashtra is done with 
the help of predictive modelling and deep neural networks, this study also provides 
a practical proof which supplements the fact that for annual rainfall in Maharashtra 
and Konkan is variable and unevenly scattered over the monsoon and non-monsoon 
period. The visualization of Indian rainfall made it clear that there is a lot of vari-
ance and discreteness in the rainfall pattern. To produce desired load forecasts, three 
forecasting techniques i.e. LR, SVR and ANNs were considered for evaluation by 
using multiple performance metrics. Significant weather profiles from eight different 
cities were selected to develop a synthetic weather station.. The results yielded by 
the two machine learning models (linear regression and SVR) depict the incompe-
tency of the machine learning models for prediction of rainfall due to fluctuations 
in rainfall. It is also observed that the neural network model used for experimenta-
tion has performed better on the nonlinear time series data even though the number 
parameters in the dataset were limited on the basis of the evaluation metrics such as 
MAE, MSE, R2_score. In future, multiple prospects of this research can be explored 
for further development. In future experimentation more powerful neural network 
model such as LSTM (Long Short-Term memory) and RNN can be implemented on 
the non- linear data in order to get more accurate results for prediction and analysis. 
Even the dataset can be made more modular by adding some more parameters to 
obtain better results.
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Automated Healthcare System Using AI 
Based Chatbot 

Akshay Mendon, Megharani Patil, Yash Gupta, Vatsal Kadakia, 
and Harsh Doshi 

Abstract Medical care is vital to having a decent existence. Be that as it may, it 
is undeniably challenging to get an appointment with a specialist for each medical 
issue and due to the current global pandemic in the form of Coronavirus, the health-
care industry is under immense pressure to meet the ends of patients’ needs. Doctors 
and nurses are working relentlessly to treat and help the patients in the best possible 
way and still, they face problems in terms of time management, technical resources, 
healthcare infrastructure, support staff as well as healthcare personnel. To resolve 
this problem, we have made a chatbot utilizing Artificial Intelligence (AI) that can 
analyze the illness and give fundamental insights regarding the infection by looking 
at the data of a patient who was previously counselled at a health specialist This will 
also assist in lessening the medical services costs. The chatbot is a product application 
intended to recreate discussions with human clients through intuitive and customized 
content. It is in many cases portrayed as the most moving and promising articulations 
of communication among people and machines utilizing Artificial Intelligence and 
Natural Language Processing (NLP). The chatbot stores the information in the data 
set to recognize the sentence and pursue an inquiry choice and answer the corre-
sponding inquiry. Through this paper, we aim to create a fully functional chatbot 
that will help the patients/users to know about the disease by simply entering the 
symptoms they possess. Additionally, they can also get information about certain 
medicine by simply typing the name of the medicine. Another additional feature is 
the ability of the bot to answer general questions regarding healthcare and wellbeing. 
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1 Introduction 

Starting with a simple yet powerful quote: “Health is Wealth” which in itself is 
quite self-explanatory stating that without proper and regular management of one’s 
health everything falls apart. It is tragic to know how a single virus can fail some of 
the best healthcare services around the globe. There are a ton of large-scale health 
institutions like Hospitals to small-scale clinics but most patients find it difficult to 
choose and find the best suitable for them. Computers give us data; they draw in us 
and help us with plenty of habits [1]. Chatbots, otherwise called jabber robots, savvy 
bots, conversational specialists, computerized associates, or scholarly specialists, are 
great representations of AI frameworks that have advanced from ML. The Oxford 
word reference characterizes a chatbot as a PC program that can discuss with an 
individual, as a rule over the web [2]. They can likewise be actual elements intended 
to communicate with people or different robots socially. Foreordained reactions are 
then created by examining client input, on text or spoken ground, and getting to 
important information [3]. Chatbots are possibly alluded to as the most encouraging 
and high-level type of human–machine collaborations. At last, these virtual special-
ists are engaged in super worldwide areas like medical care, banking, schooling, 
horticulture, and so forth [4]. In India, the Aarogya Setu, a versatile application 
has evolved to make consciousness of COVID-19 with the equal association of a 
chatbot. Notwithstanding, these bots are filling in as clinical advisors of Covid, and 
not a single one of them features the issues concerning far-off patients about the 
pandemic [5]. Similarly, the German government fostered a battle COVID courier 
bot [6], and the Bangladesh-based SAJIDA Foundation fostered a nCOV-19 data bot 
with a side effect checker and clarifications of preventive measures [7]. The users 
can gain information about other various diseases and small problems right from a 
small wound to cancer from our Chatbot. 

We are now doing more than ever in the field of Artificial Intelligence in various 
sectors of our society. Right now the healthcare sector is in the utmost need of 
it. According to IBM, “Artificial intelligence leverages computers and machines to 
mimic the problem-solving and decision-making capabilities of the human mind.” 
One of the reliable and helpful applications of AI is a chatbot [8]. One of the reliable 
and helpful applications of AI is a chatbot. A chatbot is a conversational specialist 
who reenacts ongoing connections with patients/clients. It is a program that conducts 
a conversation via auditory or textual methods. This proposed chatbot is based on a 
textual method. The dataset which is going to be used will be proficient in answering 
most of the queries of the users/patients. Dataset is the JSON file with keys such as 
intention—What patient is expecting answers from the chatbot, responses, and tags 
(specific disease). After that, data pre-processing will be carried out using Natural 
Language Processing (NLP) which provides data for fitting it into different machine 
learning (ML) predefined algorithms. The proposed model will be integrated into a 
website to make the website more useful for users. Other than this, the fundamental 
proverb behind the readiness of this proposed framework is to help and rouse the 
impending youthful cluster of engineers who are intrigued to bring a plunge into the
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fields of AI, Machine Learning and NLP. The entire working and use of technology 
is shared in detail in the following segments to help them understand the basics of 
the same. 

2 Motivation 

Issues with the availability of health care as well as mental health care collected broad 
consideration during the COVID-19 pandemic when admittance to care turned out to 
be more troublesome. Notwithstanding average boundaries to treatment, limitations, 
and lockdowns established to alleviate the spread of COVID-19 made inescapable 
disturbances to close and personal consideration [9]. If we talk about mental health 
care, the limitations and lockdown have made a powerful coincidence where a gener-
ally wrecked framework has fewer assets and more noteworthy interest, causing an 
expansion in the neglected need for psychological wellness administrations around 
the world. As anyone might expect, research proposes the neglected requirement 
for psychotherapy and guidance, notwithstanding the disturbance of conventional 
administrations, has expanded during the COVID-19 pandemic [10]. Chatbots have 
been around for a really long time. Nonetheless, the genuine buzz around this inno-
vation didn’t begin until the spring of 2016. Explanations behind the unexpected 
recharged interest in chatbots remember major advances for Artificial Intelligence 
(AI) and a significant utilization shift from online informal organizations to portable 
informing applications like Facebook Messenger, Telegram, Slack, Kik, and Viber 
[11]. As we all know that Artificial Intelligence (AI) is at the very forefront of 
changing various parts of our lives by adjusting the manner in which we dissect data 
and further developing dynamic through critical thinking, thinking, and learning. 
Machine Learning (ML) is a subset of AI that further develops its exhibition in view 
of the information given to a conventional calculation as a matter of fact as opposed 
to characterizing rules in customary methodologies [12]. Progressions in ML have 
given benefits as far as exactness, direction, speedy handling, cost-viability, and 
treatment of mind boggling information [13]. 

With digitization of medical care and developing impact of AI, analysts recognized 
chatbot’s capability to work on patients’ openness to medication, reinforce doctor 
patient correspondence, and help in dealing with the constant requests for different 
related administrations. Chatbots could have been effectively utilized in wellbeing 
schooling and training, frequently combined with different capabilities, for example, 
side effect checker, online emergency, intelligent live criticism, etc. [14]. Given these 
adequate advantages, it isn’t business as usual that chatbots have quickly developed 
throughout recent many years and coordinated themselves into various fields, like 
amusement, travel, gaming, advanced mechanics, and security. Chatbots have been 
demonstrated to be especially relevant in different medical care parts that normally 
include eye to eye communications. With their capacity for complex exchange the 
board and conversational adaptability, joining of chatbot innovation into clinical
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practice might lessen costs, refine work process efficiencies, and work on tolerant 
results [15]. 

3 Literature Review 

The literature review focuses on articles from conference proceedings, peer-reviewed 
journals as well as existing chatbots. The inception of the idea of chatbots is attributed 
to Alan Turing in 1950 when he questioned, “Can machines think?” [16]. The first 
models of chatbots were intended to clear the Turing test. Turing test is a test in 
which an individual aimlessly asks questions to the bot as well as to a human and if 
the interrogator fails to distinguish between the answers from the human and bot, it 
is said to pass the test. In the mid-1960s, ELIZA was one of the first know chatbots 
developed at MIT Artificial Intelligence Library as a natural language processing 
program [17]. Using ‘pattern matching’ and replacement methodology it more or less 
mimicked how humans converse. The early users felt like they were conversing with 
somebody who grasped their feedback. ELIZA breezed through the Turing test and so 
did chatbots like Alice and Mitsuku which were influenced by Joseph Weizenbaum’s 
ELIZA program [18]. The program of Alice uses similar pattern matching but works 
on XML schema which is known as artificial intelligence markup language (AIML) 
which gives the protocol to converse [19]. A resumed interest in artificial intelligence 
and machine learning has promoted the development and use of chatbots in different 
fields [20] and some of the articles are discussed below. They build a text-to-text 
medical diagnosis bot that helps patients into a discussion about their issues and 
gives a solution for their diagnosis based on their symptoms and their records. But 
their algorithm accuracy and diagnosis accuracy were very low. 

Agrawal et al. [21] built a text-to-text medical diagnosis bot that helps patients to 
discuss their issues and gives a solution for their diagnosis based on their symptoms 
and their records. But their algorithm accuracy and diagnosis accuracy were very 
low. Bali et al. [22] developed “Diabot” a medical chatbot using ensemble learning 
which is a meta-algorithm that combines a bundle of weaker models and averages 
them to produce a single accurate model but the accuracy was lower than the random 
forest model and thus the ensemble model provided less accuracy. 

Ghosh et al. [23] built a chatbot to handle complex question-answering tasks, they 
employed a linked medical knowledge graph (developed internally) to explore the 
associations between all the potential medical entities recognized by the user input. 
The selected entities were then ranked by their strength of association with user-
selected entities. The ranking of entities was also facilitated by a frequent occurrence 
of entities attached to the originally extracted entities. Finally, they used this mech-
anism to select the top-ranked symptom that is sent back using a natural language 
template response to the user. But this procedure took a very long time to identify 
the question of the user. 

Rarhi et al. [24] presented a design for a virtual doctor that provides diagnoses and 
remedies based on the symptoms provided to the system. The chatbot they proposed
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was extracting the disease from the symptoms provided by the user and based upon 
the criticalness of the disease the chatbot identifies whether it is a major or minor 
disease if the disease is major then the algorithm will propose the patient book an 
appointment with a doctor from the database but this chatbot can only handle the user-
specified symptoms if it is present in the database. Divya et al. [25] built a bot that 
predicts the disease based upon symptoms provided by the patient and provides some 
information about the disease before consulting the doctor. It’s a text-to-text-based 
algorithmic process which means it’s a text-to-text classification model. 

Kumar et al. [26] proposed a system that is based on symptom mapping and the 
chatbot finds out the solution to the patient’s diseases by providing them the way to 
cure and drugs to consume by scanning their symptoms and if the disease is major 
it redirects to a page where you can have an appointment with the doctor. There is a 
database of all doctors according to their qualifications from where the data will be 
fetched and will be sent to users according to their profiles. There are 3 modules of 
this chatbot: a collection of users’ symptoms, matching with the chatbot database, 
and curing it. In order to achieve an accurate diagnosis finite graph is used. The 
string searching algorithm is used to extract symptoms however most of the time the 
user needs to say exact symptoms in order to get the desired diagnosis otherwise the 
conversation will go into a loop and start the conversation all over again. The dataset 
and mapping are accurate but simple and small at the same time. Datasets trained 
are well and the use of NLP is pinpoint. 

4 Methodology 

The general layout for the development of any chatbot is relatively very straightfor-
ward. There are 4 fundamental stages for all types of chatbots. Processing the input, 
understanding the input, generating a response and selection of a response are the 
4 stages [1]. The architecture used for the development of the chatbot is illustrated 
in Fig. 1. The user has to first make a request in text format which is processed and 
interpreted by the chatbot. After the request is processed, the chatbot will store this 
information or it will request for more information for clarity of the user’s request. 
Once the chatbot understands the request, the data concerned to the request is recov-
ered from the data set [2]. Our proposed chatbot would predict diseases when the user 
enters symptoms. The user has to enter symptoms one by one followed by comma 
and the chatbot will predict the most accurate disease affiliated to those symptoms. 
Secondly, if the user wants to get information about a particular drug then simply 
providing the name of the medicine would yield the user it’s full name, price in 
Indian Rupees, side effects as well as what exactly is the drug used for. Thirdly, the 
user can also ask general question answers relating to health concerns as well. For 
example, the user can ask “How do you treat bruises? “and get answered with the 
most appropriate answer by the chatbot.

The flow chart illustrated in Fig. 2 explains the methodology for the detection 
of symptoms and prediction of diseases. The flow of the work can be broken down
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Fig. 1 General chatbot 
architecture

Fig. 2 Flowchart to build a 
model using machine 
learning 

into 3 stages. Getting the appropriate dataset, pre-processing of text using natural 
language processing and feeding the data to machine language model for training 
and testing are the three essential stages that would be further elaborated in the later 
section. 

4.1 Data Collection 

The major purpose of datasets related to healthcare is to identify the data elements 
to be collected for each patient and to provide uniform definitions for common 
terms. There are different datasets used for this paper for different functions of the 
chatbot. The datasets were solely prepared and extracted from different website 
where they conducted different surveys and interviews with health professionals as 
well as patients. First dataset involves questions and answers type of conversation 
between the chatbot and the user which helps to know what the user wants and
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Table 1 Description of 
intent, tag and response 

Keyname Description 

Intent Queries asked by the user 

Tag Corresponding disease with respect to Intent 

Response Answers provided by the chatbot 

how the user wants to solve it. The dataset is the json file with different keys such 
as INTENT-Which are different ways of asking questions to chatbot or in simple 
words the intention of patient; RESPONSE-Which stores the responses of particular 
questions asked by the patient related to particular disease; TAG-Tag represents the 
disease name as shown in Table 1. The dataset contains 80 different tags thus capable 
of answering questions of 80 different diseases. This dataset is used for answering 
basic queries of patient’s related to common/basic remedies of a disease and detailed 
information of parameters used in various health tests such as blood test, urine test, 
vitamin test, etc. The dataset contains 10–12 questions of a particular tag thus giving 
the model sufficient amount of data to correctly predict the intention of users. 

The second dataset is an open source dataset which can be acquired on Kaggle 
website name as Disease Symptom Prediction. This dataset is used to detect disease 
based on the symptoms provided by the user. The symptoms are marked as binary 
values i.e. 0 and 1. If a bunch of symptoms map to a particular disease then it is marked 
as 1 else it is marked as 0. This dataset has 132 parameters on which 42 different 
types of diseases can be predicted. Since different users can have different symptoms 
for a particular disease, hence we have different rows for the same prognosis to 
reduce the incorrectness in predicting the disease. Thirdly, for the function to display 
information about drugs we used a dataset available on Kaggle that was made by 
scraping drug list from Drugs.com. 

4.2 Pre-processing the Data Using NLP 

For a data or text in our case to be predictable and analyzable for different task we 
need to pre-process it. Preprocessing text is a method to transform text so that it can 
be in an efficient format ready to be used with a machine learning model for better 
accuracy. To preprocess the data, we have used techniques like lower casing the text, 
tokenization, removing stop-words and lemmatization (Fig. 3).

Lower Casing the sentences 

One of the simplest and most efficient way of text preprocessing is to convert all the 
text to lowercase. Words like “Pain” and “pain” mean the same but are represented 
as different words in the vector space which results in increase in dimension, hence 
lowercasing the data is important. Table 2 illustrates an example of solving sparsity 
issue through lowercasing, where same word with different meaning are mapped to 
single lowercased word.



198 A. Mendon et al.

Fig. 3 Process of 
pre-processing

Table 2 Example of lower 
casing a word 

Raw word Lowercased word 

Fever 
FeVeR 
FEVER 

fever 

Tokenization 

Tokenization refers to breaking a sentence into single words whenever a white space 
or a punctuation is encountered. This step is very essential as it provides list of words 
to be dealt with for the next steps involved in text preprocessing. For example if input 
sentence is “I am having a stomach pain”, then the sentence is tokenized as “I”, “am”, 
“having”, “a”, “stomach”, “pain”. 

Removal of Stop-words and Punctuations 

In NLP, stop words are generally called as “useless” data that is they are not useful 
for the model. A stop word is a commonly used word (such as “the”, “a”, “an”, “in”) 
which are not at all useful for classification model and can create a noise which 
will effectively decrease the accuracy model. Hence all the stop words are removed 
from our data. For removal of punctuations Regular Expression (Regex) are used 
that identify punctuations and remove them. Punctuations makes the text noisy and 
provides no efficiency hence it’s essential to eliminate them.
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Table 3 Example of 
lemmatization 

Original word Lemmatized word 

Itching 
Itchy 
Itches 

Itch 

Sting 
Stingers 
Stings 

Sting 

Lemmatization 

Doing things properly with the use of vocabulary through grouping different inflected 
forms of words to its base root mode with same meaning is known as lemmatization. 
Lemmatization extracts the correct lemma of each word. Lemmatization is a slower 
process but it is useful for analysis. It’s a dictionary based approach and produces 
a better accuracy if used. Lemmatization transforms the word without chopping the 
letters that gives the word a definition. Table 3 shows an example of the words 
‘Itching’, ‘Itchy’ and ‘Itches’ mapped to its lemma ‘itch’. 

4.3 Machine Learning Model 

Naïve Bayes algorithm 

Naïve Bayes model is a fast and simple classification algorithm used for a very high 
dimensional dataset. The classifier is based upon Bayesian classification method, 
which can be shown by Eq. 1 below. 

P(A|B) = P(B|A) ∗ P(A)/P(B) (1) 

For prediction, the algorithm uses likelihood probability. In simple term likelihood 
is known as reverse probability. Each word from the question asked by the user are 
considered as features and tag and with respect to those tags, questions are considered 
as labels. Now every input word is compared with all words there in the dataset 
and based on above Bayesian formula the different labels are associated with input 
question. The labels having the highest probability are considered and in this way, 
the algorithm works. For example, let’s say if the user asked a question as “What do 
I do if I am having mild fever?”, so now every word will form a feature vector space. 
Every word will be compared with different words in the bag and based upon that 
the class labels are assigned with certain probabilistic measure. Class labels assigned 
are ‘mild fever’ with probability of 95.67% and an—other class label is assigned as 
‘cough’ with 92.78%, then class label with highest probability is considered that is 
“mild fever”.
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Fig. 4 Process of random forest classifier 

Random Forest Classifier 

Random forest classifier algorithm is a supervised learning algorithm which is used 
for classification as well as regression. As a name suggest it is a forest where there 
are trees which carries correct labels within them. So now random forest classifier 
algorithm selects the best tree from forest based on voting. Generally, it is considered 
that if there are more trees in the forest than the accuracy of the algorithm increases, 
which is indeed true in real life. The main advantage of using random forest clas-
sifier is saving the model from overfitting, because it itself takes the average of the 
prediction. As given in Fig. 4, random subsets are decision tree which consist of root 
node, leaf node, leaves and correct prediction of each decision tree is stored on its 
leaf and after through majority voting correct labels are predicted. 

5 Evaluation Metrics 

To build an effective machine learning model, certain evaluation metrics are used. 
Evaluating helps to get the useful insights whether the labels are correctly or incor-
rectly predicted. There are various metrics for evaluating a model such as mean 
squared error (MSE), Area under Curve (AOC) and confusion matrix. In our case, 
we would be evaluating our model on the basis of confusion matrix which is the 
metric used most for classification problems. In confusion matrix, the correct and 
incorrect predicted labels are segregated or broken with each class. Confusion matrix 
also gives the type of error the model is making. Figure 5 is an example of confusion 
matrix that uses terms like True Positive (TP), True Negative (TN), False Positive 
(FP) and False Negative (FN). TP and TN refers to the model accurately predicting 
and classifying whereas, FP and FN refers to the model inaccurately predicting and
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Fig. 5 Example of 
confusion matrix 

Table 4 Formulae of 
evaluation metrics 

Metric Formula 

Accuracy (TP + TN)/(TP + FP + FN + TN) 
Recall TP/(TP + FN) 
Precision TP/(TP + FP) 
F1 score T P  

T P+ 1 
2 (FP+FN  ) 

placing the data in wrong classes. Using these terms from the confusion matrix we 
can calculate the accuracy, precision, recall and F1 score that would be the evaluation 
metric for our model. 

Accuracy is the metric which gives us the ratio of correct predictions (TP and 
TN) to the number of classes (TP, TN, FP, FN). But we know that, accuracy is not 
the best option to evaluate a model if the dataset is unbalanced. Hence, we have to 
use precision and recall as well. Precision is fraction of correct positive predictions 
(TP) out of all the positive patterns in the class (TP and FP). It is called as positive 
predictive value. Recall is the true positive rate and gives the fraction of positive 
labels that are predicted positively. Preferably, the best case of a model would be 
if the precision and recall having value as one which also implies that FP and FN 
should be zero. Hence, we would be also using the metric F1 score that uses both 
precision as well as recall to evaluate the result. Table 4 illustrates the formulae of 
all the evaluation metrics using confusion matrix terms. 

6 Results and Discussion 

The dataset used for disease prediction is divided into 70% of the training dataset 
and 30% of the testing dataset. As discussed in the section Evaluation Metrics, we 
used confusion matrix to evaluate our classification model and evaluated the metrics 
like accuracy, precision, recall and F1 scores. 

From Table 5 we can conclude that the Random Forest Classification model is 
a better model for our chatbot with accuracy of 86% and an F1 score of 82% as 
compared to Naïve Bayes. With this inference we proceeded with the development 
of our chatbot with Random Forest algorithm as the model to be used.
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Table 5 Results of classification models 

Algorithm Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Naïve Bayes 52 52 80 65 

Random Forest 86 84 88 82 

Fig. 6 User Interface of our 
chatbot 

We were successful in creating the chatbot with the planned architecture and 
modeling as discussed in Methodology section. The program of our chatbot can be 
integrated with websites that are built for healthcare concerns in order to make the 
website more useful and give all round support to users. Figure 6 illustrates beginning 
of the conversation with the chatbot where the user would get to choose the type of 
conversation from three choices namely. 

• Disease prediction. 
• Drugs information. 
• General question. 

Figure 7 illustrates the conversation of the user and chatbot concerning informa-
tion of medicine ‘Adaferin Gel’ when the user clicks on Drug information section it 
provides the user with the medicine’s full name, price in Indian Rupees, side effects 
and the usage of the medicine.

Chatbot accurately predicts the infection Impetigo in Fig. 8 when the user enters 
a list of symptoms. General questions concerning health was also successfully 
answered by the chatbot and it has been illustrated in Fig. 9.
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Fig. 7 Chatbot describing 
about a medicine

Fig. 8 The chatbot 
predicting a disease

7 Conclusion 

Many individuals are utilizing various sorts of chatbots that work in the field of 
fashion, medical care, and so on and are helpful for business as expressed by 
mindtree.org, a web-based website that stays aware of the number and kinds of chat-
bots all over the planet and has revealed around 1400 chatbots presently underway. 
A central justification for the spike in fame is the expansion of man-made conscious-
ness to visit applications giving an efficient and compelling response to questions. 
Chatbots are modified to satisfy the expectation of inquiries posed by the client while
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Fig. 9 The chatbot 
answering general questions

at the same time noting them rapidly. Likewise, chatbot joining in any site or portable 
application gives the client a remunerating experience and saves a great deal of time. 
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Winner Prediction of Football Match 
Using Machine Learning 

Shailja Jadon , Aman Jain  , Prathamesh Bagal , Kunal Bhatt, 
and Manish Rana 

Abstract Over the course of this article, a simple machine learning model for the 
prediction of a football match winner will be discussed. An in-depth analysis and 
insight of this model is presented further below. And we would go about the process 
of building it, the relevance of the project will also be mentioned along with its 
business implications. Finally, the merits and flaws of the project will be discussed 
along with ways in which it can be improved in future. 

Keywords Machine Learning ·Multivariate linear regression · Football 
prediction ·Match outcome prediction 

1 Problem Description 

Machine Learning has become a rather sought—after technology among young 
students and even industries. Machine Learning is a key solution that can answer 
questions of the future. Its predictive nature has appealed the masses as it removes 
the ambiguity from various situations where the future is unknown. Humans tend to 
rely on such predictions for variety of their tasks. 

The prediction of the winner of a football match is a curious problem of machine 
learning. Here the objective is to apply certain machine learning models on existing 
data such that we can predict the outcome with precision. The solution of this problem
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is not just anticipated by mathematicians interested in the sport but also huge organi-
zations that dabble in the region of betting. Even, news rooms look forward to such 
statistics for their audience. Thus, proving the words in the above paragraph to be 
true in their intent. 

For this paper, we shall be discussing the problem of prediction of match outcome. 
We will be presenting a detailed solution in form of a project that was built using 
certain information about the previous seasons of the English Premier League. The 
given information contains various parameters such as match date, goals made etc. 
This dataset can be obtained from online resources. 

2 Literature Survey 

Machine Learning (ML) approaches have been increasingly popular for forecasting 
sports results over the last two decades. In this paper, the authors provide a review of 
studies that have used ML for predicting results in team sport, covering studies from 
1996 to 2019. They have sought to answer five key research questions while exten-
sively surveying papers in this field. This research examines which machine learning 
algorithms have been most often utilized in this discipline, as well as others that 
are beginning to emerge with promising results. Their research highlights defining 
characteristics of successful studies and identifies robust strategies for evaluating 
accuracy results in this application domain. Their study considers accuracies that 
have been achieved across different sports and explores the notion that results of 
certain team sports could be more difficult to predict than others. Finally, their study 
uncovers common themes of future research directions across all surveyed papers, 
looking for and proposing gaps and opportunities for future researchers in this domain 
[1]. 

Several efforts are targeted towards increasing the accuracy of the prediction 
results of the soccer match. The researchers planned numerous models via implement 
completely different ML algorithms. Razali et al. [2] prepared a theorem stratified 
model that predicts soccer results. Their model relied on the goals that each groups 
scored in every match. Min et al. [3] provides a dynamic system for predicting the 
results of football matches. This dynamic structure called the FRES system comprises 
of two main components: theorem supported rules and therefore the theorem network 
element. Therefore, the FRES methodology could be a mixture of 2 ways that job 
along to predict the outcomes of soccer matches. 

Moreover, the FRES methodology has conjointly been introduced in-game time-
series approach, that permits prediction additional sensible. Nonetheless, the FRES 
program needs decent professional experience so as to be controlled. Constantinou 
[4] has established a soccer prediction model called pi-rating to supply projections 
on the result of football matches, whether or not home win, draw or away winfor 
EPL matches throughout the 2010/2011 seasons, which mixes objective data and 
subjective data like team strength, team form, psychological impact and fatigue.
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Jan and Lit [5] area unit increasing work by Maher on the statistical distribu-
tion, demonstrating the offensive and defensive power of the goal score distribution. 
Koopman and Lit area unit developing an applied math model for the study and 
estimation of the outcomes of soccer matches, which assumes a quantity distribution 
of Poisson with coefficients of intensity that adjust at random over time. 

Predicting Outcome of Indian Premier League (IPL) Matches Using Machine 
Learning by Rabindra Lamsal and Ayesha Choudhary. Cricket, particularly the 
Twenty20 style, has the highest level of unpredictability, with a single over having the 
potential to radically swing the game’s momentum. With millions of people watching 
the Indian Premier League (IPL), creating a model for forecasting match outcomes 
is a real-world challenge [6]. 

A cricket match is influenced by a variety of circumstances, and the elements 
that have a major impact on the result of a Twenty20 cricket match are discovered 
in this study. The total weight (relative strength) of the team is determined by each 
player’s performance on the field. To calculate points for each player in the league, a 
multivariate regression-based approach is provided, and the total weight of a team is 
computed based on the historical performance of the players who have appeared the 
most for the club. Finally, a dataset is modelled based on the identified seven factors 
which influence the outcome of an IPL match. Six machine learning models were 
built and utilized to forecast the outcome of each 2018 IPL match 15 minutes prior 
to the start of the game, just after the toss. Three of the trained models accurately 
predicted more than 40 matches, with the Multilayer Perceptron topping all others 
with a remarkable accuracy of 71.66%. 

Machine learning algorithms are employed in this work to predict the outcome of 
soccer matches. 

Although it is impossible to account for all factors that impact match outcomes, 
an attempt is made to identify the most important factors, and several classifiers are 
evaluated to tackle the problem. 

Below, the literature study is summarized in form of a comparative study (Table 
1).

3 Methodology 

To describe the approach that we have adopted for this project, it is imperative to 
understand the tools and resources that were available and put to use. There are 
two parts to this project, the frontend that was built using the simple and basic 
technology of HTML, CSS and bootstrap. Connecting to this is the backend, that 
makes it functional. It comprises of the machine learning model and some additional 
files to enable the model to process the input from the frontend and then provide 
predicted output back to the frontend. This section tailed a detail study of the same. 
The diagram below facilitates the understanding of how different component of the 
project interact with each other (Fig. 1).
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Table 1 Comparative study of technical papers 

Paper Title Authors Takeaway 

Predicting outcome of soccer 
matches using machine 
learning 

Albina Yezus The study takes into account 
one particular league for its 
evaluation. It states that a 
simple regression model can 
give the results that are as good 
as the results given by some 
complex models. This study 
claims that a model will 
accuracy of 60% can be 
deemed a good model 

The Application of Machine 
Learning Techniques for 
Predicting Results in Team 
Sport: 
A Review  

Rory Bunker and Teo Susnjak This paper claims that ANN 
algorithms are superior to other 
for predicting the outcomes of 
a sports match. It contains a 
deep analysis of various 
classification algorithms. It also 
focuses on the importance of a 
good dataset and mentions the 
challenges of finding one in the 
field of sports 

Predicting Outcome of Indian 
Premier League (IPL) 
Matches Using Machine 
Learning 

Rabindra Lamsal and Ayesha 
Choudhary 

This study brings to light a 
solution of predicting match 
outcomes in IPL using 
multivariate regression. This is 
key because, this is the 
algorithm, that will be further 
used by our purpose too

Fig. 1 A visual  
representation of how 
different components of the 
proect interact with each 
other
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4 Dataset 

4.1 Description 

The dataset that we are using for building this project contains information that 
was partly derived from online resources and partly built by intuition and common 
knowledge of the given situation. The available dataset included fields such as XYZ. 
However, this plainly would not be very sufficient to predict the match outcomes. 
Before we move onto pre-processing the data and use it to derive any meaningful 
result, we must first be fully aware of the various parameters that are present in the 
raw dataset (Table 2).

4.2 Exploratory Data Analysis 

Even before we start building out model, it is imperative that we analyse the details 
in the dataset. It is important to understand the data and how well it is structured 
before we pre-process the data to make is useful. Given below are the screenshots of 
the plots that were produced by python for the given dataset. These plots eventually 
helped us to understand the structure of the data and give us an insight regarding the 
kind of pre-processing that will be required to make the dataset efficient in its use 
(Figs. 2 and 3).

4.3 Data Pre-processing 

Data pre-processing is defined a process of preparing and making the raw data suitable 
for a machine learning model. It is very rare to come across a clean and formatted 
data when creating a machine learning project. And while doing any operation with 
data, it is vital to clean it and arrange in a formatted way. 

It is necessary that we filter our raw unstructured data into a format which can be 
fed to models and be processed to derive meaningful results. There are various steps 
involved in data pre-processing such as:

● Getting the dataset
● Importing libraries
● Importing datasets
● Finding Missing Data
● Encoding Categorical Data
● Splitting dataset into training and test set
● Feature scaling
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Table 2 Description of features of dataset before pre-processing 

Sr. No Feature name Meaning 

1 Div League Division 

2 Date Match Date (dd/mm/yy) 

3 Home Team Home Team 

4 Away Team Away Team 

5 FTHG Full Time Home Team Goals 

6 FTAG Full Time Away Team Goals 

7 FTR Full Time Result (H = Home Win, D = Draw, A = Away Win) 

8 HTHG Half Time Home Team Goals 

9 HTAG Half Time Away Team Goals 

10 HTR Half Time Result (H = Home Win, D = Draw, A = Away Win) 

11 Referee Match Referee 

12 HS Home Team Shots 

13 AS Away Team Shots 

14 HST Home Team Shots on Target 

15 AST Away Team Shots on Target 

16 HHW Home Team Hit Woodwork 

17 AHW Away Team Hit Woodwork 

18 HC Home Team Corners 

19 AC Away Team Corners 

20 HF Home Team Fouls Committed 

21 AF Away Team Fouls Committed 

22 HO Home Team Offsides 

23 AO Away Team Offsides 

24 HY Home Team Yellow Cards 

25 AY Away Team Yellow Cards 

26 HR Home Team Red Cards 

27 AR Away Team Red Cards 

28 HBP Home Team Bookings Points (10 = yellow, 25 = red) 
29 ABP Away Team Bookings Points (10 = yellow, 25 = red)

In our data, we have performed importing libraries, importing datasets, encoding 
categorical data and splitting the dataset for train and test purposes. In The figure 
given below we have demonstrated the dataset before pre-processing, the code that 
was used to pre-process the dataset and finally the outcome dataset from the code 
(Figs. 4 and 5).

Now the dataset comprises of fewer columns therefore making the regression 
easier to perform. The pre-processed dataset contains the information stated in the 
table below (Table 3).
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Fig. 2 Exploratory jointplot of dataset 

Fig. 3 Exploratory pairplot 
of dataset
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Fig. 4 Screenshot of the raw dataset prior to pre-processing 

Fig. 5 Screenshot of the dataset after preprocessing

Table 3 Description of 
features of pre-processed 
dataset 

Sr. No Feature name Meaning 

1 HomeTeam_Ordi 
nal_Encoding 

Categorical Encoding for the 
Home Team 

2 AwayTeam_Ordi 
nal_Encoding 

Categorical Encoding for the 
Away Team 

3 HTFormPts Recent winning/losing form 
of the team 
in the last 5 matches for the 
Home Team 

4 ATFormPts Recent winning/losing form 
of the team 
in the last 5 matches for the 
Away Team 

5 FTR_Orginal_En 
coding 

Full Time Result
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5 Choice of Model (Algorithms) 

Predictive analytics models, which are now the most sought-after in the market, 
are meant to evaluate past data, uncover patterns, detect trends, and utilize that 
information to make predictions about future trends. 

The following are a few of the most prevalent methods:

● Decision tree algorithms take data and graph it out in branches to display the 
possible outcomes of various decisions. 

Decision trees also classify response variables and predict response variables 
based on previous decisions and can be used with incomplete data sets. They are 
easily explainable and accessible for novice data scientists.

● Time series analysis. This predicts events through a sequence of time. You can 
predict future events by analyzing previous trends and extrapolating from there.

● Regression. This is a statistical analysis method that helps in data preparation. The 
algorithm’s capacity to sort and categorize data increases as more data is added, 
allowing predictions to be produced. 

For this project, we have used multivariate linear regression due to its simple 
approach and accurate results in our field of exploration. Below are the code snippets 
of the code used to build the model (Fig. 6). 

Fig. 6 Code snippet
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Fig. 7 Code snippet 

6 Testing and Training (Evaluation Metrics) 

Coding is not sufficient when we talk ofpredictive Machine Learning models. We also 
need to train the model so that it can identify the relationship between the dependent 
and independent variables. Then we have to test out model to determine its accuracy. 

Accuracy = No. of Correct prediction 

T otal  N  o. of  Prediction  Made  

However, in our model we do not make a train test split. This is because the 
relatively small amount of data available to train the model. Thus, testing is done for 
real time data (Fig. 7). 

7 Result and Discussion 

In the snippet below, we see the front-end of the project also we see a sample of how 
we can use the webpage for predicting the winner of a football match. 

The model gives us a result that is accurate 70% times. This can be considered as 
a good model since it is not only simple but it also takes into account various factors 
of a match. The data is condensed into five columns from an overwhelming number 
of columns initially. The features were well used to predict the results (Fig. 8).
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Fig. 8 Demo of the software 

8 Future Scope 

No project can ever be truly called complete. There is always room to do more and 
to do better. Such is the case of our project. I our project we have implemented 
a Linear regression however, other models can also be tried. We can also adopt a 
more advanced dataset that can help us to make better predictions. Despite several 
attempts we couldn’t find a dataset that included the players of each team and hence 
we would have to work further to form a dataset in which the key players of each 
team are encoded and that would become an influential factor in determining the 
winning chances of each team. We can also develop the predictor to also predict the 
number of goals that would be made by each team. However, for such computation 
a larger dataset would be required. 

9 Conclusion 

To conclude, this paper has presented deep insights into what goes into making 
a project that amalgamates machine learning and web development. We discussed 
various studies to justify our choice of model which is multivariate regression. This 
study also presents all the steps undertaken in pre-processing, model development 
and training and testing of the model. 
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RaktaSeva—An App for Civilians 
and Blood Banks 

Akash Singh, Vidhi Punjabi, Samiksha Bedekar, and Anand Khandare 

Abstract According to the WHO i.e., World Health Organization, a target of 10– 
20 donors per 1,000 persons in any country is required to ensure adequate blood 
supplies. Traditionally, it is identified and observed that whenever a person has a 
requirement of blood, they either approach a blood bank or a blood donor with the 
same blood group. However, it becomes difficult to find a suitable blood donor during 
the time of emergency requirement of blood. Moreover, availability of the suitable 
blood group is not guaranteed even in a blood bank. We aim to propose an app that 
connects the recipient of the blood to its donor in the time of crisis and provides the 
flexibility of finding the blood banks near them based upon their location. The app 
can help to increase the possibility for a patient to get a blood donor as the requestor 
will be connected to all eligible donors sharing the same blood group in the same 
city. Thus, providing an expanded search space to the person who is in the need 
of blood. The application makes sure that the important crucial information of the 
registered users is kept private and confidential before the confirmation from both 
parties. The application can also be used by organizations such as blood banks or 
non-profit service organizations that aim to search for blood donors for their blood 
donation camps and create awareness to a broader mass by creating digital campaigns 
for their blood donation drives. 

Keywords Blood · Blood banks · Donors · Requestors · Location 

1 Introduction 

Even with a huge population, our nation stares right into the demand–supply crisis of 
blood units and this prevails in several medical facilities in the country. In 2012, WHO 
reported that despite the demand on blood units being 12 million, only 9 units are 
available annually. Unavailability of proper facilities for handling the blood stock in 
various localities have led to wastage of blood in some regions whereas at the same
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time there is lack of blood donors which causes scarcity of blood stocks in other 
regions of the country. Hence, with the help of our app we instill some motivation 
in the minds of people to voluntarily donate. There already exist a few blood donor 
finder applications but they require time and manpower as they just provide details 
and donors are needs to be contacted manually. The Problem definition is, “to develop 
a blood donor connect app which can help a person to connect with the potential blood 
donors in the vicinity of a particular hospital without the need of contacting every 
person individually.” Registered user (Requestor) finds all available and eligible 
donors in the vicinity. 

2 Literature Survey 

The author presented an application for voluntary blood donors in [1], the main 
goal of which is to notify Rh++ of the donor location on a regular basis. Rh++ is a 
smart information system with the goal of regulating blood donation and supply. The 
donors were initially confirmed, which was one of the paper’s merits. The user can 
donate blood after receiving authorization. The possible shortcomings which could 
be considered was that GPS capabilities were not used by this particular application 
for donations. 

Eahtesam and Raaz [2] was a general health centric application that kept record 
of medical history of patients. With the help of Global Position System i.e., GPS it 
found the donors in the locality where the patient was currently present. The location 
of the donor was kept up to date, making it easy for the patient to find donors. This 
reduced the amount of memory used and the volume of contact with the user were 
both reduced. 

In [3] when blood is required in an emergency, we can use GPS to locate a 
nearby blood donor. Whenever any user enters his/her blood group, the application 
automatically locates a nearby blood donor and send an alert request message to the 
potential donor. And if the first donor is unavailable, the system will automatically 
search for the next available potential donor available in the queue. If the donor 
accepts the request, the donor will receive a one-time password (OTP) to validate his 
or her identity (Table 1).

3 Existing Systems 

3.1 Friend2Support.org 

This application is very popular in India. Also has support for Nepal, Bangladesh. 
Sri Lanka. It stores the record of all the donors registered on the platform. Whenever 
a patient needs a donor, they can access the details of donors in their vicinity and
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Table 1 Comparison of carious tables 

Paper Findings/Merits Gaps identified/Demerits 

[1] – Users are verified 
– History of the patient is maintained 
– Secure 

– No tracking features 
– Accessibility issue concerned issue for 
the application is limited to social media 

[2] – Tracking is available 
– Minimized memory consumption and 
user interaction 

– Checks the medical records of the donor 

– Not secure as it gives out information 
– Available only as an Android 
Application 

– The donor is in contact with the hospital, 
but a patient in need cannot request for 
blood individually 

[3] – Use of GIS (Geographic information 
System) technology 

– Users are verified 
– Secure 

– No method of checking authenticity of 
users 

– Strenuous on the admin

contact the donors accordingly. Donors can be contacted through SMS, call, or email. 
But the details of the user are always accessible which can also jeopardize the user’s 
personal information. The users also have to be manually contacted through a given 
medium and there is no automatic notification option. It is not a viable option during 
times of emergency. 

3.2 Save Life Connect 

This app works on similar grounds of the above app. It displays fundraisers going on 
and people willing can contribute to the cause. The person in need of a donor creates 
a request which is posted on the application feed. Unless the user is connected to 
the internet the request is not sent or received. After receiving the request, the donor 
can contact the person in need. It enables a GPS tracker to make it easier for the 
user to track down the request. However, the user’s medical records/history is not 
maintained. Due to this donor receive requests even after recent donations. The reach 
of this application is minimum in India. 

3.3 e-RaktKosh 

This is a government approved website which focuses on Blood Banks. It stores 
details of blood banks all over the country and displays the updated blood unit stocks. 
This enables people in need of blood to access their nearby blood banks and blood 
availability according to their blood group. Furthermore, there is also an option for 
live tracking the blood bank location with the use of maps. This makes it easier for
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the people to reach the blood bank in stipulated time. A blood donor can also look 
for camps and blood banks for blood donation through the portal. 

4 Proposed Work 

The system is proposed to work for mainly two stakeholders: civilians i.e., normal 
users and the second i.e., blood banks and service organizations. Whenever a patient 
need blood, he can search for registered users in his immediate area. When a person 
agrees to help, he or she provides their one-time location with the requestor so that 
the requestor can connect with the nearest donor in the shortest span of time. The 
system must also ensure that the donors on the list of donors are both available and 
eligible, implying that the user has made himself available for any such assistance 
and is qualified to donate blood on medical grounds. The requestor only needs to 
provide the patient’s information, and the information about potential eligible donors 
of the city will be retrieved from the database. Apart from this user’s data which is 
used to identify and fetch potential donors the database must also be leveraged with 
the data of blood banks across country with their complete details i.e., city, address, 
contact information and blood bank category. This data will be helpful for the users 
in order to get the details of potential blood banks in their city and in their respective 
locations where they can look for blood. 

In order to use the portal, it is taken into consideration that important medical or 
private details are not asked from the users so that there could be minimal hesitation 
among the users to register on the portal. Only details which are asked here are only 
their blood group, contact number, and address, which would be requested from 
everyone registering on the portal. 

While requesting for blood, the requestor has to submit the details of the patient 
and the admitted hospital’s location and with a single click of a button, a system-
generated SMS and a post will be distributed to all recipients’ feeds. Once the recip-
ient receives the request, he can confirm it using the options given to him, and the 
request can be recorded as served on the platform once the blood donation process 
is completed. 

Blood banks can utilize the portal to create donation requests for their diminishing 
blood stocks and to build campaigns for their blood donation drives directly through 
the portal. There are various service groups that work in the field of blood donation 
awareness and the implementation of blood donation camps in addition to blood 
banks (Fig. 1).

5 Implementation 

The implementation for user side includes the development of an in order to build 
the functionality for the user side a web application is developed. The system which
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Fig. 1 Architecture overview for working principle of the proposed system

is developed registers the users on the portal and ask for the basic details of the user 
which includes some of the medical details like blood group and age. Now these 
details are used to create the database of the potential of the donors registered on the 
portal. These details are further used to find the donors in the closest vicinity of the 
hospital (Fig. 2). 

Now whenever a concerned person needs blood, he/she will just fill the basic 
minimal details of the person for whom the blood is requested along with the hospital 
details to find the closest potential donors. The system will further look for the 
potential donors with the help of the database maintained already. Next the requester 
just needs to click a Message button using which an auto generated Text SMS which

Fig. 2 Profile details requested from a registered user 
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Fig. 3 A minimal help form to fill necessary details for making request 

will be sent to all those users whose details are matching with the detailed specified 
in the request (Fig. 3). 

Doing this the requester will get to know how many people were connected through 
his request however the details of the users are not revealed to him/her as long as 
authenticity of the request is validated. The users who have received the messages 
get the hospital details mentioned in the message through which they can check for 
the authenticity of the request. 

The system was implemented with a python backend where the business logic was 
developed using Python’s Django Framework based upon MVT i.e., Model View 
Template Architecture. MVT is a software design for developing web applications. 
Model acts as an interface for our data and it is the logical structure of our system 
and is represented by database such as MySQL, PostgreSQL. In our case we have 
dB SQLite which is default database setup for Django Framework. The Views in 
this MVT architecture are used to create link between Template files and Model 
Data. Views in our case plays the same role which is played by Controller in MVC 
Architecture. The API used here is Twilio API which is a Programmable SMS API 
which helps us send and receive SMS messages. The Twilio provides this API service 
on premium basis however as long as we use it on trial basis, we need to verify each 
and every person registered on portal on Twilio’s portal as well (Fig. 4).



RaktaSeva—An App for Civilians and Blood Banks 225

Fig. 4 Twilio API 
architecture 

6 Result and Discussion 

The implementation resulted into the development of important modules which forms 
the entire architecture for the proposed system. Whenever a request is placed, a 
text SMS consisting of all required details are sent over potential donors registered 
phone numbers so that any request originated through the portal reaches the potential 
donors even though they are not using their internet connectivity. This makes a major 
improvement in existing systems which are totally an online model and every aspect 
of it depends on online connectivity of users (Fig. 5). 

Along with the text SMS received on recipient mobile numbers. A detailed request 
ticket is also created on the portal for recipient side where they can view the entire 
details, and can show their willingness to help if they want. The ticket consists of an 
accept request button which notifies the user that their one-time location and mobile 
number will also be sent along with their acceptance consent so that requestor can 
initiate further communication or not depending upon location feasibility of donors 
(Table 2).

The requestor can view the distance between their current location and donor via 
using google maps API which helps the requestor to understand whether the potential 
donor can reach to them in optimal time or can choose among the multiple volunteer 
donors depending upon their fast reach.

Fig. 5 Text SMS received 
by the potential donor 
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Table 2 Comparison of 
system functionality 

Parameters RaktaSeva Save life connect e-RaktaKosh 

Responsive ✓ × ✓ 
GPS ✓ ✓ ✓ 
Blood bank data ✓ × ✓ 
Data privacy ✓ ✓ ✓ 
Auto requesting ✓ ✓ ×

Fig. 6 Estimating donor 
reach using Google Maps 
Route based feature 

The median latency for the APIs like Places API, Maps JavaScript API and Direc-
tion API is well within the optimal range indicating that the request is fulfilled 
quickly. The Geocoding API provides a higher latency value. The 95-percentile 
latency indicates a higher range for the results generated by the API. 

Along with this request module the blood bank list can also help the requestor to 
connect to their nearest blood bank and check for the required blood stock availability. 
The database created for the blood banks helps for quickly fetching out the blood 
banks details throughout and connect with them as fast as possible (Fig. 6). 

7 Conclusion 

In conclusion, we foresee that the dedicated applications and platforms which can 
help the requestors get in touch with potential donors, nearby blood banks can bring 
about a revolutionary change in the blood donation trends in India. Also, as the
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system can work in collaborations with civilians, blood banks as well as service 
organizations it can provides much wider possibility for the application to scale. It 
will facilitate finding donors in emergencies when the blood bank is out of reach 
and blood banks with complete details. Furthermore, the use of GPS will enable the 
patients to find potential donors in their vicinity so that the process can be speedy. 
With one click a person in need can contact all the donors in the neighborhood. While 
doing so the privacy of app users is always ensured. As a portal is free to use it can 
reach maximum people and benefit them. Overall, this application will play a major 
role in saving people’s lives. 

8 Future Scope 

The system can also be seen working with the inclusion of artificial intelligence and 
machine learning where donors learning patterns can be learnt and understood in 
order to enhance the capabilities of the system in order and connect them with the 
most suitable donors. 
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Prediction of Anemia Disease Using 
Machine Learning Algorithms 

Aditya Dixit, Rahul Jha, Raunak Mishra, and Sangeeta Vhatkar 

Abstract As we know, Red Blood Cells are the main part of blood that is responsible 
for the circulation of blood in the human body. Anemia is a well-known disease that 
is caused due to the deficiency of healthy red blood cells. Due to anemia, red blood 
cells are unable to supply oxygen throughout the body. This sickness can be lethal to 
the human body if not treated promptly. We are using machine learning techniques 
such as Random Forest, SVM, and others to detect anemia in a patient in this study. 
We can detect anemia in a patient using machine learning methods. As a result, we 
intend to create a classification-based ML model in which we provide the essential 
CBC test values for our model to predict whether a patient is anemic. With the help of 
machine learning techniques, we are automating the process for detecting anemia in 
this study work. We compared the statistical analysis of all algorithms we’ve utilized 
to predict anemia in this paper. 

Keywords Anemia ·Machine learning · Random forest · SVM · Naive Bayes 

1 Introduction 

There has been an exponential increase in the data generated through the health 
industry because of the remarkable advances in Technology used. Using this data, 
we can extract all the useful information which can then be used for analysis, recom-
mendation, prediction and decision making. In medical science, disease prediction 
at the right time is important for prevention and effective treatment plan. Anemia
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is a disease which is caused by the deficiency of healthy red blood cells which are 
unable to deliver oxygen throughout the body. Anemia is highly prevalent in India. 
The third National Family Health Study (NFHS-3) conducted during 2005–6 found 
that amongst children aged 6–59 months, the prevalence of anemia is 69.5%; in 
rural India, the prevalence is 71.5%. The prevalence of anemia is maximum among 
younger children between the age of 12–17 months and 18–23 months. The preva-
lence of anemia in rural areas appeared to have risen since the previous NFHS (in 
1998–9) [1]. 

Hence, it is important to take some measures to prevent the spread of anemia 
as much as possible using the latest advancements happening in the Tech Industry. 
In our study, we found out using various classifier algorithms like Random Forest, 
SVM, Naïve Bayes etc., we can predict the early stage of anemia so that patients 
can take required medicine on time and prevent anemia [2]. This project is important 
as, using the latest advancement in the field of machine learning, we can also make 
solutions in the field of medical science. This technology can be used in many areas 
like rural areas where health care systems are still not developed to the extent that of 
urban areas [3, 4]. 

Anemia is a disease, which needs timely treatment and early diagnosis, using 
machine learning we can achieve this. Machine Learning can help us overcome 
many different problems faced by our country in the field of medicine. Using this 
project, we will be able to detect whether a person or patient is suffering from anemia 
or not in a matter of seconds [3]. 

2 Problems Faced 

Anemia is a growing problem amongst young children living in rural India. In Rural 
areas, there is a lack of proper medical treatment and experienced doctors. This leads 
to patients traveling long distances to visit experienced doctors for treatment. This 
delay ultimately leads to the disease becoming more fatal. 

Also, many people avoid going to the doctor because they are scared or they can’t 
afford it. Also, due to the lack of trained or experienced doctors in rural areas, they 
misdiagnose the symptoms resulting in Anemia becoming more fatal. 

Anemia, also goes quite unnoticed in many people especially children, which can 
go unnoticed at first but suddenly become fatal in nature. To identify this, a doctor 
needs to go through the CBC blood test report thoroughly to identify the early stages 
of Anemia. Once identified, it is quite easy to cure the disease. 

To tackle all these problems, we are planning to create a Machine Learning Model, 
using which we would make use of multiple algorithms like Naive Bayes, Random 
Forest, SVM, etc. and select the best algorithm using which we will create a website, 
where the user can simple put in their blood test parameters in our machine learning 
model which would then predict whether the user is suffering from Anemia or not. 

Our machine learning model can predict and alert the user if the user is suffering 
from anemia and using which the user can be treated on time without the need of 
any experienced medical staff.
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3 Methodology 

We followed the below methodologies to make our project: 

1. Taking Input Data

● Firstly we collect the dataset [5].
● Dataset should be in csv format (Fig. 1). 
● We import the dataset using various python libraries like Pandas.
● Above, in our dataset, we have considered five parameters—[3, 6, 7]. 

1. Gender—Gender is a very important parameter as the blood parame-
ters and limits for both Male and Female are different and vary, so it 
is important to also consider this factor. 

2. MCV—MCV stands for mean corpuscular volume. Basically this blood 
test measures the average size of the red blood cells. Using this test we 
can get to know whether our red blood cells are too small or too large 
which can depict any blood disorder such as anemia [8]. 

3. MCH—MCH is short for “mean corpuscular hemoglobin.” It’s the average 
amount in each of your red blood cells of a protein called hemoglobin, 
which carries oxygen around your body [9]. 

4. MCHC—MCHC is a similar measure to MCH, MCHC stands for “mean 
corpuscular hemoglobin concentration”. MCHC checks the average 
amount of hemoglobin in a group of red blood cells. A doctor might 
use both MCHC and MCH in order to diagnose Anemia [10]. 

5. Hemoglobin—This parameter tells us about the amount of oxygen present 
in our blood. It is basically a protein which has the capacity to carry 
oxygen throughout the body from the lungs. It is also a very important 
parameter in prediction of anemia. For men, anemia is typically defined 
as a hemoglobin level of less than 13.5 g/dl and in women as hemoglobin 
of less than 12.0 g/dl [11].

2. Pre-processing and Cleaning Dataset

Fig. 1 Picture of anemia CBC dataset [5]
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● For data cleaning and preprocessing, we have imported the required dataset 
using the pandas dataset.

● After importing the dataset and making it a dataframe, we have first converted 
all values into integers. Checked for null values, we didn’t find any null values 
in our dataset.

● Next, we went ahead and checked all the number of entries and removed all 
duplicates.

● Now, after cleaning the data, we went ahead for data visualization (Figs. 2 
and 3). 

3. Feature Extraction/Feature Selection

Fig. 2 Split of results in dataset [5] 

Fig. 3 Boxplot of all the parameters [5]
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● As discussed above, we are using 5 features to predict whether a user/patient 
is suffering from anemia or not.

● We are using Gender, Hemoglobin, MCH, MCHC and MCV from the blood 
test reports to predict whether a user is suffering from anemia or not [3].

● After cleaning all the data, we will then Normalize the data using MinMaxS-
caler. MinMaxScaler transforms all the features between 0 and 1. 

Here we extracted features that are required for model training (Fig. 4). 

4. Apply Classification Algorithms

● After feature extraction now comes to model training.
● First of all we have divided the dataset into training and testing using a method 

called train_test_split(). We have divided our dataset into a 75–25% train-test 
split.

● Now select the classification algorithm and import it from respective libraries.

Fig. 4 Flowchart [2, 4]
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● Algorithms that we are going to use are Random Forest, SVM, Naïve Bayes 
etc. [2, 3].

● Below are the detailed study of our algorithms 
1. Naive Bayes Algorithm—Naive Bayes Algorithm is a supervised machine 

learning algorithm which is based on the famous bayes theorem and is 
used mostly to solve classification problems. It is one of the easiest and 
effective classification algorithms. It basically predicts the output based 
on the basis of the probability of the object [12]. 

Now, defining the formula as per our project 
P(A|B) is Posterior probability: Probability of hypothesis A on the 

observed event B. 
P(B|A) is Likelihood probability: Probability of the evidence given that 

the probability of a hypothesis is true. 
P(A) is Prior Probability: Probability of hypothesis before observing 

the evidence. 
P(B) is Marginal Probability: Probability of Evidence [12]. 

P(A|B) = P(B|A) P(A)/P(B) (1) 

As per our problem, We define the formula: 
P(YES|Anemia) is Probability of having Anemia Disease in a person. 
P(Anemia|YES) is the value of patients having parameters outside the 

normal range having anemia. 
P(Anemia) is the value of people having Anemia. 
P(YES) is the value of total people having blood parameters out of 

range. 
So, we can rewrite the Naive Bayes algorithm as 
P(YES|Anemia) = P(Anemia|YES) * P(Anemia)/P(YES) 
We will then compare this value with the normal or parameter of people 

not having Anemia 
P(NO|Anemia) = P(Anemia|NO) * P(Anemia)/P(NO) 
After this calculation, we will in the end compare both these, and the 

one grater will be the final answer 
If P(NO|Anemia) is greater than P(YES|Anemia), then the person is 

not suffering from Anemia, else vice-versa. 
2. Random Forest—Random forest is a simple to use machine learning algo-

rithm that delivers a good result much of the time, it also does not require 
us to use hyper parameter tuning. It is also one of the most commonly 
used algorithms due to its simplicity and versatility which can be used as 
both regression and classification algorithms [13]. 

Why use Random Forest? 
Random Forest is one of the most popular machine learning algo-

rithms used for both classification and Regression problems. It is used 
because of its speed, that is it works very fast even for very big datasets. It
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also provides a very high accuracy in comparison with the other machine 
learning algorithms [13]. 

How does the Random Forest algorithm work? 
Random Forest as the name suggests, is an algorithm created by the 

use of multiple decision trees. In this, Random Forest algorithm creates 
multiple decision trees, and then as per the input, the decision tree shows 
the output. In random forest, the algorithm for a classification problem 
takes all the majority classes predicted by all decision trees and average 
of all predicted outputs for a Regression Problem [13]. 

Now, lets see the working of Random Forest Algorithm 
Step-1: Firstly, we select random data points from the training data set. 
Step-2: Next, we build a decision tree for each of the respective data 

points. 
Step-3: Next, we decide the number of decision trees we want. 
Step-4: Repeat Step 1 and 2. 
Step-5: Now, for predicting, compile all the outputs of all decision trees 

and take the majority of all outputs for the final output. 
3. SVM—Support Vector Machine is one of the best machine learning algo-

rithms when it comes to classification problems. This is exactly what 
SVM does! It tries to find a line/hyperplane (in multidimensional space) 
that separates the two classes. It then classifies the new point as to whether 
it lies on the positive or negative side of the hyperplane, depending on the 
classes to be predicted [14]. 

Steps to implement support vector regression in python:

● Import the library
● Read the dataset
● Feature Scaling
● Fitting SVR to the dataset
● Predicting a new result
● Visualizing the results of support vector regression 

Support vector regression is the counterpart of a support vector machine 
for regression problems. In our project we are using different attributes 
of the dataset and predicting the result using this support vector machine 
[14]. 

5. Real Time Implementation of Project

● Here comes the main part where we have to map our project with the real 
world problems.

● For this purpose we are trying to reach the various resource persons which 
are pathologists/doctors and provide them with solutions that our model is 
giving.

● We have decided to provide our service to NGOs or Social work bodies or 
organizations or medical bodies or rural clinics or hospitals where there is a 
lack of experienced medical staff.



236 A. Dixit et al.

● Patients can, on our website, just put in their blood test parameters and our 
machine learning model will predict whether the patient is suffering from 
anemia or not. 

4 Technology Used 

Technology and Tools that we are going to use in out project: 
We are using one of the most useful and powerful language i.e. python. Python 

also has robust library support for Machine learning. 

1. Google Collab—This is a jupyter notebook IDE where we can easily run and 
also see the output of each cell simultaneously. We will use Google Colab as it 
already has many of the required libraries installed. 

2. Pandas—This is one of the most important libraries for data science applications. 
It is used for cleaning and perfecting our dataset before inserting it in the machine 
learning model. 

3. Scikit—It is a machine learning library containing many models like classifica-
tion, regression and clustering algorithms. It also has a metrics module which is 
used for checking the accuracy of the models. 

4. Matplotlib—It is a library used for data analysis. It is a library used to create 
various types of graphs. 

5. Seaborn—It is a library used for creating many types of graphs. 
6. Flask—It is a library which we will use to create our website where the user 

enters their CBC parameters. 

5 Result and Discussion

● After implementation of all the above steps, we have come up with the accuracy 
we have achieved using the Random Forest, Naive Bayes and SVM algorithms 
(Table 1). 

● Above is the accuracy we have achieved from our algorithms after training them 
and then testing them with the test data.

● We have also below attached the True Positive, True Negative, False Positive and 
False Negative of each algorithm.

Table 1 Algorithm accuracy Algorithm Accuracy (%) 

Random forest 99.38 

Naive Bayes 95.65 

SVM 97.52
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Algorithms True positive True negative False positive False negative 

Random forest 99 61 1 0 

Naive Bayes 95 59 5 2 

SVM 97 60 3 1

● Using TP, TN, FP, FN we have found the accuracy using the formula [15] 

Accuracy = (TP + TN)/(TP + TN + FP + FN) (2)

● As we see, our results are up to standards and the accuracy of each algorithm is 
very good, even exceeding our expectations. 
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